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Minimax control design for nonlinear systems based on genetic
programming: Jung's collective unconscious approach

J. IMAE*, N. OHTSUKI, Y . KIKUCHI and T. KOBAYASHI

When it conies to tlie minimax controller design, if would be extremely difficult to
obtain such controllers in nonlinear situations. One of the reasons is that the minimax
controller .should be robust against any kind of disturbances in the nonlinear situations.
In this paper, we propo.se a new type of design method of mininui.x control problems.
More precisely, based on the genetic programming and the collective unconscious of
Jung, this paper presents a simple design technicfue to .solve the tninima.x control
problems, where ihe minimax controller may be constructed only paying attention to
the minimization process. It would be surprising if the maximization process is not
needed in the construction of minimax controllers. Some sitnulations are given to
demonstrate the effectiveness of the proposed design technique wifh the identification
problem and minimax control problems.

I. Introduction

We deal wiUi the optimal control design for the mini-
max problems of lhe nonlinear systems (Isidori and
Astolfi 1992, Van der Schaft 1992). Generally speaking,
there exist two ways lo attack such minimax problems.
One is the so-called "indirect approach', where the solu-
tions of partial differential equations, such as Hamilton-
Jacobi Isaacs (HJI) equations, are used for obtaining
such controllers 'indirectly', and the other is the so-
called "direct approach", where both ofthe minimization
and maximization processes are done numerically for
obtaining such controllers 'directly'.

Unfortunately, both approaches have drawbacks.
In the former, it would be very difficult to solve
the nonlinear partial differential equations such as
HJI equalions. In the latter, it would be very difficult
to perform the minimization and maximization cal-
culations in obtaining the solutions of the minimax
problems. In this paper, we focus on the direct
approach and, based on a GP technique, propose a
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new design method where no maximization calculation
could be tequired. That is, we could omit lhe maximi-
zation process in deriving lhe controllers of the mini-
max problems. This idea comes from ihe fusion
between GP and lhe collective unconscious of Jung
(Jung 1959, Koza 1992).

Our approach is mainly based on a GP technique.
What Is the GP technique? In the 1990s. J. R. Koza
extended J. Holland's genetic algorithm {GA) to the
genetic programming (GP) in which the population con-
sists of computer programs of varying size and shapes
(Holland 1975. Koza 1992). The individual in ihc GP
has the structure of the tree. In the evolution process,
mutation, inversion and crossover are used as the
genetic operators, which are called Gmutation.
Ginversion and Gcrossover, respectively. The GP can
generate computer programs by itself, which means
the GP has lhe emergent property. The proposed
approach is mainly based on the emergent property of
the GP, and allows the comptiters to generate the
optinial/robusl controllers of nonlinear syslems.

Of course. GP-bascd methods are already reported
as one of the promising approaches in the field of non-
linear conlrol problems (Imae and Takahashi 1999a. b,
Imae et al. 1999. Koza et al. 1999). However, il should
be noted that our approach is completely different
from the existing GP-bascd methods in lhe minimax
problems because no maximization process is required.
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The paper is organized as follows. In Section 2.
the minimax control problems arc formulated. In
Section 3. the properly of the GP and Jung's idea of
the collective unconscious are described in detail.
They play key roles in constructing the controllers of
lhe minimax problems, i.e. minimax controllers. In
Section 4. the new design method is proposed as a
result of the fusion between the GP and the collective
unconscious. We then describe the design procedure
in detail, focusing on lhe mininiux controi problems.
In Section 5. some numerical examples such as the
identiftcalion problem and minimax control problems
are given to show the effectiveness of our approach.

2. Problem formulation

In ihc field of control engineering. H^c control
problems are popular in deriving robust controllers,
where the Ilr^ controllers are known to be the minimax
controllers. In this paper, we adopt the H^ conlrol
problems as the minimax problems in question.

2.1. Minitnax control problem

One of the important control design problems is as
follows. Consider the dynamical system described by
lhe ordinary differential equation with the performance
equation:

X =f(x,u,w)
Z = h{x, H, If),

( i)

where x is the state, u is the control lv is the disturbance
and r is the error. We here assume that the design speci-
fications can be written with the to-bc-minimized perfor-
mance index J:

J = max J

J J iQ

(2)

(3)

where ro and /| are the initial and terminal time, respec-
tively. Then, the control design problem is lo find the
optimal feedback conlroller minimizing the performance
index (2).

The above problems are called 'robust control pro-
blems" because once lhe controllers are obtained, the
resultant control systems are expected lo be robust
against any type of disturbances given lo the systems.
Therefore, the minimax problem is considered to be
one of the important issues to be solved in the field
of control engineering. However, these problems seem

to be extremely difficult to solve, because we have to
find the controller that is robust against any kinds of
disturbance. This means we have to find lhe controller
minimizing the performance index 7, where the value
of./ is to maximize ihc value o{^ J over all kinds of dis-
turbances. The calculations of minimization and maxi-
mization seem to be complicated. Is it possible to
obtain the so called minimax controllers in the compli-
cated situation? One of the answers could be given in
this paper.

3. Prelim in uries

In this section, we describe the genetic programming
and Jung's idea of the collective unconscious. Here,
only the flavor is given. For more details, see Jung
(1959).

3.1. Genetic programming

A genetic algorithm (GA) has been extended to the
so-called genetic programming (GP), where the popula-
tion consists of computer programs of varying sizes and
shapes. The individual in the GP has the tree structure.
See figure 1, for example. The tree structure in figtirc l(a)
is equivalent to lhe symbolic expression in figure l(b),
which represents the function of '{XI -j-Xl — LS) X\ —
().4sin(7")". For more details, see Koza (1992).

In the evolutionary process of the GP, the
genetic operators, such as Gcrossover. Gmutation, and
Gcopy. are used. See figure 2. for example. Gmutation
consists offour types of mutation process, such as tcrm-
inal-to-function type, function-to-terminal type, term-
inal-to-terminal type and function-to-function type. In
ligure 2, F, (/—1,2 ) are called 'funclions', and T^
ii= 1,2,...) are called 'terminals'.

Here is the procedure of the GP algorithm, which
consists of an iterative process.

step 0. Select GP parameters.

step 1. Generate the initial population.

step 2. Evaluate the fitness of individuals.

step 3. Execute the criterion on the convergence.

step 4. Based on the fitness, perform the operations of
Gcrossover, Gmutation, and Gcopy.

step 5. Go back to step 2.

3.2. Collective unconscious

When it comes to the minimax problems, both of
the minimization and maximization processes are
usually needed to obtain the minimux controllers.
From a computational poinl of view, one of the
easy ways to obtain the minimax solution is to carry
out the minimization and maximization calculations
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alternately, which is described in section 4. In this paper,
we propose a relatively simpler way to tackle such mini-
max problems, based on the Jung's idea of the collective
unconscious. Due to the Jung's idea, the proposed
approach only depends on the minimization process,
which does not need the maximization process.
We describe Jung's idea of the collective unconscious
as follows.

Carl Jung was a student of Sigmund Freud, and he
accepted the existence of a conscious and unconscious
mind. However, Jung gave a unique interpretation
of the unconscious. He insisted that the unconscious
consists of two parts, the personal unconscious and
the collective unconscious. Although the personal
unconscious is almost the same as Freud's and depends
mainly on environments, lhe collective unconscious is
beyond Freud's. It does nol depend on environments,
and it would rather depend on the evolutionary process
of human beings. Thai is to say, the offspring would
unconsciously share the experiences the ancestor had.
Il would be important to note here that the collective
unconscious exists within the evolutionary process.
Anyway, if we pay attention to this idea, we could
omil the maximization process in the minimax approach

of the design problems. Because if we regard distur-
bances as materials of the collective unconscious, we
could deal with any disturbance 'unconsciously' in the
evolutionary process. This leads to the idea ihat we
need nol pay altenlion to all disturbances in finding the
minimizing conlroller in the evolutionary process, where
the controllers evolve. That is to say, in such an evolu-
tionary process, the offspring would unconsciously
share all the disturbances the ancestor had.

4. Design method

The minimax control problems seem to be extremely
difficult to solve because we have to find the conlroller
that is robust against any kinds of disturbances.
Generally speaking, both ofthe minimization and max-
imization operations are usually needed to obtain the
minimax controllers. One of the computationally easy
ways to obtain the minimax solution is to perform the
minimization and maximization processes 'alternately'.
We here revisit such a conventional procedure of the
GP-based design method for the minimax problems.
For more details, see Imae et al. (1999).

[Conventional GP design method]
step I. Select lhe GP parameters.

step 2. Generate randomly two initial populations:
One for the control population, and the other
for the disturbance population.

step 3 (Evaluation of the fitness al the initial genera-
tion).

step 3-1 (Control population). Evaluate the fitness J of
individuals of the control population, with the
disturbance being zero (H' = 0) . Then, select
the best one of all individuals based on the
fitness, according to the smaller-is-better philo-
sophy.

step 3-2 (Disturbance population). Evaluate the fitness
J ofthe individuals oflhe disturbance popula-
tion, with the best one selected in step 3-1.
Then, select the best one of all individuals
based on the fitness, according to the larger-
is-better philosophy.

step 4. Execute the convergence criterion.

.step 5. Proceed with the Gcrossover, Gmutation, and
Gcopy. Create the new control/disturbance
generations.

.step 6 (Evaluation of the fitness at the generation, k).

step 6-1 (Control population). Evaluate lhe fitness ] of
individuals of the controi population, with the
best individual of the disturbance population
at the k—\ generation. Then, select the best
one of all individuals based on the fitness.
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Figure 2. GP operators: (a) Gmutation; (b) Ginversion and (c) Gcrossover,

step 6-2 (Disturbance population). Evaluate the fitness
J of the individuals of the disturbance popula-
tion, wilh the best one selected in step 6-1.
Then, select the best one of all individuals
based on the fitness.

step 1. Execute the convergence criterion.

step 8. Proceed with the Gcrossover, Gmutation, and
Gcopy. Create the new control/disturbance
generations.

step 9. Go to step 6.

Although the conventional GP design method seems
to be the computationally easy technique for obtaining
the numerical minimax solutions, both the minimiziition
and maximization processes are necessary. In this sec-
tion, we propose a new approach to the GP design
method of lhe minimux problems, where the maximiza-
lion process is not necessary explicitly, based on Jung's
idea of the collective unconscious.

Let us go back to the section of the problem
formulation. What we have to do is to find the robust
controller against any kinds of disturbances, that is, to
find the controller minimizing J, where the value of 7 is
given hy maximizing the value of J over all kinds of dis-
turbances. Now recall the collective unconscious. It tells
us that if we regard disturbances as materials of the col-
lective tinconscious, we could deal with any disturbance
unconsciously in minimax problems. Therefore, there
would be no need to deal with all the disturbances 'con-
sciously', i.e. explicitly. A few disturbances might be
enough in deriving the minimax controller, hecause
other disturbances are expected to be experienced impli-
citly in the cvolutionury process. It should he noted thai
if we take only one disturbance in the evaluation of
the fitness, we can omil the maximization process in
minimax problems. This gives birlh lo a new type of

GP design method based on the collective unconscious,
as follows.

At first, we determine the terminals, functions and
fitness:

(1) Terminals: the input of the controller is the state of
the plant system. So, we use the state variable x
as the terminal. The terminal set also contains real
value ^ ( - 5 . 0 < ^ < 5 , O ) .

(2) Functions: this set is the non-terminal set. A lot
of functions are proposed so far. F'or lhe purpose
of simplicity in control design, we focus on the
basic arithmetic operators such as '+',"—', '*' and */'•

(3) Fitness: the fitness function is determined minimiz-
ing the performance index (3). It should be noted
that no maximization operation is required.

Now, we are in a position to propose the following
procedure ofthe new GP-based design method including
no maximization process, which is much simpler than
the conventional one.

I Proposed GP design niethod|

step 0. Select GP parameters.

step 1. Generate randomly an initial population, con-
sisting of functions and terminals, with the size
N of the population.

step 2. Evaluate the fitness of the individual, calculating
the performance index (3) subject to lhe dynami-
cal equation (I). Then, due to Jung's idea ofthe
collective unconscious, only one arbitrary distur-
bance is adopted. One of the schemes to generate
such a disturbance is given in Remark 3.

step 3. Based on the fitness, select lhe best individual
of the population (say. best-of-generation indi-
vidual).
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4. Preserve the best individual over all the best-
of-generation individuals (say, best-so-far indi-
vidual). Here, we adopt another criterion to
choose the best-so-far individual. For more
details, see Remark 4.

step 5. Perform genetic operations, such as Gcrossover.
Gmutation. and Gcopy. And create a new popu-
lation.

.step 6. Go back to step 2.

Remark I: It should be noted ihat we adopt the perfor-
mance index (3) in the evaluation of the individual,
not the performance index (2). That is to say, no maxi-
mization process is given in step 2. Because, due to
Jung's idea, the offspring could experience all
disturbances the ancestor experienced, it might not be
necessary for each individual to experience more than
one kind of the disturbance.

Remark 2: GP parameters in step 0 are as follows. The
deepness of the tree structure is 6 in the first generation
and 4 in Gmutation. The rate of Gcrossover is 0.1 in
functions, and 0.7 in terminals, respectively. The rate
of Gmutation or Gcopy is 0.1. The size of the popula-
tion is 256. Besides, 'grow' method in generating an
initial random population and 'tournament" selection
method are adopted.

Remark 3: We generate two populations; one is for the
minimax controller and the other is for the disturbance.
However, it should be noted that the population for the
disturbance does not evolve by itself, and therefore
does not make any effect on the evolutionary process in
the design method. The individual of the disturbance
population is used only in the evaluation of the fitness
of step 2.

Remark 4: In choosing the best-so-far individual of
step 4, we again evaluate only the best-of-generation
individual by applying the 256 kinds ofthe disturbances
to that individual, and compare it with the bcst-so-far
individual of the one-generation-hefore's.

5. Simulations

Our design method based on the collective uncon-
scious is heuristic. There is no theoretical proof given.
In this section, we give some numerical simulations to
demonstrate the effectiveness of our design approach.
We tackle five identification/control problems, where
the identification problem is given in example 5.1 and
minimax control problems are given in examples 5.2-
5.5. In examples 5.1 and 5.2, we try to show that our
unique idea is implementable, and in examples 5.3-5.5.
we demonstrate how well our design method works in
a comparison with lhe conventional one.

5.1. Identification problem

Consider the following function to be identified:

(4)

Generally, the identification problem falls in the cate-
gory of the minimization prohlem. However, to check
out whether or not our new approach is implementable,
this identification problem is converted into the mini-
max one, as follows: find a function v with the index:

min max
y ^

(5)

where 7| =(y/y— \)^. In this section, we focus on the
minimax formulalion (5). Note ihal il could be formu-
lated as a minimization problem, as follows: find a func-
tion i" with the index:

(v / .v - 1) d^ (6)

The proposed method is applied with 100 generations.
After 13 generations, we obtained the hest-so-far indivi-
dual. In simulations the range ofthe variable A is given
with 0.2 < X < 20.0. The variable .x- plays a key role in the
identification situation, as the disturbance. Terminals.
functions, fitness, and GP parameters are lhe same as
in Section 4, except ihat one oflhe arithmetic operations
V is omitted. The GP solution is:

V = 2.9122.V- + 5.587A- + 2.2009. (7)

See figure 3 for the optimal and GP solutions. Both
funclions are extremely close. The computational
results tell us that Jung's unconscious approach mighi
be implementable in a kind of minimax problem. It
is important to note that due to Jung's idea, there is
no need to apply all kinds of disturbances to the indivi-
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dual, that is. one kind of disturbance is sufiicienl in
obtaining the GP solution of the minimax prohlems.

5.2. Minimax control problem I (Linear one-cHmensional
system)

Consider the //-^ control problem with the following
equations:

X = —X + U + IV

= \x u\'.
(8)

The performance index is given as follows.

(9)

That is

(10)

Through this simple example, we demonstrate our
new approach is also implementable in the Hr^ control
prohlems. Because the optimal solution is analytically
given as:

•op = —X, ( I I )

it is possible to compare the result of our method with
(he optimal one.

The problem has been tackled with 200 iterations.
The range of the disturbance is sei to |M'|< 1 through
trial-and-error. After 147 generations, we obtained the
best-so-far individual. The minimization value of the
GP solution is 0.466048 with respect to the performance
Index y, which is close to the optimal value 0.5. The
resultant GP controller is derived as follows:

+ 2.4468.Y'' + 1.7909 x^ ~ 0.99182.V*' - 0.95245.v'

-I-0.I5544A-'*+0.1 5037A-^-0.0026144A- '"

- 0.004175.v'') [ / 1 (0.22063 + 0.04398.V)

X (-1.5015-1.5983.v-4.1924.v^-2.2558.v^

- I -0 .54897A- ' ' ) (0 .072277-0.05696A-I-2.7248A^

4- 0.50026.r' -1 .31 95A-* - 0.04797.V- + 0.1722.v'')

(12)

The structure is so complicated, and seems to be far
from the optima! one. However, see figure 4 for compar-
ison with the optimal solution, ll would be surprising
that the GP solution is extremely close to lhe optimal
one, which means our design approach is applicable to
a kind of the simple Ilr^ control problems.

Remark 5: We cannot adopt the infinite control-time
interval in simulations, and so all we have to do is to
adopt the finite one, which is expected to be sufficiently
large.

5.3. Minitnax control prohlem II (Linear
two-dimensional .system)

In the next three examples, we demonstrate how well
our design method works in comparison wilh the con-
ventional one. First, consider the following two-dimen-
sional dynamical system, which is one of the linear
H^ control problems:

0 0

0 - 1

(13)

In this case, the performance index is given as follows:

_ (14)

An optimal solution is analytically given in a simple
fashion.

(15)

0.5

-0.5

-0.5 0.5

Figure 4. Optimal and GP solutions for example 5.2.
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.1 1 GP

(a) (b)

^ ' ' ''\'.--=l.'' '''Jii-'ll'' ''V-''^'.'

(c)

Figm'e 5, Optimal and GP solutions for example 5.3: (a) generation 1; (b) generation 3; and (c) generation 5.

In simulations, the control interval is set to [0, 10]
and the range of the disturbance is constrained to
|Hi<5.0 through trial and error. Note thai the GP
design methods are a bit sensitive to the range of
the disturbance in the conventional and proposed
approaches. We have performed the calculations
with 100 generations. Arithmetic operations are
restricted to '+ ' . '—" and '*' because the operation
7' did not work well. After five generations with
initial states .V|(0) = .Y2(O) = O, we have obtained the
GP solution, where the CPU time is 11.208 s. When
it comes to the CPU time, our approach is far super-
ior to the conventional approach, because in the con-
ventional approach the solution is obtained after 16
generations spending 100.718s. The resultant control-
ler is as follows:

(16)

where the controllers ofthe first, third and fiflh genera-
tions are given.

Remark 6: In the conventional GP method, both the
minimization and maximization operations are carried
out alternately. That is why the proposed one is superior
to the conventional one in lhe CPU lime, even though
the number of generations in the former is smaller
than that in the latter.

5.4. Minimax control problem III (Non-linear
one-ditnensional system)

We attack the following nonlinear system:

X = - -f 4.V- -f

(17)

This is exactly the same as the optimal one. Figure 5
shows the evolutionary process of GP controllers.

Generally speaking, for nonlinear problems, il is difficult
to obtain analytically the optima! solutions. However,
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Figure ft. Optimal and GP solutions for example 5.4: (a) generation 2; (b) generation 10; (c) generation 15; and (d) generation 21.

in this problem, the optimal solution is given in
the reference (Van der Schaft 1992). The optimal solu-
tion is:

«op = - (18)

The proposed method is applied to this nonlinear
problem with 100 generations. The range of the dis-
turbance is fixed to |Mi<5.0 through trial and error.
For the function set, we adopted 'sin'., 'cos', 'atan' and
*exp' in addition to the basic arithmetic operations
such as '+". '—" ., '*' and 7'- because we could not
obtain the numerically satisfactory solutions with such
basic urithmetic operations. After 21 generations, we
have obtained the best-so-far individual. The obtained
GP solution is as follow:

(19)

See figure 6(d). The GP solution is close to the optimal
one. Speaking of CPU time, our GP method used
184.418 s while the conventional approach used
328.477 s. Figure 6 demonstrates how well the proposed
method works even with nonlinear problems, where the
results of the second, 10th. 15th and 21 si generation are
given. Note that in the conventional one. the solution is
obtained after 31 generations.

5.5 Minimax control problem IV (Non-linear
two-dimensional system)

We consider the following nonlinear system:

- exp(-19.5865 - 3.269.v) + 0.9983

.V =

z = [x,

J =^

"0 1"

1 1
-V +

"0"

1
If +

" -V2 - 1

-

(20)
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}C2

(a)

(b)

Mgnre 7. Optimal and GP solutions for example 5.5: (a) generation 8; (b) generation 20; (c) generation 40; and (d) generation 56.

Let us show the analytical/optimal solution:

Wop = .Xl + 2.^2. (21)

Computational resuUs are as follows. The conlrol inter-
val [0. 10] is chosen for this problem. The computational
conditions are the same as in example 5.3, except that
arithmetic operation '/' 's included. The proposed
method is applied to this nonlinear problem with 100

generations. After 56 generations, we obtained the best-
so-far individual. The GP solution is obtained as
follows:

«GP = Al + 2.Y2. (22)

This is exactly the same as the oplimal one. See Hgure 7,
where the results ofthe eigth, 30th, 40th and 56th gener-
ation are given. The evolutionary process is found in
this figure. Moreover, the CPU time of our GP method
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Figure 7. Continued.

is 600.705 s while that of lhe conventional approach
is 1095.729 s. In ihis example, our approach is also
superior to the conventional GP approach. Also note
thai the solution of our GP method is obtained ufler
56 generations while that of the conventional one is
after 65 generations.

6. Coticlusions

In the field of the minimax control problems, the new
type of GP-based design method is proposed, where the

maximization process is not required in the minimax cal-
culation process. It is due to Jung's idea of the collective
unconscious.

Our design method based on the collective unconscious
is heuristic, and there is no theoretical proof given. We
have given some numerical simulations to demonstrate
the elfecliveness of our design approach. Six
simulations are given to demonstrate the efficiency of
the proposed GP-based design method. We have
tackled five identification/control problems, where the
identification problem is given in example 5.1 and the
/ / ^ control problems are given in examples 5.2-5.5. In
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examples 5.1 and 5.2, we have tried to show that our
unique idea is implementable, and in examples 5.3 5.5,
we have demonstrated how well our design method
works in a comparison wilh the convenlional one. With
respect to the CPU time, our melhod has turned out dra-
matically superior to the conventional GP method.
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