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INTERNATIONAL ELECTROTECHNICAL COMMISSION
____________

DEPENDABILITY MANAGEMENT –

Part 3-1: Application guide –
Analysis techniques for dependability – Guide on methodology

FOREWORD
1) The IEC (International Electrotechnical Commission) is a worldwide organization for standardization comprising

all national electrotechnical committees (IEC National Committees). The object of the IEC is to promote
international co-operation on all questions concerning standardization in the electrical and electronic fields. To
this end and in addition to other activities, the IEC publishes International Standards. Their preparation is
entrusted to technical committees; any IEC National Committee interested in the subject dealt with may
participate in this preparatory work. International, governmental and non-governmental organizations liaising
with the IEC also participate in this preparation. The IEC collaborates closely with the International
Organization for Standardization (ISO) in accordance with conditions determined by agreement between the
two organizations.

2) The formal decisions or agreements of the IEC on technical matters express, as nearly as possible, an
international consensus of opinion on the relevant subjects since each technical committee has representation
from all interested National Committees.

3) The documents produced have the form of recommendations for international use and are published in the form
of standards, technical specifications, technical reports or guides and they are accepted by the National
Committees in that sense.

4)  In order to promote international unification, IEC National Committees undertake to apply IEC International
Standards transparently to the maximum extent possible in their national and regional standards. Any
divergence between the IEC Standard and the corresponding national or regional standard shall be clearly
indicated in the latter.

5)  The IEC provides no marking procedure to indicate its approval and cannot be rendered responsible for any
equipment declared to be in conformity with one of its standards.

6)  Attention is drawn to the possibility that some of the elements of this International Standard may be the subject
of patent rights. The IEC shall not be held responsible for identifying any or all such patent rights.

International Standard IEC 60300-3-1 has been prepared by IEC technical committee 56:
Dependability.

This second edition cancels and replaces the first edition, published in 1991, and constitutes
a full technical revision. In particular, the guidance on the selection of analysis techniques
and the number of analysis techniques covered has been extended.

The text of this standard is based on the following documents:

FDIS Report on voting

56/825/FDIS 56/840/RVD

Full information on the voting for the approval of this standard can be found in the report on
voting indicated in the above table.

This publication has been drafted in accordance with the ISO/IEC Directives, Part 2.

The committee has decided that the contents of this publication will remain unchanged until 2007.
At this date, the publication will be

• reconfirmed;
• withdrawn;
• replaced by a revised edition, or
• amended.
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INTRODUCTION

The analysis techniques described in this part of IEC 60300 are used for the prediction,
review and improvement of reliability, availability and maintainability of an item.

These analyses are conducted during the concept and definition phase, the design and
development phase and the operation and maintenance phase, at various system levels and
degrees of detail, in order to evaluate, determine and improve the dependability measures of
an item. They can also be used to compare the results of the analysis with specified
requirements.

In addition, they are used in logistics and maintenance planning to estimate frequency of
maintenance and part replacement. These estimates often determine major life cycle cost
elements and should be carefully applied in life cycle cost and comparative studies.

In order to deliver meaningful results, the analysis should consider all possible contributions
to the dependability of a system: hardware, software, as well as human factors and
organizational aspects.
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DEPENDABILITY MANAGEMENT –

Part 3-1: Application guide –
Analysis techniques for dependability – Guide on methodology

1 Scope

This part of IEC 60300 gives a general overview of commonly used dependability analysis
techniques. It describes the usual methodologies, their advantages and disadvantages, data
input and other conditions for using various techniques.

This standard is an introduction to selected methodologies and is intended to provide the
necessary information for choosing the most appropriate analysis methods.

2 Normative references

The following referenced documents are indispensable for the application of this document.
For dated references, only the edition cited applies. For undated references, the latest edition
of the referenced document (including any amendments) applies.

IEC 60050(191):1990, International Electrotechnical Vocabulary (IEV) – Chapter 191:
Dependability and quality of service

IEC 60300-3-2:1993, Dependability management – Part 3: Application guide – Section 2:
Collection of dependability data from the field

IEC 60300-3-4:1996, Dependability management – Part 3: Application guide – Section 4:
Guide to the specification of dependability requirements

IEC 60300-3-5:2001, Dependability management – Part 3-5: Application guide – Reliability
test conditions and statistical test principles

IEC 60300-3-10:2001, Dependability management – Part 3-10: Application guide –
Maintainability

IEC 60706-1:1982, Guide on maintainability of equipment – Part 1: Sections One, Two and
Three – Introduction, requirements and maintainability programme

IEC 60706-2:1990, Guide on maintainability of equipment – Part 2: Section Five –
Maintainability studies during the design phase

IEC 60812:1985, Analysis techniques for system reliability – Procedure for failure mode and
effects analysis (FMEA)

IEC 61078:1991, Analysis techniques for dependability – Reliability block diagram method

IEC 61165:1995, Application of Markov techniques

IEC 61709:1996, Electronic components – Reliability – Reference conditions for failure rates
and stress models for conversion

IEC 61882:2001, Hazard and operability studies (HAZOP studies) – Application guide

ISO 9000:2000, Quality management systems – Fundamentals and vocabulary
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3 Definitions

For the purposes of this part of IEC 60300, the definitions given in IEC 60050(191), some of
which are reproduced below, together with the following definitions, apply.

3.1
item, entity
any part, component, device, sub-system, functional unit, equipment or system that can be
individually considered
NOTE  An item may consist of hardware, software or both, and may also in particular cases, include people.

[IEV 191-01-01]

3.2
system
set of interrelated or interacting elements
[ISO 9000, 2000]
NOTE 1   In the context of dependability, a system will have

a) a defined purpose expressed in terms of required functions, and

b) stated conditions of operation/use.

NOTE 2  The concept of a system is hierarchical.

3.3
component
item on the lowest level considered in the analysis

3.4
allocation
procedure applied during the design of an item intended to apportion the requirements for
performance measures for an item to its sub-items according to given criteria

3.5
failure
termination of the ability of an item to perform a required function
NOTE 1  After failure the item has a fault.

NOTE 2  ‘Failure’ is an event, as distinguished from ‘fault’, which is a state.

[IEV 191-04-01]

3.6
fault
state of an item characterized by inability to perform a required function, excluding the
inability during preventive maintenance or other planned actions, or due to lack of external
resources
NOTE  A fault is often the result of a failure of the item itself, but may exist without prior failure.

[IEV 191-05-01]
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4 Basic dependability analysis procedure

4.1 General procedure

System
definition

Dependability
requirements/
goals definition

Allocation of
dependability
requirements
(if necessary)

Dependability
analysis

(qualitative/
quantitative)

Review and
recommendation

Start

Requirements/
goals met?

Stop

Yes

No

No

No

Go back to the
appropriate task

IEC   3217/02

Figure 1 – General dependability analysis procedure

A general dependability analysis procedure consists of the following tasks (as applicable):

a) System definition
Define the system to be analysed, its modes of operation, the functional relationships to
its environment including interfaces or processes. Generally the system definition is an
input from the system engineering process.

b) Dependability requirements/goals definition
List all system reliability and availability requirements or goals, characteristics and
features, together with environmental and operating conditions, as well as maintenance
requirements. Define system failure, failure criteria and conditions based on system
functional specification, expected duration of operation and operating environment
(mission profile and mission time). IEC 60300-3-4 should be used as guidance.

c) Allocation of dependability requirements
Allocate system dependability requirements or goals to the various sub-systems in the
early design phase when necessary.

d) Dependability analysis
Analyse the system usually on the basis of the dependability techniques and relevant
performance data.
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1) Qualitative analysis
– Analyse the functional system structure.
– Determine system and component fault modes, failure mechanisms, causes, effects

and consequences of failures.
– Determine degradation mechanism that may cause failures.
– Analyse failure/fault paths.
– Analyse maintainability with respect to time, problem isolation method, and repair

method.
– Determine the adequacy of the diagnostics provided to detect faults.
– Analyse possibility for fault avoidance.
– Determine possible maintenance and repair strategies, etc.

2) Quantitative analysis
– Develop reliability and/or availability models.
– Define numerical reference data to be used.
– Perform numerical dependability evaluations.
– Perform component criticality and sensitivity analyses as required.

e) Review and recommendations
Analyse whether the dependability requirements/goals are met and if alternative designs
may cost effectively enhance dependability. Activities may include the following tasks (as
appropriate):
– Evaluate improvement of system dependability as a result of design and manufacture

improvement (e.g. redundancy, stress reduction, improvement of maintenance
strategies, test systems, technological processes and quality control system).
NOTE 1  The inherent dependability performance measures can be improved only by design. When poor
measured values are observed due to bad manufacturing processing, from the operating point of view,
observed dependability performance measures can be enhanced by improving the manufacturing process.

– Review system design, determine weaknesses and critical fault modes and
components.

– Consider system interface problems, fail-safe features and mechanisms, etc.
– Develop alternative ways for improving dependability, e.g. redundancy, performance

monitoring, fault detection, system reconfiguration techniques, maintenance pro-
cedures, component replaceability, repair procedures.

– Perform trade-off studies evaluating the cost and complexity of alternative designs.
– Evaluate the effect of manufacturing process capability.
– Evaluate the results and compare with requirements.
NOTE 2  The general procedure summarizes, from an engineering point of view, the specific dependability
programme elements from IEC 60300-2, which are applicable for dependability analysis: dependability
specifications, analysis of use environment, reliability engineering, maintainability engineering, human
factors, reliabil ity modelling and simulation, design analysis and product evaluation, cause-effect impact
and risk analysis, prediction and trade-off analysis.

4.2 Dependability analysis methods

The methods presented in this standard fall into two main categories:

– methods which are primarily used for dependability analysis;
– general engineering methods which support dependability analysis or add value to design

for dependability.

The usability of the dependability analysis methods within the general dependability analysis
tasks of the general analysis procedure is given in Table 1. Table 2 gives more detailed
characteristics. The methods are explained briefly in Annex A.
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Table 1 – Use of methods for general dependability analysis tasks

Analysis
method

Allocation of
dependability

requirements/goals
Qualitative

analysis Quantitative analysis
Review and
recommen-

dations
Annex

Failure rate
prediction

Applicable for serial
systems without
redundancy

Possible for
maintenance
strategy analysis

Calculation of failure
rates and MTTF for
electronic components
and equipment

Supporting A.1.1

Fault tree
analysis

Applicable, if system
behaviour is not
heavily time- or
sequence-dependent

Fault combinations Calculation of system
reliability, availability
and relative
contributions of
subsystems to system
unavailability

Applicable A.1.2

Event tree
analysis

Possible Failure sequences Calculation of system
failure rates

Applicable A.1.3

Reliability block
diagram
analysis

Applicable, for systems
where independent
blocks can be assumed

Success paths Calculation of system
reliability, availability

Applicable A.1.4

Markov analysis Applicable Failure sequences Calculation of system
reliability, availability

Applicable A.1.5

Petri net
analysis

Applicable Failure sequences To provide the system
description for Markov
analysis

Applicable A.1.6

Failure modes
and effects (and
criticality)
analysis;
FME(C)A

Applicable for systems
where independent
single failure is
predominant

Effects of failures Calculation of system
failure rates (and
criticality)

Applicable A.1.7

HAZOP studies Supporting Causes and
consequences of
deviations

Not applicable Supporting A.1.8

Human
reliability
analysis

Supporting Impact of human
performance on
system operation

Calculation of error
probabilities for human
tasks

Supporting A.1.9

Stress-strength
analysis

Not applicable Usable as a means
of fault avoidance

Calculation of
reliability for (electro)
mechanical
components

Supporting A.1.10

Truth table
(structure
function
analysis)

Not applicable Possible Calculation of system
reliability, availability

Supporting A.1.11

Statistical
reliability
methods

Possible Impact of faults Quantitative estimation
of reliability with
uncertainties

Supporting A.1.12

NOTE  The particular wording in the table is used as follows:

‘Applicable’ means that the method is generally applicable and recommended for the task (possibly with the
mentioned restrictions).

‘Possible’ means that the method may be used for this task but has certain drawbacks compared to other
methods.

‘Supporting’ means that the method is generally applicable for a certain part of the task but not as a stand-
alone method for the complete task.

‘Not applicable’ means that the method cannot be used for this task.
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Among the supporting or general engineering methods are (the list being not necessarily
exhaustive):

– maintainability studies (covered by IEC 60300-3-10 in general and IEC 60706-2 in
particular);

– sneak circuit analysis (A.2.1);
– worst case analysis (A.2.2);
– variation simulation modelling (A.2.3);
– software reliability engineering (A.2.4);
– finite element analysis (A.2.5);
– parts derating and selection (A.2.6);
– Pareto analysis (A.2.7);
– cause and effect diagrams (A.2.8);
– failure reporting and corrective action system (A.2.9)

It should also be noted that the methods are named and understood in the sense of the
relevant IEC standards (where they exist). The following methods have not been included as
separate methods because they are derived from or closely related to primary methods:

– cause/consequence analysis is a combination of ETA and FTA;
– dynamic FTA is an extension of FTA, where certain events are expressed by Markov sub-

models;
– functional failure analysis is a particular type of functional FMEA;
– binary decision diagrams are mainly used as an efficient representation of fault trees.

4.3 Dependability allocations

Defining the dependability requirements for sub-systems is an essential part of the system
design work. The objective of this task is to find the most effective system architecture to
achieve the dependability requirements (and thus contribute to the feasibility study). As
dependability is the collective term for reliability, availability and maintainability, an allocation
for each of these characteristics is necessary. However as allocation techniques for all three
characteristics are similar, the collective term dependability is used in this instance.

The first step is to allocate the dependability requirements of the overall system to sub-
systems, depending on the complexity of these sub-systems based on experience with
comparable sub-systems. If the requirements are not met by the initial design, allocation
and/or design shall be repeated. Allocation is also often made on the basis of considerations
such as complexity, criticality, operational profile and environmental condition.

Since dependability allocation is normally required at an early stage when little or no
information is available, the allocation should be updated periodically.

Allocation, sometimes called apportionment, of system dependability to the sub-system and
assembly levels is necessary early in the product definition phase in order to

– check the feasibility of dependability requirements for the system,
– establish realistic dependability design requirements at lower levels,
– establish clear and verifiable dependability requirements for sub-suppliers.
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When accomplishing dependability allocation, the following steps are needed:

– Analyse the system and identify areas where design is known and information concerning
values of dependability characteristics is available or can be readily assessed.

– Assign the appropriate weights and determine their contribution to the top-level system
dependability requirement. The difference constitutes the portion of the dependability
requirement that can be allocated to the other areas.

Dependability allocation has the following benefits:

– It provides a way for the product development to progress and to understand the
dependability goals relationships between system and their items (e.g. sub-systems,
equipment, components).

– It considers dependability equally with other design parameters such as cost and
performance characteristics.

– It provides specific dependability goals for the suppliers to meet for their deliveries, which,
in turn, leads to improved design and procurement procedures.

– It may lead to optimum system dependability because it considers such factors as
complexity, criticality and effect of operational environment.

On the other hand, some limitations should be noted:

– Assumption is often made that the items of a system are independent, i.e. failure of one
item does not affect others. Since this assumption is often not valid, this limitation reduces
the benefits of the method.

– Allocation of redundant systems is more complex. In these cases, it is appropriate to use
an iterative method to check whether dependability goals for the system can be reached,
for example the fault tree method.

4.4 Dependability analysis

4.4.1 Categories of methods

Dependability analysis methods, which are explained briefly in Annex A, can be classified by
the following categories with regard to their main purpose:

a) methods for fault avoidance, e.g.
1) parts derating and selection,
2) stress-strength analysis;

b) methods for architectural analysis and dependability assessment (allocation), e.g.
1) bottom-up method (mainly dealing with effects of single faults),

– event tree analysis (ETA),
– failure mode and effects analysis (FMEA),
– hazard and operability study (HAZOP);

2) top-down methods (able to account for effects arising from combination of faults)
– fault tree analysis (FTA),
– Markov analysis,
– Petri net analysis,
– truth table (structure function analysis),
– reliability block diagrams (RBD);
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c) methods for estimation of measures for basic events, e.g.
– failure rate prediction,
– human reliability analysis (HRA),
– statistical reliability methods,
– software reliability engineering (SRE).

Another distinction is whether these methods work with sequences of events or time-
dependent properties. If this is taken into account, the following comprehensive categorization
results:

Sequence
dependent

Event-tree analysis Markov, Petri, truth table

Sequence
independent

FMEA, HAZOP FTA, RBD

Bottom-up (single fault) Top-down (multiple faults)

These analysis methods allow for the evaluation of qualitative characteristics as well as
estimation of quantitative ones in order to predict long-term operating behaviour. It should be
noticed that the validity of any result is clearly dependent on the accuracy and correctness of
the input data for the basic events.

However, no single dependability analysis method is sufficiently comprehensive and flexible
to deal with all the possible model complexities required to evaluate the features of practical
systems (hardware and software, complex functional structures, various technologies,
repairable and maintainable structures, etc.). It may be necessary to consider several
complementary analysis methods to ensure proper treatment of complex or multi-functional
systems.

In practice, a composite approach, with top-down and bottom-up analysis complementing one
another, has proven to be very effective, in particular with respect to ensuring the
completeness of the analysis.

4.4.2 Bottom-up methods

The starting point of any bottom-up method is to identify failure modes at the component
level. For each failure mode, the corresponding effect on performance is deduced for the
appropriate system level. This “bottom-up” method is rigorous in identifying all single-failure
modes, because it can rely on parts lists or other checklists. In the initial stages of
development, the analysis may be qualitative in nature and deal with functional failures. Later,
as the component design details become available a quantitative analysis can be undertaken.

4.4.3 Top-down methods

At first, the undesirable single event or system success at the highest level of interest (the top
event) should be defined. The contributory causes of that event at all levels are then identified
and analysed.

The starting point of the top-down approach is to proceed from the highest level of interest,
that is, the system or sub-system level, to successively lower levels in order to identify
undesirable system operations.

The analysis is performed at the next lowest system level to identify any failure and its
associated failure mode, which could result in the failure effect as originally identified. For
each of these second level failures, the analysis is repeated by tracing back along the
functional paths and relationships to the next lowest level. This process is continued as far as
the lowest level desired.
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The top-down approach is used for evaluating multiple failures including sequentially related
failures, the existence of faults due to a common cause, or wherever system complexity
makes it more convenient to begin by listing system failures.

4.5 Maintenance and repair analysis and considerations

The performance of a repairable system is greatly influenced by the system maintainability as
well as the repair or maintenance strategies employed. The availability performance measure
is the appropriate measure for evaluating the influence of maintenance and repair on system
dependability when long-term provision of function is the critical requirement. Reliability is the
appropriate performance measure when continuous provision of function is the critical
requirement.

Repair of a system during operation without interruption of its function is normally possible
only for a redundant system structure with accessible redundant components. If so, then
repair or replacement increases system reliability performance and availability performance.

It is usually necessary to perform a separate analysis to evaluate repair and maintenance
aspects of a system (see IEC 60706-1, IEC 60706-2 and IEC 60300-3-10).

5 Selecting the appropriate analysis method

Selecting methods to implement into a dependability programme is a highly individualized
process, so much so that a general suggestion for a selection of one or more of the specific
methods cannot be made. The selection of appropriate methods should be carried out by a
joint effort of experts from the dependability and system engineering field. Selection should be
made early in the programme development and should be reviewed for applicability.

Selecting methods can be made easier, however, by using the following criteria:

a) System complexity: complex systems, e.g. involving redundancy or diversity features,
usually demand a deeper level of analysis than simpler systems.

b) System novelty: a completely new system design may require a more thorough level of
analysis than a well-proven design.

c) Qualitative versus quantitative analysis: is a quantitative analysis necessary?
d) Single versus multiple faults: are effects arising from combination of faults relevant or can

they be neglected?
e) Time or sequence-dependent behaviour: does the sequence of events play a role in the

analysis (e.g. the system fails only if event A is preceded by B, not vice versa) or does
the system exhibit time-dependent behaviour (e.g. degraded modes of operation after
failure, phased missions)?

f) Can be used for dependent events: are the failure or repair characteristics of an individual
item dependent on the state of the system?

g) Bottom-up versus top-down analysis: usually bottom-up methods can be applied in a more
straightforward manner, while top-down methods need more thought and creativity and
may therefore be more error-prone.

h) Allocation of reliability requirements: should the method be capable of quantitative
allocation of reliability requirements?

i) Mastery required: what level of education or experience is required in order to meaning-
fully and correctly apply the method?

j) Acceptance and commonality: is the method commonly accepted, e.g. by a regulatory
authority or a customer?

k) Need for tools support: does the method need (computer) tool support or can it also be
performed manually?
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l) Plausibility checks: is it easy to inspect the plausibility of the results manually? If not, are
the tools available validated?

m) Availability of tools: are tools available either in-house or commercially? Do these tools
have a common interface with other analysis tools so that results may be re-used
or exported?

n) Standardization: is there a standard which describes the feature of the method and the
presentation of results (e.g. symbols)?

Table 2 gives an overview of various dependability analysis methods and their characteristics
and features. More than one method may be required to provide a complete analysis of a
system.
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Table 2 – Characteristics of selected dependability analysis methods
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Failure rate
prediction

No Yes Yes No No No BU Yes Low High Avg Yes High 61709

Fault tree
analysis (FTA)

Yes Yes Yes Yes No No TD Yes Avg High Avg Yes High 61025

Event tree
analysis (ETA)

NR NR Yes NR Yes Yes BU NR High Avg Avg Yes Avg

Reliability block
diagram
analysis (RBD)

NR NR Yes Yes No No TD Yes Low Avg Avg Yes Avg 61078

Markov
analysis

Yes Yes Yes Yes Yes Yes TD Yes High Avg High No Avg 61165

Petri net
analysis

Yes Yes Yes Yes Yes Yes TD Yes High Low High No Low

Failure mode
and effects
analysis
(FMEA)

NR NR Yes No No No BU NR Low High Low Yes High 60812

HAZOP studies Yes Yes No No No No BU No Low Avg Low Yes Avg 61882

Human
reliability
analysis

Yes Yes Yes Yes Yes Yes BU No High High Avg Yes Avg

Stress-strength
analysis

NA NA Yes NA NA No NA No High Avg High Yes Avg

Truth table No Yes Yes Yes No No NA Yes High Avg High No Low

Statistical
reliability
methods

Yes Yes Yes Yes Yes Yes NA NR High Avg High Avg Low 60300-3-5

NR  May be used for simple systems, Not recommended as a stand-alone method, to be used jointly with
other methods.

TD  Top-down.
BU  Bottom-up.
Avg  Average.
NA  The criterion is not applicable with respect to this method.
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Annex A 
(informative)

Brief description of analysis techniques

A.1 Primary dependability analysis techniques

A.1.1 Failure rate prediction

A.1.1.1 Description and purpose

Failure rate prediction is a method that is applicable mostly during the conceptual and early
design phases, to estimate equipment and system failure rate. It can also be used in the
manufacturing phase for product improvement.

Three basic techniques can be adopted:

– failure rate prediction at reference conditions, also called parts count analysis;
– failure rate prediction at operating conditions, also called parts stress analysis;
– failure rate prediction using similarity analysis.

The choice of which technique to use depends on the available level of knowledge of the
system at the moment the reliability prediction is performed and also on the acceptable
degree of approximation.

A.1.1.2 Failure rate prediction at reference conditions and failure rate prediction at
operating conditions

In the first two cases, the analyst needs to know the number and type of components that
constitute the system. The analyst also needs to know the operating conditions for which the
failure rate prediction is being performed. If the operating conditions are the same as the
reference conditions for the components, then no account of the operating conditions needs
to be made. However, when the failure rate prediction is for operating conditions that differ
from the reference conditions, then the specific application conditions of the component are
taken into account (electric, thermal, environmental) using models developed for the purpose.
For accurate predictions, a reliable failure rate database is needed. IEC 61709 gives
recommendations on how failure rates can be stated at so-called “reference conditions” in
such a database, but it does not contain failure rate data. Several failure rate data handbooks
have been developed and some of them are commercially available. However, reliability
calculations can be time-consuming and therefore commercial software tools are available to
perform these calculations.

Failure rate prediction is based upon the following assumptions:

– components are logically connected in series (i.e. each one is necessary for the system);
– component failure rates are constant over time;
– component failures are independent.

These assumptions need to be discussed with reference to the system under study since
they can lead to a worst-case estimate when redundancies at the higher levels of assembly
are present.
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Assuming that the failure rates are constant greatly reduces the computation effort, since the
total failure rate is simply the sum of the parts failure rates. This does not necessarily imply
that the total failure rate is a meaningful reliability characteristic: not all failures will affect the
systems in the same way. Failures of diagnostic elements as well as some fault modes may
not affect system functionality. In this case, the total failure rate only provides a measure of
the number of corrective maintenance actions, regardless as to whether they are related
or not to system functional failures.

A reliability prediction of a system will yield predictions at an acceptable precision level,
depending on the component failure models available. The same applies when the failure rate
prediction in operating conditions is performed.

A.1.1.3 Failure rate prediction using similarity analysis

Similarity analysis includes the use of fielded (in-service) equipment performance data
to compare new designed equipment with predecessor equipment for predicting end item
reliability.

Comparisons of similar equipment may be made at the end item, sub-assembly, or component
levels using the same field data, but applying different algorithms and calculation factors to
the various elements. Elements to be compared may include:

– operating and environmental conditions (measured and specified);
– design features;
– design processes;
– reliability assurance processes;
– manufacturing processes;
– maintenance processes;
– components and materials.

For each of the above elements, a number of sub-elements should be compared. As
examples, operating and environmental conditions may include steady-state temperature,
humidity, temperature variations, electrical power, duty cycle, mechanical vibration, etc.;
equipment design features may include number of components (separated according to major
component family), number of circuit card assemblies, size, weight, materials, etc.

Similarity analysis should include necessary algorithms or calculation methods used to
quantify similarities and differences between the equipment being assessed and the prede-
cessor equipment.

Element similarity analysis is used when a similarity analysis is not possible because no
predecessor equipment is sufficiently similar or available for a one-to-one comparison with the
newly designed equipment being assessed. Element similarity analysis is the structured
comparison of elements of the new equipment with similar elements of a number of different
predecessor equipment, for which reliability data are available.

A.1.1.4 Benefits

– Time and cost of analysis are very low, provided reference data and models are available.
– The necessary input information and data are small and therefore adapted to the situation

in the early design and development phase.
– Basic information on component reliability is gained in the early design and development

phase.
– Adapted to manual and computerized calculations.
– Little training is necessary.
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A.1.1.5 Limitations

– The functional structure (e.g. lower level redundancies) of a system cannot be considered,
and therefore only simple structures lend themselves to parts count analysis.

– The precision level of the predictions may be low, especially for small sub-systems and
limited run productions, since published or collected data are valid only statistically, i.e.
they require large samples.

– The evaluation of failure modes and mechanisms and their effects is not possible.

A.1.1.6 Standards

The applicable IEC standard is IEC 61709.

A.1.1.7 Example for an integrated circuit (as given in IEC 61709)

For a bipolar random access memory, the failure rate is stated as 17
ref  10 −−= hλ  in a trust-

worthy database based on the following reference conditions stated in IEC 61709:

– reference ambient temperature: ref amb,θ  of 40 °C;

– reference self-heating: 20 °C.

What is the value of the failure rate at an ambient temperature of =ambθ  70 °C with the same
self-heating?

Step  1:   The failure rate model at operating conditions is stated in IEC 61709 as

Tref π×= λλ .

Step  2:  From Figure A.1 (taken from IEC 61709), the factor for temperature influence
follows to πT = 3,4,

– using the reference virtual junction temperature
=∆+= refref amb,1 Tθθ  40 °C +20 °C = 60 °C,

– and the actual virtual junction temperature 
=∆+= refamb2 Tθθ  70 °C + 20 °C = 90 °C.
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Figure A.1 – Temperature dependence of the failure rate

Step 3:  The failure rate at C 70amb °=θ  is obtained as 1717
Tref 103,43,410 −−−− ×=×=×= hhπλλ .

A.1.2 Fault tree analysis (FTA)

A.1.2.1 Description and purpose

Fault tree analysis (FTA) is a top-down approach for analysing product dependability. It is
concerned with the identification and analysis of conditions and factors which cause, or
contribute to, the occurrence of a defined undesirable outcome and which affect product
performance, safety, economy, or other specified characteristics.

The FTA can also be constructed to provide a system reliability prediction model and allow
trade-off studies in a product design phase.

Used as a tool for detection and quantitative evaluation of a fault cause, FTA represents an
efficient method that identifies and evaluates the failure modes and causes of known or
suspected effects.

Taking into consideration known unfavourable effects and the ability to find respective
failure modes and causes, FTA allows timely mitigation of potential failure modes allowing
product dependability improvement in product design phase.

Constructed to represent hardware and software architecture as well as dealing with
functionality, FTA, developed to deal with basic events, becomes a systematic reliability
modelling technique that takes into account complex interactions of system parts by
modelling their functional or failure dependencies, failure enabling events, common cause
events, and by allowing network representation.
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In order to estimate system reliability and availability using the FTA technique, methods such
as Boolean reduction and cut set analysis are employed. The basic data required are
component failure rates, repair rates, probability of occurrence of fault modes, etc.

A.1.2.2 Application

Fault tree analysis has a two-fold application, as a means of identification of a cause of a
known failure, and as a failure mode analysis and dependability modelling and prediction tool.

FTA is used to investigate potential faults, their modes and causes, and to quantify their
contribution to system unavailability in the course of product design. The fault tree is
constructed to represent not only system functions but also their hardware and software along
with their interactions. If the human is part of the system, human errors can be included in the
FTA as well. The probability of occurrence of the causes of fault modes is determined by
engineering analysis, and then rolled up to evaluate the magnitude of their contribution to the
overall product unreliability, allowing trade-off and reliability growth. This allows dependability
modelling of mixed hardware, electronic and mechanical, and software and their interaction.
In this application, the FTA becomes a powerful analysis tool.

A.1.2.3 Key elements

The key elements of a fault tree are

– gates and events,
– cut sets.

Gates represent the outcome, and events represent input into gates. Symbolic representation
of some specific gates may vary from one textbook or analysis software to another; however,
representation of the basic gates is fairly universal.

Cut sets are groups of events that, if all occur, would cause a system failure. Minimal cut sets
contain the minimum number of events that are required for failure. A removal of one of them
would result in the system not failing.

A.1.2.4 Benefits

– Can be started in early stages of a design and further developed in detail concurrently
with design development.

– Identifies and records systematically the logical fault paths from a specific effect, back to
the prime causes by using Boolean algebra.

– Allows easy conversion of logical models into corresponding probability measures.

A.1.2.5 Limitations

– FTA is not able to represent time or sequence dependency of events correctly.
– FTA has limitations with respect to reconfiguration or state-dependent behaviour of

systems.

These limitations can compensated by combination of FTA with Markov models, where
Markov models are taken as basic events in fault trees.

A.1.2.6 Example

Top level system fault tree representation for an audio amplifier: the major sub-systems are
the entry gates to the top-level gate and the amplifier system.
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Amplifier
system

non- operational
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Q = 8,582e-1

Sub-system B
electronics
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Sub-system B
Q = 1,697e-2

Sub-system D
Q = 3,401e-1

Sub-system A
Q = 2,347e-2

Sub-system C
Q = 6,523e-3

Power ON
Q = 9,008e-2

Counter
Q = 3,000e-3

Sub-system A
electronics

failure

Micro
Q = 1,975e-2

Output amps
Q = 3,583e-1

Output amps
to the speakers

(failure)

Micro controler
circuit

(failure)

Sub-system D
electronics

failure

Counter
electronics

(failure)

Power on
circuit
(Fails)

Sub-system C
electronics

failure

IE

IE IE
IE IE

IE IE IE IE

IEC   3219/02

Figure A.2 – Fault tree for an audio amplifier

The highest contributor to the overall failure turned out to be the sub-tree shown in
Figure A.3.
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Capacitor
1 500 µF

short

Output capacitor
Q=5,67e-2

Environment –OC
Q = 2,000e-8

Mfg. Process
defect-short
output cap

Failure due to
environmental

effects

Electrolytic
capacitor

failure-short

Chemical
contamination

Electrolyte
leak due to
high temp.

Debris causes
component

short

Excessive
solder shorting

terminals

Q = 5,67e-2

Q = 1,000e-8 Q = 1,000e-8 Q = 1,000e-8 Q = 1,000e-8

Mfg output cap-
Q = 2,000e-8

Random short
C9041

Laeking_Out_capContamin_Out_cap Debris_C9041 Sol_short

IEC   3220/02

Figure A.3 – Sub-tree from FTA in Figure A.2

The symbols given in Table A.1 are used in the representation of the fault tree.

Table A.1 – Symbols used in the representation of the fault treee

FTA symbol Symbol name Description

TOP EVENT or
INTERMEDIATE
EVENT

Top or intermediate event which describes the system
fault, sub-system fault or higher level fault than the basic
event level fault

BASIC EVENT Basic event for which reliability information is available

UNDEVELOPED
EVENT

A part of the system that yet has to be developed –
defined

TRANSFER GATE Gate indicating that this part of the system is developed in
another part or page of the diagram

OR GATE This output event occurs if any of its input event occurs

AND Gate The output event takes place if all of the input events
occur
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The goal of this analysis was to find the most likely cause of amplifier failure. The highest
contributor to amplifier failure appears to be the electrolytic capacitor on the amplifier output
to the speaker. There is a high probability that shorting of this capacitor resulting from its
inherent failure rate will occur. This is due to the fact that the capacitor of lower voltage rating
was originally chosen for the design because of its smaller physical size, thus the derating of
this capacitor was 90 %, taking into consideration the DC voltage only. Ripple current was but
an additional cause of capacitor failure.

Both causes produced an order of magnitude increase in the failure capacitor original failure
rate that, for the size of the electrolytic capacitor (1 500 µF) is not low, even under higher
derating. The capacitor was replaced with one with the proper voltage rating and since it
appears on six places in the design, the replacement has reduced overall probability of
amplifier failure for its predetermined life expectancy by more than 20 %. The result of this
fault mode cause mitigation is an improvement in the system reliability.

Here, the system unavailability, Q, calculated for the given time of operation, also represents
the system probability of failure, F(t), as the repair times were not allowed.

The gates in the above example are standard annotations, except for the gates representing
the sub-systems, where the triangle, representing the transfer gates mean that the gates were
developed later, and the square around them denotes that each of those is shown on a
separate page.

A.1.3 Event tree analysis (ETA)

A.1.3.1 Description and purpose

The event tree considers a number of possible consequences of an initiating event or a
system failure. Thus, the event tree may be very efficiently combined with a fault tree. The
root of an event tree may be viewed as the top event of a fault tree. This combination is
sometimes called cause consequence analysis, where FTA is used to analyse the causes and
ETA is used to analyse the consequences of an initiating event. In order to evaluate
seriousness of certain consequences that follow an initiating event, all possible consequence
avenues should be identified and investigated and their probability determined.

A.1.3.2 Application

Event tree analysis is used when it is essential to investigate all possible paths of consequent
events, their sequence, and the most probable outcome/consequence of the initiating event.
After an initiating event, there are several first subsequent events/consequences that may
follow. The probability associated with occurrence of a specific path (sequence of events)
represents a product of conditional probabilities of all events in that path.

A.1.3.3 Key elements

The key elements in the application of ETA are the initiator (initiating event), subsequent
events, and consequences.

A.1.3.4 Benefits

The major benefit of an event tree is the possibility to evaluate consequences of an event,
and thus provide for possible mitigation of a highly probable, but unfavourable consequence.
The event tree analysis is thus beneficial when performed as a complement to the fault tree
analysis. The event tree analysis can also be used as a tool in the fault mode analysis. When
starting bottom up, the analysis follows possible paths of an event (a failure mode) to
determine probable consequences of a failure.
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A.1.3.5 Limitations

Particular care has to be taken with respect to the correct handling of conditional probabilities
and with respect to independence of the events in the tree analysis.

A.1.3.6 Example

An example of a simple event tree is given in Figure A.4. This example evaluates the outcome
of a simple event, a car tyre failure, looking at several possible outcomes.

PA1 = 0,5
C1

C

C

C

C

B

B

A

A

Car came to a slow stop, no damage to the car,
other property or injuries PC1 = 0,5

Car came to a slow stop, damaged wheel,
PC2 = 0,5 × 0,3 × 0,4 = 0,06

Car collided with the centre divider, damage to
the car and divider: PC3 = 0,5 × 0,3 × 0,6 = 0,09
Car ran off the road, damage to the car, driver
injured: PC4 = 0,5 × 0,7 × 0,2 = 0,07

Collision with another vehicle, damage to both,
both drivers injured: PC5 = 0,5 × 0,7 × 0,8 = 0,28

PA2 = 0,5

PB2 = 0,7

PB1 = 0,3

PC2 = 0,4

PC3 = 0,6

PC4 = 0,2

PC5 = 0,8

C2

C3

C4

C5

IEC   3221/02

Key

A = no property damage or injury

B = property damage, no injury

C = damage to the car only, no other property damage

Figure A.4 – Event tree

A.1.4 Reliability block diagram analysis (RBD)

A.1.4.1 Description and purpose

Reliability block diagram (RBD) analysis is a system analysis method. An RBD is the
graphical representation of a system’s logical structure in terms of sub-systems and/or
components. This allows the system success paths to be represented by the way in which the
blocks (sub-systems/components) are logically connected.

A.1.4.2 Application

Block diagrams are among the first tasks completed during product definition. They should be
constructed as part of the initial concept development. They should be started as soon as the
program definition exists, completed as part of the requirements analysis, and continually
expanded to a more detailed level as data become available in order to make decisions and
trade-offs.

A.1.4.3 Key elements

Various qualitative analysis techniques may be employed to construct an RBD.

– Establish the definition of system success.
– Divide the system in functional blocks appropriate to the purpose of the reliability analysis.

Some blocks may represent system sub-structures, which in turn may be represented by
other RBDs (system reduction).
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– Conduct qualitative analyses; for the quantitative evaluation of an RBD, various methods
are available. Depending on the type of structure (reducible or irreducible), simple
Boolean techniques, truth tables and/or path and cut set analysis may be employed for the
prediction of system reliability and availability values calculated from basic component
data.

A.1.4.4 Benefits

– Often constructed almost directly from the system functional diagram; this has the further
advantage of reducing constructional errors and/or systematic depiction of functional
paths relevant to system reliability.

– Deals with most types of system configuration including parallel, redundant, standby and
alternative functional paths.

– Capable of complete analysis of variations and trade-offs with regard to changes in
system performance parameters.

– Provides (in the two-state application) for fairly easy manipulation of functional (or non-
functional) paths to give minimal logical models (e.g. by using Boolean algebra).

– Capable of sensitivity analysis to indicate the items dominantly contributing to overall
system reliability.

– Capable of setting up models for the evaluation of overall system reliability and availability
in probabilistic terms.

– Results in compact and concise diagrams for a total system.

A.1.4.5 Limitations

– Does not, in itself, provide for a specific fault analysis, i.e. the cause-effect(s) paths or the
effect-cause(s) paths are not specifically highlighted.

– Requires a probabilistic model of performance for each element in the diagram.
– Will not show spurious or unintended outputs unless the analyst takes deliberate steps to

this end.
– Is primarily directed towards success analysis and does not deal effectively with complex

repair and maintenance strategies or general availability analysis.
– Is in general limited to non-repairable systems.

A.1.4.6 Standards

The applicable IEC standard is IEC 61078.

A.1.4.7 Example

Elementary models (each block should be independent of another block) are shown in
Figure A.5.
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Series

A B Z

IEC   3222/02

Parallel (active)

A

B

IEC   3223/02

Model m out of n

A

2 of 3A

A

IEC   3224/02

Standby
(cold standby)

A

A

IEC   3225/02

Figure A.5 – Elementary models

More complex models in which the same block appears more than once in the diagram can be
assessed by the use of

– the theorem of total probability,
– Boolean truth tables.

A.1.5 Markov analysis

A.1.5.1 Description and purpose

Markov modelling is a probabilistic method that allows for the statistical dependence of the
failure or repair characteristics of individual components to be adapted to the state of the
system. Hence, Markov modelling can capture the effects of both order-dependent component
failures and changing transition rates resulting from stress or other factors. For this reason,
Markov analysis is a method suitable for the dependability evaluation of functionally complex
system structures and complex repair and maintenance strategies.

The method is based on the theory of Markov chains. For dependability applications, the
normal reference model is the time homogeneous Markov model that requires the transition
(failure and repair) rates to be constant. At the expense of increasing the state space, non-
exponential transitions may be approximated by a sequence of exponential transitions. For
this model, general and efficient numerical solution techniques are available, and the only
limitation to its application is the dimension of the state space.

The representation of the system behaviour by means of a Markov model requires the
determination of all the possible system states, preferably shown diagrammatically in a state-
transition diagram. Furthermore, the (constant) transition rates from one state to another
(component failure or repair rates, event rates, etc.) have to be specified. Typical outputs of a
Markov model are the probability of being in a given set of states (typically this probability is
the availability performance measure).
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A.1.5.2 Application

The proper field of application of this technique is when the transition (failure or repair) rates
depend on the system state or vary with load, stress level, system structure (e.g. stand-by),
maintenance policy or other factors. In particular, the system structure (cold or warm stand-
by, spares) and the maintenance policy (single or multiple repair crews) induce dependencies
that cannot be captured by other, less computationally intensive techniques.

Typical applications are reliability/availability predictions.

A.1.5.3 Key elements

The following key steps are involved in the application of the methodology:

– definition of system state space;
– assignment of (time independent) transition rates among states;
– definition of output measures (group the states that result in a system failure);
– generation of the mathematical model (transition rate matrix) and resolution of the Markov

models by resorting to a suitable software package;
– analysis of results.

A.1.5.4 Benefits

Application of the methodology gives the following benefits.

– It provides a flexible probabilistic model for analysing system behaviour.
– It is adaptable to complex redundant configurations, complex maintenance policies,

complex fault-error handling models (intermittent faults, fault latency, reconfiguration),
degraded modes of operation and common cause failures.

– It provides probabilistic solutions for modules to be plugged into other models such as
block diagrams and fault trees.

– It allows for accurate modelling of the event sequences with a specific pattern or order of
occurrence.

A.1.5.5 Limitations

– As the number of system components increases, there is an exponential growth in the
number of states resulting in labour intensive analysis.

– The model can be difficult for users to construct and verify, and requires specific software
for the analysis.

– The numerical solution step is available only with constant transition rates.
– Specific measures, such as MTTF and MTTR, are not immediately obtained from the

standard solution of the Markov model, but require direct attention.

A.1.5.6 Standards

The applicable IEC standard is IEC 61165.

A.1.5.7 Example

An electronic equipment (or unit) contains a functional (F) part and a diagnostic (D) part (see
Figure A.6). By “diagnostics” is meant parts of the system which carry out all supervising,
monitoring and display functions, by whatever means (hardware, software, firmware); these
parts also being referred to as “supervision parts”.
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F D

IEC   3226/02

Figure A.6 – Example of unit

The following terminology is used in this example:

alarm defection
inability to raise an alarm due to a fault in the diagnostic part
down state
state of an item characterized either by a fault, or by a possible inability to perform a required
function during preventive maintenance
false alarm
fault indicated by built-in test equipment or other monitoring circuitry where no functional fault
exists
fault mode
one of the possible states of a faulty item, for a given required function
fault coverage
proportion of faults of an item that can be recognized under given conditions
fault diagnosis
actions taken for fault recognition, fault localization and cause identification
latent fault
existing fault that has not yet been recognized
up state
state of an item characterized by the fact that it can perform a required function, assuming
that the external resources, if required, are provided

Reliability models usually involve some simplifications: in a block diagram each functional
block has two states. One state means correct operation (up state) and the other means fault
(down state). The two-state model greatly simplifies reliability analysis, but sometimes it is not
adequate to describe what happens in the real world in which each functional block has to
have a functional (F) part and a diagnostic (D) part and both can fail: Markov modelling allows
to deal with these issues.

The application of Markov analysis first requires the definition of the system state space.
Table A.2 and Table A.3 show the states of a real world unit and the effects of failures in the
F and D states.

Table A.2 – States of the unit

State Definition

1 Correct operation

2 Diagnostic fault in alarm defection mode

3 Functional fault covered by diagnostics

4 Functional fault not covered by diagnostics (not detectable)

5 Functional fault not detected by diagnostics failed in alarm
defection mode

6 Diagnostic fault in false alarm mode
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Table A.3 – Effects of failures in functional and diagnostic parts

State of F State of D State Effects

Operating Operating 1 Correct operation (state 1)

Fault in false alarm
mode 6

Alarm emitted. F is in up state until maintenance personnel
perform a repair action. In general, if F is not redundant, the
system normally leaves it in service (state 6) until the repair action
takes placeOperating

Fault in alarm
defection mode 2 No alarm emitted. F part is in the up state (state 2) until it fails

(state 5)

Fault Operating 3 Alarm emitted. Correct fault recognition (state 3)

Fault Fault 5

Sequence of events to arrive in this state:

Diagnostic fault (alarm defection mode), sub-system goes into
state 2

Functional fault; no alarm emitted (state 5)

Fault Missing 4 Undetectable fault (state 4)

Figure A.7 shows the associated state-transition diagram and admits that

– the functional part may not be covered by diagnostics: this means that a failure in the
functional part might not be detected (State 4),

– the diagnostics may fail to emit an alarm when they should not (State 6) or may not emit
an alarm when they should (States 2 and 5).

1

µ’F
λF,NC

3

4

6

2

5

λD,FA

µD,FA

µ’F

λD,AD

λF

µF

λFC

IEC   3227/02

NOTE    White encircled states are up states while grey encircled states are down states.

Figure A.7 – State-transition diagram

The (time independent) transition rates among states are shown in Table A.4.
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Table A.4 – Transition rates

λF Failure rate of F, the functional part

λF,C Covered failure rate of F (failures detectable by diagnostics)

λF,NC Uncovered failure rate of F (note that λF = λF,C +  λF,NC)

λD,AD Failure rate of D in alarm defection mode

λD,FA Failure rate of D in false alarm mode (note that λD =  λD,AD +  λD,FA)

µF Repair rate after a covered fault

µ'F Repair rate after an uncovered fault

µD/FA Repair rate after a fault in false alarm mode

Once the states diagram and the transition rates have been defined, availability can be
calculated by using a suitable software package. It is also quite easy to perform a parametric
analysis, considering variations of the transition rates.

A.1.6 Petri net analysis

A.1.6.1 Description and purpose

Petri nets are a graphical tool for the representation and analysis of complex logical
interactions among components or events in a system. Typical complex interactions that are
naturally included in the Petri net language are concurrency, conflict, synchronization, mutual
exclusion and resource limitation.

The static structure of the modelled system is represented by a Petri net graph. The Petri net
graph is composed of three primitive elements:

– places (usually drawn as circles) that represent the conditions in which the system can be
found;

– transitions (usually drawn as bars) that represent the events that may change a condition
in to another one;

– arcs (drawn as arrows) that connect places to transitions and transition to places and
represent the logical admissible connections between conditions and events.

A condition is valid in a given situation if the corresponding place is marked, i.e. contains at
least one token •  (drawn as a black dot). The dynamics of the system are represented by
means of the movement of the tokens in the graph. A transition is enabled if its input places
contain at least one token. An enabled transition may fire, and the transition firing removes
one token from each input place and puts one token into each output place. The distribution of
the tokens into the places is called the marking. Starting from an initial marking, the
application of the enabling and firing rules produces all the reachable markings called the
reachability set of the Petri nets. The reachability set provides all the states that the system
can reach from an initial state.

Standard Petri nets do not carry the notion of time. However, many extensions have appeared
in which a timing is superimposed onto the Petri net. If a (constant) firing rate is assigned to
each transition, the dynamics of the Petri nets can be analysed by means of a continuous
Markov time chain whose state space is isomorphic with the reachability set of the
corresponding Petri net.

The Petri net can be utilized as a high level language to generate Markov models, and several
tools in performance dependability analysis are based on this methodology.

Petri nets provide also a natural environment for simulation.
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A.1.6.2 Application

The use of Petri nets is recommended when complex logical interactions need to be taken
into account (concurrency, conflict, synchronization, mutual exclusion, resource limitation).
Moreover, Petri nets are usually an easier and more natural language to describe a Markov
model.

A.1.6.3 Key elements

The key element of the Petri net analysis is a description of the system structure and its
dynamic behaviour in terms of primitive elements (places, transitions, arcs and tokens) of the
Petri net language; this step requires the use of ad hoc software tools:

a) structural qualitative analysis;
b) quantitative analysis: if constant firing rates are assigned to the Petri net transitions the

quantitative analysis can be performed via the numerical solution of the corresponding
Markov model, otherwise simulation is the only viable technique.

A.1.6.4 Benefits

Petri nets are suitable for representing complex interactions among hardware or software
modules that are not easily modelled by other techniques.

Petri nets are a viable vehicle to generate Markov models. In general, the description of the
system by means of a Petri net requires far fewer elements than the corresponding Markov
representation.

The Markov model is generated automatically from the Petri net representation and the
complexity of the analytical solution procedure is hidden to the modeller who interacts only at
the Petri net level.

In addition, the Petri nets allow a qualitative structural analysis based only on the property of
the graph. This structural analysis is, in general, less costly than the generation of the Markov
model, and provides information useful to validate the consistency of the model.

A.1.6.5 Limitations

Since the quantitative analysis is based on the generation and solution of the corresponding
Markov model, most of the limitations are shared with the Markov analysis.

The Petri net methodology requires the use of software tools (several are available,
developed by academic and industrial bodies).

A.1.6.6 Example

A fault-tolerant multiprocessor computer system, whose block diagram is depicted in Figure
A.8, contains two independent sub-systems S1 and S2 with a shared common memory M3.

Each sub-system Si (i = 1; 2) is composed of one processor Pi, one local memory Mi and two
replicated disk units Di1 and Di2. A single bus N connects the two sub-systems and the
shared common memory.
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N

P1 M1

D11 D12

D21 D22

M3

P2 M2

IEC   3228/02

Figure A.8 – Block diagram of a multiprocessor system

The GSPN (generalized stochastic Petri net) representation of the system of Figure A.8 is
depicted in Figure A.9.

Places whose names have the suffix .dn model components in the non-operational condition.

A token in place S.dn models the overall system failure.

Transitions whose names have the suffix .f model the failure of a component.

The initial marking of the net represents the multiprocessor having all components
operational.
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P1 .fD12 .f

D11 .f

M1 .f

Mg .f

M2 .f

D22 .f

D21 .f

P1 .dn t6

D1 .f D1 .dn t5

D12 .dn

D11 .dn

M1 .dn

M1g .f M1g .dn t4

S1 .dn

Mg .dn

M2 .dn

M2g .f M2g .dn t3

S12 .f
S .dn

S .f

D22 .dn

D21 .dn
D2 .f

P2 .f

D2 .dn

P2 .dn

t2

t1

S2 .dn

N .f N .dn t7

IEC   3229/02

Figure A.9 – Petri net of a multiprocessor system

A.1.7 Failure modes and effects analysis (FMEA)

A.1.7.1 Description and purpose

Failure modes and effects analysis (FMEA) is a bottom-up, qualitative dependability analysis
method, which is particularly suited to the study of material, component and equipment
failures and their effects on the next highest functional system level. Iterations of this step
(identification of single failure modes and the evaluation of their effects on the next highest
system level) result in the eventual identification of all the system single failure modes. FMEA
lends itself to the analysis of systems of different technologies (electrical, mechanical,
hydraulic, software, etc.) with simple functional structures. Failure modes, effects and
criticality analysis (FMECA) extends the FMEA to include criticality analysis by quantifying
failure effects in terms of probability of occurrence and the severity of any effects. The
severity of effects is assessed by reference to a specified scale.

A.1.7.2 Application

FMEAs or FMECAs are generally carried out where a level of risk is anticipated in a
program early in product or process development. Factors that may be considered are new
technology, new processes, new designs, or changes in the environment, loads, or
regulations. FMEAs or FMECAs can be effected on components or systems that make up
products, processes or manufacturing equipment. They can also be carried out on software
systems.
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A.1.7.3 Key elements

The FMEA or FMECA analysis generally follows the following steps:

– identification of how the component of system should perform;
– identification of potential failure modes, effects and causes;
– identification of risk related to failure modes and its effects;
– identification of recommended actions to eliminate or reduce the risk;
– follow-up actions to close out the recommended actions.

A.1.7.4 Benefits

– Identifies systematically the cause and effect relationships.
– Gives an initial indication of those failure modes that are likely to be critical, especially

single failures that may propagate.
– Identifies outcomes arising from specific causes or initiating events that are believed to be

important.
– Provides a framework for identification of measures to mitigate risk.
– Useful in the preliminary analysis of new or untried systems or processes.

A.1.7.5 Limitations

– The output data may be large even for relatively simple systems.
– May become complicated and unmanageable unless there is a fairly direct (or “single-

chain”) relationship between cause and effect.
– May not easily deal with time sequences, restoration processes, environmental conditions,

maintenance aspects, etc.
– Prioritizing mode criticality is complicated by competing factors involved.

A.1.7.6 Standards

The applicable IEC standard is IEC 60812.

A.1.7.7 Example

An example of failure mode and effects analysis is given in Table A.5.
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Table A.5 – Example of FMEA

Indenture level:

Sheet No.:

Mission phase

Design by:

Item:

Issue:

Prepared by:

Approved by:

Date:

Item
ref.

Item
description
/ function

Failure
entry
code

Failure
mode

Possible
failure
causes

Symptom
detected by Local effect Effect on

unit output
Compensating

provision against
failure

Severity
class

Failure
rate

Data
source

Recommendations
and actions taken

1111 Open circuit Winding
fracture

Low speed
roughness

Low power Trip Single phase
protection
temperature trip

4

1112 Open circuit Connection
fracture

Low speed
roughness

Low power Trip Single phase
protection
temperature trip

3

1113 Isolation
breakdown

Persistent
high temp.
manufactur-
ing defect

Protection
system

Overload No output Annual inspection
temperature trip

4

1114 Thermistor
open circuit

Ageing;
connection
fracture

Protection
system

None No output Fitted spare 3 Recommend a
spare connected
through to outside
casing

1.1.1 Motor stator

1115 Thermistor
short cut

Protection
system

Protection
system

Reduced
trip margin

No output if
load is high

Fitted spare
temperature trip

3 Recommend a
spare connected
through to outside
casing

1121 Inadequate
cooling

Blockage
low diff.
pressure

High
temperature
stator
detected by
thermistor

Excessive
winding
temperature

Excessive
motor
temperature

Temperature trip
stator

2

1122 Leakage to
atmosphere

Piping
connection

Motor
temperature

Motor,
inadequate
cooling

Excessive
motor
temperature

Temperature trip,
check every 2 h

2

1.1.2 Motor
cooling
system

1122 Leakage
from
atmosphere

Piping
connection

Low output Air in
system

None Check every 2 h 2

1.1.3 Motor
bearing

1131 Seal
external
leakage

Wear
bearing
failure

Low level
lub oil sump

Loss of lub
oil

None unless
leak severe

Daily check 3
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A.1.8 Hazard and operability studies (HAZOP)

A.1.8.1 Description and purpose

A HAZOP study is a detailed hazard and operability problem identification process, carried out
by a team. HAZOP deals with the identification of potential deviations from the design intent,
examination of their possible causes and assessment of their consequences.

The basis of HAZOP is a “guide word examination” which is a deliberate search for deviations
from the design intent. The design intent is the designer’s desired, or specified, behaviour for
a system, its elements and characteristics. To facilitate the examination, a system is divided
into parts in such a way that the design intent for each part can be adequately defined. The
design intent for a given part of a system is expressed in terms of elements which convey the
essential features of the part and which represent natural divisions of the part. Elements may
be discrete steps or stages in a procedure, individual signals and equipment items in a control
system, equipment or components in a process or electronic system, etc.

The identification of deviations from the design intent is achieved by a questioning process
using predetermined “guide words”. The role of the guide word is to stimulate imaginative
thinking, to focus the study and elicit ideas and discussion, thereby maximizing the chances
of study completeness. Guide words and their meanings are given in Tables A.6 and A.7.

Table A.6 – Basic guide words and their generic meanings

Guide word Meaning

No or Not Complete negation of the design intent

More Quantitative increase

Less Quantitative decrease

As well as Qualitative modification/increase

Part of Qualitative modification/decrease

Reverse Logical opposite of the design intent

Other than Complete substitution

Table A.7 – Additional guide words relating to
clock time and order or sequence

Guide word Meaning

Early Relative to the clock time

Late Relative to the clock time

Before Relating to order or sequence

After Relating to order or sequence

A.1.8.2 Application

HAZOP is most suitable in the later stages of detailed design for examining operating
facilities, and when changes to existing facilities are made. The best time to carry out a
HAZOP study is just before the design is frozen.

A.1.8.3 Key elements

– The examination is a creative process.
– The examination proceeds by systematically using a series of guide words to identify

potential deviations from the design intent and employing these deviations as “triggering
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devices” to stimulate team members to envisage how the deviation might occur and what
might be the consequences.

– The examination is carried out under the guidance of a trained and experienced study
leader, who has to ensure comprehensive coverage of the system under study, using
logical, analytical thinking.

– The examination relies on specialists from various disciplines with appropriate skills and
experience who display intuition and good judgement.

– The examination should be carried out in a climate of positive thinking and frank
discussion. When a problem is identified, it is recorded for subsequent assessment and
resolution.

– Solutions to identified problems are not a primary objective of the HAZOP examination,
but if made they are recorded for consideration by those responsible for the design.

HAZOP studies consist of four basic sequential steps, shown in Figure A.10.

Definition
•  Define scope and objectives
•  Define responsibility
•  Select team

Preparation
•  Plan the study
•  Collect data
•  Agree style of recording
•  Estimate the time
•  Arrange a schedule

Examination
•  Divide system into parts
•  Select a part and define design intent
•  Identify deviation by using guide words on each element
•  Identify consequences and causes
•  Identify whether a significant problem exists
•  Identify protection, detection, and indicating mechanisms
•  Identify possible remedial/mitigating measures (optional)
•  Agree actions
•  Repeat for each element and then each part of the system

Documentation and follow-up
•  Record the examination
•  Sign off the documentation
•  Produce the report of the study
•  Follow up that actions are implemented
•  Re-study any parts of system if necessary
•  Produce final output report

IEC   3230/02

Figure A.10 – The HAZOP study procedure
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A.1.8.4 Benefits

– Utilizes the various skills and knowledge of a group of experts, each familiar with a
different aspect of the system under study.

– Efficient in finding both causes and consequences of deviations at various levels in the
system.

– Suitable for reviews of processes which can be described by a flow-diagram.
– Resulting knowledge is of great assistance in determining appropriate remedial measures.

A.1.8.5 Limitations

Whilst HAZOP studies have proved to be extremely useful in a variety of different industries,
the technique has limitations that should be taken into account when considering a potential
application.

– HAZOP is a hazard identification technique which considers system parts individually and
methodically examines the effects of deviations on each part. Sometimes a serious hazard
will involve the interaction between a number of parts of the system. In these cases the
hazard may need to be studied in more detail using techniques such as event tree and
fault tree analyses.

– As with any technique for the identification of hazards or operability problems, there can
be no guarantee that all hazards or operability problems will be identified in a HAZOP
study. The study of a complex system should not, therefore, depend entirely upon
HAZOP. It should be used in conjunction with other suitable techniques (e.g. fault tree
analysis).

– Many systems are highly inter-linked, and a deviation at one of them may have a cause
elsewhere. Adequate local mitigating action may not address the real cause and still result
in a subsequent accident.

– The success of a HAZOP study depends greatly on the ability and experience of the
study leader and the knowledge, experience and interaction between team members.

– HAZOP only considers parts, their elements and characteristics that appear on the design
representation. Activities and operations which do not appear on the representation are
not considered.

A.1.8.6 Standards

The applicable IEC standard is IEC 61882.

A.1.9 Human reliability analysis (HRA)

A.1.9.1 Description and purpose

Human reliability analysis is a subtask of the more general human factor analysis, which is a
collective name for the allocation of functions, tasks and resources among humans and
machines and the assessment of human reliability. Human factor analysis is not a discipline
on its own; rather, it is an activity that engages the application of various disciplines to
the problem area where humans and machines should reliably perform. It embodies the
disciplines of psychology, physiology, sociology, medicine and engineering.

A particular purpose of human factor analysis is to assess factors that may impact human
reliability in the operation of a system; often referred to as the human reliability analysis.
Reliable human performance is necessary for the success of human/machine systems and is
influenced by many factors. These factors may be internal such as stress, emotional state,
training, motivation and experience, or external, such as work hours, environment, actions by
supervisors, procedures and hardware interfaces.
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A.1.9.2 Application

The most effective application of the human factor perspective is by its active involvement in
all phases of system development from design to training, operation and disposal. Its focus
ranges from overall system considerations (including operational management) to the
interaction of a single individual at the lowest operational level.

In principle any task performed by the human represents an opportunity for human error; that
is, each of these tasks should be reliably performed. After identifying those tasks, each one is
analysed to identify any error likely situations that may cause the operator to fail. This may be
compared to a kind of FMEA for human tasks.

Often these tasks are assessed by creating event trees for each one. The event tree conveys
the task analysis information and determines a scheme to quantitatively assess the
combination of failures.

A.1.9.3 Key elements

The following are typical elements in a human reliability analysis:

– description of personnel, the work environment and the tasks performed;
– analysis of human/machine interfaces;
– performance of task analysis of intended operator functions;
– performance of human error analysis of intended operator function;
– documentation of results.

A.1.9.4 Benefits

The analysis of mishaps and accidents shows that reliable human performance is a key factor
for the dependability of human/machine systems. If human factors are disregarded, the
dependability predictions for a system may be completely misleading. Human reliability
analysis contributes to the usability of the product.

A.1.9.5 Limitations

Application of human reliability analysis to a system requires an in-depth knowledge of human
performance parameters.

In particular, if historical data are not available, the quantitative analysis may have to rely on
subjective estimation of human error probabilities.

Human factor analysis is often not regarded as a part of reliability engineering and it is
sometimes hard to convince project managers to start a human factor analysis or human
reliability analysis at all.

A.1.9.6 Example

In an application where a key is used to start up a system, for example, a train, the key shall
be replaced by an electronic smart card (for whatever reason). This solution is used in several
variations of automated teller machines (ATM). The (relative) impact of this change on the
availability of the system (with respect to the former solution) shall be estimated.

Step 1: Consider a driver in a railway-specific work environment and his interaction with the
system at start-up of a train. His tasks are to enter his smart card and a PIN code to
authenticate himself.

Step 2: The interface is well known from ATM. It consists of a smart card reader, a display
and a numeric pad to enter the PIN.
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Step 3: Task 1 is defined as entering the smart card. Task 2 is defined as entering the
correct PIN.

Step 4: Credible human errors could be those given in Table A.8 (not necessarily exhaustive)

Table A.8 – Credible human errors

Task Human error Cause Measures

a) 1) The driver has forgotten or lost
the smart card

i) Improper means for storing the
card

Supply suitable means of storage or
casing for the card that is accepted
by the driver

ii) Inattentiveness Implement checks that ensure (say
at the beginning of the workday)
that this has no operational effect.
Supply wildcards for such a case

2) The smart card is in a condition
that renders it not readable by the
system

i) Improper means for storing the
card

As above

ii) Improper handling Training with respect to handling of
smart cards. Regular checks.
Contactless smart cards as an
alternative design (cost-
effectiveness to be checked)

b) 1) The driver has forgotten the
PIN

Forgetfulness Training. As a design alternative
the driver might choose the PIN by
himself (a number that is easier to
remember) instead of being
assigned a PIN by the system

2) The driver enters an incorrect
PIN

Typing error, etc. Allow at least one repeat. Design
the numeric pad ergonomically in
order to minimize type errors (e.g.
keys should not be too small, easily
readable, give an acknowledgement
(beep) when a number is pushed,
etc.)

This information can also be represented in an event tree (see Figure A.11).

The event tree can be quantified by assigning probabilities to each branch. However, even in
this small example, obtaining accurate data or models may not be that straightforward. While
some data can be collected from ATM applications it should be remembered that the work
environment encountered here might be completely different. In this example, the
unavailability is merely the sum of all mentioned probabilities in the event tree. For the sake
of the example, only hypothetical values are given.
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Driver enters wrong PIN

Yes

Yes

Driver has forgotten PIN

Smart card not readable

Yes

Yes

Driver wants to
start up train

Driver has
forgotten/lost
smart card

No Sy
st

em
 n

ot
 a

va
ila

bl
e

No

No

System available

P1a

P1b

P2a

P2b

IEC   3231/02

Parameter Value Remark

P1a 10–4 Drivers are known to be careful, trained to handle smart cards such as keys, proper storage
ensured, checks implemented

P1b 10–4 Proper casing for smart cards

P2a 10–4 Drivers have been allowed to choose their PIN, they are aware of the consequences, e.g.
train delays

P2b 10–2 Ergonomically designed numeric pad, but typing errors may always occur

Figure A.11 – Human errors shown as an event tree

The result is that the unavailability is poor, about 0,01 per journey, which is unacceptable. As
a remedy, the driver is allowed a second try to enter the PIN after an error. The probability of
failing twice is 4

22 10−=× bb PP  in this example, thus giving an estimated total unavailability of
0,0004 per journey (four out of 10 000 trains will be delayed), which seems acceptable.
Allowing more trials might bring the unavailability down to 0,0003, but may be unacceptable
from a security point of view.

A.1.10 Stress-strength analysis

A.1.10.1 Description and purpose

The stress-strength analysis is a method to determine capability of a component or an item to
withstand electrical, mechanical, environmental, or other stresses that might be a cause of
their failure. This analysis determines the physical effect of stresses on a component, as well
as the mechanical or physical ability of the component. Probability of component failure is
directly proportional to the applied stresses. The specific relationship of stresses versus
component strength determines component reliability.
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A.1.10.2 Application

Stress-strength analysis is primarily used in determination of reliability or equivalent failure
rate of mechanical components. It is also used in physics of failure to determine likelihood of
occurrence of a specific failure mode due to a specific individual cause in a component.

Component structural reliability, i.e. its capability to withstand electrical or other stresses,
depends on its strength or load-carrying capability, where reliability is the probabilistic
measure of assurance of the component performance. Determination of this load-carrying
capability involves uncertainty; therefore, this capability is modelled as a random variable, as
opposed to the applied stress which, for the same reason of uncertainty, is modelled as
another random variable. The overlap of these random variables, when represented by a
distribution, represents the degree of probability that the stress will exceed the strength, that
is, the area of overlap of the respective probability density functions represents probability of
failure occurrence.

Evaluation of stress against strength and resultant reliability of parts depends upon evaluation
of the second moments, the mean values and variances of the expected stress and strength
random variables. This evaluation is often simplified to one stress variable compared to
strength of the component.

In general terms, the strength and stress shall be represented by the performance function or
the state function, which is a representative of a multitude of design variables including
capabilities and stresses. Positive value of this function represents the safe state while
negative value represents the failure state.

A.1.10.3 Key elements

The key elements include a detailed knowledge of the component materials and construction,
as well as other properties of interest as well as proper modelling of expected stresses.

A.1.10.4  Benefits

Stress-strength analysis can provide accurate representation of component reliability as a
function of the expected failure mechanisms. It includes variability of design as well as
variability of expected applied stresses, and their mutual correlation. In this sense, the
technique provides a more realistic insight into effects of multiple stresses and is more
representative of physics of component failure, as many factors – environmental and
mechanical – can be considered, including their mutual interaction.

A.1.10.5 Limitations

In the case of multiple stresses, and especially when there is an interaction or correlation
between two or more stresses present, the mathematics of problem solving can become very
involved, requiring professional mathematical computer tools. Another disadvantage is
possible wrong assumption on distribution of one or more random variables, which, in turn,
can lead to erroneous conclusions.

A.1.10.6 Example

A simple example of application of stress–strength criteria is application of force on an O-ring
where the failure criterion was its leak. To calculate probability of occurrence of this failure, a
mean force necessary to produce the leak, F0, was calculated based on the O-ring inner and
outer dimensions, its geometry, and material properties – this was deemed as the strength.
Both, strength and the applied force, F, were assumed to be normally distributed, with the
respective standard deviations equal to one-tenth of the respective mean values. Probability
of failure was calculated as:
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Figure A.12 represents this example.
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Figure A.12 – Example – Application of stress–strength criteria

A.1.11 Truth table

A.1.11.1 Description and purpose

The mathematical qualities of the truth table method (TTM) – also called structure function
analysis – are widely appreciated in certain fields, in particular in the electrical engineering
and electronics areas. The method consists of listing all possible state combinations
(operating state, failed state) for the various components that make up a system and studying
their effects.

A.1.11.2 Application

The first steps in the application of the method are similar to those of a FMECA. The failure
modes of the components as well as their failed states should be listed once the system has
been broken down into a manageable size. Generally each component is characterized by an
operating state and a failed state. The definition of a state vector is thus a combination of
component states, each component being represented by either its operating state or its failed
state.

The truth table is worked out by analysing the effects of all the component state vectors. All
the failures of the system are thus identified. The results are then summarized in a table
called the ‘truth table’, where “0” is the operating state and “1” the failed state. The study of
each state vector should also include a failure (or fault) analysis in order to find out the likely
common failure causes.

The probability of the system failed state is worked out by calculating the occurrence
probability of each state vector resulting in the system failed state. This can be done since the
vector states are disconnected when the components are independent. Figure A.13 shows a
truth table for some simple systems.
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System Truth table

C1 C2 O

C1
I O

C2

0

0

1

1

0

1

0

1

0

1

1

1

C1 C2 O

C1

I O

C2

0

0

1

1

0

1

0

1

0

0

0

1

Figure A.13 – Truth table for simple systems

The TTM entails the study of all the possible combinations of the component operating and
failed states. It is thus, in theory, the most rigorous method to date. To obtain the relevant
combinations, the truth table can be reduced by a Boolean method. It can be difficult to apply
the method to a complex system since the number of states can quickly become very large
and hence be difficult to deal with.

A.1.11.3 Standards

The method is covered in Clause 8 of IEC 61078.

A.1.11.4 Example

A system layout consists of a main signal path (K) and
an alternative path (E). The alternative path does not
operate in functional redundancy but under operation
load. The switch (U) is not in the signal path.
Determine the availability of the system.

In Out
K

E

U

Figure A.14 – Example

IEC   3233/02

IEC   3234/02
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The following truth table results, where 0 is the operating state and 1 the failed state:

Table A.9 – Truth table example

State K E U )( i A SP  )( i AP ( )i i APASP ×)(   

1 A 0 0 0 1 UEK aaa ×× UEK1 aaa ×××

2 A 0 1 0 1 ( ) UEK 1 aaa ×−× ( ) UEK 11 aaa ×−××

3 A 1 0 0 1 ( ) UEK1 aaa ××− ( ) UEK11 aaa ××−×

4 A 1 1 0 0 ( ) ( ) UEK 11 aaa ×−×− 0

5 A 0 0 1 1 ( )UEK 1 aaa −×× ( )UEK 11 aaa −×××

6 A 0 1 1 1 ( ) ( )UEK 11 aaa −×−× ( ) ( )UEK 111 aaa −×−××

7 A 1 0 1 0,5 ( ) ( )UEK 11 aaa −××− ( ) ( )UEK 115,0 aaa −××−×

8 A 1 1 1 0 ( ) ( ) ( )UEK 111 aaa −×−×− 0

NOTE  In state 7 A the function of the system depends whether the switch is in position (K) or (E).
Therefore the probability is assumed as 0,5 that the system operates in this state.

If the random events A1, ..., An exclude each other in pairs, the probability PS follows by the
theorem of total probability:

∑
=

×=
n

APASPP
1

 S )()  (
i

ii 

where

)  (  iASP  is the probability that the system operates in state 1 A ,

)(  iAP probability that the system is in state 1 A .

By setting availabilities a for probabilities P, one obtains:

[ ] ( )[ ] ( )[ ]
( )[ ] ( ) ( )[ ] ( ) ( )[ ]UEKUEKUEK

UEKUEKUEKSS
115,0111                 

11
aaaaaaaaa

aaaaaaaaaaP
−××−×+−×−×+−××

+××−+×−×+××==

This results in

( ) ( )UEKKS 115,0 aaaaa −××−×+= .

A.1.12 Statistical reliability methods

A.1.12.1 Description and purpose

Reliability is an aspect of engineering uncertainty that may be quantified as a probability. The
need to measure and manage uncertainty in reliability analysis involves the use of statistical
methods.

Statistical methods are used to quantify reliability for a number of reasons including:

– estimating and predicting product reliability;
– assessing characteristics of materials over a warranty period or over the product’s design life;
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– predicting warranty costs;
– assessing the effect of a proposed design change;
– assessing whether customer requirements and government regulations have been met;
– tracking the product in the field to provide information on causes of failure and methods of

improving product reliability;
– comparing components from two or more different manufacturers, material, production

periods, operating environments, etc.

To apply any statistical methods, data have to be gathered. These data are dependent on the
problem to be solved and the type of analyses to be performed. Data used for reliability
analysis aim to capture information about the performance of items exposed to risk (e.g.
within an operating environment). The data types will vary depending upon the type of item
under investigation. For example, the basic data for one-shot devices are the number of trials
and the number of successful operations; the basic data for non-repaired items are the times
to events for items in the population at risk while the basic data for a repaired item are the
accumulated times to events throughout the item lifetime. Usually not all items at risk will fail
during the observation period. Therefore the time to failure events are recorded only for those
items that fail and the running times are recorded for those items that do not fail. These so-
called censoring structures can be quite complex and will depend upon the aims of the
reliability study and the item of interest.

In addition to the basic data, information can be captured about factors influencing reliability
and included in statistical analysis to measure their impact on performance.

IEC 60300-3-2 provides guidance on the collection of dependability data from the field.
IEC 60300-3-5 provides guidance on reliability test conditions and statistical test principles.

Classical statistical methods use only the quantitative data about events as described above.
However reliability data from past experience or tests may be limited but it is still necessary to
have some statistical measure of reliability. For this reason, judgmental data may be collected
and combined with quantitative data to produce reliability estimates using Bayesian methods.

Bayesian methods allow data from different sources to be combined in order to estimate
reliability. They involve setting up a model for reliability and then using the available data to
formulate a prior distribution. The prior distribution is a probability distribution that represents
the uncertainty in the parameters of the model or in the reliability prior to collecting
observations about reliability. The prior distribution should capture all available data, e.g.
historical data on the in–service reliability of items, data on the capabilities of manufacturing
processes and data on the perceived effectiveness of tests. The data used may prove to
serve as subjective engineering judgement. Combining all data into a single prior distribution
can prove a difficult task.

Bayesian methods provide a framework in which reliability estimates can be updated as new
data becomes available. The prior distribution is combined with the original reliability model to
produce a posterior distribution, from which an updated reliability estimate is given. For
example, an initial reliability estimate during design might be updated during development as
test data becomes available. The uncertainty in the estimates can be quantified to give upper
and/or lower bounds on the reliability.

Bayesian methods can be used to combine data from different levels of equipment, for
example, module and component level.

A.1.12.2 Application

The reliability models used vary according to the application, e.g. lifetime distributions such
as the exponential, Weibull; stochastic processes such as the power law model; reliability
growth models; degradation models; maintenance models and many more.
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Each type of model can be estimated using classical or Bayesian methods. Both provide
estimates of reliability, including uncertainty bands.

A.1.12.3 Key elements

Classical statistical reliability methods generally consist of the following steps:

– identification of the reliability model to be used for the problem under consideration;
– identification of the data required to provide information about the parameters of the

reliability model;
– collection of relevant event data;
– estimation of the statistical model using classical methods;
– extraction of relevant reliability estimates from the model;
– repetition of the above steps when the reliability estimate is to be updated.

Bayesian reliability methods generally consist of the following steps:

– identification of the reliability model to be used for the problem under consideration;
– identification of the data required to provide information about the parameters of the

reliability model;
– combination of subjective judgement into the relevant prior distribution;
– combination of the prior distribution with the model to produce the posterior distribution;
– extraction of relevant reliability estimates from the posterior distribution;
– repetition of the above steps when the reliability estimate is to be updated.

A.1.12.4 Benefits

The benefits of all statistical methods are that

– data from a variety of sources can be combined,
– estimates of reliability, with uncertainty, can be provided,
– reliability estimates can be updated as more data becomes available.

And in addition for Bayesian methods

– subjective engineering data can be combined with historical failure data,
– early estimates of reliability can be provided even when few events have been observed.

A.1.12.5 Limitations

For all statistical methods the difficulties involve

– specifying an appropriate model that is functional and will provide useful to decision-
makers,

– structuring event data to be used in analysis.
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And in addition for Bayesian methods

– eliciting engineering judgement can be difficult,
– constructing a prior distribution can prove a difficult task,
– calculating the updated reliability (posterior distribution) may not be straightforward.

A.2 Selected supporting methods

A.2.1 Sneak circuit analysis

A.2.1.1 Description and purpose

Sneak circuit analysis (SCA) is a computerized approach to find the sneak circuits which is
defined as a latent path causing unwanted function or inhibiting a desired function without
regard to part failures. The path can consist of wires, parts, software interfaces and energy
sources. There are six types of latent failure conditions associated with the sneak circuit:

– sneak labels;
– sneak indicators;
– drawing errors;
– sneak paths;
– sneak timing;
– design concerns.

A.2.1.2 Application

Sneak circuit analysis is used in uncovering latent circuit conditions which result in unplanned
modes of operation. SCA is widely used in aerospace systems, space development and
atomic/power plant industries.

A.2.1.3 Key elements

SCA consists of the following steps:

– examination of circuits (or functions);
– searching for unintended paths.

A.2.1.4 Benefits

SCA reduces design errors and human errors in the system.

A.2.1.5 Limitations

– Few specialists handle the sneak circuit analysis based on the specific software.
– Large-scale computer systems are required.

A.2.2 Worst case analysis (WCA)

A.2.2.1 Description and purpose

The worst case analysis (WCA) is a non-statistical approach used to confirm and determine
whether the system performance can fall within specifications or not under all the
combinations of given tolerance limits of the system parameters.
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A.2.2.2 Application

WCA is generally used for the system composed of several components and mostly during the
design and development phase. For example, any designed mechanism, circuit, or network
can be considered as the system. The component performance characteristics, like the
system parameters, can affect the system performance characteristics and they are combined
with mathematical expressions or logical functions.

A.2.2.3 Key elements

WCA generally consists of the following steps:

– identification of the relevant system and its components;
– identification of the mathematical or logical function to explain the objective system

performance with its parameters describing component performance;
– identification of tolerance limits of system parameters;
– analysis of system performance characteristics for all the combinations of given system

parameter tolerance limits;
– verification of the results with the given specifications of the system performance;
– identification of recommended actions to redesign the system configuration;
– follow-up actions to close out recommended actions;
– documentation of analytical processes and final results.

A.2.2.4 Benefits

– The designer can be confident that the system has high reliability for the drift of
component characteristics, provided all the analytical results are inside specifications.

– No complex mathematical treatments are needed.
– Analytical results are frequently accurate.

A.2.2.5 Limitations

– All mathematical and logical relationships between parameters are required.
– All the system components are included to obtain reasonable analytical results.
– Analytical results are not optimum values.

A.2.3 Variation simulation modelling

A.2.3.1 Description and purpose

Variation simulation modelling consists of a set of statistical approaches to be used to confirm
and determine whether or not the system performance can fall within specifications under all
the combinations of given tolerance limits of the system parameters. There are two typical
statistical methods: the Moment method and the Monte Carlo method. The former model,
designed for the system performance variable, is based on the linear approximation of a
function of design parameters in the Taylor series concerning nominal values. The latter
model is based on the simulation by statistical methods that each design parameter is
randomly selected on a given probability distribution.
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A.2.3.2 Application

Variation simulation modelling is generally used for the system composed of several
components together with the worst case method mostly during the design and development
phase. For example, any designed mechanism, circuit, or network can be considered as the
system. The component performance characteristics as well as the design parameters of the
system can affect the system performance characteristics. The Monte Carlo simulation is
frequently performed during computer aided design (CAD) processes.

A.2.3.3 Key elements

Variation simulation modelling generally consists of the following steps:

a) Common elements
– identification of the relevant system and its components;
– identification of the system performance function expressed with all of component

performance or design parameters;
– identification of tolerance limits of system parameters.

b) Moment method
– establishment of the linear approximation of the system performance function in the

Taylor series;
– identification of the nominal values and variances of the design parameters;
– identification of the nominal value and variance of system performance calculated on

the design parameters.
c) Monte Carlo simulation

– identification of the probability distribution for each design parameter;
– identification of random variable generation for design parameters based on the given

probability distribution by computer;
– identification of the probability distribution, its mean and variance of system

performance by simulation.
d) Common elements

– verification of the results with the prescribed specifications of the system performance;
– identification of recommended actions to redesign the system configuration;
– follow-up actions to close out recommended actions;
– documentation of analytical processes and final results.

A.2.3.4 Benefits

a) Moment method:
– the designer can be confident that the system has specified reliability for the drift of

component characteristics if all the analytical results are inside specifications;
– analytical results provide more precise interval estimation than WCA.

b) Monte Carlo simulation:
– the designer can be confident that the system has specified reliability for the drift of

component characteristics, provided all the analytical results are inside specifications;
– it is suitable for computerized design;
– any probability distribution is simulated;
– simulated results are usually near to optimum;
– no complex mathematical treatments are needed.
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A.2.3.5 Limitations

a) Moment method:
– mathematical models capable of differentiation are required;
– all the system components need to be included in order to obtain reasonable analytical

results;
– complex mathematical treatments are needed;
– the probability distribution is assumed to be the normal distribution.

b) Monte Carlo simulation:
– mathematical models for simulation are required;
– all the system components need to be included in order to obtain reasonable analytical

results;
– a large number of replicas of the system are simulated.

A.2.4 Software reliability engineering (SRE)

A.2.4.1 Description and purpose

The purpose of SRE is to predict the reliability of software through statistical methods. The
problem is that, in principle, software does not fail, but delivers deterministically correct or
erroneous results for a given fixed input. The underlying model therefore does not assume
that the software acts randomly, but that the system configuration and the operation profile
(e.g. input data) can be viewed as a random environment.

A.2.4.2 Application

SRE can either be applied during testing as a means to decide when to stop testing
(assuming that an acceptance criterion has been set) or to predict the reliability in the field.
Usually the data are sampled in groups, e.g. as number of failures per cumulated execution
time, as it is very hard to get real inter-arrival times for failures.

In most applications it is assumed that software failure can be described as a non-
homogeneous Poisson process. This means that software failures occur at statistically
independent and exponentially distributed inter-arrival times, but that the failure intensity
varies with time. Generally, a decreasing failure intensity is assumed, which means that the
models assume that errors, once they are found, are effectively removed, at least without
introduction of new bugs. The major objective of SRE is to determine the form of the failure
intensity function and to estimate its parameters from observed failure data. Once the failure
intensity function has been determined, several reliability measures can be derived such as:

– cumulative number of failures;
– number of remaining failures;
– time to next failure;
– residual test time (until acceptance);
– maximum number of failures (with respect to the lifetime).

Other approaches take into account the software architecture as functional modules and
model first their interaction and execution behaviour, e.g. by Markov processes. In a second
step, data are sampled and evaluated for the modules.
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A.2.4.3 Key elements

– Define the relevant reliability measures and objectives.
– Define the software reliability model to be used.
– Sample failure data.
– Validate the model.
– Predict reliability measures from the data.

A.2.4.4 Benefits

– Software can be included in reliability predictions.
– Objective test end criteria can be defined and controlled.

A.2.4.5 Limitations

– Collection of software reliability data can be difficult. The results are only as good as
the data collected.

– There exist a variety of approaches, but no standard has yet been set for the approach or
for the failure intensity functions. There is a temptation to select the model to which the
data fit best instead of selecting the model a priori.

– The theoretical foundation for the non-homogeneous Poisson process is much weaker
than in the case of hardware reliability prediction.

A.2.5 Finite element analysis

A.2.5.1 Description and purpose

Finite element analysis is a computer-based numerical method for analysing the effects
of applied loads to physical items. Loads can be mechanical, thermal, electromagnetic,
fluid, or combinations of these. Usually the problem addressed is too complex for classical
methods.

This technique differs fundamentally from classical methods in terms of its treatment of an
item. The infinitesimal differential elements used in calculus, differential and partial differential
equations consider the item as a continuum. For finite element analysis, the item is divided
into simple interrelated building blocks called elements. Elements are characterized by shape
functions. Collectively, they form a geometric model of the item. Elements are interconnected
at nodes. Information is passed from element to element only at the level of common nodes.
Interpolation is used to assure continuity within elements and across element boundaries.
Thus, effects at any point within the item can be expressed in terms of nodal displacements.

A.2.5.2 Application

Finite element analysis is an effective method for predicting behaviour and failure modes
in complex structures. It can be used for analysing many different types of problems,
including mechanical stress analysis, vibration, fluid flow, heat transfer, electromagnetic fields
and others.

A.2.5.3 Key elements (steps)

– Select the most appropriate type of finite elements for modelling the item.
– Divide the item into elements and define element properties.
– Assemble a matrix representation of the interaction among the degrees of freedom

of the nodes.
– Define boundary conditions and apply loads.
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– Solve the set of algebraic equations for the matrix to calculate nodal displacements.
– Calculate physical parameters of interest, e.g. stress, vibrational modes.

A.2.5.4 Benefits

– Can be used for analysing both elastic and inelastic effects.
– Can be used for performing both static and dynamic analyses.
– Can be used to analyse items with irregular shapes, multiple boundary conditions and

loads as well as various materials.
– Can be used to optimize designs.
– Can be used to assess and validate reliability.

A.2.5.5 Limitations

– Requires a high level of specialized technical expertise.
– Easy to misinterpret or misapply results.

A.2.6 Parts derating and selection

A.2.6.1 Description and purpose

Parts are selected, taking into account two criteria, part reliability and part ability to withstand
the expected environmental and operational stresses when used in a product. Part selection
addresses both, i.e. part required reliability as well as its mechanical and/or electrical rating
along with the description of environments in which the parts are to operate without
experiencing a failure.

Each component type, whether electronic (active or passive) or mechanical, shall be
evaluated to ensure that its temperature rating, construction and other specific attributes
(mechanical or other) are adequate for intended environments. This task can be accomplished
using the following steps:

a) Evaluate the thermal profile prepared for a product (inside the enclosure). If no such
profile has been prepared, discuss with the design team what would be the worst case
temperature expected.

b) Review other product environmental requirements (climatic and dynamic).
c) Compare the findings in steps a) and b) to the component specifications to determine

whether each component type is capable of meeting thermal and other environments.

Parts should also be selected to ensure their acceptable reliability. Each part has a certain
probability of failure that is dependent on part application, part construction and part
complexity. The product (assembly) in which this part is supposed to operate has its own
reliability requirements. For that reason, the key parts of an assembly or product, i.e. those
parts that are essential to the product operation for their specific performance (the “must
have” parts) need to be selected in such a way so as to have an acceptable probability
of survival.

Derating a part means subjecting it to reduced operational and environmental stresses, the
goal being to reduce its failure probability to within period of time required for product proper
operation.

When comparing the rated component strength to the expected stress, it is important to allow
for a margin, which may be calculated based on the cumulative or fatigue stress and the
component strength, or based on other engineering analysis criteria and methods. This
margin allows for achievement of the desired part reliability regarding the particular fault
modes and the respective causes.
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A.2.6.2 Application

Selection of parts for conformance with the expected environments and for reliability shall be
applied to any product reliability task. Part derating shall be applied as an integral part of all
design efforts, insofar as an improperly derated part may be a cause of product unreliability.

A.2.6.3 Key elements

The key elements of this process are as follows:

– information on part operational and storage environments;
– information on part reliability in the environment for which the product is designed;
– derating guidelines, prepared with a view to product reliability and the best design

practices.

A.2.6.4 Benefits

The benefit of the parts selection and derating practices is the achievement of the product's
desired reliability.

A.2.6.5 Limitation

The only limitation of this practice is when there is no information on part reliability in any of
the available databases or from the part manufacturer. In such a case, limitation extends to
the part derating when the derating guidelines involve reliability guidelines. Where derating
guidelines are followed, regardless of reliability, limitations may include over-derating.

A.2.7 Pareto analysis

A.2.7.1 Description and purpose

Pareto analysis, based on the Pareto principle developed by Vilfredo Pareto (an Italian
economist), is one of the “seven basic quality control tools” (check sheets, Pareto charts,
Ishikawa diagrams, flow diagrams, histograms, scatter plots and control charts). These tools,
even when developed and broadly used in the field of quality control, may find useful
application in the field of dependability engineering. The Pareto principle states that a small
subset of problems (the “vital few”) affecting a common outcome tend to occur much more
frequently than the remainder (the “useful many”). This principle can also be defined as “20 %
of the sources cause 80 % of any problem”.

The purpose of the Pareto analysis is to focus efforts on those problems that have the highest
potential for improvement and to help in prioritizing resources where they are most effective.

The Pareto chart is one of the most used improvement tools. It shows the relative importance
of problems in a simple, quickly interpreted, visual form. In addition, it helps prevent “shifting
the problem” where the “solution” removes some causes but worsens others. It may also allow
for the measurement of an impact of a design change upon product performance through the
management of variations:

– major cause breakdowns: in this case the “tallest bar” is broken into subclauses in a
linked Pareto chart;

– before and after analysis: in this case the new Pareto bars are drawn side-by-side with the
original Pareto, showing the effect of a change;

– change the source of data: in this case data is collected on the same problem, but from
different sources (systems/equipment, location, customer, etc.) and shown in side-by-side
Pareto charts;

– change measurement: in this case the same categories are used, but measured differently
(i.e. cost and frequency).
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A.2.7.2 Application

Pareto analysis can be used during all phases of the dependability program, from concept and
definition, design and development, manufacturing and installation to operation and
maintenance.

A.2.7.3 Key elements

To apply Pareto analysis techniques effectively requires the following considerations:

– decide which problem you want to know more about (i.e. failures and related causes);
– choose the causes or problems that will be monitored, compared, and rank ordered (by

existing data, brainstorming, expert knowledge);
– choose the most meaningful unit of measurement such as frequency or cost;
– choose the time period for the study;
– assemble the data to be analysed listing the items in order of magnitude, starting with the

largest;
– calculate the total of all the items, and the percentage that each item represents of the

total;
– draw the bar chart listing the categories on the horizontal line and frequencies (or costs)

on the vertical line;
– draw in a cumulative curve, if appropriate;
– label the diagram with appropriate titles, etc.;
– interpret the results.

A.2.7.4 Benefits

– It presents to the user an effective graphic representation of the analysed problem.
– It is a very simple technique and does not require much time and effort.
– It can be used for decision-making in technical as well as non-technical areas.

A.2.7.5 Limitations

– The Pareto chart is only a tool to facilitate the display of data. Investigation into the cause
of a problem needs to be conducted by experts using any appropriate technique.

– Experience (and common sense) has to be used; certain customer complaints may
deserve more attention than others, depending on who the customer is and what the
complaint is.

A.2.8 Cause and effect diagram

A.2.8.1 Description and purpose

The cause and effect diagram, also called the Ishikawa diagram (after its creator, Kaoru
Ishikawa of Japan) or the fishbone diagram (due to its shape), provides a pictorial display of a
list in which possible causes of problems, or factors needed to ensure success or failure, can
be identified and organized.

It is an effective tool that allows one to easily see the relationship between factors when
studying processes and situations as well as for planning.

Cause and effect diagrams are typically constructed through brainstorming techniques. As a
result, they are often drafted by hand on paper. However, software packages capable of
displaying the diagram professionally are available.
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1) Definition of the effect

2) Identification of the main causes

3) Identification of secondary causes

4) Identification of the most probable
secondary causes

NOTE  For step b), the 4 M-method is often used:
man, machinery, methods and materials. Other main
causes can also be used, e.g. steps of a process.

Effect

Main cause 1Main cause 2

Main cause 3 Main cause 4

Sub-causeSub-cause

Sub-cause Sub-cause
Sub-cause

Sub-cause
Sub-cause

Sub-cause

Figure A.15 – Cause and effect diagram

A.2.8.2 Application

The cause-effect diagram is used for preliminary analyses during the design phase and
analysis of effects encountering during operation.

A.2.8.3 Key elements

– The effects have to be understandable to everyone.
– The causes stated have to be relevant to the effect.
– An appropriate choice of secondary causes helps to balance the tree structure.
– As real causes have to be supported by data and facts, this information has to be

available.
– Substructures which become too complex or remain too simple could be an indication that

the structure can be improved to allow for better evaluation.

A.2.8.4 Benefits

– Encourages and supports the work with interdisciplinary teams.
– Provides a visual expression of causes and their clustering.
– Results can be used as input to FMEA or fault tree analysis.

A.2.8.5 Limitations

– No quantitative analyses.
– Choice of correct causes and secondary causes depends on experience of the team.
– Multiple consequences are not covered.

A.2.9 Failure reporting analysis and corrective action (FRACAS)

A.2.9.1 Description and purpose

FRACAS is a closed-loop system for identifying, assessing and correcting failure related
problems in a timely manner. Failures occurring during testing and evaluation are
documented. Data are collected at multiple levels. The system is used to track, analyse and
subsequently identify part problems, design errors, workmanship defects and process
deficiencies requiring corrective action. Development of corrective actions follows
determination of the root cause of failure. The effectiveness of corrective actions is verified
before implementation.

IEC   3235/02

L
IC

E
N

SE
D

 T
O

 M
E

C
O

N
 L

im
ited. - R

A
N

C
H

I/B
A

N
G

A
L

O
R

E
FO

R
 IN

T
E

R
N

A
L

 U
SE

 A
T

 T
H

IS L
O

C
A

T
IO

N
 O

N
L

Y
, SU

PPL
IE

D
 B

Y
 B

O
O

K
 SU

PPL
Y

 B
U

R
E

A
U

.



60300-3-1 © IEC:2003(E) – 57 –

A.2.9.2 Application

FRACAS should be in place as soon as hardware and software become available. All
personnel involved in testing and evaluation are responsible for documenting failures.
Failures are verified and localized to the extent possible.

A review team analyses the data to determine the significance of the problems, to determine
which problems require corrective action and to assure that they are properly resolved. All
disciplines likely to be affected by the problems are represented on the team.

Failure analyses are performed to levels necessary to formulate corrective actions to
eliminate problems. Verification of the effectiveness of the corrective actions includes
determination by the team that recurrence of failures is prevented.

A.2.9.3 Key elements

– A reporting format tailored to the system under development and the development
process.

– A database suitable for documenting all activities related to the analysis and resolution of
problems.

– A multidisciplinary review team.
– A mechanism for tracking the resolution of problems.

A.2.9.4 Benefits

– Can use data collected under widely different operational and environmental conditions.
– Can be implemented for design, manufacturing and maintenance.
– Can be an important contributor to reliability growth.
– Can use data from past projects and provide data for future projects.

A.2.9.5 Limitations

– Only prevents the recurrence of problems.
– Dependent upon those involved in testing, evaluation and service to report failures.
– Often impractical to combine data for numerical estimates.
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