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Introduction 

In August of 1973 Committee D-22 on Methods of Sampling and 
Analysis of Atmospheres of the American Society for Testing and Ma- 
terials together with the Environmental Protection Agency and the National 
Center for Atmospheric Research, sponsored a conference in Boulder, 
Colorado (published as ASTM STP 555) which examined instruments for 
the continuous monitoring of ambient air quality. One conclusion from 
that conference was the outstanding need for accepted methods for the 
calibration of such instruments. A similar need exists for instruments 
used for continuous monitoring of emissions. 

A wide variety of calibration techniques are in use, and virtually all of 
them involve traceability to a standard of known composition or to referee 
analytical methods of well-established performance. The purpose of the 
1975 conference was to determine the state of the art of calibration tech- 
niques and to examine critically the means of traceability to known stan- 
dards. With the help of the National Bureau of Standards, the conference 
did just this, and the bulk of the papers that were delivered in Boulder in 
August 1975 are presented in the present volume. 

The sponsors of this conference feel that, through the publication of 
these papers, wider knowledge of the problems and techniques of calibra- 
tion will ensure and that the practitioners of the art will develop a more 
critical eye for the methods they use. The book also provides an intro- 
duction to the field for new users of the monitoring instruments, providing 
an insight to the requirements for their calibration and to some of the 
preferred techniques. 

It is hoped that the various techniques may be evaluated, and as a result 
an attempt made to visualize standard methods of traceability whereby 
data from various sources may become truly comparable. For example, the 
value of standard reference materials from a single national source such as 
the National Bureau of Standards should become more obvious. As the 
demand grows, the supply will increase and as the supply increases use 
will spread. 

R. L. Chapman 
Beckman Instruments, Inc., Fullerton, 

Calif. 92634; symposium chairman. 

Copyright | 1976 by ASTM International www.astm.org 



Philosophy/Policy of Calibration 



R. L. Chapman ~ 

Calibration of Stack Gas Instrumentation 

REFERENCE: Chapman, R. L., "Calibration of Stack Gas Instrumentation," 
Calibration in Air Monitoring, ASTM STP 598, American Society for Testing and 
Materials, 1976, pp. 5-15. 

ABSTRACT: Experience in stack gas instrumentation calibration is presented, 
based on a study involving the measurement of sulfur dioxide in the stack of a 
power plant and in the exit gases from a Claus sulfur recovery incinerator. 
Calibrations were performed by the use of analyzed cylinders of gas. The method 
of presenting the calibration gas to the analyzers is described, and data are pre- 
sented to provide comparisons of the resulting instrumental readings with cor- 
related, independant determinations made by the standard reference (manual) 
method for sulfur dioxide in stack gas. 

KEY WORDS: calibration, sulfur dioxide, emission, monitors, standards, 
chemical analysis, electrochemistry, infrared analysis, flame photometry 

Stack gas instrumentation can be categorized as either extractive or 
in situ. Extractive types can be further characterized by the analytical 
method as spectrometric, electrochemical, flame photometric, etc., while 
current in situ analyzers are all spectrometric. One thing they all have in 
common is the need to be calibrated periodically. The two common 
methods of calibration are the introduction of known gas blends, or, in the 
case of  spectrometric instruments, an optical filter may be used to simulate 
a known gas blend. In either case, the primary calibration is the known gas 
blend, whether a cylinder gas standard is actually used in the routine 
calibration or whether an optical filter of known relationship to the gas 
blend is substituted. 

This report presents the analytical data obtained with several extractive 
type sulfur dioxide (SO2) monitoring systems on two types of emission 
sources, while calibrating with cylinder gas standards. The purpose is to 
evaluate the analytical results and, by inference, to determine the validity 
of this calibration technique. 

Principal application engineer, Process Instruments Division, Beckman Instruments, 
Inc., Fullerton, Calif. 92634. 
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6 CALIBRATION IN AIR MONITORING 

Monitoring Systems 

"Monitoring system" (or "measurement system") has been defined [1] 2 
as "the total equipment required for the determination of a pollutant gas 
concentration in a given source effluent." According to this definition, the 
system consists of three major subsystems: sampling interface, analyzer, 
and data presentation. 

In any performance test of a monitoring system, the complete system 
must be involved, and, for field test, the system should be installed at a 
typical source emission site as it might be for actual monitoring. 

Four monitoring systems were employed in this investigation. Two had 
completely independent sampling interface subsystems, while the other two 
shared the same probe and sample interface. Each analyzer had its own 
continuous recorder, and, in addition, all signals were fed into a data 
logger which controlled a teletypewriter for digital printout at set intervals. 

Infrared Analyzer with Reflux Sampling 

The first system consisted of a nondispersive infrared analyzer (Beckman 
Model 865) combined with a reflux filtration probe and permeation dryer 
sampling interface system. This sampling system has been described 
previously [2]. The reflux probe and a follow-up filter remove particulates, 
while the permeation dryer removes water vapor selectively. The sample is 
maintained above its dewpoint up to the dryer. The system is shown in 
block diagram, Fig. 1. 

Electrochemical and Flame Photometric Analyzers with Diffusion Dilution 
Sampling 

The second and third systems shared a common filter probe equipped 
for blowback, heated line, heated particulate filter, and heated, temperature 
controlled Teflon diffusion membrane diluter. Beyond the diluter, the 
sample passed first through the electrochemical analyzer and then to the 
flame photometric detector. As shown in Fig. 2, the heated filter and the 
diffusion diluter are integral parts of the flame photometric analyzer 
(Meloy Model FSA 190-2A) incorporating the Dyfusatron dilution 
module. The electrochemical analyzer (Dynasciences Model SS-310), 
incorporating a membrane, is a fuel cell type sensor. 

Since the sample was kept hot up to and including the Dyfusatron 
module, it contained the full amount of water vapor. The rate of diffusion 
of the sulfur dioxide is a function of its partial pressure. Therefore, since 
the total pressure is always 1 atm, the concentration of SOs in the stream 
leaving the diffuser is directly proportional to that in the wet stream, and 
the measurements are on the wet basis. 

The italic numbers in brackets refer to the list of references appended to this paper. 



CHAPMAN ON CALIBRATION OF STACK GAS INSTRUMENTATION 7 
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FIG. 1--Block diagram of infrared system. 

Electrochemical Analyzer with Condensation Sampling 

The fourth system consisted of an electrochemical analyzer (Dyna- 
sciences Model SS-330) combined with a conventional condensation type 
sampling system. The Model SS-330 is very similar to the SS-310 except 
that the sensor is designed for a higher concentration range. 

The sample interface system consisted of a filter probe equipped for 
blowback followed by a depth filter to remove particulates and a re- 
frigerated condenser to remove water vapor. The sample is kept hot up to 
the refrigerated condenser (Fig. 3). It has been reported that this type 
system causes no significant loss of SO2 due to solubility in the condensed 
water [3]. 

Provisions for Calibration and Probe Blowback 

Frequently, calibration is executed by introducing the calibration test 
gas into the analyzer and by-passing the sampling interface. The Environ- 

Z--~-- STACK 
~ , ~  HEATED LINE 

FILTER ~ 4  

, [ CALIBRATION 

VENT AIR 

OVEN 
cJ~ . . . . . . . . . . . .  

USATI 

L. . . . . . . . . . . . . . . . .  

MELOY LABS FSA-190-ZA 

DYNASCIENCES SS-3 - -0 ~ '~ 

VENT 

F I G .  2--Block diagram of electrochemical and flame photometric combined systems. 
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FIG.  3--Block diagram of electrochemical system. 

mental Protection Agency (EPA) requires that the entire measurement 
system be included in any test procedure [I]. This means introducing the 
calibration test gas at the sampling interface upstream of the analyzer. 
Thus, the sampling interface is provided the same opportunity to have an 
impact on calibration as on the source measurement. Therefore, for these 
tests, valving was provided in the interface systems to introduce the cali- 
bration gases as closely as possible to the sample probe. 

Valving for calibration gas introduction consisted of electrically operated 
solenoid valves arranged in block-and-bleed fashion to eliminate the 
possibility of contamination. Air operated valves were also incorporated 
in the diffusion dilution system and the condensation system to isolate the 
probe and provide probe blowback each time the analyzers were zeroed. 

Sites and Installation Notes 

All four monitoring systems were installed and operated on the stack of 
a power plant, and, subsequently, the first three systems were reinstalled 
and operated on the outlet of a Claus sulfur recovery unit incinerator. The 
only modifications required for the transfer were to change the range of the 
infrared analyzer by shortening its sample path length and to change the 
dilution ratio of the Dyfusatron by substituting a thicker membrane and 
readjusting its temperature. The nominal SO2 concentration in the power 
plant stack was 250 ppm, while that in the incinerator exit was about 
5000 ppm. Other sample conditions are indicated in Table 1. 

Power Plant 

A 125 MW unit was selected which burns about 1500 tons per day of 
coal containing 0.48 percent sulfur. The flue gas is split and cleaned in 
twin wet scrubbers, one of which uses limestone slurry. The gases are then 
reheated and combined in the lower part of a 250-ft stack. 

A temporary platform was constructed adjacent to the stack at the 42 ft 
level, about 14 ft above the top ot the confluent ducts. Five breaches were 
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TABLE l--Sample conditions. 

Temperature, Pressure, Particulate 
Location ~ in. H20 Loading 

Power plant 118 -4-I to 2 moderate 
Claus unit 1000 -- l light 

made in the stack 4 ft above the platform and about 2 ft apart; four for 
instrumentation and one for manual sampling. The three analytical system 
probes were mounted in the breaches so that their tips were in close prox- 
imity near the center of the stack. An 8-ft heated manual sampling probe 
was mounted on a trolley so that it could be run in close to the instrument 
probe tips or removed when not in use, and for cleaning. 

The complete reflux sample interface system was mounted on the stack at 
the butt end of its probe. Heated boxes containing the blowback and 
calibration valving for the condensation system and for the diffusion 
dilution system were also mounted on the stack at the ends of their re- 
spective probes. Heated lines were provided for the latter two systems and 
an unheated line for the reflux system. The reflux and diffusion dilution 
system lines were M-in. Teflon, while the condensation system line was 
~- in .  Teflon. 

A 7 by 10-ft garden shed was erected on the platform to contain all of 
the analytical and recording instrumentation plus a clean air supply 
system and the refrigerated condenser for the condensation interface 
system. Calibration gas cylinders were also located on the platform. 

Figure 4 shows an installation at a power plant. 

Claus Unit 

An eight or nine year old, unmodified, Claus sulfur recovery unit was 
selected, and the analytical systems were installed in similar manner as at 
the power plant. In this case, the installation was conveniently at ground 
level. The incinerator exit consisted of a 6-ft-diameter carbon steel pipe, 
lined with fire brick, about 6 ft long, leading directly into the base of a 
stack. Taps were provided in this pipe for the reflux interface system, the 
diffusion dilution system, and the manual sampling probe. The probes 
were all shortened appropriately, and the trolley was not necessary in this 
case for the manual sampler. Otherwise the installation was essentially 
the same as at the power plant. 

Figure 5 shows an installation at a Claus unit. 

Test Procedures 

EPA has proposed performance specifications and test procedures for 
monitors of SO2 emission sources required by Part 60 of Chapter I of 
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FIG. 4--Photograph o f  installation at a power plant. 

FIG. 5--Photograph o f  installation at a Claus unit. 
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Title 40 of the Code of Federal Regulations [4]. These specifications and 
tests have been thoroughly evaluated for power-generating plants fired by 
coal [1]. It was concluded from these evaluations that the values and test 
procedures might be made generally applicable to other pollutant-industry 
combinations. Therefore, the appropriate test method from this set was 
selected for the purposes of the present investigation. Simply stated, the 
calibration gases and the stack gases were both analyzed by a wet chemical 
method, and the deviations in instrument determinations versus wet 
chemical determinations on the stack gases were used to evaluate the 
instrument determinations. 

Clean, dry air was provided for zeroing the analyzers and gas cylinders 
of SO2, blended with nitrogen, for up-scale calibrations. These gases were 
supplied to all analytical systems, close to the probes, ahead of filtration 
and drying, as described earlier. The zero air was generated by compressing, 
filtering, and drying ambient air. The ambient air was analyzed to determine 
that it contained insignificant concentrations of SO~. The up-scale gases 
were analyzed by a wet chemical method to determine their concentra- 
tions, before use. 

The process streams were sampled and analyzed by the same wet chemical 
methods as used for the up-scale standards, based on EPA Reference 
Method 6 [5]. This is the barium-thorin titration method. 

For the 250 ppm range the method was performed as described in the 
reference. Sample flow through the impingers was about 1 litre/min and 
sampling time was 30 to 35 min. For the 5000 ppm range, the same flow 
rate was used but the time was reduced to 6 or 7 min. Also, the total 
peroxide was diluted to 250 ml prior to titrating rather than the 50 ml. 
Tests indicated that the sulfate collected in the second peroxide impinger 
was less than 10 percent of the total in both cases. 

The reproducibility that was obtained with Method 6 is illustrated by 
the replicate determinations on cylinders (Table 2), and an indication of the 
accuracy may be gained by comparing the Method 6 values with the 

TABLE 2- -Me thod  6 determinations on cylinder gases. 

Sulfur Dioxide, ppm 

Cylin- Cylin- Cylin- Cylin- Cylin- Cylin- Cylin- Cylin- Cylin- 
der 1 der 2 der 3 der 4 der 5 der 6 der 7 der 8 der 9 

Run 1 155 311 454 420 453 3760 5530 8810 9340 
Run 2 155 302 458 425 451 3710 5540 8820 9290 
Run 3 161 316 462 429 450 3780 5550 
Run 4 156 307 457 

Mean 157 309 458 425 451 3750 5540 8815 9315 
Tag 

value 158 312 458 442 455 4000 6000 9160 9310 
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cylinder tag values (Table 2). Overall repeatability is estimated to be better 
than 3 percent at the 95 percent confidence level. Accuracy appears to be 
2 to 3 percent in the 250 to 450 ppm range and around 5 or 6 percent in the 
4000 to 9000 range. There is some indication that Method 6 may read low 
by 1 or 2 percent at the low end and up to 3 or 4 percent at the high levels. 

During the manual sampling, analyzer readings were taken every 2 min 
at the power plant and each minute at the Claus unit. These readings were 
averaged for comparison with each manual sample. The analysis systems 
were calibrated before and between the periods of manual sampling, and 
average zero readings and up-scale readings for each day were used in 
reducing the analyzer output data to parts per million SO2. All instruments 
were purportedly linear; therefore, zero corrections and calculated slopes 
were used in reducing the data. 

TABLE 3wCorrelations o f  analyzers with Method 6 at a power plant. 

S02, ppm 

Method 6 System 1 System 2 System 3 System 4 

216 234 235 195 240 
213 240 227 201 241 
232 264 262 . . .  263 
234 262 262 257 
245 259 260 �89 260 
234 256 257 231 25s 
228 236 246 226 252 
226 231 238 221 242 
229 246 251 225 244 
230 245 252 202 239 
228 242 253 218 241 
240 254 258 246 252 
212 253 263 244 254 
234 226 232 209 227 
223 219 223 200 215 
209 214 222 189 216 
204 215 220 189 209 
198 221 222 192 220 
203 212 212 186 210 
198 211 214 186 201 
219 238 223 187 220 
217 223 226 191 211 
223 219 226 193 219 
213 217 225 191 212 
180 193 194 169 199 
183 200 202 176 190 
206 214 215 184 213 
213 215 218 184 199 
219 223 224 183 217 
218 220 224 184 217 
221 227 229 187 219 
215 223 223 185 215 
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Results 

Since the infrared analyzer and the Dynasciences SS-330 saw dry samples 
while the Meloy and the Dynasciences SS-310 saw wet samples, it was 
necessary to correct the data from the latter instruments to the dry basis 
in order to be comparable to the manual method determinations. 

Since the power plant has wet scrubbers followed by demister whose 
temperature is maintained at 120~ and, in turn, followed by reheaters 
and the stack temperature is 150~ the water vapor content is the satura- 
tion level at 120~ As the barometric pressure was very constant during the 
test period, this water vapor value (13 percent) could be used for making 
the necessary corrections on data from the power plant site. 

TABLE 4--Correlations o f  analyzers with Method 6 at a Claus unit. 

SOs, ppm 

Method 6 System 1 System 2 System 3 

4430 4380 3350 3770 
4220 4190 4130 4390 
4180 4240 3410 . . .  
3970 4090 3130 
4030 4160 3630 3680 
5280 5050 4750 3510 
5530 5300 4900 4840 
4950 4810 4710 3600 
5280 5170 5310 5560 
5530 5480 4710 5500 
5510 5500 5270 6290 
5610 5550 5780 6260 
5370 5500 6070 5810 
5330 5230 5690 5490 
5330 5460 5630 5660 
5340 5480 4950 5810 
5130 5030 4840 4740 
5230 4600 4970 5380 
5070 5180 5370 5040 
5160 4960 5270 5090 
5300 5530 6240 6430 
5250 5560 6570 7690 

13260 12040 12630 14590 
9000 9710 10130 11320 
7240 7450 8240 9220 
5970 6260 6600 6440 
6040 6320 6800 6650 
6580 6530 6900 7750 
6940 6930 8450 8560 
5210 5240 5550 5850 
5160 5360 6370 6490 
5870 5990 6590 6770 
5590 5640 6760 6540 
5620 5530 5920 5280 
6870 6720 7600 7990 
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At the Claus unit, Reference Method 4 [5] was used to determine the 
water vapor level each day and these values, which varied from 17 to 23 
percent, were used to correct the Meloy and Dynasciences data to the dry 
basis. 

Thirty-two valid correlations between monitor systems and manual 
determinations were obtained in six days at the power plant and 35 correla- 
tions in eight days at the Claus unit (Tables 3 and 4). 

Following the EPA procedure, each group of correlations was divided, 
chronologically, into sets of nine for subsequent treatment. This gave four 
sets for each site with some data overlapping. 

For each set, the mean of the reference method values was determined 
along with the mean differences and the 95 percent confidence intervals, 
according to the prescribed formulae which are shown in the Appendix. 
The sum of the mean difference and the 95 percent confidence interval 
divided by the mean reference value is called "accuracy (relative)." These 
values are shown in Tables 5 and 6 for each of the eight sets of data. 

Discussion 

EPA specifications require that the accuracy (relative) of a monitoring 
system, as determined by this test, should be no greater than 20 percent. 
As shown in Table 6, all four systems produced numbers well within this 
range at the power plant and only one exceeded it, part of the time, at the 
Claus unit. 

TABLE 5--Accuracy (relative) from a power plant correlation. 

Relative Accuracy, 

System 1 System 2 System 3 System 4 

Data Set 1 11.4 10.9 6.4 11.5 
Data Set 2 10.2 13.5 11.5 9.8 
Data Set 3 7.9 8.2 8.2 6.5 
Data Set 4 5.3 6.3 6.3 5.3 

TABLE 6---Accuracy(relative)from a Claus unit correlation. 

Relative Accuracy, % 

System 1 System 2 System 3 

Data  Set I 3.8 16.9 27.1 
Data Set 2 5.4 10.4 10.5 
Data Set 3 9.6 15.3 27.0 
Data Set 4 3.0 18.7 21.2 
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In  the EPA procedure,  the wet chemical method is assumed to give the 
"correct  value,"  and any deviation on the part  of  an instrumental  moni tor-  
ing system is considered to be an error. Since the manual  method accuracy 
was estimated to have an accuracy of  only 2 to 6 percent in this case, the 
correlations are actually remarkably good. 

It  seems a fair conclusion that  the method of  instrumental  calibration 
used in this investigation is acceptable. 

APPENDIX 

Procedure for Determination of  Mean Values 

1. The mean value of a data set is calculated according to the following equation 

1 ~ 

where 

Xi = individual values, 
= sum of the individual values, 

X" = mean value, and 
n = number of data points. 

2. The 95 percent confidence interval (two-sided) ((7/) is calculated according to 
the following equation: 

tl -- a/2 [n(~__j Xi ~) -- (~-'~, Xi) 2 
CI95 - - ~ -  ~ n(,, 1) 

where 

Xi = sum of all data points, 
v ~  = square root of the number of data points, and 

tl - a/2 -- t 0.975 for n samples from a table of percentages of the t distribution 
(for 9 samples it equals 2.306). 
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Gas Turbine Emission 
Measurement Instrument Calibration 

REFERENCE: Dieck, R, H., "Gas Turbine Emission Measurement Instrument 
Calibration," Calibration in Air Monitoring, ASTM STP 598, American Society 
for Testing and Materials, 1976, pp. 16-39. 

ABSTRACT: Fundamental to valid emission measurements is the proper calibra- 
tion of the measurement instrumentation. This paper addresses the problems 
associated with instrument calibration and assesses the role of instrument un- 
certainty in the complete analysis of error. A review of the need for instrument 
calibration is included, as is a discussion of the basic methodology required, from 
securing the necessary calibration data to its evaluation in a statistical framework. 

Topics necessary for proper instrument calibration and uncertainty assessment 
included are: proper choice of units, definition of terms, calibration to calibration 
precision and its variability, calibration curve fitting, calibration curve shifts and 
their evaluation, errors common to instruments in systems, comparisons to other 
identical instruments, and evaluation of manufacturers' statements. 

In addition, a comparison of typical instrument performance with that required 
by the Environmental Protection Agency (EPA) is made. 

Finally, the need for real-time assessment of instrument precision is discussed, 
and an example of how it has been achieved at Pratt and Whitney Aircraft is 
presented. 

KEY WORDS: instruments, accuracy, gas analysis, data validity, precision, 
bias, calibration, statistics 

The  effectiveness of  techniques  for  the  r educ t ion  of  po l lu tan t s  f rom fuel 
bu rn ing  sources  is assessed by  m e a s u r e m e n t  of  po l lu t an t  concen t r a t i ons  
in the  exhaus t  s t ream.  In o rde r  to  in te rp re t  such measu remen t s ,  a c lear  
u n d e r s t a n d i n g  of  m e a s u r e m e n t  unce r t a in ty  is essential .  In  add i t ion ,  a 
c o m m o n l y  agreed  u p o n  er ror  m o d e l  is requ i red  in o rder  to  c o m p a r e  resul ts  

f r om var ious  tes t ing o rgan iza t ions .  
In  gas tu rb ine  emiss ion  measu remen t ,  it  has  been  shown tha t  the  m a j o r  

source  of  m e a s u r e m e n t  unce r t a in ty  is s ampl ing  er ror  due to  n o n u n i f o r m  
po l lu t an t  concen t r a t ions  in the  exhaus t  s t ream [1].~ It  has also been shown 

1 Assistant project engineer, Pratt and Whitney Aircraft, East Hartford, Conn. 06108. 
2 The italic numbers in brackets refer to the list of references appended to this paper. 
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by several investigators that additional uncertainty in the level of pollutant 
measured will result if the data obtained is not corrected for the effects of 
ambient conditions [2-4]. It is the intent of this paper, however, to address 
only the uncertainty which may be attributed to the measurement instru- 
mentation. It should be emphasized that while such a restriction to instru- 
mental errors alone permits an in-depth review of their problems, utilizing 
the instrument uncertainties as estimates of emission measurement un- 
certainty will usually result in far too optimistic an appraisal of the 
accuracy of the test data. 

Included in this paper will be a discussion of: the statistical framework 
for uncertainty assessment, the accuracy of the calibration standards used, 
calibration gases, the types of gas analysis instruments used at Pratt and 
Whitney Aircraft (P&WA), the documentation of instrument performance, 
establishment of instrument calibration curves, and the variability that 
exists in instrument precision. In addition, the present P&WA system of 
"on-line" accuracy assessment will be discussed, as will the way in which 
calibration data so obtained may be utilized. 

A review of the information presented will clearly establish the need for a 
generally agreed upon standard method of uncertainty assessment for air 
pollution measurement instrumentation. 

Statistical Framework 

General 

In making statements about the accuracy of pollutant measurements, it 
is essential that a consistent terminology be employed. That terminology 
is usually statistical in nature. Without utilizing statistics, it is difficult, 
if not impossible, to assess properly the significance of any measurements 
made and to apply the results appropriately. However, although analysis 
of physical measurements by statistical methods has been of recognized 
importance for a considerable period of time, there continues to be a 
bewildering variety of statistical methods in common usage and an equally 
bewildering lexicon of definitions. American Society for Testing and 
Materials (ASTM) alone, has published no less than 13 definitions for 
"precision" and 8 for "accuracy" [5]. 

Often the uncertainty of test results is reported within the framework 
of statistical jargon without any clear description of how the various 
terms were defined or applied. Many times technical clarity is sacrificed in 
the name of mathematical complexity. Unfortunately, this has had the 
effect of eroding the credibility of the statistician and the proper use of 
statistics, and of supporting the argument that any conclusion can be 
defended through use of suitable statistical analysis. Lacking faith in 
statistical analysis to describe properly the behavior of a data set or the 
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1 8 CALIBRATION IN AIR MONITORING 

significance of a measurement, many workers continue to use such meaning- 
less terms as "good,"  "excellent," "poor , "  etc. which, of course, cannot 
quantitatively define the accuracy of a test result or the precision of an 
instrument. 

However, despite the apprehensions of some, statistical methods, 
properly applied, with well-defined terminology, should be used to describe 
variations quantitatively in test results and ascribe that variation appro- 
priately to the measured parameter or the instrument making the measure- 
ment. Statistical methods are simply a tool and should be treated as such. 
The methods provide a systematic approach to defining and expressing 
instrument accuracy but should not take the place of good engineering 
judgment. 

Bias and Precision Errors 

In general, the accuracy analysis reported in this study was based on the 
statistical approach outlined by Natrella [6], among others. 

Two forms of error were considered--bias and precision. 
Major bias errors are caused largely by calibration gas uncertainty, are 

systematic, and affect all measurements of a variable by the same fixed 
percent of reading. They remain fixed throughout the duration of a test. 
Bias error is a measure of the deviation of the average of a group of data 
from the true value. Precision errors reflect the scatter of the measurements 
about  the biased average. 

Normal  statistics define bias error b as 

b = X - t = - t (1) 

and precision error 2S as 

~=1 (2) 

where 

t = true value of parameter X, 
X~ = i th measurement of  X, and 

n -- number of measurements of X made. 

The effect of bias and precision errors can be seen schematically in 
Fig. 1. The bias is usually caused by the calibration gas uncertainty. The 
instrument's precision is evidenced by variation around the average. 

It should be noted here that the use of 2S as an estimate of precision 
(Eq 2) is recommended. For a Gaussian-normal data set, the interval 
X • 2S will include, on the average, 95 percent of the data points. This 
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FREQUENCY 
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FIG. 1--Effect of  bias and precision errors. 

knowledge provides an instrument user a realistic estimate of the likely 
deviations he will see in a group of readings. Others have suggested 1S be 
used as an estimator of precision. In this case, 68 percent of data is within 
the interval .~ 4- 1S. However, this results only in knowing if an observed 
measurement is within X 4- 1S with about the same confidence as that of 
heads showing after flipping a coin. Although the choice of 2S is arbitrary, 
it is felt that IS is far too optimistic an appraisal of instrument precision, 
and, while advantageous to use from a manufacturer's point of view 
because it looks good, it is an insufficient estimate of instrument per- 
formance from the user's point of view. 

Choice of Error Units 

When terms such as precision and bias are used to assess instrument 
accuracy, an appropriate choice of units must be made. The error caused 
by a measuring device may be expressed either as percent of full scale, one 
absolute value to be utilized over the entire range, or percent of reading, a 
fixed percentage of the indicated value. The experimenter should choose 
those units which result in the most nearly Gaussian-normal distribution 
for the error data so that terms such as variance and precision will be well 
defined and understood, and reasonable analytical methods will be avail- 
able for error analysis. 

Determining whether error data are Gaussian-normal may be done in at 
least two ways: through the use of (a) an exacting calculation involving the 
Chi-squared distribution and (b) by observing the error data to be linear 
on probability paper. 

Previously reported testing [7] has shown, through the use of probability 
paper, that emission instruments' errors best approximate a normal 
distribution when expressed in percent-of-full-scale or absolute units. 
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FIG. 2--Absolute difference between two individual C02 analyzers (COs levels varied 
from ,~2 to 5 percent COs). 

Dixon and Massey [8] have described the origin and basis for probability 
paper. The previously reported differences between two identical carbon 
dioxide (COs) instruments [7] analyzing the same exhaust sample are 
shown in Fig. 2. Note how closely the data approximate a straight line. 
The horizontal groupings are a result of the least-count of the measurement 
system, that is, no difference less than an integral multiple of 0.01 percent 
COs could be detected with these instruments. It is apparent that absolute 
differences, or percentages of full scale, are the proper choice of error 
units for these COz analyzers. 

It should be noted that the presence of a small, 0.02 percent COs, bias 
between the two analyzers due to a shift in the central values of the instru- 
ments does not affect the choice of units evaluation. Central value shifts 
usually are not significant and, therefore, will not be treated here. The 
major source of instrument bias in gas analysis is error in the evaluation of 
the concentration of the calibration gas. Those bias errors should be 
expressed as relative errors since, when a calibration gas is in error by one 
percent relative, the entire range of the measuring instrument on which 
such a gas is used for calibration will be off by 1 percent relative, provided 
the calibration line is a precise representation of the instrument's per- 
formance. This will be in addition to the uncertainty contributed by the 
instrument's precision. 

Calibration Hierarchy 

Figure 3 shows that the accuracy of emission measurements is the result 
of the propagation of bias and precision errors through several levels of a 
calibration hierarchy. The uncertainties in the top level of the hierarchy 
are the bias of the National Bureau of Standards (NBS) primary standard 
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FIG. 3--Propagation of  error in a calibration hierarchy. 

and the precision with which the NBS compares the NBS standard ref- 
erence material (SRM) calibration gas to that primary standard. The 
uncertainties of the second and third levels, respectively, are the precision 
errors which result from the comparisons of the P&WA laboratory ref- 
erence calibration gas to the NBS SRM, and the comparison of the transfer 
standard calibration gas to that P&WA laboratory reference calibration 
gas. The precision (2S) of the fourth level is referred to as the calibration- 
to-calibration precision. 

As can be seen in Fig. 3, the cumulative uncertainty at any level cannot 
be less than the uncertainty of the previous level. 

A calibration hierarchy not only provides a method of reviewing the 
sources of uncertainty at each level as to which is most significant, b u t  
illustrates the traceability of a particular measurement to an NBS standard. 
As the date for compliance with regulations approaches, the traceability to 
NBS and the accuracy of calibration as demonstrated by a calibration 
hierarchy will become critical in reviewing the significance of compliance 
test results. 

Combining Bias and Precision Errors 

A method for obtaining a single number to express the uncertainty that 
results from the existence of a calibration hierarchy of the type in Fig. 3 
has been dealt with in detail by Abernathy and others [9]. Very simply, 
the total uncertainty may be expressed as 

U = b + t95S 
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where U is the total uncertainty. The terms b and 2S are the quadrature 
sums of the unknown bias and precision errors due to calibration gas 
uncertainty and instrument variation, respectively, b and 2S are independent 
errors. 

Dependent errors from error sources which vary to some degree with 
each other cannot be so easily combined. Dependent error combinations 
require specialized treatment, including a consideration of their correlation. 

Briefly then, the place of statistics is to provide a readily understood and 
accepted method for estimating accuracy in as rigorous a fashion as 
appropriate to permit the assessment of the likelihood of a particular 
measurement being within a chosen tolerance band. As such, it is not the 
"none-will-exceed" approach often utilized by manufacturers, which is 
actually impossible to achieve but rather provides a probabilistic model of 
data variation. 

Calibration Standards 

The major source of test instrument bias is the calibration gas uncertainty. 
Table 1 shows some typical transfer standard calibration gas bottle analysis 
accuracies in percent of reading units. Many are within the EPA require- 
ment of + 2  percent [10]. 

These errors will apply systematically to all data obtained from an 
instrument calibrated on one calibration gas bottle. Some improvement 
may be gained in precision of the bottle analysis average with an increased 
number of replicate bottle analyses. In general, the precision of the average 
of several replicate bottle analyses decreases as the square root  of the 
number of analyses. Note that the precision of the data does not change 
with more data points; the ability to describe the average improves. 

The hydrocarbon (HC), carbon monoxide (CO), and carbon dioxide 
(CO2) bias errors are those assigned by NBS to their standard reference 

TABLE 1--Typical transfer standard calibration gas bottle accuracies (all & percent of  
reading units). 

Gas Analysis Present Calibra- 
Concentration Bias ~ Precision Accuracy tion Method 

CO2 5 70 I. 0 0.7 1.7 chromatograph 
THC 1000 ppm 1.0 0.75 1.75 chromatograph 

100 ppm 1.0 1.23 2.23 chromatograph 
10 ppm 1.0 2.4 3.4 chromatograph 

NO/NO2 200 ppm 5.8 (5.8) phenol disulfonic 
acid 

CO 1000 ppm 1.0 1.4 2.4 chromatograph 

NBS SRM uncertainty. 
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gases. The nitric oxide (NO)/nitrogen dioxide (NO)2 data are based on 
triplicate phenol disulfonic acid (PDS) calibrations, though work is 
presently in progress to evaluate the calibration uncertainty that will 
result when NBS standards for NO become available. 

The analysis precisions are the result of the work of the P&WA Gas 
Analysis Laboratory. Previous to the existence of NBS standard gases, 
for CO2 for example, it was the responsibility of the P&WA Gas Analysis 
Laboratory to develop calibration standards. That effort has been reported 
elsewhere [11]. However, as more NBS gases become available, the dif- 
ference between P&WA emission measurements before the NBS standards 
and after is not expected to be significant. This is because the P&WA 
analysis of calibration gases, with some exceptions, has typically compared 
most favorably to that of NBS. That comparison is shown in Table 2 for 
COe where the analysis referenced to a previous P&WA standard cali- 
bration gas is compared to the analysis with the NBS gases as a reference. 

Note that single CO2 analysis, of the type shown in both Tables 1 and 2, 
has a precision error of 0.5 percent of reading. The 0.7 percent of reading 
error reported in Table 1 is the quadrature sum of the errors of Steps 2 
and 3 in the calibration hierarchy previously discussed. 

It can be seen that if there was any bias between P&WA and NBS it was 
small. Most of the errors noted could be easily accounted for by the 
analysis precision. 

Pratt and Whitney Aircraft Emission Instrumentation 

The emission measurement instrumentation utilized at P&WA currently 
adheres to the measurement system required by the EPA [10]. The develop- 
ment and utilization of this instrumentation has been described previously 
[12]. The measurement techniques utilized for each exhaust component 
are outlined in Table 3. 

Although this instrumentation and its attendant sample handling system 
adheres in form to the Federal Register regulations, its performance in-use 
is typically not as accurate as the performance required by the regulations. 

TABLE 2--Analysis of C02 reference gases in reed percent (P& WA versus NBS). 

Analysis Referenced Analysis 
to Previous Referenced 

P&WA Standards to NBS Standards Error, 

0,920 0.928 - 0 . 8 7  
4.05 4.02 0.74 
7.74 7.78 0.52 
9.89 9.93 - 0 . 4 0  

13.90 13.83 0.50 
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TABLE 3 - - P &  W A  emission measurement instrumentation. 

Component Measurement Technique 

CO, CO~, NO ~ nondispersive infrared 
NO2 ~ nondispersive ultraviolet 
THC flame inoization detector 
02 polarographic 
NOx chemiluminescent 

NO and NO2 have been replaced by the chemiluminescent NOx instrument. 

Documentation of Instrumentation Performance 

Need 

It should be obvious that the simplest way to evaluate an instrument's 
performance is to observe its variation in calibration. The precision data 
are needed to provide an estimate of instrument accuracy, as well as provide 
a running history of the operation of the particular instrument involved. 
The former allows an assessment of the significance of test data to be made. 
The latter will often permit the operator to recognize problems during a 
test and take corrective action. Failing that, a well-documented instrument 
calibration history is the first step in assessing where a test went wrong so 
the same mistake will not occur in repeat testing. 

Method 

A major aspect of evaluating instrumentation performance is the pro- 
cedure by which its performance is documented. The Instrumentation 
Department at P&WA, recognizing the importance of a clear and definitive 
understanding of instrument accuracy and the necessity for good documen- 
tation, has set up a separate group of individuals to pursue instrument 
documentation and accuracy assessment. Known as the data validity 
group, they are relieved from actual experimental testing obligations so 
that the viewpoint they take will be as independent of personal or emotional 
bias as possible. The data validity group is staffed by individuals with a 
background in instrumentation engineering but also with an interest in 
analytical work. This combination has provided for the practical applica- 
tion of statistics to instrument and test accuracy problems rather than the 
"black-box" approach often applied by pure statisticians. Out of the data 
validity group has grown a generally applicable accuracy assessment 
method which has three major theses: 

1. The method should suit the needs of the test--for example, if there is 
only time for one quick instrument calibration, choose the most often util- 
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ized region of the most common instrument range. If zero is unimportant, 
only cheek the span. Sometimes, the precise needs of a test are not obvious, 
and as much documentation as practical is desirable. The data validity 
engineer must, in this case, closely follow test results to be sure that the 
accuracy data being gathered are sufficient both in quantity and scope. 

2. "As-is" calibrations in the field, as close to testing conditions as 
possible, provide the best assessment of instrumentation performance 
obtainable. 

3. The frequency of calibration should be sufficient to maintain only the 
desirable degree of accuracy. Some field test instruments need to be cali- 
brated only monthly to maintain a stated accuracy, but that too needs to be 
documented over a suitable length of time. Simply stated, it is a waste of 
money to calibrate either too often or too little, and, therefore, it is im- 
portant that an appropriate calibration interval be defined. 

Table 4 is an illustration of the calibration form used at P&WA for the 
gas analysis instruments. The number and types of entries are based on 
normal instrument operation. Calibration data of this type are recorded 
during every test every time an instrument range is calibrated. The data 

TABLE 4--Calibration log gas analysis instrument systems. 
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are then utilized to provide uncertainty estimates for the test results. 
Without these data, questions as to the significance of test results and 
performance of instruments would go unanswered. 

One of the responsibilities of the data validity group was to standardize 
the methods and terminology that apply to gas turbine performance 
measurement uncertainty at P&WA. The major part of this effort was 
accomplished with the publication of the "Handbook, Uncertainty in Gas 
Turbine Measurements" [9]. That handbook has received wide acceptance 
and is the major document used to assure uniformity in measurement 
uncertainty estimates throughout the industry. The procedures detailed in 
that handbook are now being applied to emission measurement uncertainty 
at P&WA. However, a general accuracy assessment method, which can be 
utilized by all organizations participating in emission measurements, is 
still needed. 

Problems 

The institution of a calibration log of the type in Table 4, for instance, 
sometimes meets with considerable opposition which is frequently emo- 
tional in nature and can take one of several forms: 

1. Individuals are often emotionally involved with their work and are 
naturally resentful of any outside agency critically reviewing the results 
of their effort. 

2. The experimentalist might be pressed to produce results and quite 
often is willing to postpone considerations of accuracy until after the fact. 
While perhaps a valid argument for an experimental "one-shot" study, 
this idea is often used as a protective measure when, in fact, the appro- 
priate time may have been reached for documenting the instrument's 
performance. 

3. The experimenter does not feel that he has the time needed to fill out 
the calibration forms. While it is extra work, considerable time may be 
saved, should a problem develop, if careful attention has been paid to 
instrument performance documentation. 

4. The experimenter sometimes does not really see the need for deter- 
mining accuracy. 

In summary, instituting a program for documenting instrument per- 
formance is often met with resistance which is frequently emotional rather 
than practical in nature. Although it is the presence of a separate data 
validity group that generates that emotional resistance, the problems thus 
created are usually overcome more easily than those attendant to the 
alternative of having each individual attempt to objectively assess his own 
experimental uncertainty. 
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Establishing Instrument Calibration Curves 

The Federal Register [10] requires the establishment of the calibration 
curve of gas analysis instruments and the checking of those curves on a 
specific schedule. Because of the difficulties that may be encountered in 
fitting calibration curves to test data, some discussion of the methods used 
at P&WA to avoid the pitfalls will be useful. 

Calibration Curve Fitting 

Because they are nonlinear, the calibration curves for CO2 nondispersive 
infrared (NDIR) instruments make excellent examples for describing the 
methodology utilized. The basic methods usually employed in curve 
fitting are that of least squares or regression analysis. Both of these tech- 
niques result in an estimate of error for a polynomial curve fit called the 
standard estimate of error (SEE). The calculation of twice the standard 
estimate of error is made as follows 

Given functional form Y = F(X) 

I 71/2 
( yi - yc,)2 | 

2 S E E  = 2 (3) ! 
J 

where 

2 SEE = twice the standard estimate of error, 
Yi = Y reading at X~, 

Yc~ = calculated Y = F(XO, 
n = number of data points, and 
q = order of the polynomial. 

As can be seen, Eq 3 is analogous to Eq 2; Eq 3 expresses the variation of 
the data around the curve fit, while Eq 2 expresses the variation of data 
around a biased average. Both are 95 percent confidence intervals such 
that X • 2S contains 95 percent of the data points and F(x) • 2 SEE is a 
band about the curve that contains 95 percent of the points fitted (with due 
allowances for end effects). A more rigorous treatment of curve fittings 
and confidence intervals has been completed by Mandel and Linning [13]. 

A problem is often encountered in polynomial curve fitting by choosing 
the lowest 2 SEE as an indication of the best order of fit. This may be 
illustrated by Table 5 where the 2 SEE's for various CO~ analyzers' cali- 
bration curves are compared with the average error associated with the 
calibration gases used to define the curves. 

Note that the 2 SEE and average COz calibration gas errors are com- 
parable for every range but COs--instrument B, 0-2 percent. When the 
polynomial curve fits for that range are reviewed individually, Table 6 
results. 
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2 8  CALIERATION IN AIR MONITORING 

TABLE 5--C0~ calibrated curve 2 SEE. 

COs 
Instrument Range, % Fit Order 2 SEE, 70 

Calibrated Gas 
Avg Error 
COs, % 

COs-A 0 to 5 3 0.028 0.044 
0 to 2 3 0.020 0.022 

CO~-B 0 to 18 6 0. I01 0.115 
0to 5 6 0.035 0.044 
0to 2 5 0.0073 0.022 

TABLE 6---2 SE E  versus f i t  order for 0 to 2 percent C02 analyzer. 

Fit Order 2 SEE 1N CO2, 70 

1 0,194 
2 0,052 
3 0.058 
4 0.039 
5 0.0073 

The choice as the "best" fit was obviously fifth order, but it resulted in 
substantial between point errors as shown in Fig. 4 where the curve fits are 
plotted in detail along with the manufacturer's supplied calibration curve. 
As the gyrations shown by 5th and 4th order fits were not expected physi- 
cally, the next best fit was the 2nd order. It too is shown in Fig. 4 for 
comparison purposes. 

'~176176 OER  5th OR 
90D t 
800~- ,,," 2rid ORDER, 

/ / ~  4th ORDER 
700 t , , /" AND MANUF. CURVE 

:::F f s 

300[- \ ~ 2nd ORDER AND 
2o0t - , /~  | {J.-~MANUF. CURVE 

OOl-//' ~--~ 5th ORDER 1 
O a ~ q . ~ i  i i [ l l I l 1 I 

0.2 0.4 0.6 0.8 1.0 i.2 1.4 1.6 1.8 2.0 
PERCENT CO 2 IN N 2 BY VOLUME 

FIG. 4---C0~ analyzer--B polynomial calibration curve fits. 
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DIECK ON GAS TURBINE EMISSION MEASUREMENT 29 

It should be noted that the use of polynominal curve fits for NDIR in- 
struments is an approximation procedure which attempts to describe the 
physically expected exponential shape. More recent work at P&WA has 
resulted in a procedure for fitting the calibration data, percent CO2 as a 
function of millivolt output (mV), to an exponential curve of the form 

~oCO2 -- A(e Bxmv - 1) (4) 

where A and B are the constants of the fit. This procedure has several 
advantages over the commonly utilized polynomial curve fits. 

I. The curve is forced through zero. 
2. The curve has no inflections. 
3. The curve shape is similar to that which is physically expected. 
4. The curve does not have many constants, whose use may lead to 

substantial between-point errors. 

Calibration Curve Shifts 

It has been noted on several occasions that the calibration curves can 
shift substantially. As an example, Table 7 details the curve shifts noted at 
several CO2 levels for the 0 to 18 percent range of one of P&WA's CO2 
instruments. 

Only two curve shifts are reported. One shift occurred over three months 
and the other over seven. The change in CO2 levels checked was due to the 
introduction of a new set of calibration gases between the first and second 
time period. 

Since the time between checks is substantial, several months, the causes 
of the shifts are unknown as is the time they occurred. The more frequent 
calibration curve checks now required by the EPA should prevent much of 
this problem in the future. However, to ignore its significance merely 
because the calibration checks are more frequent may not be proper 
because the time scale of the shift at present is unknown and may have 
occurred within the one month calibration check period required by the 
EPA. 

TABLE 7~C02 calibration curve shifts. 

Jan. 1972-April 1973 June 1973-Doc. 1973 

CO2 Calibrated CO2 CO2 Calibrated 
Gas Level Shift, ~ Gas Level 

C02 
Shift, 7o 

4.0 0.39 1.54 0.46 
6.0 0.62 3.02 0.68 
8.0 0.74 8.14 0.95 

10.0 0.59 13.90 0.00 
12.0 0.47 15.01 -0.23 
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30 CALIBRATiOH 11'4 AIR MONITORING 

The stability of the calibration curves for the other emission instruments 
at P&WA is under investigation. 

Instrumentation Precision Variability 

Even after an instrument's calibration curve has been established, the 
instrument will continue to exhibit precision error in its utilization. By 
evaluating the precision which an instrument exhibits when analyzing the 
calibration gas, an estimate may be made of the instrument's precision 
when reading a test point. Calibration precision is utilized because the 
calibration gas concentration is assumed invariant for the duration of a 
test, thus placing all variations within the instrument. Test point concen- 
trations vary considerably from point to point and as such cannot be easily 
used as a tool to measure instrument variation. 

Figure 5 illustrates the considerable variability in instrument calibration 
precision from day to day and range to range. The source of the day-to-day 
variability in instrument precision is under investigation. The existence of 
the variability, however, requires the evaluation of the instrument precision 
on the day of the test for the proper assessment of emission accuracies. 
The precisions shown are e~(pressed over the 95 percent confidence interval; 
95 percent of replicate data will be within 4-2S of the average. 

C02 (0 - 5%1 
0.3Or- 

PRECISION 0-20 I- / ~ / \  

o.o5LLa ' '~ X ~ "6 
0.001.--.,~ i I ~ I I I I 

CO (0 - 1,00O PPM) 
loo 1 - 

PRECISION 60 
2S {ppm) 40 

2O 
0 

NO (0 - 200 PPM) 

.c. 'iI  2S (ppm) 

0 /  

THC (0 - 100 PPM) 

PRECISION 64 
2S (ppm) 

2 
0 

10/1/73 11/1/73 12/1/73 1/I/74 2/1/74 3/1/74 4/1/74 

TIME 

FIG. 5--Emission instrument precision versus time. 

Copyright by ASTM Int'l (all rights reserved); Fri Jan  1 23:31:18 EST 2016
Downloaded/printed by
University of Washington (University of Washington) pursuant to License Agreement. No further reproductions authorized.



DIECK ON GAS TURBINE EMISSION MEASUREMENT 31 

TABLE 8--l/ariability of daily instrument precision (2S). 

Constituent Range 

Single Day Six Month Single Day 
Lowest Pooled Highest 

Measured 2S Avg 2S Measured 2S 

CO2 0 t o 5 ~  0.011% CO2 0.09% CO2 0.170% CO2 
CO2 0 to 2% 0.008 % CO2 0.020% CO2 0.026% CO2 
CO 0 to 1000 ppm 1.1-ppm CO 1 9 . 6 - p p m  55.8-ppm CO 
CO 0 to 100 ppm 0.28-ppm CO 3.0-ppm CO 8.8-ppm CO 
NO 0 to 200 ppm 0.74-ppm NO 5.0-ppm NO 13-ppm NO 
NO~ 0 to 200 ppm 0.71-ppm NO2 5.0-ppm NO 12-ppm NO2 
THC 0 to 1000 ppm 2.8-ppm CH4 22-ppm CH4 40-ppm CH4 
THC 0 to I00 ppm 0.28-ppm CH4 4.0-ppm CH4 9.9-ppm CH4 
O2 0 to 25% 0.040% 02 0.28~ 02 0.74% O~ 

NOTE--The data were taken over six months. Several hundred calibrations were included 
in the pooled average 2S, while each test day typically had 6 to 8 calibrations. 

Table 8 illustrates the typical variability of in-use emission instrument 
precisions. For most cases for which there is some comparison, typical 
in-use, in-day precision is poorer than that permitted by the EPA regula- 
tions where precision has been assumed to be 2S over the 95 percent con- 
fidence interval. 

Note that variability even exists in long time period averages such as six 
months. Table 9 illustrates that variability for several such six-month 
averages and compares the data with the precision requirements of the 
EPA. For those ranges for which there is some comparison, P&WA is 
usually over the EPA limit. Missing precision values must take the precision 
for a previous evaluation or, lacking that, the precision of the next higher 
range. Note also that some ranges have exhibited considerable variability 
in precision over the time periods. The only uniformly improving instru- 
ments are the NO and NO2 instruments no longer utilized. The rest have 
somewhat mixed results. 

It should be noted that EPA parameters such as accuracy and precision 
were not well defined in their regulations. Here it is assumed that precision 
is 2S over the 95 percent confidence interval. It should also be noted that 
two "identical" instruments from the same manufacturer need not exhibit 
identical precision error as shown in Table 10. 

The reasons for the foregoing differences in instrument performance are 
being investigated but are at the present time still unknown. These pre- 
cision comparisons underscore the need for continued, current evaluation 
of emission instrument performance and the need to recognize the possible 
difference between typical in-use precision and that permitted by the EPA. 

Correction for Precision Error 

The EPA [10] recommends "backtracking" gain adjustments to improve 
on the test data between calibrations: that is, if, over an hour, the instru- 
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DIECK ON GAS TURBINE EMISSION MEASUREMENT 3 3  

TABLE l O-.-Comparison of precision error for "identical" emission instruments. 

P&WA Precision--6 Month Pooled Average 

Constituent Range Instrument A Instrument B 

co~ 0 to 27o 0.0167o 0.007~o 
0 to 5~0 0.11 ~o 0.11 

c o  0 to 100 ppm 1.4 ppm 2.0 ppm 
0 to 1000 ppm 42.5 ppm 15.6 ppm 
0 to 1 ~o 0.0207o 0.017~0 

THC 0 to 100 ppm 3.0 ppm 4.3 ppm 
0 to 1000 ppm 10.8 ppm 19.7 ppm 
0 to 2000 ppm 4.3 ppm 9.6 ppm 
0 to 1 ~o 0.0427o 0.014~o 

O~ 0 to 25Vo 0.87~o 0.55~ 

ment has drifted four divisions, test data taken at 15 min may be adjusted 
one division, that at 30 min, 2 divisions, etc. This approach presumes a 
correlation for the time between calibrations and the magnitude of the gain 
change necessary to bring the instrument into calibration. Table 11 shows 
typical correlation coefficients of the time between calibrations, which 
varied from 15 min to 2 h, with the magnitude of the gain adjustments for 
COs, NO2, NO, HC, and CO. None are significantly different from zero. 

Table 11 indicated the lack of a specific relationship between instrument 
drift and time between calibrations. The lack of that relationship is further 
illustrated by Fig. 6. Attempts to utilize data of the type in Fig. 6 or the 
correlations in Table 11 for adjusting instrument data would prove most 
frustrating. There is apparently no advantage to the backtracking of gain 
adjustments; indeed, it may cause more error than it removes. 

It  should be noted that allowing sufficient instrument warmup time will 
reduce the likelihood of instrument drift with time and result in only 
random variation of the type in Fig. 6. 

TABLE 1 l--Gain change magnitude correlation with time between calibrations. 

Correlation 
Instrument Coefficient 

CO2 0.00 
NO~ -0.03 
NO -0.03 
THC 0.01 
CO 0.06 
None significant 

Copyright by ASTM Int'l (all rights reserved); Fri Jan  1 23:31:18 EST 2016
Downloaded/printed by
University of Washington (University of Washington) pursuant to License Agreement. No further reproductions authorized.



34 CALIBRATION IN AIR MONITORING 
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FIG. 6--Calibration versus time between cafibrations C02 analyzer, 0 to 5 percent range. 

Uses of Accuracy Data 

Real-Time Calibration at P&WA 

The emission measurement systems at P&WA now are equipped to 
evaluate emission levels on a real-time basis through the use of a computer 
interface. This interface has made it possible to keep track of every cali- 
bration of every instrument range automatically. The system operators are 
then provided with a running assessment of instrument precision and bias 
(due to central value drift which is usually negligible). When the precision 
or bias values obtained are greater than that typically seen in instrument 
operation, the data are flagged so the instrument operator may be alerted 
for possible instrumentation problems. 

Consistency Checks 

Several on-line consistency checks are available for emission testing. 
The use of these checks is intended to make immediately apparent to the 
instrument operators any serious instrument malfunction. Some of these 
surveillance checks and their uses are shown next. 

Surveillance Parameter(s) 

Performance F/A versus 
carbon balance F/A 

Usage 

Comparing the performance fuel-air ratio 
(F/A) from engine data and the carbon balance 
F /A from the gas sample provides an estimate 
of the representativeness of the gas sample, in 
addition to revealing some possible instru- 
mentation problems. The differences observed 
should usually be less than 5 percent and will 
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DIECK ON GAS TURBINE EMISSION MEASUREMENT 35 

Surveillance Parameter(s) 

Curve fit 2 SEE data 

1. Total C02 versus 
total oxygen (02) 

2. Log oxides of nitro- 
gen (NO~) versus 
total COs 

3. Log CO versus log 
total hydrocarbons 
(THC) 

Usage 

almost always be less than 10 percent. Some of 
the causes of the discrepancies observed may 
be: CO2 instrument malfunction, sample line 
leaks, CO2 calibrated gas bias, performance 
F/A error, and nonrepresentative sampling. 

All the curve fit data provide an estimate of the 
self-consistency of the test data. The lower the 
2 SEE, the better the fit, the more consistent the 
data. (The 2 SEE is a description of the data 
scatter around a particular curve.) 

These data theoretically [14] yield a straight 
line of the form: 

CO2 = 0.6231 02 + 0.13054 

The line is independent of sampling errors; thus, 
its 2 SEE estimates the combined precision of 
the CO2 and 02 instruments. Although the 
slope and intercept of the line are related, if test 
data have a different slope, it may indicate the 
carbon-hydrogen ratio of the fuel is other than 
2. A different intercept may indicate a bias in 
either CO2 or O2 calibration gases, or both. 

These data were empirically shown to approxi- 
mate a 2nd order function [14]. The 2 SEE here 
estimates the combined precision of NOx and 
CO2 instruments. 

These data were empirically shown to approxi- 
mate a 2nd order function [14]. The 2 SEE 
here estimates the combined precision of the 
CO and THC instruments. 

Cross Checks and Data Validity 

A significant advantage to possessing as-is instrument calibration data is 
obtaining, not only the capacity to check on the consistency of the relation- 
ships between various parameters measured, but the causes of their un- 
certainty as well. There are specific relationships, just described, between 
several of the constituents that may be utilized to detect erroneous data by 
severe departure from that relationship. A calibration record then permits 
some assessment as to the causes of the variability in the relationship that is 
observed. The latter may be seen by observing the correlations typical 
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36 CALIBRATION IN AIR MONITORING 

TABLE 12--Correlation between "instrument calibration precision" and "test data scatter ~ 
about relationships between constituents." 

Correlation Explained 
Comparison Order of Fit Coefficient  Variation, 

CO~ precision versus COrO2 2 SEE 1st 
02 precision versus COrO2 2 SEE 1st 
CO, precision versus CO2-NOx 2 SEE 3rd 
NO precision versus CO2-NO~ 2 SEE 3rd 
NO~ precision versus CO2-NOx 2 SEE 3rd 

0.44 19 
0.80 64 
0.60 36 
0.83 69 
0.42 18 

a All data based upon ten tests. 

when instrument calibration precision data are compared to data scatter, 
2 SEE, about well-known constituent relationships. 

Table 12 shows the results of a comparison between the instrument pre- 
eisions and the data scatter - -  about five curve fits for ten separate tests. 
It is known that variations in one source of error may be explained to some 
degree by variations in another through the use of correlation coefficient. 
For  example, considerable data scatter was observed when CO2, and O2 
test data were fitted with a straight line (predicted from combustion 
chemistry). The scatter was greater than expected and persisted for many 
tests. As can be seen, the first two correlations in Table 12 indicated that, 
by far, the major source of the data scatter was the precision of the oxygen 
analyzer because the O~ precision correlates better with the CO~-O~ curve 
2 SEE than does the CO2 precision. Without the calibration data, the cause 
of  the variability would have remained unknown, and no corrective action 
could have been taken. 

Meeting Specifications or Regulations 

Probably the single major benefit for securing and understanding the 
accuracy data pertaining to any measurement process is that the data may 
be used to define the relationship between (a) measurement uncertainty, 
(b) fraction of units failing to meet specifications due to measurement 
uncertainty, and (c) the value a parameter must have, in relation to the 
limit, to assure a given fraction meeting the specification. This relationship 
may be seen graphically in Fig. 7. 

As an example of the utility of Fig. 7, consider a situation where, because 
of rebuilding, material, and testing costs, it would not be profitable for a 
company to have an engine exceed an emission limitation more than 1 per- 
cent of the time. If the uncertainty in that emission measurement is 15 
percent, which is not unreasonable if sample error is considered, then 
Fig. 7 shows that the emission average for a group of engines cannot 
exceed 82 percent of the limit. If it is too expensive to make engines averag- 
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FIG. 7--Parameter average required for given failure level as a function of  measurement 
uncertainty. 

ing 18 percent below the emission limit, then an appropriate improvement 
in measurement uncertainty must be made. 

It should be noted that gas turbine performance-related instrumentation 
uncertainties are considerably less than the 15 percent emission measure- 
ment example. Most performance measurements are well below 2 percent 
of reading and some only a few tenths, for example, thrust. However, 
Fig. 7 is still applicable, as contractual requirements usually vary in severity 
inversely with the measurement uncertainty of the parameter involved. All 
that is needed to utilize Fig. 7 is the knowledge of the limitations on the 
parameter of interest, its measurement uncertainty, and what failure level 
is tolerable. 

Conclusions 

1. A knowledge of measurement uncertainty is required before any 
assessment of the significance of a measurement can be made. 

2. Instrument uncertainty would be best described through the use of a 
well-defined, mutually agreed upon statistical procedure, which does not 
presently exist for emission measurements. 

3. Instrument users and manufacturers need identical methods for 
instrument accuracy assessment. 

4. Calibration to calibration precision, obtained in the instrument's 
working environment, will usually provide the best estimate of instrument 
precision available. 

5. Gaussian-normally distributed error data are the most useful in 
assessing instrument uncertainty. 

6. The use of a separate analytical group to determine instrument 
uncertainty can be a valuable tool. 
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7. It is possible to achieve the EPA permitted calibration gas accuracies 
in the laboratory where NBS SRM's are available. 

8. Instrument precision varies widely from day to day. 
9. "Identical" instruments do not always exhibit identical precision 

error. 
10. Assuming that the instrument calibration curve fit exhibiting the 

lowest 2 SEE is the most accurate might lead to substantial between 
calibration point errors. 

11. Instrument calibration curves can shift significantly and without 
detection until the next calibration curve check. 

12. The instrument precisions permitted by the EPA regulations are not 
typically achieved in normal use. 

13. Backtracking gain adjustments is not an appropriate method for 
correcting emission instrument data. 

14. Real-time analysis of instrument precision data is achievable, and 
the results permit the assessment of data validity while a test is in progress. 

15. The existence of measurement uncertainty increases the margin 
needed between regulatory limitations and the average emission level of an 
engine type to assure complete compliance. 

16. It is clear that, without an assessment of emission measurement 
uncertainty, any conclusions resulting from data comparisons may be 
erroneous, and the differences observed may be due to chance. 
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Preparation of Stable Pollution 
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ABSTRACT: The use of gas cylinder calibration standards is becoming an increas- 
ingly important tool for use in pollution analysis methods requiring a known 
reference. There are problems, however, in the preparation of pollution gas 
standards using high pressure steel cylinders. Researchers have documented 
these problems in the literature, especially in recent months. When reactive 
gases such as the oxides of nitrogen, carbon monoxide, or sulfur dioxide are 
blended in a steel cylinder with an inert balance gas, the concentration that the 
cylinder delivers can vary with time, pressure, and temperature. The nature of the 
blend's instability is random and a function of the absorption or reaction with the 
walls of the cylinder. These disturbing features lead to an obvious question. 
Can the specialty gas industry provide a stable and accurate pollution calibration 
standard in a cylinder? This paper deals with that question and describes ex- 
perience gained using treated aluminum cylinders as a solution to the problem. 
Included in the discussion are" (1) instrumental and analysis method evaluation, 
(2) calibration and correlation of internal standards, (3) effects of various cylinder 
types on the stability of reactive gas mixtures, (4) effects of preconditioning as a 
means of deactivating cylinder walls, (5) effects of variables such as temperature 
and pressure on cylinder concentrations, and (6) long-term stability data. 

KEY WORDS: calibration, air pollution, gases, standards, gas cylinders 

A pressurized calibration cylinder can be an intricate part of the many 
air pollution analysis methods requiring a known reference. Establishing 
this known reference is not, however, an easy matter. Researchers have 
documented problems associated not only with accuracy but also with 
the stability of certified cylinder standards [1-5]. 3 When reactive gases such 
as the oxides of nitrogen, carbon monoxide (CO) or sulfur dioxide (SO2) 

1 Development engineer, Rare and Specialty Gases Department, Airco Industrial Gases, 
Murray Hill, N.J. 08077. 

2 The italic numbers in brackets refer to the list of references appended to this paper. 
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are blended in a steel cylinder with an inert balance gas, the concentration 
that the cylinder delivers can vary with time, temperature, or pressure. 
The nature of the mixture's instability is random and dependent on the 
particular condition of the individual cylinder involved. The instability is 
partially a function of gas absorption or reaction with the cylinder walls. 
As mentioned, the effect is random, and the exact mechanisms involved are 
still not understood fully. What has been well established is the fact that 
reactive gas standards prepared in mild steel cylinders are of dubious value 
due to their inability to demonstrate stability. 

Oxides of Nitrogen 

The instability of nitric oxide (NO) and nitrogen dioxide (NO~) calibra- 
tion standards in steel cylinders has been reported in many references 
[6-9]. To exemplify the problem, refer to Fig. 1 and Table 1. Figure 1 
illustrates how three evacuated cylinders of different wall composition were 
filled from a premixed, bulk container. The pressure from this single bulk 
container was equalized into the three cylinders in such a way that each 
cylinder received the same initial blend of 200-ppm NO2 in nitrogen (N~). 
Table 1 indicates the analysis results after periods of two months and 
two years. 

Figure 2 represents data obtained from the National Bureau of Stan- 
dards (NBS) [10]. It shows the analysis results of five lots of 53 steel cylinders, 
each containing NO in N~. All cylinders were new Department of Trans- 
portation (DOT)-3AA type and unused but were conditioned by soaking 
with a high concentration of NO prior to use. As can be seen from Fig. 2, 
a substantial portion of each lot of 53 cylinders had decayed. The remaining 
cylinders seemed to exhibit stability and were released as the first lot of 

TABLE 1--Mixture l: filled to be 200-ppm NO2 in N~. 

Analysis, Analysis, 
Cylinder Type 2 Months, ppm 2 Years, ppm 

Wax lined 135 < 1 
Steel (Cr-Mo) 179 151 
Treated aluminum 197 200 

TREATED WAX Cr -Mo TREATEP 
ALUMINUM LINED STEEL ALUMINUM 

CYLINDER CYLINDER CYL(NDER 

FIG. 1--System used in filling cylinders of  various wall MTL's. 
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FIG. 2--Distribution of NO in N2 concentrations. 

NBS NO standard reference materials (SRM). These particular SRM's 
have been restricted in that they are not certified for more than six months, 
nor at cylinder pressures below 500 psig. 

Carbon Monoxide 

The use of CO calibration standards is another area which has generated 
many problems for the unsuspecting analyst [11]. CO concentrations in 
steel cylinders have a tendency to decay with time [7,12]. The reason for 
this decay is still not well understood, but it is believed to be due either to 
oxidation of the CO to carbon dioxide (CO2) or the formation of iron 
carbonyls [13]. In any event, the problem is cylinder-dependent as the 
decay is random and shows no set pattern. Each individual cylinder seems 
to exhibit its own characteristics for decay (amount of rust on interior 
wails, etc.). To exemplify the problem, refer to Fig. 3, supplied by courtesy 
of the NBS. It illustrates the results of a study with CO mixtures prepared 
in steel cylinders (DOT-3AA). As can be seen in Fig. 3, the decline in 
concentration value can be quite drastic, especially at lower concentrations. 

Sulfur Dioxide 

SO2 standards prepared in pressurized cylinders have a history of being 
unreliable for just about anyone who has ever tried to work with them. 
Stainless steel cylinders have been used with some success at higher con- 
centrations, but lower levels are deemed to be virtually impossible [14-16]. 
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FIG. 3--Stability of  CO mixtures in steel cylinders ( DOT-3AA). 

SO2 reacts readily with moisture and has a strong tendency to be absorbed 
by everything, including, not only the cylinder walls but also the sampling 
system being used to make the measurement [17-19]. 

By referring to Table 2, the stability problem with SO2 in steel cylinders 
can be seen more readily. Three cylinders of different wall compositions 
were filled from a single premixed bulk container using the same apparatus 
as in Fig. 1. The mixture was filled to be 160-ppm SO2 in nitrogen. Table 2 
indicates the analysis results after two-month and two-year periods. 

The conclusions that can be reached after studying the results of Table 2 
are quite evident. SOs in contact with a steel cylinder can be a significant 
problem. 

Summarizing, it can be said that there are problems associated with 
pollution gas standards in steel cylinders, despite claims made by various 
suppliers. The ability to supply stable certified standards is not always as 
easy as it might first appear. The blending of such gases requires special 
and sophisticated techniques undertaken in the most stringent of conditions. 

Effects of Preconditioning as a Means of Deactivating Cylinder Walls 

There are many and varied methods of preconditioning being attempted 
to passify a cylinder wall surface. One very common method is to "soak" 

TABLE 2--Mixture 2: filled to be 160-ppm S02 in N~. 

Analysis, Analysis, 
Cylinder Type 2 Months, ppm 2 Years, ppm 

Wax lined 140 120 
Steel (Cr-Mo) 148 132 
Treated aluminum 159 157 
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the cylinder with a high concentration of the reactive gas of interest. The 
theory behind this soaking process is that all of the gas that is going to 
react with or be absorbed into the cylinder walls will do so during the con- 
ditioning period. When the cylinder is put into its final mixing stage, any 
further reaction or absorption will be supposedly precluded. 

This method of preconditioning has met with only limited success. The 
problem arises when one realizes that what has been absorbed can also be 
desorbed. When the pressure or temperature of the cylinder changes, the 
gas that was absorbed during the soaking process can desorb, so that the 
concentration that the cylinder delivers can actually increase. Figure 4 
illustrates analysis results obtained by the NBS on a group of precondi- 
tioned steel cylinders containing NO mixtures�9 Figures 5 and 6 represent 
analysis results on preconditioned cylinders containing 5-ppm NO in 
nitrogen as the temperature and pressure of the cylinder were varied. As 
can be seen from these figures, the cylinder concentrations tend to increase 
as desorption takes place [10]. 

Another method of conditioning involves treating the cylinder surface 
with a very active gas such as silane. 8 The most common procedure usually 
involves taking new shot-cleaned steel cylinders and alternating between 
treatments with silane and a high purity nitrogen bake out process. The 
idea here is to eliminate any traces of moisture or oxygen which may be 
lurking in the cylinder walls�9 Although this method does eliminate one 
problem, it does nothing to eliminate reaction with or absorption into the 
steel. Also, the silane conditioning agent can desorb slightly off the walls 
after the final mixture has been made, adding another impurity. 

8 Silane (Si. -}- H2.+~) is a combination of silicon and hydrogen. 
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Still another method which can be considered a pretreatment for steel 
involves the actual changing of the metal surface within the cylinder. In 
effect, this is metal coating [20]. The one major disadvantage of this 
method is its cost. Different types of coatings must be used to be effective 
against different types of gases, and this can be quite an expensive proposi- 
tion. Also, there are still some absorption effects which may be questionable. 

Experimentation with Cylinder Wall Materials 

The problems associated with the use of steel cylinders and the inability 
of pretreatment methods to be totally effective led to a search for a cylinder 
wall material that remained passive and would not absorb reactive gases. 
Experiments were conducted, initially, using a wax-lined steel cylinder. 
The wax coating was partially effective in controlling absorbed moisture 
and also demonstrated success in eliminating decay problems associated 
with CO. Similar success with wax-lined cylinders for use with CO mix- 
tures has been achieved by the NBS. This type of cylinder is being used 
currently for the CO in nitrogen SRM's. Although the wax-lined cylinder 
has demonstrated definite superiority over standard steel cylinders for CO, 
the use of this cylinder for SOs or the oxides of nitrogen is not as feasible. 
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In some cases, the wax coating actually intensifies the decay phenomenon 
to a significant degree as can be seen in Tables 1 and 2. Another problem 
associated with wax lining involves the actual waxing process itself. Even 
though great care is taken in the waxing procedure, small pinholes of 
uncovered steel still remain. Also, a wax-lined cylinder represents a possible 
safety hazard. Even though the cylinders may be properly marked and 
tagged, there is always the danger that someone will try illegally to fill the 
cylinder with an incompatible gas. 

Aside from wax lining, the use of various types of Teflon and organic 
coatings were explored. All of the methods considered, however, had 
specific disadvantages associated with them which rendered them un- 
acceptable for use in a cylinder. 

The extensive search for a suitable cylinder wall material led to the use of 
a treated aluminum cylinder which exhibited the unique properties that 
were required. The cylinder, after treatment, provided a highly inert sealed 
surface which made it quite effective in containing even subpart per million 
levels of very reactive gases. The special treatment referred to is actually a 
two part process. The first part of the process is performed by the manu- 
facturer of the cylinder. This portion of the treatment consists of the 
enhancement of an aluminum oxide layer. This aluminum oxide layer then 
facilitates the application of the second part of the process which is under- 
taken by the author's firm and is proprietary in nature. 

Evaluation Program for Treated Aluminum Cylinders 

Preliminary experimentation and the ability of the treated aluminum 
cylinder to contain the reactive gases initiated an extensive evaluation 
program. This evaluation, now in its third year, involves the study of 
approximately 73 cylinders in various phases of long-term stability, tem- 
perature, and pressure testing. The gas mixtures being evaluated contain 
various concentrations of CO, SOs, NO, and NO2. The range of concen- 
trations varies from very high to ultra-low subpart per million levels 
(0.023 ppm). Due to a credibility gap established through the years between 
suppliers and users of specialty gases, it was decided that supporting data 
would be of value. In order to obtain these data, evaluation cylinders were 
supplied to five major instrument companies, the Environmental Protection 
Agency (EPA), the NBS, and various competent representatives from 
concerned industries. 

Analysis Methods and Equipment 

Because of the difficulties involved with reactive gas analysis and the 
critical nature of the program undertaken, an extensive review of analytical 
techniques was required. Unfortunately, evaluations were initiated at a time 
in which much controversy existed as to what method of analysis could 
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TABLE 3--Analytical methods used in evaluation. 

NO-NO~ SO2 CO 

1. Saltzman phenol disul- 
furic acid 

2. Dispersive infrared 
3. Chemiluminescence a 
4. Photometric ultraviolet ~ 
5. Electrochemical cell 

1. West Gaeke 1. Nondispersive in- 
2. Mass spectrometry frared procedure a 
3. Dispersive infrared 2. Dispersive infrared 
4. SO2 fluorescence a 3. Gas chromato- 
5. Flame photometric detec- graphy- 

tiona (total sulfur) (methanator) 
6. Gas chromatography- 

flame photometric 
detection 

Methods which provided the best results for our specific analysis needs. 

accurately measure a particular type of gas. We were forced into a position 
of not only performing method evaluations but also side-by-side testing of 
the same type of instrument from various suppliers. 

Table 3 indicates the methods of analysis evaluated in the Airco study. 
The wet chemical methods listed were operational early in the study but 

are no longer being employed. It was found that problems existed with the 
precision and accuracy of those methods and are probably due, at least in 
part, to manual techniques that were required. Access to automated 
apparatus may have improved results considerably. Table 4 shows the 
results of this evaluation. 

Calibration and Correlation of Internal Standards 

Accurate calibration of an instrument or the analytical method used can 
often be the most difficult part of a measurement. Many users of calibration 
standards in cylinders will rely solely on the certified value written on the 
tag supplied by the manufacturer. How does a calibration gas supplier 
calibrate the instruments he uses to certify the cylinder standard? The 
answer to this question can be crucial to the user of such a standard. 

The best solution to this problem is for the supplier to use SRM's 
supplied by the NBS. The problem here is that SRM's may not always be 
available for a specific gas or at the concentration range desired. One of the 
more common methods used by specialty gas suppliers to calibrate their 
instrumentation is to establish some form of primary standard, such as a 
cylinder prepared by weight. Although this primary method is inherently 
very accurate, it cannot account for the reactive nature of gases. Due to 
reactivity or absorption into the walls of a cylinder, what is put into a 
cylinder very accurately by weight may not always come out with the same 
degree of accuracy. 

It is proposed that, rather than rely on a single primary method, a series 
of correlations with many chemical and physical methods be undertaken to 
approach or verify an absolute standard. To exemplify what is meant by 
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correlation, the following methods were correlated to establish primary 
standards for the oxides of nitrogen. 

Two sets of standards containing six cylinders each were prepared with 
NO~ concentrations, using treated aluminum cylinders. The first method of 
preparation was by weight, using a high precision balance (Voland Model 
HCE-50). 

The second method was to mix the same concentrations by pressure, 
using a baratron manometer (MKS). The two sets of cylinders were then 
analyzed by chemiluminescence, looking for relative values. A correlation 
between the two methods was obtained to within 2 percent. The next 
correlation sought involved the use of an ultraviolet photometric analyzer 
(duPont Model 411). This analyzer is supplied with an optical calibration 
filter, with a simulated concentration based on known molar absorptivities 
for the gases being measured. When the photometric analyzer was cali- 
brated with this filter and the cylinders analyzed, a correlation was obtained 
to within 2 percent of the previously determined values. At this point, two 
additional sets of six cylinders each, this time containing NO, were prepared 
again by weight and pressure. After correlation between them was com- 
pleted, the chemiluminescence analyzer was calibrated with these newly 
prepared NO standards. The NO2 cylinders were then analyzed going 
through the chemiluminescent convertor, using a NO calibration. In this 
way, a correlation between the two sets of NO cylinders and the NO2 
cylinders was obtained to within 2.5 percent. The higher error here was 
attributable, probably, to the extra step required in determining the 
chemiluminescent convertor efficiency by gas phase titration. The final 
correlation was obtained by calibrating measurement instrumentation 
with permeation tubes and noting analysis results. A correlation to within 
3 percent was obtained using this method. In the end, it could be said that 
mixture concentrations were correlated with: 

1. Filling cylinders by weight. 
2. Filling cylinders by pressure. 
3. Optical calibration correlation. 
4. Conversion correlation (NO~ to NO). 
5. Permeation calibration correlation. 

After correlation, the primary standard value can be assigned with 
confidence. This policy of correlation should be undertaken with all 
primary standards, rather than rely on a single method of verification 
which may contain inherent errors that could go unnoticed. 

Effects of Temperature and Pressure on Aluminum Cylinder Concentrations 

Because absorption or reaction is no longer of particular concern, 
calibration standards prepared in aluminum cylinders show exceptional 
temperature and pressure stability. See Figs. 7, 8, and 9. During tempera- 
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TABLE 4---Results. 

0.2-ppm NO 6-ppm NO 10-ppm NO 200-ppm NO 
Reading Date in N~ in N2 in N2 in N2 

5/12/73 0.165 6.40 9.80 198 
5/20/73 0.163 6.30 9.75 197 
6/9/73 0.165 6.30 9.80 198 
6/30/73 0.160 6.40 9.75 197 
7/7/73 0.165 6.35 9.90 198 
7/28/73 0.167 6.40 9.80 199 
8/11/73 0.165 6.70 9.80 198 
8/25/73 0.164 6.30 9.75 198 
8/31/73 0.166 6.40 9.75 198 
9/8/73 0.165 6.40 9.80 198 
9/22/73 0.167 6.35 9.80 199 
10/13/73 0.165 6.45 9.75 198 
11/10/73 0.165 6.40 9.80 198 
11/24/73 0.167 6.45 9.85 197 
12/15/73 0.165 6.40 9.80 195 
1/5/74 0.165 6.40 9.75 198 
1/19/74 0.165 6.40 9.80 197 
1/26/74 0.171 7.00 10.10 198 
2/9/74 0.165 6.50 9.85 197 
2/23/74 0.165 6.40 9.80 198 
3/16/74 0.162 6.40 9.75 199 
3/30/74 0.165 6.35 9.80 198 
4/13/74 0.165 6.40 9.80 198 
4/27/74 0.164 6.40 9.75 198 
5/23/75 0.168 6.30 9.85 199 

0.2-ppm NO~ 2-ppm NO~ 85-ppm NO2 200-ppm NO~ 
Reading Date in N~ in N~ in Air in N~ 

5/12/73 0.180 1.40 86 197 
5/26/73 0.182 1.41 86 198 
6/9/73 0.185 1.45 85 196 
6/30/73 0.180 1.40 86 196 
7/7/73 0.182 1.39 85 197 
7/28/83 0.182 1.40 87 198 
8/11/73 0.182 1.40 86 197 
8/25/73 0.180 1.39 86 197 
8/31/73 0.178 1.40 86 197 
9/8/73 0.182 1.41 85 197 
9/22/73 0.180 1.40 86 198 
10/13/73 0.182 1.41 86 197 
11/10/73 0.180 1.40 86 197 
11/24/73 0.182 1.45 85 198 
12/15/73 0.180 1.41 86 197 
1/5/74 0.182 1.40 86 199 
1/19/74 0.180 1.41 86 197 
1/26/74 0.178 1.40 86 197 
2/9/74 0.180 1.40 86 198 
2/23/74 0.172 1.45 85 197 
3/16/74 0.182 1.40 86 197 
3/30/74 0.180 1.45 86 197 
4/13/74 0.182 1.35 86 198 
4/27/74 0.180 1.40 85 197 
5/23/75 0.183 1.43 86 196 
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5 2  C A L I B R A T I O N  IN  AIR M O N I T O R I N G  

ture studies, cylinders were cycled starting at room temperature, to 120~ 
through a low temperature cycle, and back to room temperature. The 
pressure testing cycle was from full cylinder pressure (approximately 
2100 psig) down to 25 psig. Figure 9 represents data supplied by Beckman 
Instruments of Fullerton, Calif. Although no attempt was made particularly 
to monitor the pressure, the graph does indicate the effect of emptying the 
cylinder over a four-month period. 

Long-Term Stability 

Figures 10 and 11 illustrate the excellent stability obtained over a two- 
year period. Figure 11 represents data supplied by the NBS. When this 
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WECHTER ON STABLE POLLUTION GAS STANDARDS 53 

distribution is compared  with data illustrated in Fig. 2, it can be seen that  
a luminum cylinders offer some advantages over steel. The 25 cylinders 

represented were prepared at the same time and f rom the same bulk 

mixtures as the five lots of  53 cylinders represented in Fig. 2. What  is 
particularly significant is that, among  the 25 a luminum cylinders, there was 
not  one low value. 

Conclusions 

Treated a luminum cylinders have the ability to contain reactive gases 
even at very low subpart  per million levels. They show excellent tempera-  
ture and pressure stability and no appreciable decay in mixture concentra-  
tion, at least over a two-year period. The gases included in this study were 

NO,  NO~, CO, and SOs. Da ta  for hydrogen sulfide (H~S), carbon sulfide 
(COS), and carbon  disulfide (CS2) are currently being generated and will be 
the subject of  a future report.  
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F. J. Debbrecht 1 and E. M.  Nee l  I 

Application and Description 
of a Portable Calibration System 

REFERENCE: Debbrecht, F. J. and Neel, E. M., "Application and Description of 
a Portable Calibration System," Calibration in Air Monitoring, ASTM STP 598, 
American Society for Testing and Materials, 1976, pp. 55-65. 

ABSTRACT: A newly introduced calibration system for air pollution monitors 
and its field use will be discussed. The system is based upon the Environmental 
Protection Agency's developed permeation tube technique and is fully portable, 
allowing intercalibration of monitors at different locations. 

Two major requirements are necessary for accurate use of permeation tubes in 
the generation of primary standard quality calibration gas mixtures. The tempera- 
ture of the permeation tube must be held within 0.1~ of the temperature at which 
it was calibrated to ensure accuracy within I percent. Also the flow rate of the gas 
across the permeation tube must be readable to within 1 percent accuracy. 

The portable calibration system described controls the permeation tube at 
35~ to well within 0.1~ This temperature is fixed and is read out on the ex- 
panded scalemeter that is 0.4~ full scale to ensure that the permeation tube is 
within 0.1~ of the fixed 35~ 

The calibration system draws in ambient air through a particulate filter by an 
internal dual headed pump. One head provides a flow of 10 ml/min through a 
restriction, a charcoal scrubber, the permeation chamber, and a flow directional 
valve. The other head provides a diluent flow, settleable on the front panel, from 
300 to 1500 ml/min. This flow is read out on a special dual ball rotameter, individ- 
ually calibrated, with settleability to within 1 percent. This diluent flow can provide 
a fivefold change in concentration available for calibration, permitting calibration 
at a number of points. In addition the flow direction valve has a high concentra- 
tion position in which all of the permeation effluent is mixed with the diluent air, 
a low concentration position in which only 20 percent of the permeation effluent 
is mixed with the diluent air, and a "zero" air position in which no permeation 
effluent is used. This last position provides only air that has passed the charcoal 
scrubber for the analyzer to be calibrated. The high/low concentration positions 
provide a 5 to 1 concentration range and when coupled with the diluent air flow 
lange provide a 25 to 1 concentration range. 

This calibration system can operate for at least 8 h from internal batteries, 
indefinitely from 110 V lines, while the batteries are recharging, or from an auto 
cigarette lighter adapter supplied as standard. 

The present emphasis and concern on data correlation among the various loca- 
tions and agencies involved in the air pollution effort requires the instrumentation 
used to be calibrated properly. A portable calibration system provides the neces- 

1 Director of research and Director of marketing, respectively, Analytical Instrument 
Development, Inc., Avondale, Pa. 19311. 
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56 CALIBRATION IN AIR MONITORING 

sary common demoninator between a number of remote monitoring systems. 
This common standardization is the first crucial step before data can be compared. 

KEY WORDS: calibration, monitors, instruments, air pollution, gases, permea- 
bility, standards, gases 

As the need for more widespread measurement of air pollutants at 
greater sensitivity increases, the analytical methods used switch from wet 
chemical to instrumental. Thus, sulfur dioxide (SO2) is monitored by flame 
photometric instruments instead of the West Gaeke method, and ozone 
(03) is measured by the chemiluminescent technique rather than the 
neutral KI method. In addition to the advantages of increased ease of 
operation, continuous real-time monitoring, and generally increased 
sensitivity, the instrumental techniques suffer from a disadvantage gen- 
erally not associated with the wet chemical method. That is, they must be 
frequently standardized against an air standard containing a known amount 
of the pollutant being measured. The actual procedure for this calibration 
is rather simple, and, even in some cases, the instrument does this auto- 
matically on a time cycle. The problem posed by the needed frequency of 
calibration really comes from the gas standard used in the calibration. 

Methods of Standard Preparation 

There are two basic systems used to prepare gas standards in the labora- 
tory. The static method involves adding known amounts of pure gases into 
a storage vessel where they are mixed and contained until used. In the 
dynamic method, pure gases at known flow rates are mixed in a flowing 
system as the mixture is used. There are two major advantages of the 
dynamic system. It avoids the adverse phenomena which can occur in the 
storage vessel such as contamination, fractional distillation, reaction, 
adsorption, leaks, diffusion, etc. Additionally, it allows great flexibility in 
changing components or concentration. 

Static Methods 

All static methods involve the addition of a known amount of gas or 
vapor to a known volume of clear air. The equipment and procedures are 
simple. However, adsorption and reaction can cause low results. They 
should not be used as primary standards without verification and prior 
experience [1]. 2 Known volume bottles are used by flushing with clean air, 
adding a known amount of gas or vapor, and calculating concentration [2]. 
An additional disadvantage, especially for sampling systems, of this tech- 
nique is a limited volume and depletion of the sample. Plastic bags [3] 

2 The italic numbers in brackets refer to the list of references appended to this paper. 
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DEBBRECHT AND NEEL ON A PORTABLE CALIBRATION SYSTEM 57 

overcome this problem but require the dilution air to be metered accu- 
rately. Low concentrations of reactive materials are lost even with pre- 
conditioning of the bags at the same levels of the standard [4,5]. Leaks are 
also a problem. Pressurized cylinders of certain gas mixtures can be used [6] 
for some low molecular weight hydrocarbon (HC), carbon monoxide 
(CO), and carbon dioxide (CO~) in air. 

Care must be used in the cleanliness of the valves and regulators used 
with these cylinders. Even though they can be made by weight or pressure, 
they are generally analyzed and thus are not primary standards. Even with 
the analyzed mixtures, there is some question regarding the reliability [1]. 

Dynamic Methods 

Dynamic methods are basically flow dilution systems providing a con- 
tinuous flowing calibration gas. Any losses by adsorption on surfaces occur 
only in the initial minutes of operation. Concentrations can be changed 
quite rapidly by a change of one or both flows. Two components make up 
the system, the dilution air flow and the source for gases and vapors. The 
dilution air must be good cylinder grade or must be purified according to 
the need of the work. An accurate flow metering device and a flow control 
valve are necessary for this system. 

The various dynamic systems differ in the source devices for the gases 
and vapors. The major critical requirement for all of the source devices 
discussed here is the temperature control required for a constant source of 
gas or vapor. 

The vapor pressure technique passes the diluent air through successive 
thermostated bubblers obtaining a mixture determined by the saturation 
vapor pressure of the material at the thermostated temperature [7]. Con- 
densation and fogging are problems. Generally this gas stream is diluted 
by a second air flow to adjust to proper concentration. This introduces a 
second flow measurement error. This technique is generally not applicable 
in the field of air pollution, since generally the pollutants to be analyzed are 
gases at standard conditions. It is mentioned here to illustrate a possible 
approach in some specialized research in air pollution. Motor driven 
syringes can be used to provide a small amount of gas to a diluent air 
stream [8]. Generally periods no longer than an hour are used since the 
syringe must be refilled. Back diffusion of air into the syringe volume at low 
dell'very rates is a source for error. 

The latest development in source devices is the permeation tube. In 1966, 
O'Keefe and Ortman [9] of the Taft Engineering Center described permea- 
tion tubes and showed their use as primary standards in generating gas 
mixtures. Generally, the tubes are made by sealing a condensable vapor as a 
liquid in Teflon tubes. Following an initial induction period, the material 
in the tube (permeant) permeates through the wall of the tube at a uniform 
rate. A flow of clean (zero concentration of the permeant) air is passed 
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58 CALIBRATION IN AIR MONITORING 

across the permeation tube. The effluent gas then has a concentration of 
the permeant as determined by the following equation 

= 7 - X  \--M-W/ (1) 
where 

C = permeant concentration in ppm (volume per volume), 
R = permeation rate in ng/min, 
F = air flow rate in ml/min, 

24.45 = molar volume of gases at 25~ and 760 mm Hg, and 
M W  -- molecular weight of permeant. 

The quantity in parenthesis in Eq 1 converts the permeation rate from a 
weight per unit time to a volume per unit time. The critical point here is 
that the molar volume constant used be corrected by simple gas laws to the 
temperature and pressure of the air at the time of its flow measurement, F, 
or that F be converted to the volume flow at 25~ and 760 mm Hg. 

The permeation rate, R, is determined by weight loss over an extended 
period of time with the tube being held at constant temperature. Since this 
is determined independently, the system can be of primary standard 
quality. The permeation rate is constant throughout the life of the tube as 
long as the temperature of the tube is held constant. This places the first 
requirement on any system using permeation tubes. For every I~ change 
in temperature the permeation rate changes about 10 percent. This necessi- 
tates temperature control to within 0.1~ to maintain 1 percent accuracy 
of the concentration in the standard gas mixture. The second requirement 
of any permeation tube calibration system is the ability to measure and 
hold constant the flow of dilution air to within 1 percent accuracy. 

A number of commercially available calibration systems and homemade 
laboratory devices have been used to incorporate the advantages of the 
dynamic system utilizing permeation tubes. These devices have been used in 
the past decade with greater or less expertise to calibrate a variety of air 
pollution monitors. 

Description of a Portable Calibration System 

In the last year or so, considerable problems have arisen in the attempt 
to correlate data from different monitors. The major problem is thought 
by many to be the fact that the monitors were calibrated by a wide variety 
of techniques with variable confidence levels over a wide frequency from 
daily to "we believe the calibration set by the manufacturer." In light of 
the correlation problem and the supposed reason for the problem, a fully 
portable calibration system using permeation tubes was devised that could 
be carried fully operational from instrument to instrument to calibrate 
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DEBBRECHT AND NEEL ON A PORTABLE CALIBRATION SYSTEM 5 9  

them on a routine basis. This instrument (Analytical Instrument Develop- 
ment (AID) Model 320) provides dynamic gas mixtures with an accuracy 
of 1 percent in the field for a period of at least 10 h without need for ex- 
ternal power or supplies. It has variable flow to provide variable concentra- 
tion for instrument linearity cheek as well as calibration. A fixed tempera- 
ture of 35~ was established for the permeation tube chamber. This is high 
enough to provide the necessary control even in warm environments. To 
aid the temperature control, the gas flow through the chamber was set at 
10 ml/min and maintained constant. 

The system was designed around rechargeable nickel-cadmium batteries 
as the self-contained power source. A 12 V base was chosen to permit 
adaptation to auto batteries for extended field operation. The battery pack 
was sized for 10 h of portable operation. There are two temperature 
sensors (thermistors) in the permeation tube oven. The first one provides 
the feedback for the temperature control circuit and is located in the oven 
heat sink with the heater. The second thermistor is located in the chamber 
with the permeation tube to provide amplified temperature readout on the 
front of the instrument. The meter is centered at 35.00~ by calibration of 
the readout thermistor against a certified mercury thermometer. The meter 
span is adjusted such that 25 percent full scale is 34.90~ and 75 percent 
full scale is 35.10~ This range will maintain the permeation rate within 
1 percent of that determined gravimetrically at 35.00~ Figure 1 shows a 
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FIG. l - -Permeat ion tube temperature variation over 24 h period. 
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FIG. 2--Flow schematic of Model 320. 

plot of temperature in the tube chamber for a unit over a 24 h period. This 
variation of 0.023~ is typical. 

The entire system can best be understood by the flow diagram in Fig. 2. 
Ambient air is drawn through the particulate filter by a d-c operated dual- 
headed pump. A regulated voltage supplied to the pump ensures a constant 
pumping rate. Each of the two heads provides a separate air flow. The 
dilution air flow passes through a front panel needle valve for flow adjust- 
ment and then into a precision two-ball rotameter calibrated and readable 
to 4-1 percent of any desired flow rate between 300 and 1500 ml/min. A 
charcoal filter removes any impurities from the ambient air just prior to 
the mixing tee where it is mixed with the effluent from the permeation tube 
chamber. 

This chamber flow is supplied by the other head of the pump. It is 
adjusted by an internal needle valve to 10 ml/min and then is cleaned by a 
charcoal scrubber just prior to the permeation oven. In the oven a length of 
copper tubing provides thermal equilibrium just prior to the glass permea- 
tion tube chamber. Beyond the chamber the entire system is glass or Teflon 
to prevent loss of the permeant. The chamber air flow then passes to a three 
position split valve located on the front panel. The three positions of the 
split valve are shown in Fig. 3. In the high-concentration position (Fig. 3a), 
all of the air from the permeation oven (10 ml/min) is directed to the mixing 
tee to be combined with the dilution air. In the low-concentration position 
(Fig. 3b), only 20 percent (2 ml/min) of the chamber air is mixed with the 
dilution air. The remainder (8 ml/min) is dumped through a charcoal 
filter. In the zero air position (Fig. 3c), none of the chamber air is mixed 
with the diluent air. It is all dumped through the charcoal filter. 
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FIG. 3--Split valve schematic of Model 320 in three possible positions. 

Following the mixing tee the combined air flow passes through a second 
tee providing two outputs at the rear of the instrument. One is to be con- 
nected to the analyzer to be calibrated. This allows the analyzer to draw 
in the calibrating gas at its prescribed rate at ambient pressure. The second 
outlet permits the excess calibration gas to be vented. In use the dilution 
gas flow through the calibration system must be greater (preferably at 
least 25 percent greater) than the sampling rate of the analyzer to be 
calibrated. 

Figure 4 shows the front view of the packaged Model 320 calibration 
system. This illustrates the temperature readout meter with the black area 
indicating the range such that the permeation rate is maintained within 
1 percent. Also the precision rotameter is shown. The air inlet with the 
particulate filter is shown in the rear view of the instrument in Fig. 5. The 
calibration gas exit is in the lower right hand side of the picture. The power 
plug on the left side is used for the line cord to recharge the batteries and 
to operate the instrument from line voltage. The auto cigarette lighter 
adapter also plugs in here to operate the instrument from the electrical 
system of a car. For internal battery operation, the shorting plug is used to 
connect the batteries to the instrument. 

Figure 6 shows the access to the permeation chamber and the location 
of the readout thermistor in relation to the permeation tube. The tube 
chamber can accommodate permeation tubes 12 cm total length or l0 cm 
effective length. As many as three tubes of maximum length can be placed 
in the oven at the same time, thus increasing the concentration obtainable 
with a given pollutant or making a calibration gas available with more than 
one pollutant to make interferences studies. 

Table 1 lists a number of materials of interest in the field of air pollution 
that are also candidates for the permeation tube approach to standardiza- 
tion. For each material the average permeation rate per unit length at 
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62 CALIBRATION IN AIR MONITORING 

FIG. 4---Front view of Model 320. 

TABLE 1--Permeation tubes for Model 309. 

Average Permeation Rate, K - 24.45 Estimated Tube Life, 
Material ng/min/cm at 35~ MW weeks 

Sulfur dioxide 420 0. 382 20.4 
Nitrogen dioxide 1650 0. 532 6.3 
Hydrogen sulfide 330 0.719 12.5 
Methyl mereaptan ~ 95 0.508 300 
Ammonia 262 1.439 14.5 
Chlorine 1750 0.345 4.3 
Vinyl chloride ~ 730 0.391 22.5 

Tubes are 0.25 in. outside diameter with 0.030-in. wall. All other tubes are 0.25 in. 
outside diameter with 0.062-in. wall. 
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FIG. 5--Rear view of Model 320. 

35~ is also given. The constant used in Eq 1 as well as the expected life 
of the tube is given. 

If one assumes a tube length of 2 cm for SO2, the permeation rate would 
be 840 ng/min. Using this value in Eq 1 with 0.382 as the constant and 
300 ml/min as the minimum flow of the Model 320 the high concentration 
available would be 1.07 ppm. The low concentration of the splittler valve 
would provide 0.21 ppm. At the maximum flow of 1500 ml/min, the high 
concentration is 0.21 ppm with the low concentration being 0.042 ppm. 
Thus with one tube a standard span gas can be generated quickly in the 
field with a SOs concentration anywhere between 0.04 up through 1.0 ppm. 
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FIG. 6--Access to tube oven showing tube chamber removed. 

A tube of maximum length (10 cm) would increase all of the above figures 
by a factor of five. 

Performance Discussion 

The following are general comments regarding the field performance of 
the Model 320. The unit can operate indefinitely from line voltage while 
the batteries are charging. It has maintained accuracy within 1 percent over 
a 12 h period in a fully portable mode. For a period of greater than 5 h, 
accuracy was maintained when the ambient air was 33~ (91.4~ During 
trips in a small car totaling greater than 600 miles over a two-week period, 
the split flow remained constant assuring the 5:1 high-to-low concentra- 
tion ratio as determined both by flow checks and analyzer checks on the 
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calibration gas. Also during this time full temperature control was main- 
tained off of batteries in the day and off of line at night. Control was lost 
during a 3 h period when the instrument was left in a closed car parked in 
the sun. Obviously, the interior temperature of the car significantly ex- 
ceeded 35~ (95~ thus causing a thermal upset. 

Conclusion 

This paper describes a new fully portable calibration system designed to 
produce dynamic gas standards via permeation tubes in the field. Pre- 
liminary data indicate the design specifications for flow and temperature 
control to maintain the accuracy of the prepared standard to 1 percent has 
been achieved. Field operation of the system has shown the practicality and 
soundness of the design. 
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ABSTRACT: A description is given of a measurement methods qualifications 
program used by the Environmental Protection Agency (EPA) in its reference 
methods activities. The first step of the two-step program is an in-depth evalua- 
tion of a method for the purpose of critically examining, in a single laboratory, 
a method to determine its strengths and weaknesses. The second step is an inter- 
laboratory collaborative test of the method whereby the method is placed in the 
hands of typical users for the purpose of determining important statistics on pre- 
cision and accuracy. The program for evaluating methodology for ambient 
nitrogen dioxide in support of EPA's replacement reference method is presented 
as an example of this process. 

KEY WORDS: air pollution, tests, standards, calibration, evaluation, measure- 
ment, emission 

The Environmental  Protect ion Agency (EPA) in setting standards dealing 
with ambient  air quality and emissions f rom sources specifies the measure- 
ment  methods which must  be used to demonstrate  that  the regulatory stan- 
dard is, in fact, being attained. Thus, for ambient  air, the Nat ional  Pr imary 
and Secondary Ambient  Air Quality Standards have as a part  of  their 
regulations reference methods which must  be used in measuring the 
pollutant  concentra t ion of  the ambient  air, and EPA has so far promulgated 
pr imary and secondary standards for six pollutants which are shown in 
Table 1 [1]. 2 The reference method to be used in demonstrat ing compliance 
with these standards is shown in Table 2. 

The time requirements built into the Clean Air Act  did not  allow for full 
and thorough  methods development or evaluation, and the choice of  the 
methods promulgated as reference methods was made on a best judgment  

Chief, Quality Assurance Branch, Environmental Monitoring and Support Laboratory, 
Environmental Protection Agency, Research Triangle Park, N. C. 27711. 

The italic numbers in brackets refer to the list of references appended to this paper. 

69 

Copyright | 1976 by ASTM ]ntematlonal www.astm.org 
Copyright by ASTM Int'l (all rights reserved); Fri Jan  1 23:31:18 EST 2016
Downloaded/printed by
University of Washington (University of Washington) pursuant to License Agreement. No further reproductions authorized.
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TABLE l--National ambient air quality standards. 

Standard, ~g/m ~ 

Pollutant Primary Secondary Averaging Time 

Total suspended particulate 75 60 annual geometric mean 
260 150 24 h max 

Sulfur dioxide 80 60 annual arithmetic mean 
365 260 24 h max 

1300 3 h max 

Nitrogen dioxide 103 103 annual arithmetic mean 

Carbon monoxide 10 a 10 ~ 8 h max 
404 40 a 1 h max 

Photochemical oxidants 160 160 1 h max 

Hydrocarbons 160 160 3 h max 

a mg/m s. 

TABLE 2--Reference methods for ambient air quality standards. 

Pollutant Reference Method 

Total suspended particulates 
Sulfur dioxide 
Carbon monoxide 
Photochemical oxidants 
Hydrocarbons 

Nitrogen dioxide 

high volume samples 
pararosaniline (PRA) 
nondispersive infrared spectrometry (NDIR) 
ozone-ethylene chemiluminescence reaction 
gas chromatographic separation of methane and flame 

ionization measurement of nonmethane fraction 
original method withdrawn; now being replaced 

basis. I t  was recognized, at that time, that  all of this methodology needed 
to be investigated thoroughly to be certain that  the reference methods 
have a sound technical base. This paper will present the general program of 
our investigation into this methodology, paying special attention to the 
ambient  air methods. 

Reference Methods 

On the basis of  experience in evaluating methodology used in making 
measurements of ambient air pollutants and on the basis of the needs of  
the regulatory standards, EPA now has come to some generalizations in 
what it expects of reference methods. Only a single method for a pollutant 
will be selected by EPA and designated as its reference method. A method 
so designated should have acceptable accuracy and precision performance 
characteristics which have been scientifically and statistically validated by 
a multiple-laboratory collaborative test under a variety of  anticipated 
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users' conditions. The method should be readily available to prospective 
users, and this will likely preclude the designation of very expensive or 
sophisticated methods as reference methods because they might not be 
available to the large majority of prospective user laboratories. Obviously, 
most of this information was not available for the methods originally 
selected as reference methods, and, until recently, our evaluation and 
standardization program has been devoted exclusively to obtaining this 
type of information on the promulgated reference methods. 

Equivalent Methods 

Under most circumstances, it will be expected that the reference method 
will be the method of choice of most user laboratories to determine com- 
pliance with regulatory standards. If, however, methods other than the 
reference method are to be used, their equivalency to the reference method 
must be demonstrated to the satisfaction of the EPA administrator. Recent 
rules and regulations [2] present the procedures and experimental protocols 
one must follow in order to have a candidate ambient air method declared 
equivalent to a reference method. 

Method Evaluation and Standardization 

We use a two-step process for detailed method investigation which now 
serves to qualify a method as a reference method. The first step is a single 
laboratory investigation in which the method is examined thoroughly 
against reference standards to determine its efficiency and to verify inter- 
ference effects. The integrity of the calibration system is examined closely. 
Operational details such as equipment complexity and fragility, reagent 
stability, variation of method as a function of pollutant concentration, and 
clarity of direction are all evaluated carefully. An assessment is then made 
to decide if the method is deserving of furthei" testing. The decision to test 
further is admittedly made on a best judgment basis. Strong consideration 
is given to the availability and status of other methods and to agency 
requirements with respect to the support of air quality standards. 

Those methods which survive the evaluation are then subjected to a 
second step which is an interlaboratory collaborative test. Our preferred 
procedure is to gather the test participants at a common site and have them 
make simultaneous measurements of ambient air using the method under 
test. We also supplement, or "spike," the ambient air with additional 
known amounts of pollutant and measure the amount recovered by each 
participant. This technique is similar to the procedure used in ASTM's 
Project Threshold and there are many common features in the two systems. 
We have also conducted interlaboratory collaborative tests by submitting 
reference materials to test participants, who then use the method to make 
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measurements of pollutant concentrations in the test materials. Each sys- 
tem has its advantages and disadvantages, but our preference lies with the 
system where the analysts are brought to a common site. 

lnterlaboratory collaborative testing, of course, is a well recognized 
technique of method evaluation. From the results of collaborative testing, 
one can estimate the precision capabilities of the method, and in many 
cases one can estimate method bias. Also, the interlaboratory collaborative 
test allows one to see how the method performs in the hands of typical 
users and what are the weak points in the methodology which need 
strengthening. Occasionally, special studies, which are somewhat beyond 
the scope of the usual standardization activity, are conducted for the 
purpose of gaining additional information on the measurement processes 
under investigation. 

Nitrogen Dioxide Methodology 

Nitrogen dioxide (NO2) is one of the ambient air pollutants for which 
there is a primary and secondary ambient air quality standard, and there 
is a reference method given in the regulations [I]. Our own investigations 
[3,4] and investigations in other laboratories [5,6] showed this procedure 
to be severely deficient, and, in June of 1973 EPA announced its intention 
of withdrawing the originally promulgated NO2 reference method [4]. 
Our program to evaluate and test NO2 measurement methodology for the 
purpose of designating a suitable reference method followed the steps out- 
lined previously. This program serves as a good example of how we prefer 
to investigate measurement methodology for the purpose of qualifying it 
with respect to its suitability for reference methods purposes. 

Original Reference Method 

The original reference method is a 24-h integrated sampling procedure 
which passes ambient air through 0.1 N sodium hydroxide (NaOH) solution 
and converts ambient NO~ to nitrite ion. The nitrite ion concentration is 
measured by the well-known diazotization-coupling procedure to produce 
a deeply colored azo dye. The amount of nitrite ion measured must be 
related to the NO2 in the air sample, and, if its conversion is not 100 percent, 
corrections must be applied. For the reference NO2 method, the efficiency 
of the removal of NO2 from the ambient air and conversion to nitrite ion 
is poor, averaging about 35 percent. The most crippling drawback, how- 
ever, is the lack of constancy in the correction which must be made. The 
collection efficiency varies with concentration from about 15 percent at 
400 ~g/m 3 of NO~ to about 65 percent at about 50 gg/m 3 of NO2. The 
EPA found this sufficient justification to recommend withdrawal Of the 
originally promulgated NOz reference method, but EPA also decided that 
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a new reference method must be available, and the developments that 
built the technical base for the choice of the new NO~ reference method 
will now be presented. 

Selection of Candidate Methods to Replace Original Reference Method 

In developing the program for choosing a new reference method, we 
first considered the NO2 methods that were available and concentrated on 
those we felt would have the best chance of successfully meeting the require- 
ments we set for reference methodology. Within the limits of the resources 
and time available, we felt that only four or five methods could be given 
the thorough and in-depth study which was required. From the deliberations 
we chose five ambient NO2 methods which we felt deserved investigation 
in our laboratory and a few words description will be given for each. 

Sodium Arsenite Procedure 

This is a manual 24-h integrated bubbler procedure in which ambient 
air is drawn through an aqueous solution of NaOH containing 0.1 percent 
sodium arsenite. The nitrite ion formed is determed colorimetrically by 
diazotization and coupling to form an azo dye in much the same manner 
as with the original reference NO~ method. The procedure was first reported 
by Christie [7] and was also studied by Merryman et al [5]. 

Triethanolamine-Guiacol-Sodium Metabisulfite (TGS) Procedure 

This is also a manual 24-h integrated bubbler procedure in which 
ambient NO2 is collected in a solution. The absorbing reagent is an aqueous 
solution of triethanolamine (TEA), 0-methoxyphenol, and sodium metabi- 
sulfite. Again the NO2 is converted to nitrite ion which is measured colori- 
metrically by diazotization and coupled with a slightly different combination 
of reagents. The procedure was first reported by Mulik et al [8]. 

TEA Procedure 

This manual 24-h bubbler procedure uses aqueous TEA to collect NO2 
from ambient air, forming nitrite ion which is measured colorimetrically 
by the usual diazotization and coupling procedure. The method was first 
reported by Levaggi et al [9]. 

Continuous Colorimetric Procedure 

This procedure, which is also known as the continuous Saltzman pro- 
cedure, is very well known and has been widely used. The NO2 is scrubbed 
from ambient air and is converted to a colored azo dye by conventional 
diazotization and coupling reactions. The system is so designed that a 
continuous measurement of NO2 content of the air is made. 
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Continuous Chemiluminescent Procedure 

This indirect procedure takes advantage of the light emitted in the 
reaction of nitric oxide (NO) with ozone (03). Ambient NO~ is converted 
by a reduction procedure to NO. This NO, along with any NO originally 
present, is reacted with 03, and the light emitted is measured by a photo- 
multiplier tube amplified and displayed continuously. This procedure 
measures nitrogen oxides (NOx) (NO + NO2) present in the air sampled. 
In order to obtain a measurement of the NO~ alone, a separate measure- 
ment of ambient NO is made by reacting the ambient air with 03 and 
subtracting this value from the NOx value. 

Single Laboratory Evaluation of Candidate Methods 

Each of the methods was examined in detail in our laboratory, and 
features such as interferences, collection efficiency as a function of NO2 
concentration, integrity of the calibration system, and complexity of the 
procedure were examined closely. An estimate of the precision to be 
expected from each method was also obtained. For each procedure we 
produced a detailed writeup which incorporated all of the important 
findings made in the laboratory investigations. 

Full and complete descriptions of the results of these evaluations can 
be found in appropriate EPA reports and will be the subject of forthcoming 
publications. For this paper only the important results from each evalua- 
tion will be presented. 

Sodium Arsenite Procedue [10,11] 

The procedure has a constant collection efficiency of about 82 percent 
over the NO~ concentration range of interest. The reported NO interference 
and the sensitivity to carbon dioxide (CO2) variations were confirmed, 
but neither is serious enough to prevent the method's use. The method 
is simple to use and works well. 

TGS Procedure [12] 

The procedure has a constant collection efficiency of about 92 percent 
over the NO~ concentration range of interest. No common air pollutants 
have been found which interfere with the method. There is one very critical 
step in the procedure. This involves the time interval between the addition 
of the diazotizing reagent and the coupling reagent in the analytical scheme. 
If the interval is greater than the specified 6 min, lower, and incorrect, 
analytical values will be obtained. 

Triethanolamine (TEA) Procedure [13] 

Fragile and expensive fritted bubblers are required in order to obtain 
collection efficiencies of about 85 percent. Collection efficiency using 
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restricted orifice bubblers, which work well with the sodium arsenite and 
TGS manual procedures, is about 50 percent and is variable. 

Continuous Colorimetric Procedure [14] 

We find that dynamic calibration is essential because static calibration 
gives erroneous results. There is an Oa interference to the method [15,16]. 

Continuous Chemiluminescent Procedure [17] 

The procedure is sensitive, and pollutants which cause interferences, 
for example, peroxyacetylnitrate, are not wide spread in the ambient air. 
Calibration is somewhat complex, and the procedure is not a direct measure- 
ment of NO2. 

lnterlaboratory Collaborative Tests of Candidate Methods 

After evaluating the results of these investigations and considering the 
resources available, we chose to subject the sodium arsenite, the TGS, 
the continuous colorimeteric, and the continuous chemiluminescent pro- 
cedures to interlaboratory collaborative testing. Each method was tested 
separately by having ten analysts use the method as decribed to sample 
ambient air simultaneously at a common site in Kansas City, Missouri. 
There were also provisions to supplement the air sample with known 
amounts of NO2 in order to obtain an estimate of the bias suffered by each 
method. Simultaneous sampling was carried out for four days in each test, 
and the results were used to estimate within and between-laboratory 
precision in terms of appropriate standard deviations. Again full descrip- 
tions are given in appropriate EPA reports [18-21] and will be the subject 
of forthcoming publications. Table 3 presents the important results from 
the interlaboratory collaborative studies. 

TABLE 3wStatistical results from collaborative testing of NO methods. 

Standard Deviation 

Within Between 
Method Laboratory Laboratory Bias, ~o 

Lower 
Detectable 

Limit, 
zg/m 

Sodium arsenite 8 zg/m sa 11 i~g/m 3a - 3  
TGS 7 tzg/m ~ 12 ~g/m sa - 5 
Continuous colorimetric 6 ~o b 12 7o b - 15 
Continuous 

chemihiminescent 6 % b 14 % b - 5 

9 
15 
19 

22 

a Absolute value, not concentration dependent. 
b Relative standard deviation, absolute value is dependent on concentration. 
c This is an average value; bias is very collaborator dependent. 
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Special Study 

Because of the particularly sensitive nature of the NO2 measurement 
problem, we carried out a special study on the foregoing four measurement 
methods. The basic objective of the study was to determine the intra- and 
inter-comparibility of the sodium arsenite, TGS, continuous calorimetric, 
and continuous chemiluminescent procedures when sampling the same 
atmosphere under a variety of carefully controlled conditions in the hands 
of very competent operators. The study was carried out in Durham, North 
Carolina under rigorously controlled conditions, and the ambient air, or 
clean air with added pollutants, was sampled with necessary amount of 
replication to make meaningful statistical analyses. Overall agreement 
within and among methods was quite good, which demonstrated that each 
method is capable of producing good quality data when used by skilled 
technicians under carefuUy controlled conditions. Complete details on this 
special study, which is somewhat beyond the scope of our usual standardiza- 
tion activity, are reported by Purdue et al [16]. 

Other Reference Methods 

Three of the other reference methods for ambient air pollutants have 
also been studied by a somewhat similar procedure. The high-volume 
sampler procedure for total suspended particulate matter, the pararosani- 
line procedure for sulfur dioxide (SOs), and the nondispersive infrared 
procedure (NDIR) for carbon monoxide (CO) have all been investigated, 
but, in these cases, the emphasis has been on the interlaboratory collabora- 
tive test. Each of the these procedures, as described in the Federal Register 
[I], was tested according to the following general outline. The original 
reports can be consulted for full details. 

High- Volume Procedure for Total Suspended Particulate Matter [22] 

This test was carried out by having twelve laboratories simultaneously 
sample the ambient air at a common site in Cincinnati, Ohio, over a four 
day period. The following results were obtained: 

(a) The relative standard deviation for a single analyst variation is 
3.0 percent. 

(b) The relative standard deviation for multilaboratory variation is 
3.7 percent. 

(e) The minimum detectable amount of particulate matter is 3 gg, which 
is equivalent to 1 to 2 ~g/m for a 24-h sample. 

Pararosaniline Procedure for Sulfur Dioxide [23,24] 

The reference method allows two options with respect to sampling time, 
and both options were subjected to collaborative testing. In each test, the 
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participants were supplied SO2 permeation tubes and associated equipment 
which allowed them to generate atmospheres of SO~ whose concentrations 
were known to the test coordinator. The 30-min sampling option was tested 
collaboratively by 14 laboratories, and the following results were obtained: 

(a) The standard deviation for within-laboratory variation varies linearly 
with concentration from 15 ug/m 3 at 0 to 36 ug/m 3 at 1000 ug/m 3. 

(b) The standard deviation for between-laboratory variation varies 
linearly with concentration from 29 ug/m 3 at 0 to 70 ug/m 3 at I000 ug/m 3. 

(c) No systematic error bias or inaccuracy was detected, and the lower 
limit of detection is 25 ug/m 3 (95 percent confidence level). 

The 24-h sampling option prescribed in the reference method was 
collaboratively tested by four laboratories, and a statistical analysis provides 
the following results: 

(a) The standard deviation for within-laboratory variation varies linearly 
with concentration from 18 jzg/m 3 at 100 ug/m 3 to 51 ug/m ~ at 400 ~g/m 3. 

(b) The standard deviation for between-laboratory variation varies 
linearly with concentration from 37 ug/m 3 at 100 ug/m 3 to 104 ~g/m 3 at 
400 ~g/m 3. 

(c) The 24-h sampling method appears to have a concentration dependent 
bias which becomes significant at the 95 percent confidence level at about 
400 ~g/m 3. Observed values tend to be lower than expected SO~ con- 
centration levels. 

A comparison between the results of the 30-min and 24-h sampling 
options indicates that the 24-h procedure is capable of better preci~ion 
than is the 30-min procedure. However, it should be pointed up that these 
differences are based on collaborative tests which differed in experimental 
design. Although accepted statistical techniques were used to process the 
data, these techniques involve assumptions which preclude rigorous com- 
parison between test results, and the exact degree of improved precision is 
uncertain. 

NDIR Procedure for Carbon Monoxide (CO) [25] 

This reference method was collaboratively tested by supplying 16 
laboratories with cylinders containing carbon monoxide in air of varying 
concentrations which were unknown to the test participants. A statistical 
analysis of the data provided the following information about the pro- 
cedure: 

(a) The standard deviation for within-laboratory variation is 0.57 
mg/m ~ (1 ppm CO = 1.15 mg/m 3 CO). 

(b) The standard deviation for between-laboratory variation varies 
nonlinearly with concentration with a minimum of 0.85 mg/m ~ at 20 
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mg/m 3 and ranges as high as 1.4 mg/m ~ in the concentration of 0 to 60 
is mg/m 3. 

(c) The minimum detectable limit is 0.3 mg/m ~. 
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ABSTRACT: Air pollution measurements require test methods that have a 
demonstrated capability to yield reliable data when the procedures are carried 
out by people with different backgrounds and experience. Collaborative testing can 
provide "real world" situations in which the performance of test methods can be 
evaluated and useful measures of the accuracy and precision of data obtained 
by a given method can be obtained. For methods designed to measure emissions 
from stationary sources, this form of round robin approach requires that the 
samples be collected on-site and simultaneously by the various teams involved. 
Laboratory analyses of the samples can then be performed on an individual basis. 
Statistical analysis of the collaborative test data from properly designed experi- 
ments should yield estimates of within-laboratory and between-laboratory pre- 
cision and accuracy of the method under test. It should also be possible in some 
cases to separate the overall accuracy and precision into the individual components 
due to sampling techniques and laboratory analytical procedures. 

This discussion is concerned with measurement methods for gaseous emissions 
from stationary sources. The circumstances and data cited are based on experience 
with the American Society for Testing and Materials Project Threshold test 
program. Collaborative testing of methods for sulfur oxides and nitrogen oxides 
is discussed specifically; however, the considerations involved with the experi- 
mental design, conduct of the testing, and data analysis are applicable to testing of 
other methods. Collaborative sampling was performed at both an oil- and coal- 
fired power station, a foundry, a cement plant, and using a pilot-plant furnace 
unit with gas and oil firing. Samples which were spiked with known amounts of 
the pollutant gases were included at the pilot plant site to provide a measure of the 
accuracy of the methods. 

Sampling for sulfur oxides was accomplished by a continuous method in 
which the sulfur trioxide was condensed from the gas stream and the sulfur dioxide 
was absorbed and reacted with a hydrogen peroxide solution. Both sulfur oxides 
were then determined by the barium chloranilate method. The nitrogen oxides 
were samples by a "grab" technique in which an evacuated bulb was used to 
collect the gas sample. The nitrogen oxides were reacted with acidified hydrogen 
peroxide in the bulb, and then determined by the phenol disulfonic acid method. 

1 Associate section manager and researcher, Statistical and Mathematical Modeling, 
respectively, Battelle-Columbus Laboratories, Columbus, Ohio 43201. 
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Statistical analysis of the collaborative test data provides equations which 
express the accuracy and precision of the methods as functions of the gas con- 
centration. Accuracy and precision of the analytical procedures also were measured 
from analyses of standard reference materials by the participating laboratories. 

KEY WORDS: calibration, air pollution, emission, standards, gases 

The control of pollutant emissions from stationary sources is a vital part 
of the program to improve the air quality in the United States. In order 
to conduct an effective control program, reliable, established methods are 
required to measure various species in source emissions. These methods 
are needed to determine the necessity for emission controls, to permit 
selection of the proper control equipment, and, ultimately, to demonstrate 
compliance to performance standards. That a significant sum of money 
rests on such decisions is evidenced by recent estimates that the steel indus- 
try will need to spend 12 to 14 billion dollars on control equipment to meet 
1983 pollution limits and that in the United States, 194.8 billion dollars 
will be required to control pollution to meet 1982 Federal legislation. 

Over the past few years, Committee D-22 of the American Society for 
Testing and Materials (ASTM) has conducted a program, Project Thres- 
hold, to evaluate "standard" or "reference" methods for the determination 
of pollutants in source emissions. The object of this program has been to 
demonstrate that selected test methods are inherently reliable and to obtain 
quantitative measures of their reliability in terms of the accuracy and 
precision of the results which the methods yield. 

The Threshold program has applied the collaborative testing approach 
to the evaluation of source test methods. However, due to the unstable, 
dynamic nature of source emissions, it is necessary to add a new twist to 
the traditional round-robin test. Since the methods cannot be satisfactorily 
evaluated by sending source samples to the test participants, it is necessary 
to assemble the participants at a source site for concurrent testing. This 
type of collaborative test is considerably more complex than the usual 
round-robin method. Many additional factors must be considered in 
planning and conducting the on-site collaborative test. Improper attention 
to the many elements of the test can lead to perturbation of the final results 
by the testing procedures and techniques themselves. As a result, the out- 
come may be accuracy and precision estimates which are not truly repre- 
sentative of the method being evaluated. However, it is felt that a properly 
conducted collaborative test can accurately characterize the performance 
of a test method. 

The ASTM Project Threshold program has used the on-site collaborative 
testing approach to validate a total of ten methods for measurement of 
pollutants in ambient air and in source emissions. The discussion in this 
paper is centered on the collaborative testing procedures used and experi- 
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82 CALIBRATION IN AIR MONITORING 

ence gained in the Threshold study. The results of these studies have been 
published by ASTM [1-10]. 2 

Role of Collaborative Testing in Establishing Reference Methods 

A reference or standard method is an established test method which 
possesses a demonstrated ability to produce reliable results in specified 
applications. In considering ways to demonstrate and quantify the reli- 
ability of source test methods, on-site collaborative testing appears to be 
the best, if not the only option. 

Youden [11] discusses the role of a collaborative test and considers it 
a kind of final inspection of a test or reference method. He describes the 
test as an "indispensable scrutiny of an analytical procedure to ensure 
(a) that the description of the procedure is clean and complete and (b) that 
the procedure does give results that are in accord with any accuracy claims." 
In line with this aim, the product of the collaborative test should be final 
measures of the worthiness of a test method to be called a "reference 
method." These final measures are the method's accuracy and precision, 
since any deficiencies in the method will very likely degrade these char- 
acteristics. 

The precision of a reference method serves to characterize the method 
with respect to the agreement within a set of observations or test results 
obtained when using the method. ASTM Tentative Recommended Practice 
for Statements on Precision and Accuracy (D 2906-74) provides definitions 
of basic components which are used frequently to describe the precision 
of a test method. The three measures defined are the following: 

Single-Operator Precision--the precision of a set of statistically in- 
dependent observations, all obtained as directed in the method and obtained 
over the shortest practical time interval in one laboratory by a single 
operator using one apparatus and randomized specimens from one sample 
of the material being tested. 

Within-Laboratory Precision--the precision of a set of statistically 
independent test results all obtained by one laboratory using a single sample 
of material and with each test result obtained by a different operator with 
each operator using one apparatus to obtain the same number of observa- 
tions by testing randomized specimens over the shortest practical time 
interval. 

Between-Laboratory Precision--the precision of a set of statistically 
independent test results, all of which are obtained by testing the same 
sample of material, and each of which is obtained in a different laboratory 
by one operator using one apparatus to obtain the same number of oh- 

2 The italic numbers in brackets refer to the list of references appended to this paper. 

Copyright by ASTM Int'l (all rights reserved); Fri Jan  1 23:31:18 EST 2016
Downloaded/printed by
University of Washington (University of Washington) pursuant to License Agreement. No further reproductions authorized.



HOWES AND PESUT ON QUALIFICATION OF SOURCE TEST METHODS 83 

servations by testing randomized specimens over the shortest practical time 
interval. 

The preceding measures can be used to obtain other measures of pre- 
cision. For example, ASTM Recommended Practice D 2906-74 calculates 
the standard error of specific types of averages as follows: 

Single-operated standard error 

Sr (single-operator) = (Ss~/.) ~/~ 

Within-laboratory standard error 

Sr (within-laboratory) = [Sw 2 + (Ss2/n)p/~ 

Between-laboratory standard error 

Sr (between-laboratory) = [S~ ~ q- Sw ~ + (Ss2/~)] 112 

where n is the number of observations by a single operator averaged into a 
determination. The standard error can be used to place confidence limits 
about a true unknown value, to make probability statements about the 
process being measured, etc. 

It should also be noted that other terms are used frequently to describe 
precision. For example, Mandel [12] uses the terms "repeatability" and 
"reproducibility." By appropriate manipulation, within-laboratory and 
between-laboratory precision as defined in ASTM Recommended Practice 
D 2906-74 can be translated to these other terms. 

The other important characteristic of a reference method is its accuracy. 
Accuracy is defined in ASTM Recommended Practice D 2906-74 as "the 
degree of agreement between the true value of the property being tested 
(or an accepted standard value) and the average of many observations 
made according to the test method, preferably by many observers." Dis- 
agreement between the true value and test results may occur as a systemic 
difference or error which is called bias. 

Elements of the Collaborative Test 

Proper planning for a collaborative test of a reference method should 
include consideration of a number of elements which can strongly influence 
the results of the test. Prior consideration of these facets of the test plan 
can enhance the likelihood of the collaborative test becoming a meaningful 
assessment of the reference method. The elements of the plan that should 
be considered include the following: 

(a) method readiness, 
(b) cooperating laboratory familiarization, 
(c) test site selection, 
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(at) statistical test design, 
(e) on-site test preparation and conduct, 
(f) data collection and analysis, and 
(g) statistical analysis and presentation of results. 

Each of these elements of the test are discussed in the following sections. 

Method Readiness 

As indicated previously, the on-site collaborative test should serve as a 
final evaluation of a test method. Therefore, an important prerequisite is 
that the method be fully developed and evaluated with respect to the 
following aspects. 

1. The text of the method should be concise and complete. 
2. Significant variables in the test method and in source emissions for 

which the method is intended which may affect the results must be under 
control. 

3. Preliminary estimates should show satisfactory accuracy and pre- 
cision. 

Variables or options which may potentially affect the method's per- 
formance should be investigated prior to the collaborative test through 
the use of statistically designed experiments. 

Cooperating Laboratory Familiarization 

In preparation for collaborative testing, all cooperating laboratories 
should have a good familiarity with the test method but should not be 
unduly trained in the method. Lack of acquaintance with a method can 
lead to procedural errors which render the test results useless. On the other 
hand, a highly practiced, orchestrated group of test teams may yield results 
which are not representative of the general user population. The approach 
taken in the Threshold study was to instruct the cooperating laboratories 
to study and practice a test method until they felt that they were competent 
in its performance. The rehearsal procedure and the number of times a 
method should be practiced were not dictated. 

Experience has shown that a check is required to assure that all co- 
operating laboratory teams have developed an acceptable level of com- 
petence in the performance of the test method. After the study and practice 
period, appropriate standard solutions and standard reference materials 
should be supplied to each cooperator for analysis using the test method. 
The results of the standards analysis provide a basis for detecting those 
laboratories having problems with a method and permits resolution of 
their problems or, if necessary, modification of the test method prior to 
the collaborative test. Ultimately, the results provide a measure of the 
readiness of the laboratories for on-site testing. In addition, the resuRs 

Copyright by ASTM Int'l (all rights reserved); Fri Jan  1 23:31:18 EST 2016
Downloaded/printed by
University of Washington (University of Washington) pursuant to License Agreement. No further reproductions authorized.



HOWES AND PESUT ON QUALIFICATION OF SOURCE TEST METHODS 85 

of these standards and others throughout the testing program provide 
a quality control measure. 

Visits with the cooperators should be made at the end of the familiariza- 
tion phase to discuss individual laboratory difficulties and answer any 
additional questions which may have arisen during the familiarization 
program. Also the visits should verify that the cooperator's sampling and 
analytical laboratory equipment complies with the test method require- 
ments and that they have a sufficient quantity of equipment (and spares) 
to meet the demands of intensive on-site testing. 

Test Site Selection 

One might think that selection of a test site is of lesser importance when 
compared to the other elements of the collaborative test. However, unless 
several site factors are considered, the quality of the test data or the appli- 
cability to the results or both can be significantly impaired. These factors 
include: 

(a) adequate space to perform sampling, 
(b) adequate utilities, particularly electrical power, 
(c) representativeness of sampling location, 
(d) representativeness of emission characteristics, 
(e) space for laboratory work, for example, sample recovery. 

Most sampling sites are designed for sampling by one team; consequently, 
space and electrical power supplies are limited. It is usually necessary to 
modify the test site facilities to accommodate collaborative testing involving 
four or more teams. 

Representativeness of the sampling conditions and source emissions is 
also an important consideration. It must be kept in mind that the test 
results will be most useful when applicable to a general class of sources. 
Performance of testing at a particular site with unique characteristics may 
not give data which is generally applicable to the entire source class. 

Statistical Test Design 

The statistical design for the collaborative test should consider a number 
of factors, among which are the number of sites to be used for testing, the 
number of collaborating laboratories, the number of experimental runs, 
and the number of measurements to be made by each laboratory in each 
run. Compromises are inevitable. The number of test sites to be used will 
be limited by the logistics of preparing for and conducting the tests. Like- 
wise, the number of collaborating laboratories will be limited, although 
it is advisable to keep the number large enough so that these laboratories 
will be representative of the variability to be expected in general. The 
number of measurements to be made by each laboratory will be limited 
by the burden of work each laboratory can assume for the test. 
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In order for a statistical design to accommodate the limitations imposed, 
it should seek to provide as much information as possible with a minimum 
number of experimental determinations. Using an analysis of variance 
approach, the design could allow for a minimum of two measurements for 
each collaborating laboratory participating in an experimental run. Such 
a design would achieve an acceptable balance between the number of 
laboratories and the number of measurements for each laboratory so that 
both the within- and between-laboratory components of variance can be 
satisfactorily estimated. By appropriate blocking of the runs to separate 
variation due to uncontrollable sources (such as source variation), balanced 
designs can be constructed so that a subset of laboratories participates on 
a given run, and each laboratory participates on an equal basis. The 
analysis of variance designs can be used to assess the impact of various 
levels of replication by considering the effect of additional experimental 
blocks to detect significant factors. 

In the Threshold program, blocks which were to be used for estimation 
of within- and between-laboratory precision consisted of two determina- 
tions performed concurrently by all laboratories. These experiments were 
performed using a laboratory furnace arrangement. 

In field tests, where space was limited, each laboratory concurrently 
performed a single measurement to provide an estimate of between- 
laboratory standard error. Since only one determination was performed, 
the data could not be resolved into the within- and between-laboratory 
precision components. 

Probably one of the most difficult characteristics of the test method to 
estimate in the on-site collaborative test is its absolute accuracy. Estimation 
of accuracy requires knowledge of the "true" concentration of the species 
being determined in the source emissions--a value which is difficult if not 
impossible to obtain. 

In the Threshold program, accuracy of the nitrogen oxide (NO~) and 
sulfur oxide (SO~) methods has been estimated in pilot plant tests in which 
the emissions from a multifuel furnace could be spiked with known quanti- 
ties of nitric oxide (NO) and sulfur dioxide (SO2). In the test blocks used 
to estimate accuracy, each laboratory concurrently made one determination 
from a line carrying the unspiked emissions and one determination from 
a line carrying the emissions spiked with known levels of NO or SO2. 

The test design should also include several sets of unknown standard 
reference materials to be analyzed with the test sample. These sets provide 
quality control information and yield independent estimates of accuracy 
and precision of the sampling and analytical portions of the procedure. 

Finally, the statistical design for the experiments should also include 
appropriate randomization of the order in which measurements are taken. 
Randomization reduces the chances that uncontrolled systematic affects 
will disturb the experiment and also makes it legitimate to analyze the 
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resultant data as if they were independent observations. With a well- 
planned design, several levels of randomization can be executed. The blocks 
of experimental runs should be randomly ordered. The assignment of 
laboratories to sampling ports for each run should also be randomized. 
For tests involving a spiked and unspiked sample, the order in which the 
spike is introduced, either on the first or second sample, should be 
randomized. 

Preparation and Conduct of On-Site Tests 

The collaborative testing routine requires that the sampling teams 
function in a slightly different manner than they might in normal practice. 
Instead of operating at their discretion, the teams must adhere to at least 
an informal schedule to assure that testing is completed in an efficient 
manner. Of course, allowances must be made for unexpected events which 
occur during testing. 

The Threshold work suggests that a practice period should be conducted 
at the start of testing to acclimate the teams to the collaborative testing 
routine. In the tests of the phenol disulfonic acid (PDS) NOx method for 
example, a high incidence of outlying observations and procedural errors 
were noted during the first two days of testing, with significant reductions 
afterwards. The implication is that procedural errors were committed in 
attempting to conform to the test routine. After adaption to the routine, 
the teams were able to perform in a normal manner. 

In establishing a schedule for conduct of the collaborative test program 
it is essential to allow an adequate time between tests to permit sample 
recovery and preparations for subsequent tests. The temptation to perform 
as many tests as possible in the alotted time to obtain more data must be 
resisted. Inevitably, this will lead to an increase of procedural errors which 
will render some of the data useless. 

Data Collection and Analysis 

The data collection process can be facilitated by the use of standardized 
data collection forms for on-site work. The forms should be designed so 
that the collaborating laboratories can directly record all the raw data from 
the method as they are generated. The forms should also allow for the 
recording of any pertinent intermediate calculations and final results. 

A computer program has been found to be useful to check the calculations 
of the collaborating laboratories independently. From this, an indication 
of the potential for making errors in the reference method's calculations 
can be obtained, and corrections in the test data can be made. 

After the results have been checked for calculational errors, they should 
also be reviewed for outlying measurements, where some determinations 
may be sufficiently far-removed in magnitude from the remaining determi- 
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nations that they become suspect. It may be that errors were committed 
in recording the raw data from which subsequent calculations are made 
or by some assignable but unascertained cause which is not due to the 
reference method itself. 

The manner in which such outliers are identified and handled varies. 
Some investigators would not exclude any observed measurements from a 
calculation of precision while other investigators would be inclined to 
exclude them. If the decision is to reject observations tagged as outliers, 
a method for detecting the outliers must be adopted. Natrella [13] describes 
several criteria for declaring observations as outliers, and presents tables 
for their application. Additional procedures for detecting outliers and 
dealing with them are described in ASTM Recommended Practice for 
Dealing with Outlying Observations (E 178-75). These procedures include 
statistical tests which provide justification for declaring observations as 
outliers. They are most effective when combined with the experienced 
judgement of an investigator who is thoroughly familiar with the reference 
method being evaluated. 

Statistical Analysis of Results 

The primary objective of the statistical analysis is to characterize the 
reference method with respect to its precision and accuracy. As discussed 
earlier, one approach for expressing the precision of the reference method 
is to provide estimates of the components of variance as determined through 
the use of analysis of variance techniques. This approach is recommended 
since it provides estimates which in turn can yield various other commonly 
reported measures of precision. One measure of the accuracy of a reference 
method is in terms of the average percentage deviation of measurements 
from the true standard values. 

In using the components of variance estimates to measure precision, 
the two major components are the within-laboratory standard deviation 
and the between-laboratory standard deviation. If the operator within the 
laboratory is also a factor in the experimental design, an additional com- 
ponent of variance can be isolated. Brownlee [14] discusses the use of 
analysis of variance for partitioning the observed variation within a block 
of simultaneous determination. Basically, this method partitions the total 
sum of squares of deviations associated with the determinations into 
"within" and "between" sum of squares of deviations, used to develop 
variance estimates. These are divided by their corresponding degrees of 
freedom to yield mean square deviations, from which the components of 
variance are derived. This calculation should be performed for each block 
of simultaneous determinations made during the course of the collaborative 
test. 

In the Threshold experiments, data from concurrent duplicate analysis 
by the participating laboratories were resolved into within- and between- 
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laboratory components of variance using the conventional analysis of 
variance techniques. 

To establish a relationship between the mean concentration and the 
precision measures, a scattergram of the measures estimated for each block 
of simultaneous determinations at various concentration levels can be 
plotted. Examples of these plots for data obtained from the collaborative 
test of ASTM Test for Oxides of Nitrogen in Gaseous Combustion Products 
(Phenol Disulfonic Acid Procedure) (D 1608-60) for determining oxides of 
nitrogen [9] are shown in Figs. 1 and 2. Weighted regression methods may 
be used to relate the precision measures to concentration levels. For this 
example, best results were obtained using a linear function relating varia- 
bility to the square root of mean concentration. The least squares solutions 
are given in the figures. 

Other studies [15,16] have used the coefficient of variation to express 
precision measures as functions of concentration level. For this approach, 
relationships of the form Sw = bm and $8 = cm are used to estimate the 
within- and between-laboratory standard deviation components where 
m is the mean concentration level. 

Once functional relationships have been established relating the precision 
estimates to concentration level, they can be used in a number of ways to 
characterize the method. Their use to calculate repeatability and repro- 
ducibility measures and standard errors has already been mentioned. They 
can be used in conjunction with analysis of standard solutions to proportion 
out variability due to analysis as distinct from variability due to sampling. 
As an example, the total variability associated with a determination of a 
standard of known concentration can be estimated as S = x/SB ~ + Sw ~. 
The observed variability in the cooperating laboratories' analyses of the 
standard samples can be assumed to represent the variability due to analysis 
since the standard solutions are supplied by the coordinating laboratory 
and thus involve no sampling, The difference between the estimated total 
variability and this observed variability due to analysis could then be taken 
to represent variability due to sampling with the method. 

Data from the experimental runs or blocks in which both spiked and 
unspiked sample determinations were performed are used to estimate the 
accuracy of a reference method. The difference between the spiked sample 
determination and the unspiked sample determination, for a given block 
and a given laboratory, is a measure of the controlled amount of materials 
added to the test samples. These differences, obtained by each laboratory, 
form the basis for the analysis of accuracy. For this approach, accuracy 
is measured as a percentage difference from the true value as calculated 
by the equation 

accuracy 

(estimated spike concentration-true spike concentration) • 10070 

true spike concentration 
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The estimated spike concentration is the difference between the laboratories' 
determinations of the spiked and unspiked samples. A histogram of these 
percentage differences can be used to indicate the accuracy of the reference 
method. Furthermore, if the distribution of these percentage differences 
appears to be approximately normal, the student's t distribution can be 
used to test the hypothesis that the mean percentage difference is not 
different from zero. 

If it is not possible to spike the sampling system, the accuracy of the 
analytical portion of a reference method could be investigated through the 
use of standards of known concentrations. The cooperating laboratories' 
determinations of the concentration levels can be compared with the known 
standard value in a manner similar to that outlined previously. However, 
the effects of sampling according to the method are not reflected in the 
accuracy estimates obtained by this method. 

The measures of accuracy and precision may also be related to other 
conditions which are free to vary in the method's application. The effect of 
varying conditions on the accuracy of the method--for example, alternative 
ways of storing the samples before analysis--can be investigated by esti- 
mating accuracy under each condition and comparing the results. In the 
estimates of precision, if the varying conditions can be designed into the 
experiment as levels of an experimental factor, their effect may be tested 
for statistical significance as part of the analysis of variance. In this situa- 
tion, the variance observed in determinations attributable to varying these 
conditions would be partitioned from the total observed variation in the 
data and subsequently tested. 

Application of Collaborative Test Data 

The estimates of precision for a reference method can be useful as a 
means of quantifying uncertainty associated with measurements taken by 
applying the method. They enable the investigator to place various con- 
fidence intervals about the true unknown concentration level being meas- 
ured. For example, if the measurement of concentration resulting from the 
reference method is assumed to be unbiased (that is, accurate), and further 
that the distribution of measurements is normal, a 95 percent confidence 
interval for the true unknown concentrations is determined as m -4- 1.96 S, 
where rn is the observed determination of the concentration and S is the 
appropriate estimated standard deviation. The calculation of S will depend 
upon the manner in which the determination of concentration level is made. 
If the determination of m is a single measurement by any laboratory, the 
appropriate form for S is x/S~ 2 q- Sw ~. If the determination of m repre- 
sents an average of n observations by any given laboratory, the proper 
calculation of S is "x/SB ~ + Sw2/n. 
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HOWES AND PESUT ON QUALIFICATION OF SOURCE TEST METHODS 9 3  

Curves can be prepared as aids to determine if a source emission exceeds 
a prescribed level. For example, the Threshold study of the method for 
determining levels of oxides of nitrogen yielded relationships for within- 
and between-laboratory standard derivatives of the form 

Sw = 1.52 V ' ~ -  4.21, SB = 2.21 X , / ~ -  1.18 

From these, 95 percent confidence limits can be plotted as a function of the 
mean concentration. Figure 3 represents this relationship for the case of a 
single measurement by any given laboratory. Such a curve can help to 
decide whether or not emissions from a source exceeds a prescribed level. 

o ~" 81- 

0 

o 

m 
4~ 
~4 

u 

w4 

o 

6LPrescribed Emission Level 

/ x ~ "  
/ 

! No Non_ I 
Compliance Decision Compliance 

Oo [ I I I I I ] I I 
2 4 6 8 I0 

Observed Mean NO x Concentration, ppm x 10 -2 

FIG. 3--Ninety five percent confidence limits for true NOx concentrations based upon a 
single measurement. 
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9 4  CALIBRATION IN AIR MONITORING 

If  the measured concentration yields a lower confidence limit which exceeds 
the level, it is fairly certain that the source emissions are in excess of that 
level. I f  the upper confidence limit is below the level, the source emissions 
are almost certainly below the prescribed level. I f  the prescribed level lies 
within the confidence limits, it is uncertain whether or not the concentration 
exceeds the prescribed level. For  example, if it is desired not to exceed a 
Ndx  level of 600 ppm, Fig. 3 shows that for*an observed single measurement 
that falls below about 490 ppm, the source emissions can be considered in 
compliance, while a measurement greater than 740 ppm would result in a 
decision of noncompliance. Values between these two points indicate 
measurements where it cannot be stated with certainty that the source is 
either above or below the prescribed level. 

In a similar way, reference methods with known precision have many 
other applications. For  example, data obtained using such methods may be 
examined to determine statistically significant differences between 

1. Measurements made by different groups. 
2. Measurements made by different techniques, for example, a manual 

and instrumental method. 
3. Measurements made at different times or at different source locations. 
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Certification Experience with 
Extractive Emission Monitoring Systems 

REFERENCE: Bonam, W. L. and Fuller, W. F., "Certification Experience with 
Extractive Emission Monitoring Systems," Calibration in Air Monitoring, ASTM 
STP 598, American Society for Testing and Materials, 1976, pp. 96-106. 

ABSTRACT: The relative influences of the absolute mean value error, the con- 
fidence interval value, and the instrument calibration accuracy is examined using 
on-site instrument certification data acquired in the past three years. Confidence 
interval has strong influence based on existing certification data. The trend 
emphasizes the importance of the sampling technique. Properly calibrated instru- 
ments provide low values of absolute mean value error. An induced error related 
to calibrating instruments to 1.5 times the applicable emission standard for 
full scale has been observed when the relative mean value (reference average of 
sampling values) is low. The effect of the induced error will be amplified when the 
instrument calibration is performed improperly. Extractive emission monitoring 
systems using ultraviolet visible absorption detection techniques have successfully 
met the performance criteria proposed by the Environmental Protection Agency 
based on evaluations conducted in power plants, nitric acid plants, and sulfuric 
acid plants. 

KEY WORDS: calibration, instruments, emission, monitors, standards 

The recent experience of certifying extractive source emission monitoring 
systems to Environmental Protection Agency (EPA) performance criteria 
[I]~ indicates that accuracy and precision of the reference source test 
methods,  the wri t ten certification procedures  and  calculat ions,  and  ins t ru-  
m e n t  calibration all have an important effect on the certification result. 
Experience in EPA sponsored and private evaluation programs indicate 
that extractive emission monitoring systems will certify successfully [2-6]. 
Relative accuracy, drift, and calibration error results have been particularly 
consistent. The performance specifications have been met despite the usual 
difficulties in working to a new detailed specification. 

1 Applications chemist and product manager, respectively, Instrument Products Division, 
E. I. duPont de Nemours and Co., Inc., Wilmington, Del. 19898. 

2 The italic numbers in brackets refer to the list of references appended to this paper. 
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BONAM AND FULLER ON CERTIFICATION EXPERIENCE 97 

FIG. lqUltraviolet visible absorption instrumentation emission monitoring system. 

The recurring problem areas that have been identified include: interpre- 
tation of the procedures, improper calibration system design and materials 
selection, generation of large confidence intervals through the influences of 
sampling technique and reference method accuracy, and improper or lack 
of reference method analysis of standard calibration gases as required by 
procedures. This paper examines the potential trouble spots and repre- 
sentative performance specification data obtained with the certification 
procedures [I]. All data presented were acquired with ultraviolet visible 
absorption instrumentation (du Pont Model 460, 461, and 460/1 emission 
monitoring systems) such as shown in Fig. 1. Three types of plants have 
been investigated; power plants (majority of data), nitric acid plants, and 
sulfuric acid plants. 

Method 

Performance during the certification process is determined by various 
series of tests that examine the analyzer response to a known standard. 
Figure 2 illustrates the various tasks that must be performed. Following a 
168-h checkout period, the certification testing is generally split into two 
categories: calibration and drift accuracy, and relative accuracy of the 
analyzer to the process emissions levels. Experience indicates that, with 
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START-UP Operationa I I 
Instruments Period ] 

Instrument 
1.5 Emission Standard Certification 
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I 
I 
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I 
Analyze I 

Gases 
Within 2 Weeks 

CalibratiOnErfor I III 

~.e~-- I 0 . . . . . .  totion 

Zero, I 
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FIG. 2--Certification process performance tasks. 
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-I 
Reference Method 

6 
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I 

proper logistics planning, both categories of tests can be accomplished 
concurrently. 

The performance specifications for sulfur dioxide (SO2), nitrogen oxide 
(NOx), and oxide (03) analyzers are shown in Fig. 3. All values listed are 
the "sum of the absolute mean value and the 95 percent confidence in- 
terval" of the series of tests divided by an appropriate reference value. 

EMISSION MONITORING REQUIREMENTS 

ZERO, CALIBRATION 
DRIFT, 2 hr. 

ZERO DRIFT, 24 hr. 

CALIBRATION DRIFT 
24 hr. 

CALIBRATION 
ER ROR 

RELATIVE ACCURACY 

�9 EFA PERFORMANCE SPECIFICATIONS 

(EMISSION STANDARD) 

(EMISSION STANDARD) 

~ {EMISSION STANDARD) 

- - ]  (CALGAS MIX) 

[~SO2/NO x CRITERIA 
F--'lO z CRITERION 

I RELATIVE 
MEAN 

I VALUE 
2O 5 I0 15 

EPA ERROR PARAMETER, PERCENT 

OPERATIONAL PERIOD- 168 hrs. minimum 

FIG. 3--Performance specifications for S02, NOx, and 02 analyzers. 
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EMISSION MONITORING REQUIREMENTS 

I) SUM OF ABSOLUTE MEAN VALUE PLUS 

95 PERCENT CONFIDENCE INTERVAL 

�9 DATA FROM CERTIFICATION PROGRAM ON-SITE 

ANALYZER DATA ~ONCURRENT WET CHEMISTRY DATA 
A i Wi i i 

i 
A. Wn 

Fig. 4---Relative accuracy calculation using the sum of the absolute mean value plus 95 
percent confidence interval. 

The absolute mean value corresponds approximately to the usual definition 
of analyzer error. 

The calculations required are performed according to the example out- 
lined in Figs. 4 and 5 (relative accuracy calculation is shown). Most con- 
fusion about the calculations that are required in certification testing arise 
from the fact that the absolute error and the absolute value of the confidence 
interval must be added together before calculating each performance pa- 
rameter. This requirement, and the use of various reference values, influ- 
ences the performance values obtained. The key influences contained on 
the method are discussed individually. 

EMISSION MONITORING REQUIREMENTS 

�9 ABSOLUTE MEAN VALUE 

i n A~ = Analyzer Data 
AMV = ~" ~ (A I - W I) Wi= Concurrent Wet Chemistry Dalo 

I=J 

�9 "95 PERCENT CONFIDENCE INTERVAL" 

(A-W)~ 

Wi 

CIms= - ~ n i=1 i=1 

�9 REQUIRED COMBINATION 

JAMV+ I CI,oJJ 
FIG. 5--Relative accuracy calculation using absolute mean value, 95 percent confidence 

interval, and required combination. 
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100 CALIBRATION IN AIR MONITORING 

Certification Procedure Results 

A substantial quantity of data using certification procedures similar to 
the published EPA approach has been obtained with du Pont emission 
monitoring systems [2-6]. The analyzer detection principle was ultraviolet 
visible absorption by a photometer for both SOs and NOx. The majority 
of the data was obtained in operating power plants, nitric acid plants, and 
sulfuric acid plants using varying technologies. The period of data acquisi- 
tion coincides generally with preparation of proposed continuous moni- 
toring requirements. 

Relat ive Accuracy  Data 

Relative accuracy results are perhaps the most important from the cer- 
tification procedures since compliance data directly reflect this parameter. 
Table 1 contains relative accuracy data for both SO2 and NOx measure- 
ments obtained with the certification procedures. The data are the sum 
defined by EPA of analyzer error and the confidence interval associated 
with test procedures. 

The SO2 relative accuracy was very good giving a composite average of 
8.8 percent. In each case certification specifications were met. The relative 
accuracy results at or below 5 percent are exceptional considering that 
summed values are shown. The data for Generator B are for two series of 
samples; one of 9 data points (B) and one of 20 individual tests including 
the first 9 points (B1). As expected, the larger number of samples provides 
better results. 

The NOx data show a composite average, of 15.2 percent which is com- 
fortably within the EPA relative accuracy performance requirement of 20 
percent for the summation. Higher values of NOx relative accuracy than 
for SO2 should be expected due to the inherent accuracies of Methods 6 
and 7: This average does not include a point where certification was not 

TABLE l mRelative accuracy result (EPA procedures with du Pont emission monitoring 
systems.) 

SO~, 70 NOx, 70 

Fossil-fueled Steam Generator A 
Fossil-fueled Steam Generator B 
Fossil-fueled Steam Generator B1 
Fossil-fueled Steam Generator C 
Fossil-fueled Steam Generator D 
Sulfuric Acid Plant A 
Sulfuric Acid Plant B 
Nitric Acid. Plant A 
Composite average excluding BI 

11 20.4 
6.7 4.3 
2.5 1.3 

17 13.3 
12 26 '~ 

l . . -  

5 
12"" 

8.8 15.2 

a 1 percent absolute mean value + 25 percent confidence interval. 
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BONAM AND FULLER ON CERTIFICATION EXPERIENCE 101 

achieved the first time and one marginal point. The outlier illustrates the 
impact of adding the two required terms in the error calculations. In this 
case, the absolute mean value was only 1 percent, and the confidence in- 
terval was 25 percent. (The general influence of the confidence interval is 
discussed later.) The NOx and SO2 measurements from this system are 
guaranteed to the EPA specifications as a result of the demonstrated per- 
formance. 

Drift and Calibration Error Data 

Representative data for the various drift and calibration error param- 
eters, taken on the same emission monitoring systems as in relative accu- 
racy, are shown in Table 2. These data are influenced generally by different 
factors contained in the certification procedures than relative accuracy 
data. Sample size and reference values employed vary considerably. Mis- 
interpretation of how to acquire the drift data has also been encountered 
frequently. 

The data in Table 2 illustrate that, with proper attention to detail, good 
certification results will be obtained. The zero drift values are outstanding 
for this particular emission monitoring system, primarily because the in- 
struments have an automatic zeroing sequence which continually updates 
accuracy through the day. The calibration error data shown meet criteria 
very well despite the use of varying concentration of standard gases, and 
often less than 50 percent full-scale levels, in the performance of the tests. 
Since the absolute concentration of standard gas is the prescribed reference 
value, the instrument performance can be penalized when other than 90 
percent of full-scale levels are used. One 24-h calibration drift value did not 
meet the criterion in the first test. The usual case with all 24-h drift data is 
that the sample size is too small, and the confidence interval consequently 
swamps the absolute mean values in the prescribed summation. 

TABLE 2--Drift and calibration error results by EP,4 procedures (sum of absolute mean 
values and confidence interval). 

Zero Drift, 70 Calibration Drift, 70 

Calibration 
2 h 24 h 2 h 24 h Error, 70 Specie 

Fossil fuel-fired steam 
generator 0.1 0 1.7 2.2 1.4 SO2 

Sulfuric acid plant 0.1 0.1 0.6 1.1 2.4 SO2 
Fossil fuel-fired steam 

generator 1.8 I. 8 2.4 4.8 2.5 NOx 
Nitric acid plant 0 0 0.8 10.3 a 0.3 NOx 

a IC component drifted with temperature. 
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102 CALIBRATION IN AIR MONITORING 

Effect of Procedures on Certification Results 

The procedures for certification testing specify three actions which have 
an important effect on the performance data obtained: method of calcu- 
lation of the error, sample size for individual criteria, and initial setup of 
the measurement system. In most cases, the ability of good instrumentation 
to be certified is not hampered by these effects if they are understood by 
the vendors and sampling personnel. Marginal results can be obtained, 
however, for the various reasons described next. 

Method of Calculation 

Each performance criterion is determined using a formula of the form 
(I XJ + I YI )/Z where x is the average mean difference of the test series, 
y is the confidence interval (95 percent) for that test series, and z is a se- 
lected reference value. Analyzer vendor performance specifications are 
most often determined by I xl (full-scale value). Adding the confidence 
interval y has the advantage of broadening the acceptable error interval. 
Instruments slightly over on x can make up the difference in y, for example. 
Experience with this approach is generally favorable. However, the con- 
fidence intervals encountered have been unexpectedly large. In some cases 
this is due to small sample size, but sampling errors and inherent accuracy 
of Reference Methods 6 and 7 can be suspected as well. 

Equally important is the variation in reference value chosen, z. In deter- 
mination of relative accuracy, for example, z is the average of the reference 
method sampling. When a plant is operating well, the reference value will 
be low and lever the performance value up. In essence, the instrument is 
being tested for accuracy on a sliding scale. An accurate estimate of the 
emission standard of the plant is required for the period of sampling to 
minimize this effect. Such an estimate permits setting the instrument full 
scale to a more representative value of actual operation. 

A second example of the effect of varying z occurs in calibration error 
determination. Since, for this performance, criterion z is the value of the 
known calibration standard, increasing values must be expected with use 
of standards having low values relative to the full-scale set point. Experi- 
ence thus far indicates that required calibration error will be obtained 
without difficulty when the standard is nominally 90 percent of full scale. 
When standards at 50 percent or less of full scale are used, the rate of initial 
success drops approximately to 50 percent. 

Sample Size 

The confidence interval portion of the error calculations is strongly de- 
pendent on sample size. The formula, previously shown in Fig. 5, can be 
considered to be the product of two terms; a prefactor (to.975/n'v'~- 1) 
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and the radical in which the contribution of experimental scatter is calcu- 
lated. Adding sample points reduces the value of CI96 primarily by re- 
ducing the prefactor. The large swing in the prefactor with sample size 
can be judged in Fig. 6 which also indicates the various sample sizes se- 
lected in the certification procedures for each performance criteria. 

The current certification procedure experience follows the trend seen in 
Fig. 6. Larger confidence intervals occur for 24-h zero drift and calibration 
drift than for 2-h drift values. The data in Table 2 for calibration drift 
show larger values for the 24-h interval, and most of the increase is related 
to the confidence interval portion. Note that zero drift values are excellent 
for both intervals on this emission monitoring system because of the auto- 
matic zero correction feature. Normal sampling logistics make it difficult 
to increase the sample size for the 24-h drift determinations since only 
one point can be obtained per day. As a result, programs performed with 
this equipment have emphasized starting the 24-h interval data (and the 
2 h as well) as soon as practicable after arrival on site. 

The required number of samples to determine relative accuracy is nine 
which Fig. 6 would indicate drops the influence of the confidence interval 
a great deal. Unfortunately, the relative accuracy experience is that the 
sampling accuracy, which shows up in the radical, is frequently enough to 
outweigh the drop in the prefactor of CI95. 

Measurement System Setup 

The certification procedures give instructions to set the measurement 
system full scale to approximately 1.5 times the emission standard for the 
operation. For most instruments, the full-scale value establishes reading 
error at all points on the scale. Relative accuracy, however, is determined 
using the average of Method 6 or 7 tests as the reference value. In many of 
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the cases shown in Table 1 the plant actually operated at emission levels 
well below the emission standard during the sampling period. Average 
readings of 10 to 20 percent full scale occurred often. It is possible to 
encounter a large induced error this way. 

Figure 7 shows the potential influence of setting up to large full-scale 
value relative to the emission levels experienced. Most instrumentation 
will perform better than the published product literature states, but the 
potential to experience certification problems as described suggests the 
following point. Whenever a plant can be expected to deliver low emissions, 
for example, a new source designed to abate emissions, requesting per- 
mission of the regulatory agency to test in a more sensitive range should 
be considered. 

Effect of Reference Method Accuracy and Sampling Errors 

Certification procedure results for relative accuracy have shown that 
absolute mean value error will be a value near the published accuracy for 
the product. Confidence intervals are larger than absolute mean value 
error in a majority of cases and can be more than ten times larger. Even 
experiencing five times as much confidence interval error as absolute error 
can produce marginal certification results, as Fig. 8 shows. 

Qualitatively, it appears that the large confidence intervals experienced 
to date are the combined result of reference method accuracy and sam- 
piing techniques. Both factors would be expected to increase scatter in the 
data which is then magnified by summing the squares in the CI95 calcu- 
lation. (Consistent low or high bias is compensated in the calculation and 
not a consideration.) 
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FIG. 8--1nfluenee of confidence interval. 

A series of collaborative studies [7,8] are now available which establish 
within- and between-laboratory precision of Reference Methods 6 and 7. 

Between Laboratory 
Precision, 

~o true mean 

Within Laboratory 
Precision, 

~o true mean 

Method 7 (NOx) 9.5 6.5 
Method 6 (SOs) 18.5 15.0 

Intuition and the certification results would predict larger scatter for the 
NOr tests than indicated in the collaborative studies. The level of precision 
shown in the collaborative tests will increase CI95 but probably does not 
account for all the large values experienced. The potential effects of sam- 
pling technique can be examined as more certification procedure experience 
is acquired. 

Summary and Conclusions 

The experience with certification procedures so far suggests that ob- 
taining successful results will depend on the amount of planning done by 
the analyzer vendor and the stack sampling contractor before the sampling 
starts. Training of the sampling contractor in basic analyzer operation will 
be very important. This may be done by on-site support at the time of 
tests or a comprehensive instruction manual that addresses the added re- 
quirements of certification testing. The instrument's set-up instructions 
and calibration procedure must be made very clear. 
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Experience with the certification procedures has disclosed the value of 
performing as many of the titrations and check calculations as possible 
on-site along with the sampling. It is generally possible to keep pace with 
the SO2 measurements which then have been an excellent checkpoint on 
sampling problems or potential certification problems. Analyzers using the 
same detection principle for SOs and NOx measurement  will rarely fail to 
certify NOx along with SO~. 

The data acquired thus far with certification procedures are very en- 
couraging. Relative accuracy meeting the specifications for NOx and SO2 
measurements has been obtained easily using the extractive emission meas- 
urement system described. Excellent zero drift values were obtained through 
the automat ic  zeroing feature of these instruments. Increasing difficulty 
should be expected in meeting 24-h calibration drift requirements and per- 
haps calibration error. The problem areas in the certification are identified 
and, with planning and education programs,  can be avoided. 
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Verification of In Situ Source 
Emission Analyzer Data 
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ABSTRACT: The accuracy of analytical measurements is controlled by a variety 
of factors. One of the most significant is the calibration technique utilized for the 
interpretation of the instrument output. Others are the presence of interfering 
species or the presence of random errors due to environmental, instrumental, or 
operator changes. The calibration of in situ analytical systems poses new re- 
quirements for the instrument manufacturer and user. Calibration techniques and 
verification of their authenticity in providing accurate in situ data are discussed in 
this paper. 

KEY WORDS: accuracy, emission, monitoring, calibration, interferences, 
standards, chemiluminesence, phenol disulfonic acid, stratification, response time, 
dilution, comparators 

System Description 

Emissions measuring instrumentat ion,  operat ing on the stream in place 
without  extracting a sample, has come to be known as an in situ type. 
In situ operat ion includes installations which measure a local sample inside 
the stream, as well as systems that  provide an average value across the 
diameter o f  the stream. For  stratified streams, the latter situation provides 
a more  representative average o f  the total emissions. In situ analyzers are 
characterized by fast response times (since there are no sampling system 
delays) and integrated optical path analyses of  the actual gas stream that  
is passing the analyzer. 

To discuss the relative accuracy, as well as the verification of  that  accu- 
racy for in situ systems, we need to understand better their strengths and 
limitations. 

Most  in situ gas analyzers utilize absorpt ion spectroscopy as the analyti- 
cal technique [117 With differential absorpt ion spectroscopy, the absorpt ion 

1 Vice-president, Environmental Data Corporation, Monrovia, Calif. 91016. 
2 The italic numbers in brackets refer to the list of references appended to this paper. 
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108 CALIBRATION IN AIR MONITORING 

signal is directly proportional to the number of molecules in the path. 
(The perturbations which might affect that are discussed next.) Thus, one 
has an exact instantaneous mass emission measurement. With knowledge 
of the gas stream temperature and pressure, the total volume can be de- 
termined~ and thus the parts per million of measured gas are known. Fur- 
thermore, with a simultaneous determination of oxygen (02) and water 
(H20), or carbon dioxide (CO2) alone, parts per million dry at 3 percent 
02 can be computed. For combustion processes, that information plus fuel 
type and the appropriate fuel factor, Fc, pounds per million British thermal 
units can be automatically computed and read out [2]. 

The correlated in situ across stack measurement is an optically traversing 
analysis which averages the variations in spatial concentration, eliminates 
correlation differences from temporal variations, and, finally, provides an 
analysis independent of variations in dilution and also gas stream tempera- 
ture. This is accomplished by measuring the emission parameter (that is, 
nitrogen oxide (NOx), sulfur dioxide (SO2), etc.) simultaneously with the 
measurement of the dilution parameter (CO2), in the same optical path, 
and thus on the same sample. For a calibrated system, with no (or insig- 
nificant) interferences, the measured mass emission is exactly that which 
passed through the optical path. 

It is important to realize that with an in situ system, it is not necessary 
to manipulate the sample gas temperature, the sample gas water vapor or 
moisture content, or the sample gas aerosol or particulate content. Also, 
one does not require careful isokinetic sample withdrawal. 

Operation 

Light from a source mounted external to the gas stream is collimated 
and sent through the gas stream. A single pass or folded path optical system 
may be used [3-5]. A focussing mirror in the analyzer compartment col- 
lects that collimated beam and focusses it onto the detection module. This 
module separates the wavelengths, and a single detector alternately measures 
the intensity at a wavelength where the gas uniquely absorbs (1) and at a 
nearby wavelength where the gas is nonabsorbing (Io). Each of these re- 
gions may contain several wavelengths which are combined to form I and 
Io. The relationship between I and Io determines the gas concentration. 
Most gases approximately obey Beer's law where 

I = Ioe -~c~ 

where 

a -: absorption coefficient, 
c = sample concentration, and 
l = path length. 
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The electronics divide I by/o, providing an output independent of overall 
signal strength due to source aging, window darkening, particulate or 
water drop scattering, etc. The output of the divider, I / Io,  is operated on 
with a zero and span setting circuit, so that 

instrument output = a(b- I / Io )  

where 

a = span factor and 
b -- zero setting. 

By selecting the two wavelengths (or sets of wavelengths) close together 
or intermingled, differential scattering, differential transmission through 
the calibration cells, or differential reflection from the mirrored optics are 
all eliminated. 

Calibration 

Calibration of in situ analyzers can be performed in several ways. If the 
source and detector are on opposite sides of the sample stream, an auxiliary 
source in the analyzer compartment can be used to bypass the sample. If 
the source and detector are both on the same side of the gas stream, a 
mirror can be used to bypass the absorption by the gas stream. The instru- 
ment zero can now be set. Span is set by placing a known concentration of 
gas into the light beam. In some situations, optical filters, equivalent to a 
known gas concentration, are used. However, the most meaningful cali- 
bration is a dynamic calibration wherein the standard instrument source 
is used, with the light beam passing through the sample. A typical dynamic 
calibration procedure is detailed here. The known concentration calibra- 
tion gas samples are prepared by the partial pressure method [6]. 

This calibration procedure is a multistep process beginning with the 
preparation of standard, verified sealed cells of precisely known concen- 
tration, followed by the incremental addition of these cells to an operating 
field instrument. By forcing these known concentrations incrementally 
added to the unknown stack concentration to match the nonlinear cali- 
bration curve, the instrument zero, span set points, and the operating curve 
are all determined precisely. 

In all cases, since absorption of radiation is directly proportional to the 
number of molecules in the light beam, one can utilize c111 = c212 where 1 
refers to the sample stream and 2 refers to a small gas cell. This requires 
that the total pressure in the gas cell be the same as that of the sample 
stream, and that the calibration gas be prepared at the same temperature 
as that used for the calibration curve. 
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Calibration Gas Preparation 

Normally, five cells are used for a complete instrument calibration. The 
specific cell concentrations are selected to be equivalent to the instrument 
span and four other equally spaced intervals less than the span, that is, 
200, 400, 600, 800, and I000 ppm. The calibration curve for that installation 
is the instrument response (0 to 1 V) as a function of millimeters of pure 
gas, determined for the appropriate full-scale sample concentration, optical 
pathlength, stack gas temperature, and absolute pressure. 

The calibration gas ceils are pumped out on a vacuum system to below 
10 -4 atm pressure. Each cell is then placed into the collimated beam of a 
standard instrument in the laboratory used as a reference source, so as to 
ensure that the blank is zero. The cells are now filled with pure gas (that is, 
100 percent nitric oxide (NO), to the appropriate pressure (mm Hg) 
measured on an 8-in. Heisse gage, 0-760 mm, with 0.5 mm scale divisions. 
The gage readability and reproducibility are better than one half of a scale 
division. The instrument is calibrated periodically and certified accurate 
within -4-0.1 percent of full scale across the entire scale. One thousand 
ppm of calibration gas in a standard calibration cell for a 10-ft path is 
approximately 150 mm pressure. One hundred ppm would then be ap- 
proximately 15 mm. This could be reproducibly measured and prepared 
to better than 15 • 0.25 mm or 100 -q- 2 ppm. Higher concentration cells 
can be prepared more precisely. Each cell is now back filled with nitrogen 
(N2) to a total pressure of 1 atm. 

Each of these cells are now read on the standard laboratory instrument, 
and the response is checked. If there is more than a 10 mV deviation, the 
gas is remade. If the deviation is less than 10 mV, the deviation is noted, 
and the gas is relabelled, for example, 197 ppm instead of 200. 

Field Calibration 

With a field mountable auxiliary source and collimating mirror inserted 
into the analyzer module, the instrument zero is checked. Then each gas 
cell prepared in the laboratory is read and rechecked on this zero jig. The 
auxiliary source is removed, and the stream gas concentration is determined 
from the calibration curve. The known concentration calibration cells are 
incrementally added to the gas stream value. If  each incrementally added 
gas cell plots exactly on the nonlinear calibration curve, the instrument is 
properly calibrated with a precisely set zero and span. For  those situations 
where the full-scale gas concentration is so low that the calibration curve 
is essentially linear, an extended calibration curve is utilized which includes 
considerable nonlinearity. 

If  the low concentration cells plot reasonably well, but the higher con- 
centration ceils fall progressively off the calibration curve, the span is 
improperly set. If  the higher concentrations fall below the curve, span is 
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set low, and vice versa. Each cell is required to match the calibration curve 
within 5 ppm or 0.5 percent of full scale, whichever is larger. A forced 
addition of each calibration gas increment precisely determines the zero 
and span set points. The equation for span adjustment is 

R = a(b-///o) 

where 

a = span factor and 
b = zero set point (for 500 ppm full scale) reading q- 500 ppm. 

150 + 500 reads 700 
should be 650 

therefore 50 high 

Then, with the span adjust pot, reduce reading by 5/70 or 7.1 percent to 
139 ppm, and repeat calibration check. 

If the high concentration cells plot reasonably well, but the lower con- 
centration cells fall progressively off the calibration curve, zero is improp- 
erly set. The zero adjustment is reading + 100 ppm 

that is 

150 + 100 = 225 
should be 250 

therefore 25 low 

Then raise reading 25 ppm with zero adjust pot, and repeat calibration 
check. 

Automatic Calibration 

The dynamic calibration procedure using sealed cells of known concen- 
tration can be performed automatically. Optically transparent cells, such 
as quartz, are filled in the laboratory, sealed, and then mounted in the in- 
strument on a timer actuated solenoid arm. At the preset time, the cell 
moves into the beam and incrementally adds a known concentration of 
gas to the unknown sample. One cell provides a calibration check. Two 
cells, one of low concentration and one of higher concentration, allow 
instrument recalibration. A push button can be used for an override on 
the timer to provide an on-demand calibration check. 

Comparison Data 

The comparison of data from an in situ analyzer with data from an ex- 
tractive analysis requires in-depth system understanding and test planning. 
The in situ and extractive analyses are not measuring the same samples. 
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The extractive systems will average some finite number of in situ analyses. 
This is because of the sample system's mixing and delay times, and the 
slower response time of the extractive system. The extractive systems will 
measure gas concentrations at one or more discrete points in the gas stream, 
while the in situ optically traverses the gas stream, averaging an infinite 
number of points traversed by the optical beam. Extractive systems typically 
manipulate the gas sample with water removal, particulate removal, inter- 
ference gas removal, or sample heating or cooling, etc., while the in situ 
units analyze the sample as it passes through the instrument completely 
unchanged. For the comparison of data from an in situ analyzer with any 
extractive technique, instrumental or wet chemical, these various areas 
must be considered. 

Stratification 

The measured path of the in situ analyzer may be all or part of the inside 
diameter of the gas stream. Most gas streams will show some concentration 
or mass gradients across the stream. For particulates, this is especially 
true after bends, turning vanes, orifices, etc. For gases, the variations may 
be solely due to increased leakage and decreased gas velocity near the edges. 
However, for some gases such as carbon monoxide (CO) from a utility 
boiler, individual CO streams emanating from each burner can often be 
detected. There may be as much as a 100 percent change in concentration 
in less than 1 ft. So as to ensure a representative comparison of the in situ 
and extractive results, it is necessary to traverse the gas stream with the 
sample probe being used for the extractive analysis. This traversal should 
be done in the same plane as the in situ analyzer. Samples should be taken 
at spacings close enough to profile representatively the concentration 
gradients. Typically, this may be 1 ft intervals, unless experience indicates 
shorter or longer intervals are required. For continuous extractive mon- 
itoring, a multipoint sampling system can now be constructed which will 
provide a representative analysis. 

Response Time 

Most in situ analyzers, with no sampling system, etc. involved, will 
respond rapidly to a change in sample concentration in the gas stream. 
Typically, this response time will be of the order of a few seconds. An ex- 
tractive reading always provides a time integration analysis. For instru- 
mental techniques, the time integration is determined primarily by mixing 
in the sampling system. For many manual techniques, the sample to be 
analyzed later in the laboratory is collected over an extended period of 
time. In a gas stream with rapidly varying concentrations, it is necessary 
to average the continuous in situ data over the sampling time for the ex- 
tractive data. 
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Sample Condition 

The in situ analysis measures the mass or parts per million flowing past 
the instrument at each instant. Normally, the gas stream will contain water 
vapor from combustion of fuel hydrogen, water injection, wet scrubbing, 
etc., which acts as a diluent. Extractive systems may use heated lines to 
maintain the water vapor content, or may dry the sample before the gas 
is passed through the analyzer. If the line is heated, all of the valves, con- 
nectors, etc. must also be heated so as to prevent water condensation and 
thus a change of the water vapor content of the gas stream. The temperature 
must match the sample gas temperature, or else entrained water drops may 
evaporate and increase the water vapor content of the sample gas stream. 

If the extracted sample is dried, the amount of removed water is needed 
for a comparison of the data to the fully diluted wet analysis. This can be 
performed in several ways, by means of a secondary CO2 or 02 dilution 
analysis and calculation. If the water vapor is removed, it is essential to 
ensure that no sample is removed at the same time. SO2 is quite soluble in 
water, forming sulfurous acid, and would be partially removed by drying. 
NO2 is also quite soluble in water. 

Air leakage will also affect any direct data comparison. Sampling points 
near the walls are apt to show lower concentrations than the central area 
of the gas stream. Multipoint sampling as discussed under stratification is 
required to compensate for this effect. Leakage into the sampling system 
is another possibility. Standard operating procedure should include a leak 
check of the entire sampling, clean-up and analytical system, preferably 
by blocking the probe tip, turning the sample pump on, and checking the 
flow meter for a flow response. 

Laboratory Test 

A typical test was one performed by an independent laboratory compar- 
ing an in situ NO analyzer with a chemiluminescence NO analyzer. For 
simplicity of comparison, the in situ type analyzer was set up in the lab- 
oratory with a flow-through sample cell in the collimated optical beam, 
and this sample cell connected to a sampling system with flowmeters, 
pump, etc. 

Both the in situ type and the chemiluminescence analyzers were tied into 
the same sample line, but each had their own flow meter and pump. A 
comparison by the laboratory of 28 different pairs of samples is listed in 
Table I, with the actual sample concentrations ranging from 8 to 70 ppm. 
This table shows that at least under the condition of the test, and for the 
concentrations studied, the agreement was very good. 

Interference Check 

In a laboratory test similar to the one just mentioned, known concen- 
trations of potential interferences were passed through the analyzer sample 
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TABLE 1--Comparison of in-situ and chemiluminescence analyses. ~ 

In situ Chemiluminescence 

?c 30.48 30.5 l 
s 17.25 19.00 
r 0.982 

Wilcoxon's signed ranks test (Biometrics Bulletin, 1945, pp. 80-82). 

TABLE 2--Typical interference check. 

Potential Interferences Tested 

50 7o opacity 
12 7o carbon dioxide 
3 ~ water vapor 
2 7o carbon monoxide 
500 ppm sulfur dioxide 
500 ppm ammonia 
200 ppm nitrogen dioxide 

7000 ppm propane 
1000 ppm methane 
150 ppm ethylene 
107 ppm acetylene 
100 ppm formaldehyde 
59 ppm benzene 

cell. The instrument was spanned so that the minimum sensitivity was 0.5 
percent of scale, or 3.5-ppm NO. There was no instrument response from 
any of the items listed in Table 2. 

FieM Tests 

In these tests, data from an in situ NO analyzer operating on an oil- 
fired power plant was compared to the data from a series of wet chemical 
phenol disulfonic acid (PDS) tests according to ASTM Test for Oxides of 
Nitrogen in Gaseous Combustion Products (Phenol-Disulfonic Acid Pro- 
cedure) (D 1608-60). This is essentially the same test as the Environmental 
Protection Agency's (EPA) reference method, Method 7 [7]. Table 3 lists 
several comparisons of an average PDS result for three samples, each at 
three different points across the gas stream with the simultaneous in situ 

reading raw, at stack O~ and H20 vapor concentrations. 

TABLE 3--Average PDS and in situ NO analysis [4]. 

Load, Boiler 02, CO~, O~, H20, PDS, In situ, 
mW 7o ~o ~o 7o ppm ppm 

196 3.8/3.9 10.7 6.7 10.4 201 200 
183 4.0/4.0 10.3 7.2 8.3 171 175 
215 4.3/1.2 10.7 6.5 8.5 203 200 
210 4.5/2.5 11.0 6.4 9.5 219 210 
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TABLE 4---Detailed comparison of  individual and averaged PDS analyses with an in situ 
analysis [4]. 

Load: 195 mW, Fuel: Oil 
Boiler O~: East = 7.5%, West = 3.57o 

PDS Dry NOx, O~, PDS NO~, 
Sample ppm % 3 % O~, dry 

Point 1 A 173 8.2 243 
B 179 7.8 244 
C 174 7.7 246 

Point 2 A 221 6.8 280 
B 219 8.0 303 
C 216 7.2 282 

Point 3 A 172 7.8 234 
B 183 7.9 251 
C 188 6.8 238 

Avg PDS 258 ppm 

NOTE--In situ NOx reading at 3% 02, dry; assuming 5~o NOx is NO~ = 253 ppm. 

In some boilers or under certain operating conditions or both, consid- 
erable stratification is observed. Table 4 details the individual PDS read- 
ings for each sample at each location. It  is seen that a multipoint extractive 
analysis is necessary for opt imum correlation. The boiler was operated at 
block load for the duration of the test so as to ensure minimum changes 
during the test period. 

A more exhaustive comparison has been made, wherein a sampling 
system was constructed and installed through the roof  of a flue duct 
directly above the in situ analyzer optical path. The optical path was 12 ft. 
Fourteen equally spaced sampling probes, each with their own flowmeter 
and controller were installed, and both a composite reading and the aver- 
age of the individual points were recorded. Also, samples were extracted 
through the wall of the duct at three equally spaced points in the horizontal 
plane and 1 ft upstream of the in situ analyzer. The extracted samples were 
collected in 2-1itre round-bot tom flasks for PDS analysis, and then each 
point was read with a chemiluminescence analyzer set up and calibrated 
on the spot. Three series of tests were performed. The in situ and chemi- 
luminescence analyzers were field calibrated, and the first tests were run. 
The test data are listed in Table 5. The in situ instrument then operated 
completely unattended for 22 days. A second test was now run in the exact 
same mode as the previous test. The chemiluminescence analyzer was field 
calibrated prior to the test. These test results are listed in Table 6. A cali- 
bration check was then performed on the in situ analyzer, and a second 
series of identical tests were performed the same day. These data are shown 
in Table 7. 
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TABLE 5--Comparison of analytical techniques for boiler flue gas NOx measurements: 
accuracy directly after calibration of analyzers. 

NOx (Stack Conditions) 
ppm as Given By PDS Value, 7o 

PDS Chemi a In situ Chemi In situ 

A. Three-point 
horizontal traverse 227 . . .  221 . . .  97.4 

B. Fourteen-point 
vertical composite 223 213 221 95.5 99.1 

C. Fourteen individual 
points, averaged 226 219 221 96.9 97.8 

D. Three-Point 
horizontal traverse 234 . . .  221 . . .  94.4 

Chemi = chemiluminescence. 

TABLE 6--Comparison of analytical techniques for boiler flue gas NOx measurements: 
accuracy 22 days after calibration o f in  situ analyzer (instrument completely unaltered during 

this period). 

NO~ (Stack Conditions) 
ppm as Given By PDS Value, ~o 

PDS Chemi In situ Chemi In situ 

A. Three-point 
Horizontal traverse 193 213 196 110.4 101.5 

B. Fourteen-point 
vertical composite 200 214 196 107.0 98.0 

C. Fourteen individual 
points, averaged 195 220 196 112.8 100.5 

D. Three-point 
horizontal traverse 182 208 196 114.3 107.7 

TABLE 7--Comparison of analytical techniques for boiler flue gas NOx measurements: 
accuracy after calibration of analyzer (same day as for Table 6). 

NO~ (Stack Conditions) 
ppm as Given By PDS Value, 7o 

PDS Chemi In situ Chemi In situ 

A. Three-point 
horizontal traverse 182 

B. Fourteen-point 
vertical composite 189 

C. Fourteen individual 
points, averaged 193 

D. Three-point 
horizontal traverse 185 

204 196 112.1 107.7 

188 196 99.5 103.7 

217 196 112.4 101.6 

209 196 113.0 105.9 
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LORD ON EMISSION ANALYZER DATA I 1 7 

Summary 

Operating constraints of in situ analyzers have been explained, and a 
calibration technique has been tailored for these constraints. The calibra- 
tion procedure has been designed to meet the following objectives: 

I. Dynamic calibration of the entire system in the presence of the 
sample. 

2. Provide accurate data. 
3. Relative ease of performance. 
4. Allow for automatic calibration. 

Both laboratory and field comparison tests against other instrumental 
techniques and the EPA reference method shows that the accuracy can 
not only be within acceptable limits but also can be very high. 
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Statistical Implications of the Environmental 
Protection Agency Procedure for Evaluating 
the Accuracy of Sulfur Dioxide and Nitrogen 
Oxide Monitors of Stationary Sources 

REFERENCE: Reeves, J. B., "Statistical Implications of the Environmental 
Protection Agency Procedure for Evaluating the Accuracy of Sulfur Dioxide and 
Nitrogen Oxide Monitors of Stationary Sources," Calibration in Air Monitoring, 
ASTM STP 598, American Society for Testing and Materials, 1976, pp. 118-128. 

ABSTRACT: The statistical parameter identified in the Federal Register for 
evaluating the accuracy of monitoring systems of sulfur dioxide (SOs) and nitro- 
gen oxide (NO~) from stationary sources is the absolute value of the mean plus 
the 95 percent confidence interval for a set of test data. The test data are derived 
by differencing simultaneous measurements by the monitoring system and a refer- 
ence method. The probability that a system will fail the evaluation is a function 
of the mean and standard deviation of the errors in the system, the mean and 
standard deviation of the errors in the reference method, the number of data 
points used in the evaluation, and the acceptance level. An equation defining the 
probability of rejection is derived, and curves are presented showing this proba- 
bility when nine measurements are used in the evaluation. The influence of errors 
in the reference method on the probability of rejection are discussed. Data from the 
evaluation of SOs and NOx monitors at a power plant are presented and discussed 
briefly. 

KEY WORDS: calibration, monitors, evaluation, tests, standard deviation, 
electric power plants 

The U.S. Env i ronmen ta l  Protect ion Agency (EPA) has defined a pro- 
cedure for evaluat ing  ni t rogen oxide (NOx) and  sulfur dioxide (SO2) 
mon i to r ing  systems for s ta t ionary sources. The evaluat ion  of mon i to r ing  

system accuracy is based on a compar i son  of mon i to r ing  system measure-  
ments  with s imul taneous  measurements  by a reference method.  How well 
this compar i son  defines the accuracy of the mon i to r ing  system, of course, 
depends u p o n  how closely the reference method  measures the true po l lu tan t  

1 Research physicist, University of Dayton Research Institute, Dayton, Ohio 45469. 
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REEVES ON MONITORS OF STATIONARY SOURCES 1 19 

concentration. The ability to make a definitive decision to accept or reject 
the monitoring system based on its accuracy depends to some extent upon 
the repeatability of the reference method. The following paragraphs 
discuss the influence of these two aspects of a reference method (accuracy 
and repeatability) on the evaluation of NOx and SO~ monitoring systems. 
In the last section, results of the evaluation of NOx and S02 monitoring 
systems at a power plant are presented and discussed. 

Relationship Between Errors in the Reference Measurements and Errors in 
the Monitoring System Measurements 

The EPA procedure defined in the Federal Register 2 for evaluating the 
accuracy of an SO2 or NO~ monitoring system for a stationary source is 
based on a set of differences in simultaneous (or near simultaneous) 
measurements by a reference method and by the monitoring system. Both 
the reference measurement and the monitoring system may be in error 
from the true concentration at the time the measurements are taken. The 
measurements can be expressed as 

where 

XM~ 

XTi 
XR, 

eM~ 

XM i = XT  i "3[- eM~ 

XR~ = XT~ + eR, 

= measurement made by the monitoring system at time tl, 
= true concentration of the pollutant at time &, 
= measurement of the reference method at time t ,  
= error in the monitoring system measurement at time t ,  and 

eRi = error in the reference measurement at time ti. 

We will assume that the errors in the monitoring system and the reference 
method are distributed normally with means of UM and UR, respectively, 
and standard deviations of aM and aR, respectively. UM and UR can be either 
positive or negative and define the bias in the monitoring system and the 
reference method, aM and aR are positive quantities which define the degree 
of variation in the errors. If UM and UR were both zero, the monitoring 
system and the reference method would, on the average, yield the true 
pollutant concentration. If aM or an were zero, the monitoring system or 
the reference method, respectively, would yield the same value each time a 
given concentration is measured. In other words, aM and aR are a measure 
of the repeatability of the measurement method when the true concentra- 
tion does not change. 

2Federal Register, Vol. 39, No. 177, Part 2, Washington, D. C., 11 Sept. 1974, pp. 
32864-32869. 
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120 CALIBRATION IN AIR MONITORING 

The difference in the monitoring system measurement and the reference 
measurement at some time tl is 

d i=  XMi-- XR~ 

= X r ~  + eM, - -  ( X r ,  + eR,) 

= eMi - eRi 

The di's are distributed normally with a mean value, up, defined by the 
equation 

u p  = u ~  - uR ( 1 )  

The standard deviation of the differences is defined by the equation 

o~ = ( o ~  + o ' ~ )  1/~ (2) 

where the assumption has been made that the errors in the two measure- 
ment methods are independent. The quantities up and ~D can be estimated 
from n samples by the equations 

d = 1 ~ di (3) 
n i=1  

n ~ -- di 
So = i=1 n (4) 

where d is  an estimate of #o and SD is an estimate of CD. AS n increases 
without bound, E approaches •o and SD approaches CD. HOW close d is to 
UD is indicated by the confidence interval whose half width is defined as 

s/~ 
Cl1_~ = tl-~/2~.,-i x /n  (5) 

where tl-~,/~.,-1 is the t-statistic associated with the (1 - o0 X 100 percent 
confidence level and is a function of the degrees of freedom (n -- 1). For  
an a of 0.05, for example, one can be 95 percent confident that the true 
mean, t~D, lies between t t  - Cio.95 and d + Cio.95. The confidence interval 
decreases as n increases. 

The probability that a given monitoring system will pass the accuracy 
evaluation depends upon the errors in the reference method as well as on 
the errors in the monitoring system. In the next section, equations for 
evaluating these probabilities are derived. The influence of the errors in 
measurements by the reference method on these probabilities are then 
discussed. 
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REEVES ON MONITORS OF STATIONARY SOURCES 1 21 

Probability of Accepting or Rejecting a Monitoring System 

According to the EPA procedure, a monitoring system's accuracy is 
considered acceptable if 

[gl q- Cio.95 <_ K (6) 

where K is the acceptance level. (For NOx and SO2 monitors, K is 20 percent 
of the mean of the reference measurements.) A monitoring system will fail 
the evaluation if 

or if 

"1- Cio.95 > K 

d -  Cio.95 < - K  

If a monitoring system meets the acceptance criteria, one can be 95 percent 
confident that the true difference in the monitoring system and the ref- 
erence method is greater than - K  and less than +K.  

The probability that a monitoring system will fail the evaluation is 
dependent upon both up and aD. Figure 1 illustrates the situation when uo 
is positive. The solid, bell-shaped curve defines the frequency distribution 
of the population of differences in simultaneous measurements by the two 
methods. This distribution has a standard deviation of aD. The dashed, 
bell-shaped curve defines the distribution of estimates of the mean dif- 
ference. This distribution has a standard deviation of ~o/~/n .  Ninety-five 
percent of the estimates of uo will lie between ~o - Cio.95 and m~ + Cio.95. 

As can be observed from Fig. 1, as uo increases, the probability that 
dq-  Clom will be greater than K increases. Also (as long as up is less than 
K) the probability that d + Cio.95 will be greater than K increases as gD 
increases. 

The probability that a monitoring system will fail the evaluation can be 
calculated in the following manner. First, note that the probability that 
d + Cio.95 > K is the same as the probability that 

( d -  UD)X/n ( K -  UP -- Clo.95)x/n > 
so so 

Upon substituting the expression in Eq 5 for CIo.9~, the above probability 
becomes 

e I ( d -  u~,)v'-~ i x -  uo - to.,~,._~(so/v%]v/~ I 
> so j ( 

where P{ } denotes the probability that the statement within the brackets 
is true. The quantity (d - UD)X/n/SD is distributed according to the well- 
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REEVES ON MONITORS OF STATIONARY SOURCES 123 

known student's t-distribution. Therefore, the probability statement can 
be written as 

[ K -  #o - I 

where the subscript n - 1 is the degrees of freedom associated with the 
problem. The probability that t~_l will exceed any number can be calcu- 
lated by numerically integrating the probability density function for t,_l. 
A computer routine to perform this calculation is available in most sta- 
tistical program packages. The t,_~ probability distribution is a bell-shaped 
curve centered at zero. The probability that t,_~ will exceed a number 
decreases as the number increases. 

Following a similar line of development leads to the fact that the proba- 
bility that aT - CIo.9~ will be less than - K  is the same as 

{ [--K--#D-~-t~ 
P t,_~ < SD 

The probability (PR) that a monitoring system will be rejected is the sum 
of the probability that tt + CIo.9~ will be greater than K and the probability 
that d -  CIo.9~ will be less than - K .  That is 

where 

and 

PR = P+ q- P- (7) 

[ r -  - I P+ = P t,-1 > ~ } (8) 

p_ = p It._x < [ - -K--  t~D + to.975,.-l(SD/Vn)]~v/n } 
So (9) 

If the sum of P+ and P_ is greater than 1.0, the probability of rejecting the 
monitoring system is equal to 1.0. This occurs when the distribution of 
differences is so broad that the values of t7 which are small enough (or 
negative enough) to avoid failing the d + Cio.95 > K criteria are too small 
(or negative) to avoid failing the d - Cio.95 < K criteria. The probability 
that a monitoring system will be accepted is equal to 1 - Pn. The above 
equations define PR as a function of K, Up, SD, and n. The estimated 
standard deviation (SD) was used in computing PR rather than the true 
standard deviation (aD) in order to simplify the calculation. 

Probability of Rejecting NOx and SO2 Monitoring Systems 

According to the EPA procedure for evaluating the accuracy of NOx 
and SO2 stationary source monitoring systems, nine differences are used 
in computing d and Cio.95. The acceptance level (K) is equal to 20 percent 
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REEVES ON MONITORS OF STATIONARY SOURCES 125 

of the mean value of the nine reference measurements (-gn). Figure 2 shows 
curves of the probability of rejecting a monitoring system (PR) as a function 
of #o for various values of SD when n -- 9 and K = 20 percent. As can be 
seen from Fig. 2, PR is highly dependent upon SD. For an SD of 5 percent 
ofXn,  a monitoring system with a true mean difference between - 1 0  per- 
cent and + 10 percent of-~R is extremely likely to pass the accuracy evalua- 
tion. If #D is + 15 percent or - 1 5  percent, the monitoring system has a 
0.25 probability of being rejected. If ~zD is 20 or - 2 0  percent, the system 
has a 0.975 probability of being rejected. For an So of 15 percent, a moni- 
toring system with #D equal to zero would have a 0.13 probability of 
rejection. For an So of 20 percent, a monitoring system with ~D equal to 
zero would have a probability of 0.51 of being rejected. If So were as 
large as 30 percent, no monitoring system could pass the accuracy evaluation. 

The decision to accept or reject a monitoring system becomes more 
definitive as SD becomes smaller. That is, for smaller So's, the curve of PR 
rises more steeply from values of #o at which a system is very likely to be 
accepted, to #o's at which a system is very likely to be rejected. As SD 
becomes larger, the slope of the curve in the transition range becomes 
less so that there is a broader band of #D's at which the decision to reject 
or accept a system could very well change if the evaluation were repeated. 

Influence of  Errors in the Reference Method on the Probability of Rejection 

Equation 1 gives the relationship between/~D and the mean error in the 
reference method (b~R) as  

According to this equation, #R can make #D larger or smaller than #M. If 
#R is of the opposite sign of #M, the magnitude of #o will be larger than the 
magnitude of gM, and the monitoring system will have a greater probability 
of being rejected than if #R were zero. Similarly, if #R is of the same sign 
as #M, the magnitude of #o will be smaller than the magnitude of #M, and 
the monitoring system will have a lesser probability of being rejected than 
if #R were zero. The larger the magnitude of #a, the greater the potential for 
an evaluator to make the wrong decision in accepting or rejecting a monitor- 
ing system. That is, there will be greater potential for the evaluator to 
accept a system which should be rejected (based on the value of #M) and to 
reject a system which should be accepted (again, based on the value of #M). 

Equation 2 gives the relationship between ~D and the repeatability of the 
reference method as characterized by en as 

~rD = (~M 2 + ~R2) 112 

When evaluating SO.o monitors, ~R is the standard deviation of the distri- 
bution of errors in EPA Method 6. When evaluating NOx monitors, ~n is 
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126 CALIBRATION IN AIR MONITORING 

the standard deviation of errors in reference values which are the average 
of three near simultaneous measurements by EPA Method 7. In this latter 
case, an is equal to aRT/~/-3 where aR7 is the standard deviation of the 
distribution of errors in EPA Method 7. According to the foregoing 
equation, as an increases, aD increases and thus so do estimates (S~) ofaD. 
Any nonzero value of aR will tend to make the decision to accept or reject a 
system less definitive. The larger the value of an, the more uncertain the 
evaluator will be in knowing whether or not his decision is correct. If an is 
large, the value of aD will be large no matter how small au  is. In this case, 
the acceptance level K must be large, or no monitoring systems are likely 
to be accepted even if uu and au  are zero. For  a K of 20 percent, a value of 
a~ as high as 25 percent would mean that no system is likely to be accepted. 

Results of the Evaluation of SOz and NO~ Monitoring Systems at an Electric 
Power Station 

EPA personnel conducted tests at the Duke Power Company Generating 
Station in Charlotte, North Carolina, during 1973 to evaluate a number of 
SO2 and NOx monitoring systems. 3,4 These data have been used to calculate 
values for d-, SD, and I dl + CIo95 based on nine pairs of measurements. 
The results are presented here to provide an indication of the magnitude 
of SD that might be expected for such monitors. EPA Method 6 was used as 
a reference with SOz monitors, and Method 7 was used with NOx monitors. 

Table 1 shows the results for eight evaluations involving three SOz 
monitoring systems. As can be seen, System A passed the evaluation two 
out of three times, System B passed three out of three times, and System C 
failed two out of two times. The values of SD ranged from 1.6 to 20.4 
percent of the mean reference value, with several values occurring around 
12 percent. If 12 percent is a typical value of So for SOs monitors, the 
EPA procedure for evaluating such monitors appears reasonable based on 
the curves in Fig. 1. The values of SD in Table 1 suggest that the value ofaR 
for Method 6 is less than 12 percent Of XR when XR is near 500 ppm. 

Table 2 shows the results of nine evaluations involving four NOx moni- 
tors. The EPA procedure for NOx monitors was not followed in these 
evaluations in that only one reference measurement was used in computing 
each d~, rather than the average of three reference measurements. As can be 
seen from the table, none of the systems satisfied the condition I dj -q- 
CI9.95 < 20 percent when this procedure was used. The values of SD were 
all in the neighborhood of 45 percent of the mean reference value. How 
much of this is due to variability in the monitoring system and how much 
is due to variability in Method 7 is unknown. However, one experiment 

3 Homolaya, J. B., Science o f  the Total Environment, Vol. 3, 1975, pp. 349-362. 
4 A report on the NOx data is in preparation by Michael Barnes of the Chemistry and 

Physics Laboratory, Research Triangle Park, N. C. 27711. 
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REEVES ON MONITORS OF STATIONARY SOURCE5 1 2 7  

TABLE 1--Accuracy of S02 monitoring systems using nine measurements. 

C1, SD, Clo.gs, 131 + Clo.9s, s 
XR, 7o XR, 7o )(n, 7o s ~o ppm 

System A: 
Test 1 10.9 1.6 1.2 12.1 478.8 
Test 2 25.4 20.4 15.7 41.1 498.4 
Test 3 7.4 10.4 8.0 15.4 576.2 

System B: 
Test 1 - 8 . 2  2.5 1.9 10.1 475.7 
Test 2 7.4 13.3 10.2 17.6 511.0 
Test 3 - 1 . 8  10.3 7.9 9.7 579.9 

System C: 
Test 1 37.4 13.9 10.7 48.1 511.0 
Test 2 24.1 12.7 9.8 33.9 579.9 

indicated that the majority is due to variability in the reference method. 
Eleven reference measurements were taken in a 15 min period and their 
variability compared to the variability in three monitoring systems during 
the same period. The standard deviation for Method 7 was 22 percent of 
the mean reference value (381 ppm), while the standard deviations for the 
monitoring systems were near 1 percent. It is not likely that the NOx con- 
centration in the stack gas changed much during the 15 rain period. The 
fact that the eleven measurements were made in a short period of time 

TABLE 2--Accuracy of NOx monitoring systems using nine measurements. ~ 

(t, SD, C1o.95, lcll + Clo.gs, fCn, 
XR, ~o XR, 7o XR, ~o XR, ~o ppm 

System A: 
Test i -26 .1  42.4 32.6 58.7 306.6 
Test 2 2.1 46.1 35.4 37.5 194.9 

System B: 
Test 1 --15.5 40.6 31.2 46.7 241.9 
Test 2 - 16.5 55.2 42,4 58.9 230. l 
Test 3 21.8 45.8 35.2 57.0 275.4 

System C: 
Test 1 - 22.6 46.3 35.6 58.2 257.5 
Test 2 - 29.9 50.7 39.0 68.9 240.9 
Test 3 13.1 45.8 35.2 48.3 275.3 

System D: 
Test 1 - 18.5 45.4 34.9 53.4 275.3 

a Single measurements by Method 7 were used as a reference rather than the average of 
three measurements called for in the EPA procedure. 
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] 28  CALIBRATION IN AIR MONITORING 

favors the continuous monitoring systems as far as a repeatability evalua- 
tion is concerned. If the measurements were made on the same concentra- 
tion but with some variation in the concentration between measurements, 
the continuous systems might have shown more variability. A standard 
deviation of 22 percent in Method 7 suggests a standard deviation of 22 
percent/~r or 13 percent for the reference values used in the evaluation 
of NOx monitoring systems when averages of three measurements are 
compared with the monitoring system readings. Judging from the values 
of Sv in Table 2, one might suspect that the variability in Method 7 is 
greater than 22 percent. If aR were 22 percent, the value of ~M would have 
to have been 39 percent in order for ao to be 45 percent, as the estimates 
indicate. 

Due to the potential for human error, manual reference methods such 
as Methods 6 and 7 may contribute more to the variability in the differences 
found in evaluating the accuracy of monitoring systems than do the systems 
themselves. Reducing this variability would reduce the uncertainty in the 
decision to accept or reject a system. The variability in Method 7 may be 
too large for this method to serve as a reference with reasonable proba- 
bilities of accepting "good" systems. 
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ABSTRACT: In 1973 it was learned that measurements of oxidants by the Los 
Angeles Air Pollution Control District (LAAPCD) were about 30 percent lower 
than measurements by the California Air Resources Board (ARB) and that the 
discrepancy was due to differences in the calibration methods of the two agencies. 
To resolve this problem, the ARB appointed an Oxidant Calibration Committee 
for the purpose of evaluating the accuracy of the different agency calibration 
procedures. 

The committee selected ultraviolet absorption photometry as the reference 
method for ozone measurement, lnteragency comparisons of the various iodo- 
metric methods were conducted relative to the ultraviolet standard. The tests 
included versions of the iodometric methods as employed by ARB, LAAPCD, 
and the Environmental Protection Agency (EPA). An alternative candidate refer- 
ence method for ozone measurement, gas phase titration, was also included in the 
test series. 

Under the conditions of these tests, which were considered to be representative 
of procedures employed by the California agencies, the ARB method read high 
by 25 to 30 percent, and the LAAPCD method read low by about 4 percent. The 
EPA method, which is similar to the ARB method, also read high. The gas phase 
titration results were about 9 percent higher than the reference ultraviolet standard. 

Based on the results of these tests and other considerations, the committee has 
recommended that future ozone calibration procedures in the State of California 
be referenced to an ultraviolet standard. 
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132 CALIBRATION IN AIR MONITORING 

Both the California Air Resources Board (ARB) and the Los Angeles Air 
Pollution Control District (LAAPCD) have used continuous recording 
oxidant monitors for ozone measurements. However, the instruments were 
calibrated by slightly different iodometrie procedures which were developed 
independently by each agency. 

In 1973, it was learned that the iodometric methods used by the ARB 
and the APCD for calibration of ozone monitors were not equivalent. To 
resolve this problem, the ARB appointed an ad hoc Oxidant Measurement 
Committee and charged it with the responsibility to determine the accuracy 
of the various agency procedures, to recommend an accurate method for 
future use by all California agencies, and to provide for continuity of data 
by relating past methods to future methods. 

After studying previous literature reports on the subject of ozone (Oa) 
analysis, it was determined by the committee that additional interagency 
comparisons with respect to an acceptable primary standard would be 
required. A series of tests was conducted at the ARB laboratories in 
E1 Monte, California, during the period 21 Oct. to 1 Nov. 1974. Partici- 
pating agencies were the ARB, APCD, and the Environmental Protection 
Agency (EPA). Based on the results of the E1 Monte tests and other con- 
siderations, the committee submitted a final report of findings and recom- 
mendations to the ARB on 20 Feb. 1975 [1]. 6 

The present paper is concerned with the question of the absolute accuracy 
of the agency calibration methods, based primarily on the results of the 
E1 Monte tests. Additional information and considerations used by the 
Oxidant Committee in evaluating the iodometric procedures can be found 
elsewhere [1]. 

Method 

Absolute Calibration of the Ozone Stream 

In order to define the absolute (correct) concentration of ozone against 
which to evaluate the various methods, a primary standard was required. 
The primary standard used in this work was ultraviolet (UV) absorption 
photometry. According to the photometric method, the 03 concentration, 
c, is given by the equation 

106T 
c(ppm) - 273PK~/log Io/L 

where 

T = temperature, K; 
P = total pressure, atm; 

6 The  italic number s  in brackets refer to the  list o f  references appended  to this paper. 
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k = extinction coefficient of ozone, base 10, units cm -1 atm -1 stan- 
dard temperature and pressure (STP); 

l = path length, cm; 
Io = incident intensity; 
It = transmitted intensity; and 

ppm = parts per million. 

The extinction coefficient used in this work, 135 cm -~ atm -~ at 2537 .A, is 
in agreement with results from the independent studies of Inn and Tanaka 
[2], Hearn [3], DeMore and Raper [4], Griggs [5], and most recently 
Becker, Schurath, and Seitz [6]. 

A one-meter photometric cell at the Jet Propulsion Laboratory (JPL) 
served as a primary photometric standard. As described next, this standard 
was certified by comparison with similar apparatus at the National Environ- 
mental Research Center, Las Vegas (NERC/LV).  

For purposes of portability during the actual tests, an O~ meter (Dasibi 
Model 1003-AH), which also is based on absorption photometry, was used 
as a secondary standard. The principle of operation of the Dasibi (DAS) 
instrument has been described by Behl [7] and by Bowman and Horak [8]. 
Evaluation of the instrument has been described by DeVera, Jeung, and 
Imada [9]. 

The ozone concentration as measured by the DAS O~ meter is in principle 
given by the equation 

22.4T S 
c(ppm) = k ~  In S ~  

where 

T = temperature, K; 
S = span setting of instrument; 
R = instrument reading; 
k = extinction coefficient of ozone, base 10, units cm -~ atm -1 (STP); and 
P = pressure, atm. 

At low 03 concentrations (R small compared to S), the foregoing ex- 
pression can be simplified as follows 

22.4T R 
c(ppm) - X - -  

kP S 

The quantity 22.4T/kP is the theoretical absolute span setting of the 
instrument. For the condition S = 22.4T/kP, the readout R should equal 
the true 03 concentration, c(ppm). In practice, calibration against the 
primary laboratory photometer is required for maximum accuracy. For this 
purpose, the DAS instruments were first adjusted to the theoretical span 
setting for the ambient conditions of temperature and pressure. The tem- 
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134 CALIBRATION IN AIR MONITORING 

perature was taken as the measured temperature of the exit gas from the 
instrument. 

The readings were then compared with measurements from the JPL 
one-meter photometric cell taken from a common stream of ozonized air. 
The air was ambient room air which was passed through a charcoal filter 
but not dried. 

The data, Table 1, were taken on three separate days. The data are 
plotted in Fig. 1. The linear regression equation is 

(O3)abs UV = 1.054(O3)DAS + 0.028 

Thus, for test ozone concentrations measured by this instrument, the 
corresponding absolute 03 concentrations as measured by the laboratory 
photometer could be obtained from the foregoing expression. 

To corroborate the JPL calibration and to verify portability of the 
instrument calibration, the same 03 meter was transported to the 
NERC/LV. Through the generous cooperation of that agency, the in- 

TABLE I--DAS calibration data: comparison of DAS with JPL photometer. 

DAS Reading, Photometer Reading, 
ppm ppm 

12 Oct. 1974 

0.434 0.485 
0.435 0.485 
0.843 0.899 
0.844 0.895 
0.845 0.941 
0.850 0.913 
0.850 0.900 
0.848 0.908 
0.841 0.908 

20 Oct. 1974 

0.841 0.915 
0.835 0.906 
0. 836 0. 940 
0.835 0.915 
0. 256 0. 305 
0. 257 0. 294 

26 Oct. 1974 

0. 221 0. 261 
0. 221 0. 256 
0.225 0.263 
0.223 0.259 
0. 579 0. 649 
0. 578 0. 647 
0. 849 0.946 
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FIG. 1--DAS calibration data. 
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strument was compared there with ozone measurements made by the 
NERC/LV photometric apparatus. The latter is similar in principle to the 
JPL equipment but differs somewhat in detail. The results of this com- 
parison are shown in Table 2 and Fig. 2. The excellent agreement obtained 
supports the basic accuracy of the photometric calibration and serves to 
demonstrate that the DAS instrument can be transported from one labora- 
tory to another without loss of calibration. 

Ozone Measurements by Gas Phase Titration 

At the request of the EPA, an alternative candidate procedure for 
absolute 03 measurement, called gas phase titration (GPT) [10], was also 
employed in the E1 Monte tests. Since this method is considered by the 
committee to be less well-established than UV photometry, the latter was 
selected as the preferred primary standard. 

Experimental Arrangements in the El Monte Tests 

The study protocol is presented in Table 3.03 was generated and supplied 
at various concentrations to a common glass manifold from which the 

TABLE 2--Calibrated JPL DAS compared to NERC/L V photometer (15 Oct. 1974). 

Calibrated DAS (JPL), Photometer (NERC/LV), 
ppm ppm 

1.175 1.215 4-0.018 
1.010 0.983 4-0.031 
0.848 0.851 4-0.021 
0.695 0.672 =k0.02 
0.691 0 .684- t -0 .02  
0.530 0.531 4-0.017 
0.374 0 . 3 6 4 4 - 0 . 0 1 8  
0.222 0 . 2 1 0 i 0 . 0 2  

C o p y r i g h t  b y  A S T M  I n t ' l  ( a l l  r i g h t s  r e s e r v e d ) ;  F r i  J a n   1  2 3 : 3 1 : 1 8  E S T  2 0 1 6
D o w n l o a d e d / p r i n t e d  b y
U n i v e r s i t y  o f  W a s h i n g t o n  ( U n i v e r s i t y  o f  W a s h i n g t o n )  p u r s u a n t  t o  L i c e n s e  A g r e e m e n t .  N o  f u r t h e r  r e p r o d u c t i o n s  a u t h o r i z e d .
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FIG. 2--Comparison of calibrated DAS (JPL) with NERC/LV photometer. 

three agency teams could sample identical concentrations. Each agency 
provided experienced personnel to conduct its own standard procedure. 
Simultaneously with the agency measurements, the 03 stream was sampled 
with the DAS 03 monitor to determine the absolute levels. 

During the experiment, purified air (Liquid Carbonic l-A cylinder) was 
supplied through a humidifier to a modified calibrator (Monitor Labs 8500) 
which generated 03. Humidification was employed because the normal 
ARB and LAAPCD methods employ air of ambient humidity, and it was 
considered important to duplicate the normal procedures in every reason- 
able detail. As later revealed [1], humidity is in fact an important variable 
in the iodometric method, although not in the UV method. The 03 stream 
then entered a glass manifold containing eight sampling ports and an 
exhaust port. The system is illustrated in Fig. 3. A 3000:ml round-bottom 
flask was used as the humidifier. The relative humidity used was 40 to 60 
percent. All connections between system components were made with 
Teflon tubing. The manifold contained eight equally spaced sampling ports, 
each facing in the downstream direction of the flow. Additional tests of air 
purity which were conducted are described elsewhere [1]. 

The essential features of the respective agency procedures are sum- 
marized next. Detailed descriptions are available [1]. 

ARB Procedure--The ARB reference procedure for ozone uses a 2 
percent neutral buffered potassium iodide (KI) reagent. The air sample to 
be analyzed is drawn through the reagent in a midget impinger, and O8 
present in the sample air liberates iodine 02) from the iodide reagent. The 
quantity of I2 liberated is determined using a spectrophotometer which has 
been calibrated by I2 reagent standardized with sodium thiosulfate 
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TABLE 3--Study protocol matrix. ~ 

Test No. LAAPCD ARB EPA 

1 A-10 B-10 C-10 
2 A-40 B-40 C-40 
3 A-00 B-00 C-00 
4 A-60 B-60 C-60 
5 A-20 B-20 C-20 
6 A-80 B-80 C-80 

7 A-40 B-40 C-40 
8 A-80 B-80 C-80 
9 A-20 B-20 C-20 

10 A-00 B-00 C-00 
11 A-60 B-60 C-60 
12 A-10 B-10 C-10 

13 A-00 B-00 C-00 
14 A-10 B-10 C-10 
15 A-40 B-40 C-40 
16 A-60 B-60 C-60 
17 A-20 B-20 C-20 
18 A-80 B-80 C-80 

Protocol Notes: 

1. Capital letters designate the agency-operated procedure to be used in the com- 
parison study. 

A = LAAPCD procedure. 
B = ARB procedure. 
C = EPA procedure. 

2. Numbers represent the nominal concentrations, in parts per hundred million, of 
03 in air to be simultaneously sampled from a common manifold. 

(Na2S200 solution which, in turn, has been standardized against primary 
grade potassium biiodate (KI~OD. 

EPA Procedure--The EPA reference procedure for 03 is similar to the 
ARB procedure except that the EPA procedure uses a 1 percent neutral 
buffered KI reagent and the I2 solution is standardized with primary 
standard grade arsenious oxide. 

APCD Procedure--The APCD reference procedure for 03 uses a 2 
percent unbuffered KI reagent. The air sample to be analyzed is drawn 
through the reagent in an impinger of APCD design, and 03 present in the 
sample air liberates I2 from the iodide reagent. The quantity of Is liberated 
is determined by titrating the reagent with Na~S203 solution. The Na2S203 
used in the titration is standardized with potassium dichromate (K2Cr2OT) 
solution. The procedure utilized by the APCD was modified in January 
1974 to include the use of dry ice in the standardization of the dilute 
Na2S203 in order to improve the precision of the titrations. 
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TABLE 4.--Summary of interagency comparisons: Oa concentrations in parts per million. 

Test No. UV Monitor ARB LAAPCD EPA 

1 0.117 0.147 0.053 0.120 
2 0.411 0.510 0.360 0.475 
3 0.000 0.001 0.000 0.000 
4 0.614 0.761 0.543 0.728 
5 0.219 0.276 0.246 0.244 
6 0.771 0.962 0.715 0.936 
7 0.337 0.433 0.290 0.386 
8 0.654 0.862 0.609 0.779 
9 0.181 0.230 0.147 0.194 

10 0.507 0.634 0.429 0.603 
I1 0.102 0.127 0.062 0.098 
12 0.000 0.002 0.000 0.011 
13 0.000 0.002 0.000 0.002 
14 0.106 0.138 0.069 0.094 
15 0.345 0.459 0.277 0.355 
16 0.507 0.650 0.450 0.580 
17 0.179 0.217 0.135 0.190 
18 0.659 0.898 0.606 0.780 

Results 

03 measurements obtained by the various agency procedures are shown 
in Table 4, along with the absolute measurements as obtained with the 
calibrated DAS instrument. 

The EPA GPT procedure yielded results which were higher than the 
DAS measurements. Figure 4 shows a plot of these data. The linear 
regression equation is 

(O3)GPT = 1.09(O~)abs UV - 0.003 

r 

I[ 

.e 

�9 L09 (03 )DABIB I -  .003 

A / STANDARD ERROR, 0.008 

/ .2 

O ' ' i f i , , , i i 
.2 .4 .6 .8 I.O 

% {ppm) CALIBRATED DASIBI 

FIG. 4--Comparison of calibrated DAS with GPT, 
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FIG. 5--Cornparison of calibrated D,4S with ARB KI results. 

The data obtained by the various agency procedures are plotted in 
Figs. 5, 6, and 7. The linear regression equations are 

(O3)ARB = 1.29(O~)abs UV - 0.005 

(O3)EPA = 1.24(O3)abs UV - 0.035 

(OOAPCD = 0.96(O3)abs UV - 0.032 

Discussion 

The principal objective of this study has been to determine the accuracy 
of O~ calibration procedures used by the ARB and the LAAPCD. The 
EPA procedure was included because it is similar to the ARB procedure 
and provides a useful point of comparison. There was no intention to make 
a general evaluation of  the iodometric method, but rather to compare the 
actual versions of the methods used by the respective agencies with an 

�9 8 i 

~" .6! ua  

.,-r O3)EPA = 1.24(03)dp L -0.035 

~" ,4' . STANDARD ERROR =.013 

, �9 L . . . . . .  i i 

0 .2 ~. .6 .8 1.0 

03 (ppm), CALIBRATED DASIBI 

F I G .  6--Comparison of calibrated DAS (JPL) with EPA KI results. 
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.4 _ STAI~DARD ERROR =.023 
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F I G .  7--Comparison of calibrated DAS with APCD results. 

absolute standard. The procedures were conducted by representatives of 
the individual agencies, using their own apparatus and chemical reagents. 

A major difference between the methods is that the ARB and EPA 
procedures employ neutral buffered KI solutions, whereas the LAAPCD 
solutions are unbuffered. The results obtained indicate that under the 
conditions of this test the neutral buffered versions (ARB and EPA) read 
about 25 to 30 percent high with respect to the primary standard. This 
implies that the I2 released is greater than the stoichiometric amount given 
by the equation 

O.~ + 2I- + H20 ~ I2 + 02 + 20H- 

Excess I~ release in the neutral buffered analysis, relative to UV photo- 
metric measurements, has been previously reported [11], as have dis- 
cordant results between the EPA KI procedure and UV photometry [12]. 

The unbuffered KI method used by the LAAPCD appears to show 
approximately 1:1 stoichiometry, at least at relatively high 03 concentra- 
tions. Both the LAAPCD and EPA results showed a negative intercept 
relative to the UV standard. The reason for this is not known with certainty 
but may be due to an impurity in the KI solutions which consumes 03 
with no concurrent I2 release. 

The negative intercept caused the LAAPCD calibration method to read 
low at low 03 levels. The EPA readings, being intrinsically high, were 
brought more nearly into agreement with the UV readings at low 03 levels 
because of the negative intercept. 

It is known that all the iodometric methods are sensitive to relatively 
minor changes in technique [1,12]. Thus, the foregoing results cannot be 
expected to hold in a quantitative sense for all applications of iodometric 
03 analysis. For example, the negative intercepts observed in some cases 
are not necessarily intrinsic properties of those methods. Also, the presence 
of humidity is now known to be a significant factor [1]. 
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The accuracy of the present evaluation depends on the reliability of the 
photometric method which was used as the standard of reference. The 
general principle of absorption photometry is well established, and the 
specific application to O~ analysis should be straightforward, provided that 
the 03 extinction coefficient is known accurately at the wavelength of 
analysis, 254 nm. Five separate measurements of this quantity [2-6] have 
agreed to within better than 2 percent. In three of these measurements 
[2,5,6] the 03 concentrations were determined manometrically. In the 
other two [3,4] the concentration measurement was based on the stoichi- 
ometry of 03 decomposition 

03 -~ 3/20~ 

The consistency of results obtained by these two independent methods, each 
used by more than one investigator, provides compelling evidence that the 
ozone extinction coefficient is accurately known. 

The measurements of Becker et al [6] are particularly significant in 
connection with the reliability of the extinction coefficient, because the O3 
concentration was in the parts per million range and was about l03 times 
lower than that used in the other measurements. The good agreement 
obtained tends to indicate that there is no dependence of the extinction 
coefficient on concentration. 

As discussed previously in the Methods section, the actual test measure- 
ments of 03 concentration were made with a secondary standard, the 
calibrated DAS instrument. The assumption that the secondary standard 
was correctly calibrated was tested, as previously discussed, by comparison 
with the NERC/LV photometer (Fig. 2), and later by comparison with an 
independent photometric apparatus at the Statewide Air Pollution Research 
Center, University of California, Riverside. In both cases the agreement 
was excellent. The DAS calibration was also rechecked against the JPL 
photometer immediately following the E1 Monte tests. In no case was 
evidence obtained for loss of calibration upon transportation of the DAS 
instrument. A number of tests have shown that the DAS readings are not 
humidity dependent. 

As shown in Fig. 4, the GPT results were consistently 9 percent higher 
than those obtained from the DAS instrument. This discrepancy is greater 
than the known error of either method, and the source is not known at 
the present time. 

The essential conclusions of this study have been that the neutral buffered 
version of the KI analysis as used by the ARB reads about 29 percent high 
compared to the UV photometric determination, and that the unbuffered 
version as used by the LAAPCD is more nearly correct. None of the 
methods tested showed good accuracy over the range of 03 concentrations 
relevant to air pollution monitoring. For these and other reasons the 
Committee recommended that oxidant analyzers in California should be 
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calibrated by the UV photometric method rather than the iodometric 
method. At the May 1975 meeting of the ARB this recommendation was 
accepted. 
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ABSTRACT: A continuous colorimetric method for measurement of nitrogen 
dioxide (NO2) in ambient air, which uses Saitzman type absorbing solutions, 
was evaluated and then subjected to a collaborative test. 

The evaluation shows that dynamic calibration is required to obtain reliable 
results. Static calibration is not reliable. The method write-up specifies dynamic 
calibration. 

The collaborative test was carried out by having ten collaborators sample 
ambient air and the same ambient air spiked with a reliable source of NO2 for 
four days at a common site in Kansas City, Missouri; NO2 concentrations of 50 
to 370 ug/m a were sampled. 

The results show that, based on 1-h avg concentrations, the within-laboratory 
standard deviation is 6 percent of the concentration over the range 90 to 370-~g 
NO2/m a, and the between-laboratory standard deviation is 14 percent of the 
concentration over the same range. The results also show that the method has a 
significant positive bias. This bias cannot be accurately quantitated because 
different collaborators give widely different biases, that is, the bias is collab- 
orator dependent. The "average" bias ranges from ~3  to ~15 percent of the 
NO2 concentration over the just mentioned range. 

The lower detectable limit of the method is 19 ~g/m 3. 
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On 14 July 1972, the U.S. Environmental Protection Agency (EPA) 
withdrew the EPA promulgated [1] 3 reference method for measuring 
atmospheric concentrations of nitrogen dioxide (NO2) because of demon- 
strated inadequacies in the procedure [2,3]. After the withdrawal, EPA 
selected five candidate procedures to replace the original method: a con- 
tinuous colorimetric (Saltzman) procedure, a continuous chemiluminescence 
procedure, a manual arsenite procedure, a manual triethanolamine- 
quaiacol-sulfite procedure, and a manual triethanolamine procedure. 

This work describes an evaluation of the continuous colorimetric 
method to determine its reliability. 

The first phase of the work was a laboratory investigation to develop 
specifications and procedures for the use of the method and the corporation 
of these results in a detailed method write-up describing the proper use of 
the method. This method was then subjected to a collaborative test to 
determine its bias and precision in the hands of a group of typical users. 

Experimental Procedure 

Laboratory Evaluation 

Two air monitors (Technicon IV) 4 were used. The plumbing (air and 
solution flow rates) of one was modified to allow use of the Saltzman 
absorbing solution. The other instrument was not modified and was used 
with the Lyshkow absorbing solution, for which the Technicon IV was 
designed. The Saltzman absorbing solution contains 0.5 percent sulfanilie 
acid, 5.0 percent acetic acid, and 0.005 percent N-(1-Naphthyl)-ethylenedi- 
amine dihydrochloride (NEDA). The Lyshkow absorbing solution contains 
0.15 percent sulfanilamide, 1.5 percent tartaric acid, 0.005 percent NEDA, 
and 0.005 percent 2-naphthol-3,6-disulfonic acid disodium salt. 

The operating procedures recommended by the manufacturer were 
followed in using the instruments. 

Dynamic instrument calibration was accomplished using atmospheres 
generated from a National Bureau of Standards (NBS) permeation device 
(prototype of Standard Reference Material 1629) and known amounts of 
clean dilution air. Static calibration was carried out using sodium nitrite 
(NaNO2) solutions and a stoichiometric factor of 0.72-mol NO~/mol 
NO2 [4]. 

Collaborative Test 

This was carried out at a common site in rural Kansas City, Missouri, 
using the sampling system shown in Fig. 1. Incoming ambient air was split 
into a spiked and unspiked line with a sampling manifold at the end of 

The italic numbers in brackets refer to the list of references appended to this paper. 
4 Mention of commercial trade names does not imply endorsement by the Environmental 

Protection Agency. 
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FIG. 1--NO~ sampling system. 

each line. The spike was generated by adding known amounts of NO~ at a 
constant rate over a 24-h period from permeation devices (same as just 
mentioned) maintained at 25.1 4- 0.1~ Since the spike concentration of 
NO~ was used as the standard against which bias was determined, its 
integrity had to be established. Teflon parts were used downstream from 
the injection of the spike, to minimize loss of NO2 to the walls, and a high- 
constant flow rate, 60 litre/min of ambient air, was maintained through the 
spiked line. The high flow rate and consequent short NO2 residence time 
minimizes loss of NO2 by reaction with water vapor and allows an ample 
excess of sample over that being taken by the collaborators. 

The integrity of the spike was checked before and during the test by 
monitoring the NO~ concentration in the spiked and unspiked manifold 
with a NO~ chemiluminescent monitor (Bendix), as shown in Fig. 1. The 
difference in NO~ concentration between the spiked and unspiked mani- 
folds was within 5 ~g/m B (limit of instrument sensitivity) of that predicted 
by the gravimetric permeation rate and the air volume. Therefore, the 
latter data were used to determine the spike values. 

Additional details on the laboratory evaluation [5] and the collaborative 
test [6] can be found in the referenced reports. 

Discussion 

Laboratory Evaluation 

Continuous colorimetric methods for measuring NO2 are based on 
absorption of NO~ from the air into an acid solution containing a dia- 
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zonium salt precursor and a coupling agent. A dye is produced, and the 
color intensity, which is directly proportional to the NO2 concentration, 
is measured in a colorimeter. The resulting electrical signal is then trans- 
mitted to a recorder where the concentration is determined from the 
recorder chart and the calibration curve. 

Users of continuous colorimetric methodology for NO2 measurements 
indicate that both the modified Saltzman [7] and Lyshkow [8,9] absorbing 
solutions are being used. Accordingly, both were included in this evaluation. 

Because it would have been prohibitive from a time-cost standpoint to 
evaluate all of the available continuous colorimetric instruments with the 
two absorbing solutions, we used one rather popular instrument, the 
Technicon IV. An accurate calibration of any method is, of course, ex- 
tremely important. Dynamic procedures are preferred generally over 
static ones, because the former simulates actual use conditions, whereas, 
the latter does not. Both procedures are in use, however, with continuous 
colorimetric methods for NO2. Because Technicon recommends static 
calibration [10], it was decided to compare static calibration with an 
accurate dynamic procedure as a reference. 

A reliable NO2 permeation device was used as the basis for dynamic 
calibration, against which the results of the static calibration were com- 
pared. The experiments involved calibrating an instrument by both dy- 
namic and static procedures, as described in the experimental procedure. 
Both modified Saltzman and Lyshkow absorbing solutions were used. 
The millivolt response was plotted against NO2 concentration for the 
dynamic and static procedures, and the data were fitted to a straight line 
by the method of least squares. A typical result is shown in Fig. 2 for the 
Lyshkow absorbing solution. 

The results show that, with both absorbing solutions, the slopes of the 
static calibration curves were significantly different from those obtained by 
dynamic calibration. The dynamic slope in Fig. 2 is 15 percent less than 
the static slope. A repeat of this experiment using a different Technicon IV 
instrument showed a slope difference of twice the first value ( -31 percent). 

In the experiments with the modified Saltzman absorbing solution, 
where yet another Technicon IV instrument was used, the dynamic slope 
was 17 percent greater than the static slope. Thus, the foregoing relation- 
ship of the slopes has been reversed. 

All of these results suggest that differences in dynamic and static cali- 
brations can depend on individual instrument design. Accordingly, dynamic 
calibration using a reliable NO2 source was specified as the calibration 
procedure in the method write-up. 

No laboratory experiments were carried out to determine chemical 
interferences in this method, because considerable work had already been 
done. The main interferent is ozone (O~). Baumgardner et al [11] quanti- 
tated the 03 interference and found it to depend on the O3/NO~ ratio. 
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FIG. 2--Comparison of dynamic and static calibration using Lyshkow absorbing solution. 

The method write-up developed as a result of this work was then 
subjected to a collaborative test. 

Collaborative Test 

Collaborative testing has long been recognized as an effective way of 
determining the statistical limits of error inherent in an analytical method 
[12]. To provide useful information on the performance of a method, an 
adequate number of test participants who are representative of the average 
user community using the method, should be selected. Ten volunteer 
collaborators from nine 5 organizations were selected to participate in the 
test. The selection was based primarily on past experience in use of the 
method, ability to furnish equipment necessary to perform the test in 
accordance with the method, and type of organization. Nine of the col- 
laborators selected were from state and local organizations, and one was 
from an industrial laboratory. The collaborators and their affiliations are 
listed in the Acknowledgment section; they are referred to subsequently as 
collaborators A through J to maintain anonymity. 

The test involved sampling ambient air and the same air spiked with NO2 
for four days at the common site. Spikes of approximately 50, I00, 200, 
and 300-ug NO~/m a were added (one level per day) over a 24-h period 

5 One organization provided two collaborators, each of whom had his own equipment 
and worked independently of the other. 
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to obtain typical ambient NO~ concentrations. The ambient NO~ concen- 
tration varied from 10 to 50 ~g/m 3 over a 24-h period. Although these 
values were somewhat low, compared to typical ambient NO2 levels, the 
concentration did exhibit the normal variability typical of ambient con- 
ditions. Thus, the collaborators were sampling an atmosphere that con- 
tained a known recoverable amount of NO2, and the concentration was 
changing with time. 

The collaborators were provided with a copy of the method and in- 
structed to follow it in detail. 

All collaborators made a dynamic calibration and established a static 
span point at their home laboratories prior to the test for reference at the 
site. They used a static calibration check during the test period. Each 
collaborator also supplied his own chemicals and prepared his own absorb- 
ing solution. Each collaborator recorded all pertinent sampling data on his 
recorder chart. The calculations of the NO2 levels from the recorder chart 
readings were made after returning to their home laboratories. 

These procedures were used to minimize biasing the results. 

Experimental Design 

It was desired to determine estimates of both precision and bias of the 
method. Precision was determined by having all ten collaborators monitor 
the spiked line at each level. Bias was determined at each level, over a 
shorter time period, by having half the collaborators monitor the spiked 
line and the other half the ambient line. All data were reported as 1-h avg 
concentrations. 

Since some spiked readings were being taken throughout the test, but 
ambient readings were only sometimes obtained, there were two experi- 
mental designs used. 

One statistical model applies to all the spiked readings but does not 
incorporate any ambient observations. In this analysis, then, all ten 
collaborators are used to estimate precisions. 

This analysis of variance model is 

X~jk~ = #Ci + ti + Lk + ez(iik) (1) 

where 

-- overall mean, 
C~ -- i th collaborator, i -- 1 . . . .  , 10, 
t i  

LE 
el(ilk) 

l 

Since 
cates in 

- jth hour, j = 1 . . . . .  20, 
= K th NO2 level, K - 1 . . . . .  4, 
-- measurement error in 1 *h reading in ijk ~ cell, and 
= 1 for every ijk. 

the NO2 level may change from hour to hour, there are no repli- 
this framework (l = 1 always). Also, some cells are missing alto- 
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gether (because a collaborator was sometimes on the ambient line and did 
not get a spiked reading). Each collaborator measured the spiked line only 
(a maximum of) 17 out of the 20 experimental hours. So all effects have to 
be adjusted for this sample imbalance. 

Therefore, a general analysis of variance was performed. Four  such 
analyses were performed (one per level), because it turned out that the 
precision of the method depended on the NO2 level. 

The second experimental design model describes the data set of 6 h/r.un, 
when both ambient and spiked readings were taken. Since the hourly 
variation in ambient NO~ is significant, a " t rue"  value was constructed for 
each of the 6 h (per level). That is, for each hour, the true value was esti- 
mated as the spiked NO2 amount  plus the average ambient reading in that 
hour. An individual response is a bias; that is, the collaborator 's reading 
on the spiked line minus the true value. Thus, the data framework becomes 
three responses per collaborator per level. Thus, the bias estimates are 
based on five collaborators on the spiked line and the other five collabora- 
tors on ambient. Since these groups of five may be separated in their means, 
a potential error is introduced into the bias determination. The effect of 
this bias was minimized by having the collaborators switch to the ambient 
or spiked line after 3 h. 

The experimental design model for this data set is 

Xiik = # + Ci + Lj  + CLij  + ek(ij) (2) 

where 

= overall mean, 
Ci = i th collaborator, i = 1 . . . . .  96 
Li = jth NO2 level, i = 1 . . . .  ,4 ,  

CLii = collaborator-level interaction, 
ek(i~) = k th measurement error in ij th cell, k = 1 . . . . .  3 for every ij, and 
Xijk = ijk th bias (collaborator reading-true value). 

Collaborators' Data 

Table 1 shows one of the four data sets obtained in the test. Run A gives 
the data obtained when all ten collaborators were sampling the spiked line. 
Runs B and C give the data when the collaborators were divided between 
the spiked and ambient lines. These four data sets were analyzed sta- 
tistically to determine precision and bias. 

Precision 

The analysis of variance on the spiked values was carried out at each 
level because the variances within a collaborator were not homogeneous 

G Collaborator G is not included since he produced less than one half the designed set of 
observations. 
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over the four levels. An F-test was performed to determine the significance 
of the time and collaborator variances. The F-values for time and col- 
laborators were significant at all four NO2 levels. This means that the NO~ 
concentration varied significantly with time, which is to be expected since 
ambient air is involved in the measurements, and that different collabora- 
tors have significantly different average NO2 concentrations at all four 
levels. A detailed statistical analysis of the four data sets [6] shows that a 
significant collaborator-level interaction exists. 

The individual components of variance are shown in Table 2, at all four 
levels, along with the within- and between-laboratory relative standard 
deviations. The levels are the average of the collaborators' values, which is 
an approximation to the exact NOe concentration existing in the spiked 
line. The standard deviation within a collaborator (laboratory) is given 
by ~e, and the standard deviation between laboratories is given by 
X/~e 2 + ~r~ 2. The values in Table 2 show that the between-laboratory 
relative standard deviation is higher than the within-laboratory relative 
standard deviation, as expected. Both values are essentially constant at 
three of the four levels. The within-laboratory values range from 5 to 11 
percent (avg 6 percent), and the between-laboratory values range from 
11 to 18 percent (avg 14 percent). 

Bias 

The biases from the four data sets were subjected to an analysis of 
variance using the model just given, and an F-test was performed on the 
variances. All of the F-values were significant. Therefore, the bias does 
differ between collaborators, and does depend on the NO~ level, and there 
is a significant collaborator-level interaction. Table 3 gives the four average 
true NO2 levels for the different 6-h test periods, along with the indi- 
vidual collaborators' average bias at the different levels. 

The significance of the collaborator-level interaction can be seen best in 
Fig. 3, where the percent bias is plotted against the true NO2 level for nine 
collaborators (collaborator G omitted as an outlier). Collaborator curves 

TABLE 2--Components of  variance, spiked readings, t~g/m ~. 

Level 

Source 90 154 212 371 

ce 5 .7  17.0 9 . 5  18.0 
~r,, % 6.3 11.0 4.5 4.8 
a~ 7.8 21.2 27.0 48.0 
X / ~  ~rc ~ 9.6 27.2 28.6 51.2 
V/~--ff + ,rJ, ~ 10.7 17.7 13.5 13.8 
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TABLE 3--Collaborator (average biases (t~g/m 3) versus level. 

Average True Level 

Collaborator (112) (302) (198) (60) 

D - 1 2  --5 1 1 
A 3 - 1 0  - 8  - 3  
C 37 84 36 27 
F 13 10 0 2 
B 27 - 1 - 2 1  - 2  
J 22 76 43 11 
H - 1 7  - 2  5 - 7  
I 2 244 2 3 
E 9 - 2  I 3 

Average 9(8 %) 44(15 7o) 7(3 ~o) 4(6 7o) 

Overall average: +107o 

are, in general, significantly nonparallel. This means that the bias is col- 
laborator dependent. 

On the average (Table 3), the bias is greatest, + 15 percent, at the highest 
NO2 level, 300 ~g/m a, and least, +3 percent, at 200 ~g/m 3. The overall 
average bias is +10 percent. These average results are not sufficiently 
descriptive of the bias situation, however. Only four of the collaborators 
(D, A, F, and E) exhibited fairly consistent biases over the four levels; the 
remaining five collaborators show variations of from 10 to 30 percent, 
with one variation of 80 percent. 

Lower Detectable Limit 

The lower detectable limit (LDL) was estimated in two ways, from the 
collaborators ambient readings and from their calibration curve data [6]. 
The two values were 15 and 19/~g/m 3. Thus, the smallest NO2 concentra- 
tion that can be detected as significantly different from zero, when com- 
paring results from different laboratories, is approximately 19 #g/m 3 
(0.01 ppm). 

Conclusions 

The continuous colorimetric method, when used with dynamic calibra- 
tion, exhibits relatively stable and not excessively large precision errors 
over the range 90 to 370-~g NO~/m 3. However, the bias is not stable over a 
similar range of NO2 concentrations and cannot be accurately quantitated. 

The method has an acceptable LDL for ambient monitoring. However, 
until the source of bias is identified, and either removed from the method 
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FIG. 3--Collaborator-level interaction. 

or accurately quantitated, data obtained with this method may be sig- 
nificantly erroneous. 
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Evaluation of Data Obtained 
by Reference Methods 
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Testing and Materials, 1976, pp. 156-163. 

ABSTRACT: The key role of reference methods for measurement of air pollu- 
tants in regulatory matters demands that the data obtained in their use be precise 
and accurate, but no procedures have been established for evaluating its reliability 
and validity for the intended use. This paper discusses the general principles of 
reliable analytical measurements and presents guidelines by which the quality 
of data obtained by reference methods or other procedures may be evaluated. 

KEY WORDS: air pollution, standards, quality control, calibration, inter- 
calibration, evaluation 

Reference methods for air pollution measurement are assuming a role 
of increasing importance. Not only are they specified for use in questions 
of compliance with air quality and emissions standards but also for the 
evaluation of the measurements made by other methods for establishing 
equivalency of methodology [1]. 2 Accordingly, reference method data 
should meet high standards for accuracy, and procedures need to be 
established to assure their reliability and validity. This paper discusses the 
general principles of reliable measurement and presents guidelines by 
which analytical data obtained by reference methods or other measurement 
procedures can be evaluated. 

Nomenclature 

The hierarchy of analytical measurement nomenclature is given in 
Table 1, together with examples and the way in which each type is vali- 
dated. The analytical usefulness of techniques, based on general scientific 
principles, is established by the research of many scientists. Methods, 

1 Chief, Air and Water Pollution Analysis Section, Analytical Chemistry Division, 
National Bureau of Standards, Washington, D. C. 20234. 

2 The italic numbers in brackets refer to the list of references appended to this paper. 
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TABLE l--Analytical nomenclature. 

Name Example Validation 

Technique spectrophotometry scientific community 
Method pararosaniline individual research 
Procedure ASTM D 2914-70T collaborative testing 
Application concentration of SO2 SRM 

involving steps required to apply the technique to a specific measurement 
problem are developed by individual research. A procedure or protocol 
consists of detailed instructions for use of a method. It may result from the 
research of an individual or by group action such as the consensus of a 
committee, for example. The adequacy of the written word is all important 
in this situation, and this is best validated by collaborative testing [2]. 

Analytical methods may be classified as indicated in Table 2, according 
to the type of information furnished, the operational mode of the measure- 
ment, and the purpose of the data. The information may be interpreted on 
the basis of fundamental principles and hence should be independent of the 
method by which it is obtained; or it may be empirical and hence of practical 
use in limited situations. Methods of the latter type are ordinarily closely 
dependent on detailed procedures; hence, standardization is a prerequisite 
for concordant data. Absolute methods are generally considered to be those 
in which the constituent of interest is isolated from the sample and measured 
with reference to a physical standard. Gravimetry, classical Orsat gas 
analysis, and coulometry are examples. The reliability of such methods 
depends upon that of the physical calibrations, the precision and accuracy 
of the physical measurements, and the efficiency of separation of the 
constituent of interest. Comparative methods depend on comparison of 
the sample with a chemical (compositional) standard using an appropriate 
sensor, with or without the prior separation of the constituent of interest. 
Their reliability is critically dependent on the quality of the reference 

TABLE 2--Classification of analytical methods. 

Type: 
Fundamental 
Empirical 

Mode: 
Absolute 
Comparative 

Purpose: 
Reference 
Routine 
Special 
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standards, but less sensitive to physical calibrations and separation effi- 
ciency, provided the reference sample and the unknown are comparable 
and measured under similar conditions [3]. 

The end use of the data is a method-defining characteristic. Reference 
methods are those used to obtain reference data on specific substances, 
to establish the composition of reference materials, or to provide referee 
data for regulatory purposes. Routine methods are used to provide data 
for the basic regular or customary courses of action and may or may not 
require dependability equal to or greater than reference methods. Special 
purpose methods may be used as occasion demands, in research situations, 
for example. In each case, the end use ordinarily defines the requisite 
maximum tolerances of precision and accuracy. Standard methods, more 
properly called standard procedures, may be any of the previously men- 
tioned that obtain the endorsement of a standards-making body which has 
the responsibility to specify the qualifications under which it is endorsed. 

Chemical Measurement Process 

Compositional measurements are ordinarily made to answer such 
specific questions as the following: "Does the material meet a given 
specification?," or "Is a given substance present at toxic levels?," or 
"Has an air quality violation occurred?" Analytical data must be of 
sufficient accuracy to provide a basis for decision. The importance of 
minimization of error (or uncertainty) is illustrated by Fig. 1. When the 
result is plotted with respect to the possible error, the area of indecision is 
emphasized. In the case of a product just meeting a specification, half of 
the tests made will rate it as unsatisfactory [4]. On the other hand, the 
larger the uncertainty in measurement, the greater the excess quality 
necessary to assure acceptance, as indicated by the dotted triangle in the 
figure. Similarly, only gross violations of air quality can be attested to 
when large measurement uncertainties exist. 

The validity of analytical measurements (including an assignment of 
uncertainty) can only be estimated when made by a reliable measurement 
system. The elements of such a system are illustrated in Fig. 2. In principle, 
the variances of each element are additive, and, when significantly dif- 
ferent, the result will be influenced most by that of major magnitude. 

Obviously, the sample is of major concern and must have adequate 
homogeneity, stability, and a well-defined relation to the population from 
which it is derived. The method used for measurement must have adequate 
sensitivity, selectivity, and reproducibility. All required calibrations need 
to be made with requisite reliability and frequency. The frequency require- 
ments will vary, depending on the expertise of the laboratory and the 
precision requirement of the given situation. Quality control measures to 
assure that stability of the system need to be established for each step in the 
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FIG. l--Consequences o f  analytical error. 

measuring process and for the overall process as well. All of the above 
activities are the responsibility of the measurement laboratory, and, when 
quantitatively established, serve not only to minimize effort, but also permit 
it to state its confidence in a given measurement and its relation to any 
similar measurement on a time basis, which is the minimum requirement 
for consideration of the data. If only internal actions are concerned, meas- 
urements so made may be of requisite reliability for decisions. 

When measurements are made for external action, a further requirement 
is that of interrelatability to other measurement systems. This can be best 

I Sampling I Measurement 

Quality 
Control 

SRM 

Calibration 
Verification I !--1 

FIG. 2--Chemical measurement process. 

Copyright by ASTM Int'l (all rights reserved); Fri Jan  1 23:31:18 EST 2016
Downloaded/printed by
University of Washington (University of Washington) pursuant to License Agreement. No further reproductions authorized.



160 CALIBRATION IN AIR MONITORING 

accomplished by the use of readily available reference standards, such as 
the National Bureau of Standards (NBS) standard reference materials 
(SRM) [5]. The experience gained by measurement of such materials can 
verify freedom from systematic error (or bias) or indicate whether cor- 
rective measures need to be taken to ensure compatibility of data with that 
of other measurement systems. 

Minimization of Analytical Error 

Analytical errors result principally from intrinsic errors in methodology, 
ambiguous or poorly defined procedures, faulty or improper usage (often 
ascribable to inadequately trained measurement personnel), and deficiencies 
in calibration. The intrinsic errors in a given method must be relatively 
insignificant, or the method should be abandoned in favor of more reliable 
ones as they become available. The ruggedness test suggested by Youden [6] 
is helpful in identifying the pitfalls of a candidate method. While these are 
identified best by an individual researcher during method development, 
limited round-robin studies, if properly designed and controlled, are also 
useful for this purpose. However, the principal objective of a round robin 
is to evaluate procedures, the detailed instructions for carrying out a 
specific analytical measurement [7]. It would appear that many round 
robins lose sight of this and feel that their prime objective is to evaluate the 
precision and accuracy of a candidate procedure. Outliers are often con- 
sidered to be problems for rejection rather than providing valuable insight 
into potential ambiguities of a procedure. 

The minimum performance parameters that need specification in a pro- 
cedure are listed in Table 3. The tolerances for each procedural step need 
to be stated to provide a given overall precision level. Copious notes and 
precautions are always in order. Each participant in a round robin should 
do sufficient preliminary work to gain a full understanding of the pro- 
cedtire and should demonstrate quality control before his results should be 

TABLE 3--Performance parameters. 

Type of sample 
Forms determined 
Range of applicability 
Limit of detection 
Biases 
Interferences 
Special requirements 
Calibration limitations 
Other limitations 
Critical steps and tolerances 
Time and skills requirement 
Precision 
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considered. Unless the reasons for all outlying results are fully understood 
and evaluated for possible procedural corrections, the procedure should 
not advance to the status of a standard. 

The scientists of laboratories using standard methods should recognize 
that evaluated procedures may be a necessary but not sufficient requirement 
for good measurements. They must realize that a foolproof procedure does 
not exist, and that they must thoroughly understand the measurements 
performed and the sources of variance and their magnitude. 

Deficiencies in calibration are becoming a prime source of analytical 
error, particularly in the case of comparative measurements. Many labora- 
tories do not have the capability to prepare their own calibration standards, 
such as span gases, for example, and so they must obtain them from 
others. Accordingly, the data of the laboratory can be markedly influenced 
by factors beyond its control. It is interesting to note that some recent 
collaborative studies have proved to be as much of an evaluation of cali- 
bration gases as of the method under test [8,9]. 

Intercalibration 

Intercalibration may be defined as the process to validate measurements 
made by different laboratories (or measurement stations within a labora- 
tory) to assure compatibility of data. The means for effecting intercalibra- 
tion can be provided best by an unbiased party, and the role of a SRM for 
this purpose has already been mentioned. Unless its identity can be dis- 
guised, the SRM can be used only as a calibrant, since the prior knowledge 
of its composition prejudices its use for quality control purposes. 

For intercalibration of stations in a measurement network, double blind 
samples are to be preferred when possible. Ideally, the sample should be 
indistinguishable from the normal work load so that both its composition 
and its presence in the measurement system are unknown. 

Round-robin tests to maintain a periodic test on the performance of a 
group of laboratories are a valuable means toward quality assurance of 
analytical data [6]. 

The use of a single test sample by a laboratory with demonstrated 
quality control can indicate the reliability of measurement of a sample of 
that kind and level, within the uncertainty of sample composition. Two 
samples at the same compositional level can minimize errors due to sample 
variability but shed little light on the nature of measurement error over the 
range of interest. 

A series of samples (for example, five) spanning the compositional range 
of interest can provide valuable information on the reliability of measure- 
ments and can identify the nature of analytical errors, whether additive or 
multiplicative, which is essential for instituting corrective measures. The 
use of several samples also lessens the requirements for sample homo- 
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162 CALIBRATION IN AIR MONITORING 

geneity, provided compositional levels are distributed randomly among all 
the samples of each level. 

Youden has described how round robins of this kind can be used to rank 
the performance of a group of laboratories [6]. However, this is not neces- 
sarily the prime objective of such an exercise. The ultimate objective should 
be to identify measurement problems, and it is clear that the participating 
laboratories should have demonstrated quality control so that any problems 
identified are believed to be real and recurring in nature. As round robins 
are used for diagnostic and corrective purposes, they provide an invaluable 
service to the improvement of analytical reliability. 

Conclusion 

Analytical data can never be accepted at face value. It is the responsi- 
bility of the measurement laboratory to assign limits of uncertainty to its 
reported values. This is a minimum requirement for consideration, and, 
further, it should be prepared to furnish information in support of its 
claims. The acceptor must establish reasonable criteria for evaluation for 
acceptance and release to potential users. Procedures such as those de- 
scribed by Brewers et al [10] should be useful to minimize errors of report- 
ing, detect redundancies, detect and validate anomalies, and improve 
analytical and sampling techniques. 

The production of analytical data for environmental, as well as other 
purposes, is a difficult and important activity that can only be reliably 
accomplished by laboratories of demonstrated capability, using reliable 
methodology. Some form of certification of the ability of a laboratory to 
provide data for regulatory purposes would appear to be inevitable. The 
criteria for certification would have to be established after careful con- 
sideration. In this respect, the words of the late W. J. Youden would appear 
to be especially applicable. " I t  is interesting that in other activities, such as 
passing a college examination, a standard is set that a large majority of the 
students can meet successfully. No one is disturbed that some fail for lack 
of application or equipment. In a very real sense, the situation is closely 
parallel to the performance of the laboratories with a test procedure. 
Assign a large standard deviation, and all the laboratories get in. But an 
examination that everybody can pass does not do justice to the course, 
nor does it reveal its actual merit [11]." 
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ABSTRACT: By following the change in absolute pressure above a permeation 
device, calibration of such sources can be performed in substantially less than 
one hundredth the time required using conventional gravimetric procedures. 
The sensitivity of the Brookhaven calibration procedure is achieved by combining 
high resolution pressure and temperature measuring instruments with newly 
designed permeation wafer devices giving low total volume when connected to 
the pressure measuring device. Using Brookhaven low (<20 nl/min at 30~ 
and ultra-low (< 1 nl/min) calibrated permeation devices, the inaccuracies and 
expense associated with the use of exponential dilution flasks and large quantities 
of diluent "zero" gas for providing part-per-billion calibration gases are reduced 
markedly. In addition, controlled flow rates of  noncondensable gases such as 
carbon monoxide and methane can be provided at microlitre-per-minute rates 
using Brookhaven porous glass diffusion devices. 

KEY WORDS: permeability, diffusion, porous glass, calibration, ratings, 
devices, volume 

Accurate, low-level sources for calibration of monitors for air pollution 
studies are extremely important. Methods of producing standard sources 
that are reliable and provide for reproducible results from one laboratory 
to another are needed if correlation of air pollution measurements from 
different regions of the country are to be attempted. Two types of sources 
are in typical use--permeation devices and prepared gas mixture cylinders. 

The first such permeation devices, permeation tubes, provide rates which 
are typically two or more orders of magnitude too high for convenient 
calibration of air monitors at ambient levels. Lower rate permeation wafer 
devices are also available, but calibration by standard gravimetric pro- 
cedures usually requires several months or longer [1]. 2 Gas mixtures can be 

1 Chemical engineer and technical assistant, respectively, Department of  Applied Science, 
Brookhaven National Laboratory, Upton, N. Y. 11973. 

The italic numbers in brackets refer to the list of  references appended to this paper. 
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accurately prepared by careful pressure dilution techniques, but many 
mixtures change in concentration with time because of adsorption or 
reaction with the container walls [2]. Once the mixture has been prepared, 
the concentration cannot be readily determined by an absolute procedure. 

This paper describes a method for calibration of low-rate permeation 
devices based on measuring small pressure changes in an enclosed volume 
connected to the device. High sensitivity permits precise calibration in 
one hundredth the time using conventional gravimetric [3,4] and volumetric 
[5,6] procedures. Calibration of Brookhaven diffusion devices for non- 
condensable gases such as carbon monoxide (CO) is also demonstrated. 

Experimental 

Calibration Equipment 

The calibration apparatus shown schematically in Fig. 1 had a section 
for supplying a calibrated flow rate of diluent gas and a section for permea- 
tion and diffusion rate determinations. The flow section, which consisted of 
conventional pressure gages and mass flowmeters, was connected to the 
permeation calibration section through needle valve, V8. The calibration 
section consisted primarily of the oven for the device, a four-way switching 
valve (Whitey No. 43YF52-316), V14, a quartz bourdon tube pressure 
gage (P5), and a vacuum pump (VPI) and gage (VGI) for maintaining and 
monitoring the reference side of the quartz gage at less than 0.005 mm Hg. 

Pressure was determined with a quartz pressure gage (Texas Instruments 
Model 141) connected to a digital voltmeter (Electronic Research Company 
(ERC) Model 3010B) having a resolution of 0.1 mV which corresponded to 
a pressure resolution of 0.002 mm Hg. Temperature was measured at four 
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FIG. 2 Brookhaven concentric tube permeation oven. 

locations--the quartz gage (TC 1), the interconnecting ~-in. stainless 
steel line (TC 2), the calibration loop (TC 3), and the permeation device 
oven (TC 4)--using silicon semiconductor probes and a digital ther- 
mometer (ERC Model 9300C) having a resolution of 0.01~ Absolute 
accuracy of the four probes was adjusted to within better than 0.1~ using 
50-s trim pots. 

The pressure, as millivoltage, and four temperatures were sampled 
periodically and recorded using an ERC digital recording system which 
included a 24-h clock and a digital printer (Systron-Donner Model 5103B). 
The print command was initiated automatically at one of eight switch- 
selectable time intervals of from 1 min to 20 h. 

A special oven, shown in Fig. 2, was designed and built at Brookhaven 
when tests showed that several commercial permeation ovens had very 
poor vertical temperature profiles--exceeding 0.6~ at 30~ and 2.5~ 
at 60~ The Brookhaven oven had a 20-W ring heater located at the top 
of the forced air recirculation oven controlled by a power-proportional 
temperature controller (Model 70, RFL Industries). Temperature was held 
constant to within -+-0.02~ and the vertical profile was 0.1~ at 30~ 
and 0.2~ at 60~ 
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To minimize ambient temperature effects, the calibration laboratory was 
maintained to within +0.2~ using a power proportional heater in the 
winter and, in the summer, by an air conditioner controlled by a Lab 
Monitor (Pope Scientific, Inc.) having a resolution of 0.1~ 

Permeation and Diffusion Devices 

Conventional permeation tubes and permeation wafer devices were cali- 
brated in the Brookhaven system by using a 35-cm a glass vessel in the oven. 
To increase the resolution of the calibration system, permeation and 
diffusion devices were designed such that the total volume within the oven 
would be less than 1 cm 3. 

The Brookhaven permeation wafer device, fabricated essentially using 
a X-in. compression tee, is shown in an assembly view in Fig. 3. The 
~-in. fill tube was welded to the X-in. U-tube, and the ferrules were 

FIG. 3--Assembly view of Brookhaven permeation wafer device. 
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preswaged to the U-tube, using shim spacers, to provide 30 percent com- 
pression on the Teflon wafer. After installation of the wafer, which was cut 
from sheet stock with the sharpened end of a compression fitting, the entire 
assembly was leak checked with sulfur hexafluoride (SF6) by electron 
capture chromatography (sensitivity of 0.001 nl/min at 1 atm differential). 
The permeate (for example, nitrogen dioxide (NO2)) was condensed into 
the U-tube from a stainless steel volumetric filling system, the atmosphere 
above the condensate was charged to 700 mm Hg nitrogen (N~), and the 
,1/~-in. tube was flattened and electric-discharge welded. 

Diffusion devices were made in a similar fashion by using a wafer cut 
from a rod of porous glass in place of the Teflon piece. The glass (Coming 
Glass Works, 40 A average pore diameter) was cut into wafers l0 to 100 
mils thick by a precision saw (Macrotome 2). Flat rings of polyvinyl 
chloride (PVC), cut from ~2-in. inside diameter by ~2-in. outside diameter 
Tygon tubing, were used to make a leak tight seal on each side of the glass 
wafer. The compression for providing the seal was made with a preswaged 
~6 to X-in. reducer which provided the inlet connection for the gas to be 
calibrated (carbon monoxide (CO), methane (CH4), etc.). For both devices, 
the diluent gas flow insert provided positive sweeping action of flow 
across the wafer. 

Procedure 

Quartz Gage Calibration--The quartz gage had a rated accuracy, 
traceable to the National Bureau of Standards (NBS), of 0.015 percent of 
full scale with a repeatability of 1 part in 100 000. For small pressure 
changes, the photocell output was nearly linearly related to the differential 
gage readings. With a vacuum on both sides of the quartz bourdon tube, 
the dial readings were changed manually and the output voltage recorded. 
A program on a 9100A Hewlett-Packard calculator was used to correlate 
the calibration curve. 

System Volume Determinations--The calibration loop volume (Fig. l) 
was predetermined by weighing when filled with water. During permeation 
rate determinations, the system volume consists of that from valve VI0, 
the device and lines in the oven, the line from the oven--through Vl4-- to  
the quartz gage P5, and the gage itself. The tubing volume (V t), external 
to the oven, was calculated from the dimensions of the tubing. Substituting 
a union in place of the permeation oven assembly, the gage volume (Vg) 
was determined by pressure-volume techniques using the known calibration 
loop volume (V~). Finally, with the oven chamber assembly reinstalled, 
the volume of the device in the chamber (V~) was similarly determined. 

Device Calibration--With Vl4 rotated 90 deg from the position shown in 
Fig. 1, a low flow of N2 (~5  cm3/min) from V8, through the device, and 
out the vent was used while the oven chamber equilibrated at temperature-- 
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about 1 h. At the same time, the quartz gage was evacuated for zeroing and 
calibration (if necessary) and to remove traces of permeate from previous 
runs. V14 was returned to the original position, the N2 pressure in the 
system was adjusted to 760 mm Hg, V10 was closed, and the permeation or 
diffusion rate calibration commenced. 

Temperatures and pressure readings were recorded at intervals of about 
every 10 to 20 mV, which corresponded to pressure increments of 0.3 to 
0.6 mm Hg. The total volume in the system was computed, with the aid of 
the programmable calculator, from the individual volumes in the system-- 
tubing, gage, and oven chamber--corrected for pressure and individual 
temperatures. The program also computed the permeation rate and the 
95 percent confidence interval (two standard deviations) by least-mean- 
square fit of a straight line through the incremental volume increases versus 
time. For NO2 permeation devices, appropriate corrections for association 
to dinitrogen tetroxide (N204) were made [7]. 

Results 

Calibration System 

The quartz gage incremental readings were plotted versus the output 
voltage as shown in Fig. 4. By empirical means it was found that the 
slope A Q~ V, correlated well by 

AQ e blv+~[ -- 1 
- d  + c  

V I V + m 1  

where AQ was the change in pressure reading, millimetres of mercury, from 
the starting (null) value (Q*) and V was the voltage output, miUivolts. 
For the data shown in Fig. 4, the values determined for the constants were: 
c, 0.01552 4- 0,00003; d, 0.01550 4- 0.00011; b, 0.02246 4- 0.00002; and 
m, 15.7 4- 0.1. The overall relative standard deviation of the correlation 
was 1.2 percent. 

From the calibration loop volume (VL = 1.065 cm 3) and the calculated 
volume for the tubing (VT = 1.252 cm3), the volume of the gage (Vg = 
0.893 cm 3) and the device (Vc = 0.625 cm 3) were determined. Since the 
total calibration system volume was 2.770 cm 3, and the temperature and 
pressure resolutions were 0.01~ and 0.002 mm Hg, respectively, a volume 
change of as little as 100 nl could be resolved. When diffusion rates ex- 
ceeded 10/zl/min, the system volume was increased to 80.166 cm 3 to keep 
the rate of pressure increase in reasonable bound. 

Permeation Devices 

Commercially available low rate permeation devices for sulfur dioxide 
(SO2) and hydrogen sulfide (H2S) (Metronics Associates, Inc.) were cali- 
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FIG. 4--Quartz  pressure gage deflection versus output voltage. 

brated by weighing the devices to within 0.1 mg for a period of three months. 
A calibration curve for the H2S device is shown in Fig. 5. Using a 35-cm 3 
glass vessel, the Metronics devices were calibrated in the Brookhaven 
apparatus in about two to three days (see Fig. 6 for the H2S source). 

A permeation wafer device of the Brookhaven design, containing a 
l~-in, outside diameter by 30-mil-thiek tetrafluoroethylene (TFE) Teflon 
wafer, was filled with NO~ and calibrated from 30 to 70~ as shown in 
Fig. 7. An activation energy of 10.19 -4- 0.08 kcal/mol was determined. 

Another NOz permeation wafer device, but with a 1/~-in. outside diameter 
by 30-mil fluorinated ethylene propylene (FEP) Teflon wafer, was filled 

Copyright by ASTM Int'l (all rights reserved); Fri Jan  1 23:31:18 EST 2016
Downloaded/printed by
University of Washington (University of Washington) pursuant to License Agreement. No further reproductions authorized.



41.169 

DIETZ AND SMITH ON CALIBRATION 171 

i 

41.168 

2 
~41.167 

w 

~41.166 

41.165 

41.164 

~ * * ~ ~ R A T E  H2S PERMEATED 
= 26.2. • I..3 ng/min 

I 2JO I I I I I I 9 / I0 30 40 50 60 70 80 0 
T I M E , d a y s  

I00  

FIG. 51Gravimetric calibration of Metronics H~S device. 

with 0.2 g of liquefied NO~ (enough to last for 20 to 30 years), and 19 
calibration runs were performed between 30 and 60~ (four are shown in 
Fig. 8). The rates for this device were about an order of magnitude less 
than those for the M-in. device. The activation energy was calculated 
at 11.74 4- 0.06 keal/mol (solid line in Fig. 9). 
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FIG. 6---Pressure calibration of Metronics H~S device. 

Copyright by ASTM Int'l (all rights reserved); Fri Jan  1 23:31:18 EST 2016
Downloaded/printed by
University of Washington (University of Washington) pursuant to License Agreement. No further reproductions authorized.



P
 

P
E

R
M

E
A

T
E

D
 

N
O

2,
 

I0
4

 
nl

 
(2

5
 

~
 

I 
o

tt
o

) 
P

E
R

M
E

A
T

E
D

 
N

O
2

, 
1

0
4

n
l 

(2
5

~
 

0 
0 

0 
0 

7-
 

~ 
:-

 
:-

 
~-

 
o 

~ 
:~

 
~,

 
b0

 
o 

ro
 

~ 
~ 

00
 

~ 
o 

- 
~ 

o.
 

~ 
~

~
~

~
-

~
 

~ 
o 

_,
 

, 
, 

~ 
, 

- 
- 

o 
~ 

~ 
~,

 

-4
 

m
 

~ 
cJ

 
~

0
 

.e
. 

~
" 

"'
8

 
?
 

--
9

 
~ 

o 

~ 
- 

I 
o 

\ 
~h

.X
 

.o
 

~o
 

\ 
o~

 
~
 

L
 

=
 

o
 

~
_

, 

~
I
 

I 
I 

I 
I 

__
 

I 
I 

_
I
 

I 

Co
py

rig
ht

 by
 A

ST
M

 In
t'l 

(a
ll 

rig
ht

s r
es

er
ve

d)
; F

ri 
Ja

n  
1 2

3:
31

:1
8 E

ST
 20

16
Do

wn
lo

ad
ed

/p
rin

ted
 by

Un
iv

er
sit

y o
f W

as
hi

ng
to

n (
Un

iv
er

sit
y o

f W
as

hi
ng

to
n)

 pu
rsu

an
t t

o L
ice

ns
e A

gr
ee

m
en

t. 
No

 fu
rth

er
 re

pr
od

uc
tio

ns
 au

th
or

ize
d.



DIETZ AND SMITH ON CALIBRATION ] 73 
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A third NO2 device, fabricated with a 90-mil-thick FEP Teflon wafer and 
having about one third the exposed surface area of the device above, was 
calibrated at 29.90~ (0.534 4- 0.008 nl/min), 50.39~ (1.600 4- 0.035 
nl/min), and 70.05~ (5.86 4- 0.07 nl/min). An activation energy of 
12.3 4- 1.2 kcal/mol was calculated. 

Liquefied ammonia (NH3) was used to fill another device with a ~-in. by 
30-mil FEP Teflon wafer. A permeation rate of 1.19 4- 0.01 nl/min at 
25.9~ was determined in just 42 h. 

Diffusion Device 

A diffusion device, containing about a ~-in. outside diameter by 30-mil- 
thick porous glass wafer, was connected to a 100 cm 3 buffer volume 
supplied with CO at pressure from 5 to 30 4- 0.05 psig and from 30 to 
200 4- 0.5 psig. The buffer volume eliminated error from pressure fluctua- 
tion due to regulator creep. Twenty seven runs were performed at a tem- 
perature of about 27~ six of which are shown in Fig. 10. Each run was 
completed in less than 10 min with a precision of about 1 percent. All 27 
runs were fitted by least-mean-square analysis to the straight line shown in 
Fig. 11. The points represent the rate for the six runs of Fig. 10. 
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FIG. lO---Diffusion of CO through porous glass wafer device. 

Discussion 

Calibration System 

The quartz gage photocell output was found to be sensitive to room 
temperature changes in the linear region of about - 2 . 5  percent/~ By 
placing a 2000-fl shunt resistor across the output, temperature sensitivity 
was reduced to - 1 . 9  percent/~ and the linear pressure region was 
doubled. Since the gage temperature, which was controlled only by the 
room temperature, usually varied by less than 0.2~ during the course of 
a permeation or diffusion calibration, error related to photocell tempera- 
ture sensitivity was safely less than 0.4 percent. 

A second calibration system, which was constructed but not used to 
date, has a lower total system volume (about 0.7 cm 8) for increased resolu- 
tion. About 80 percent of the new system volume is in the new quartz gage 
instrument (Texas Instruments Model 145-02). Since this gage has a self- 
contained temperature control unit with a deviation of less than •176 
(at the conditions in our laboratory), errors related to photocell tempera- 
ture sensitivity are eliminated. In addition, the gage has a greater linear 
range. 
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Since the diffusion devices were calibrated at pressures up to 200 psig, 
provision was made to protect the 25-psig proof pressure quartz gage. For 
data obtained with the CO diffusion device, a relief valve was included in the 
interconnecting line. Slight expansion of the valve during calibration runs 
gave diffusion rate determinations which were low by 3 to 7 percent. A new 
safety concept, based on a voltsensor detecting the approach to over 
pressure condition, using the output of the quartz gage, operates a solenoid 
relief valve on the diffusion gas supply. 

Permeation Devices 

The results obtained with the low rate SO2 and H~S Metronics devices 
are compared to the manufacturer's estimated rates as shown in Table 1. 
The agreement is reasonably good for the H2S device, but the gravimetric 
determination for the SO2 device appears to be too high. Calibration by 
the gravimetric procedure required considerably longer time. 

TABLE 1--Calibration of Metronics low permeation devices. 

Rate at 30.0~ ng/min 

Method H2S SO~ 
Approximate 

Calibration Time 

Stated value 32.6 + 3.3 30.0 4- 3.0 
Gravimetric 26.2 4- 1.3 45.3 4- 0.8 
Brookhaven 21.2 4- 0.2 24.8 4- 0.5 

(15.04 4- 0.14 (9.24 4- 0.19 
nl/min) nl/min) 

estimated by Metronics 
92 days 
30 to 70 h 
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Problems were encountered with controlling the degree of compression 
on the Teflon wafers using Swagelok tees for the body of the devices. 
Examination of the wafers after compression showed that, in most cases, 
the extent of compression was 80 percent or more, when only 30 percent was 
the desired goal. Temperature cycling up to 50 to 60~ caused the wafers to 
leak at the seal. By switching to Gyrolok fittings, which have a positive 
stop on the front ferrule, the problem was eliminated completely. A test 
wafer was cycled every few days between 70~ at 100-psig N~ and room 
temperature and checked for leaks using the SF6 technique. For a three 
month test period, at 100-psig SF6, the leak rate was less than 0.003 nl/min. 
Another specimen tested at 80~ was leak-tight for two weeks but, by 
the fourth week, had developed a leak rate of about 0.75 nl/min. Presently, 
a temperature of 60~ appears to be a safe upper limit. 

To determine the extent of possible correction for back diffusion of the 
diluent nitrogen during calibration, the permeation of several gases through 
the 30-mil FEP Teflon wafer (nominally ~ in.) was measured as shown in 
Table 2. From the last column in the table, it is evident that the choice of 
N~ as the diluent was quite fortuitous. The back diffusion of N2 is just 1.9 
percent of the NO~ permeation rate at 30~ and only 1.1 percent at 60~ 
Since N~ is being added to the NO2 at the time of fabrication of the wafer 
devices, errors due to back diffusion of N2 should be less than 0.5 percent 
(in the case of NO~ wafer devices) and will be neglected. 

The rate of permeation of N2 obtained for the wafer device at 30~ 
(0.19 nl/min) can be used to obtain a permeability coefficient of 0.7 • 10 -1~ 
cm3-cm/cm2s/cm Hg. Huang and Kanitz [7] determined a value of 3.0 • 
10 -~~ using much larger surface areas and thinner films, and Rogers et al 
[9] reported a value of 2.1 • 10 -1~ Apparent activation energies were in 
closer agreement--8.5 kcal/mol (Huang and Kanitz), 8.0 (this work), and 
7.3 (Rogers et al). 

T A B L E  2--Permeation rate o f  several gases--FEP teflon wafer (0.076 cm thick; 
0.044 cm ~ area) with N~ diluent gas. 

Permeate  Tempera tu re ,  Measured  Rate ,  a Correc ted  Rate ,  b Percent  o f  
Gas  ~ n l / m i n  nl / rn in  NO2 Rate  

NO2 30 10 . . .  
60 57 �9 �9 �9 

O5 60.1 2.71 1.67 2 .9  

A 60 .0  1.57 1.10 1.9  

N2 30.0  0 .19  0 .19  1.9 
60.1 0 .63  0 .63  1 . i  

Measured  at  2 a t m  abs  o f  permeate  with 1 a t m  abs  o f  diluent. 
b Correc ted  for back diffusion o f  N2 and  adjus ted  to 1 a t m  differential pressure  o f  per- 

meate  (except for NO~ which was at  its cor responding  vapor  pressure). 
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In the temperature range of 30 to 60~ the NO2 permeation rate from 
the ~-in. device could be duplicated with about 2 percent repeatability 
but only after first heating to 60~ The equilibrated rates at 30, 40, and 
50~ were lower (initial activation energy of 14.1 4- 0.1 kcal/mol as shown 
by dashed line in Fig. 9) for the calibration runs on the first temperature 
scan. Subsequent temperature scans, up and down, followed the lower 
activation energy value (11.74). The original activation energy for the 
l~-in. NO2 wafer device was 14.3 + 0.5 kcal/mol [/]--very close to the 
initial value for the l~-in, device--and subsequently dropped to 10.19. 
Similar temperature effects were noted by experimenters at NBS [2,10]. The 
exact nature of this change, which cannot be related to short term equilibra- 
tion (a new, constant rate was attained in just 1 to 2 h for a temperature 
change of 10 to 20~ may be clarified when similar permeation wafer 
devices for H~S and SO2 have been studied as well as NO2 devices varied 
over smaller temperature ranges. 

Preliminary work has also been started on fabrication of high-pressure 
permeation sources. SF6, having a vapor pressure of about 300 psig at 
room temperature, is used as a tracer gas for following the movement of 
air masses (for example, power plant plumes) over great distances [8]. 
For calibration of electron capture gas chromatographs, a SF6 source in 
the range of 0.1 to 1 nl/min is desirable. A l~-in, long by 0.045-in. outside 
diameter plug of silicone rubber was inserted in a ~6-in. outside diameter 
stainless steel tube, and the tubing outside diameter was reduced to about 
0.040 in. using a swaging-drawing machine. With the resultant 50 percent 
compression on the silicone rubber plug, the device was proof tested at 
500 psig and permeated SF6 at 1 nl/min at room temperature. 

Diffusion Device 

The CO diffusion rate is almost a linear (power of 1.023) function of the 
differential pressure (Fig. ll). The deviation from unit power may be 
attributable to a gradually increasing cross-sectional area of the exposed 
porous glass due to outward expansion of the flat PVC ring on the CO 
side as the pressure was increased. 

A problem was encountered with the PVC flat rings when the tempera- 
ture of the device was raised to 50 to 60~ Apparently the plasticizer 
compounds in the Tygon material irreversibly plugged the 40 ,~ pores of 
the diffusion glass. No noticeable plugging has occurred at 25~ Future 
devices will be evaluated with sealing rings cut from silicone and Viton 
rubber tubing. Temperature annealing from 700 to 1200~ which gives 
controlled shrinkage of the porous glass, will be examined as a method to 
further reduce diffusion rates. 

A diffusion device for nitrous oxide (N20) was very recently calibrated 
at pressure differentials from 40 to 800 mm Hg and was used to calibrate 
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a chromatographic procedure for the determination of atmospheric N20 
[11]. It was immediately obvious that a problem of back diffusion of 
diluent gas had been overlooked. With 1 atm abs of air on the diluent side 
of the porous glass and the same pressure of N20 on the other side, N20 
diffused at a rate proportional to the partial pressure driving force--not 
the total pressure differential which was zero. 

To eliminate the problems associated with back diffusion of the diluent 
gas, which was related to the adsorption of diluent gas on the diluent side 
of the porous glass, future devices will contain a 10-mil inside diameter 
capillary tube on the diluent side. Thus both sides of the porous glass will 
be exposed just to the diffusing gas, dilution will take place after the short 
length of capillary tubing (about ~ in. long), and the porous glass will 
act solely as a pressure restriction device. 

Conclusions 

The Brookhaven calibration procedure is an extremely rapid and precise 
method for the calibration of all types of permeation devices. Problems 
encountered with sensitive gravimetric procedures, for example, effects of 
humidity [9], are eliminated completely. Porous glass diffusion wafers 
provide an important alternative approach to the dynamic preparation of 
gas mixtures containing parts per million amount of noncondensable 
gases. 
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Permeation Tube Equilibration Times 
and Long-Term Stability 

REFERENCE: Williams, D. L., "Permeation Tube Equilibration Times and Long- 
Term Stability," Calibration in Air Monitoring, ASTM STP 598, American Society 
for Testing and Materials, I976, pp. 183-197. 

ABSTRACT: The time required to reach permeation rate equilibrium after a 
temperature change, and the long-term rate stability were investigated for fluorin- 
ated ethylene propylene (FEP) and tetrafluoroethylene (TFE) Teflon permeation 
tubes filled with sulfur dioxide, hydrogen sulfide, methyl mercaptan, and dimethyl 
sulfide. The effect of repeated temperature changes on the repeatability of per- 
meation rates was determined for permeation tubes filled with ammonia, nitrogen 
dioxide, and sulfur compounds. A two-stage process to equilibrium was observed 
for tubes made of FEP Teflon. Permeation through TFE Teflon requires one 
fifth the time to reach equilibrium and does not exhibit the same two-stage 
equilibration process. Long-term stability was good for both FEP and TFE 
membranes. Permeation rates were reproducible after repeated temperature 
cycles. 

KEY WORDS: permeability, calibration, sulfur dioxide, methyl mercaptan, 
hydrogen sulfide, dimethyl sulfide, nitrogen dioxide, ammonia, tetrafluoroethylene 
resins, equilibrium times, rate stability, air pollution, analyzers 

Permeation tubes have gained wide use as a means of  generating known 
span gas concentrat ions for calibrating air pollution analyzers. At  a fixed 
temperature,  permeation tubes release microgCam quantities of  pure gas at 
a constant  rate. In t roducing this gas into a known flow of  carrier gas 
provides a simple, reliable way to generate part-per-million and part-per- 
billion concentrat ions for dynamic calibration [1,2]. 2 

In the specification of  procedures for permeation tube use, several 
impor tant  questions have arisen concerning proper techniques, that  is, 
what  length of  time is required to bring the permeation tube to rate equi- 
librium, should permeation devices be refrigerated to prolong useful life, 
can permeation rates be repeated after temperature cycling, and how 
stable are the permeation rates over the useful life of  the device [3-9]. 

Environmental analyst, Metronics Associates, Inc., Palo Alto, Calif. 94304. 
2 The italic numbers in brackets refer to the list of references appended to this paper. 
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184 CALIBRATION IN AIR MONITORING 

To answer these questions, for the purpose of establishing better guide- 
lines in the calibration of air monitors, permeation rates were measured 
for devices having various types of Teflon, wall membrane thicknesses, 
types of gases, and temperature conditioning history. 

Procedure 

Equipment 

Standard rate permeation tubes were constructed of fluorinated ethylene 
propylene (FEP) Teflon tubing having 0.187 in. outside diameter and 
0.030 in. wall thickness. High emission permeation tubes made of tetra- 
fluoroethylene (TFE) Teflon tubing with 0.312 in. outside diameter and 
0.030 in. wall thickness were used. Low-emission tubes were constructed 
of drilled FEP Teflon rod to give a 0.090 in. wall thickness. Gases used to 
fill the permeation tubes were of the best quality, furnished by commercial 
suppliers with stated purities of 99.5 percent or better. 

Method 

Permeation rates were determined gravimetrically over periods of weeks 
to months by weighing periodically on a semimicro balance (Mettler). 
Permeation tubes were maintained, between weighings, in a glass chamber 
immersed in a constant temperature oil bath with 0.1~ control, and were 
purged continuously with a flow of dry nitrogen (N2). 

Short-term permeation rate changes, occurring over a period of minutes 
to several days, were determined for the sulfur containing gases by record- 
ing the output from a flame photometric detector. A metered carrier flow 
of air, scrubbed through activated charcoal, was passed into a constant 
temperature chamber containing the permeation tube and into a mixing 
chamber, using Teflon and glass materials which would be in contact with 
the test gas stream. The probe to the total sulfur analyzer (Bendix) drew 
sample air from the mixing chamber, and the analog output was recorded 
on strip charts. 

Experimental Work 

Time to Rate Equilibrium 

Permeation tubes, made of FEP and TFE Teflon, filled with sulfur 
dioxide (SO2), hydrogen sulfide (H2S), methyl mercaptan (CH3SH), and 
dimethyl sulfide ((CH3)2S) each, were conditioned at various temperatures 
for periods of time exceeding one week. Initial temperatures were selected 
on the basis of how permeation tubes are typically stored, that is, freezer 
temperature ( -15~ room temperature (22~ and 30~ After condi- 
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tioning, the tubes were placed immediately into a constant temperature 
system preset at 30 or 43~ and the permeation rate changes were moni- 
tored on the sulfur analyzer. 

Permeation rate equilibrium was achieved in two stages for tubes made 
of FEP Teflon. SO2, permeating through an 0.030-in. FEP wall, achieved 
equilibrium at 43~ approximately 10 h after starting at freezer tempera- 
ture and at 30~ (Fig. 1). In both cases, the rates rose to an initial level in 
the first 20 rain and leveled off at 80 to 90 percent of final value through the 
second hour. A slight decrease of 1 to 2 percent was noted during the first 
stage, prior to the start of the second stage increase to the final level. The 
second stage was achieved between the second and tenth hours. The final 
values, which were observed at the end of both runs, agreed within 1 
percent. 

The time to reach equilibrium at 30~ from an initial freezer storage con- 
dition was 20 to 25 h or was twice that required to reach equilibrium at 
43~ (Fig. 2). For the smaller temperature change from 22 to 30~ the 
permeation rate plateaued at a high level (96 percent) within the first ~ h, 
but still indicated a two-stage process which was completed during the 
fifth through tenth hours. Due to earlier problems with fluctuations of 
2 percent in the carrier flow, this experiment was repeated using a mass 
flowmeter and recorder to verify the significance and accuracy of the last 
4 percent change. 

To achieve lower permeation rates, a thicker wall tube is often used. 
However, the thicker wall was found to increase greatly the time to reach 
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F I G .  1--Time to equilibrium." S02 permeation tubes made of O.030-in. wall FEP Teflon 
raised to 43~C from freezer temperature and 30~ 
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F I G .  2--Time to equilibrium." S02 permeation tubes made o f  O.030-in. wall FEP Teflon 
raised to 30~ from freezer temperature and room temperature. 

equilibrium. The trace in Fig. 3 represents the permeation rate from a 
0.090-in.-thick walled FEP permeation tube which was equilibrated at room 
temperature (approximately 22~ The tube was then placed in a 43~ 
constant temperature chamber, and the output was monitored for 320 h. 
The tube rate peaked above the final equilibrium value in 0.2 h and then 
dropped back to the 82 percent level after 2 h. The tube output began a 
gradual increase after 30 h and reached the 98 percent level at 100 h (4.2 
days). Fluctuations of -+-2 percent during the next 200 h (8 days) were 
noted to follow observed carrier-flow fluctuations. 

The permeation characteristics of TFE Teflon were investigated using a 
stainless steel permeation device, with the permeation occurring through a 
0.030-in.-thick TFE wafer in the end cap. A new permeation device was 
placed in the 43~ constant temperature chamber 1 h after initial filling, 
and the output monitored. The trace immediately went off scale (Fig. 4), 
due to residual SO2 on the external surface of the steel capsule, and then 
dropped to zero within 30 min. After 2.3 h total elapsed time from initial 
filling, the device began permeating through the membrane and reached a 
level value after 8 h. The device was then conditioned at 30~ for 32 h and 
replaced in the 43~ temperature chamber to check the repeatability of the 
equilibrium value. The analyzer trace reached the 95 percent level within 
30 min, remained level for 1 h, and then rose to the final level after 3 h. 
The final value of the second run was 3 percent higher than the run to 43~ 
after initial filling. 
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FIG. 3--Time to equilibrium." SOs permeation tube made o f  O.090-in. wall FEP Teflon 
raised to 43~ from room temperature. 

H2S, permeating through 0.030-in. FEP Teflon tubing, demonstrated a 
definite two-stage equilibration process and required 10 to 13 h to reach 
final equilibrium at 43~ (Fig. 5). The analyzer trace reached 59 percent of 
final value within 5 min and remained level for 1 h. No initial peak was 
observed, as was noted with SO2-filled FEP tubes. From the 60 percent 
level at 1 h, the H2S rate increased to the 98 percent level after 9 h. 

CH~SH, permeating through 0.030-in. FEP tubing, again demonstrated 
a two-stage equilibration process which required approximately 30 h to 
reach a final level at 43~ after starting at -15~  (Fig. 6). The tube 
output rose to a peak of 117 percent of final within 12 rain and declined 
slowly for the next 5 h. The permeation rate then increased, reaching the 
98 percent level after 26 h. The CHzSH tube then was equilibrated at 30 ~ 
with a N2 purge flow for one week, and another equilibrium run to 43~ 
was made. Within 10 min, the permeation rate reached the 90 percent level. 
When the CH3SH traces are compared, it is noted that, when the tube was 
conditioned at 30~ with a purge flow, there was no initial peak in the rate. 
It is concluded that the initial peak on the - 1 5  to 43~ run was due to 
outgassing of a surface buildup of CH3SH during the cold storage without 
purge flow. 

(CH3)~S, permeating through 0.030-in. wall TFE tubing, was found to 
reach rate equilibrium within 30 min after a temperature change, but 
required a conditioning period, after initial filling, of greater than 60 h. 
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FIG. 4..-Time to equilibrium: SO~ permeation device with 0.030-#l. TFE Teflon membrane 
raised to 43~ from time of initial fill and 30~ 

A new 0.030-in. wall TFE permeation tube was filled with (CH3)2S and 
placed directly in the 43~ constant temperature chamber (Fig. 7). Out- 
gassing of surface material took the analyzer trace off scale initially, then 
returned to zero within 1.5 h. Permeation through the wall started after 
18 h. It was noted that the trace had not stabilized after 63 h. The tube was 
then removed, conditioned at 30~ with a N2 purge for an additional 32 h, 
and rerun to 43~ equilibrium (Fig. 8). On the second 43~ equilibrium 
run, the trace rose to 98 percent of the equilibrium value within 20 min 
and remained at the equilibrium value after the first hour. Using the 
equilibrium value obtained on this second run as a reference, the permea- 
tion rate recorded on the first run had reached the 94 percent level. 

Due to its higher molecular weight and the lower vapor pressure, dimethyl 
disulfide ((CH3)2S2) has a permeation rate approximately one tenth that 
of (CH3)2S. It was expected, therefore, to have a longer time to equilibrium 
after a given temperature change. However, a 0.030-in. wall TFE (CH~)2S~ 
permeation tube, which had been conditioned for several weeks at 30~ 
also reached an equilibrium value within 20 min after the temperature was 
changed to 43~ The equilibrium level was maintained for 14 h. 

Long-Term Stability 

During the investigation of times to rate equilibrium ranging between 15 
and 60 h, a level would be established at which small percentage changes 
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F I G .  5--Time to equilibrium: H2S p e r m e a t i o n  tube  made of O.030-in. wall FEP Teflon 
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occurred, but the cause of the change was difficult to identify. The tube 
permeation rate could be changing at a slow rate, or, more likely, the drift 
was due to electronic drift in the analyzer or carrier flow changes. To 
determine the longer term changes, permeation rates were determined 
gravimetrically, using the least squares fit of the weight loss data for two 
or more consecutive periods. 
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FIG. 6---Time to equilibrium." CHaSH p e r m e a t i o n  tube  made of  O.O30-in. wall FEP Teflon 
r a i s e d  to 43~ from f r e e z e r  t e m p e r a t u r e  a n d  30~ 
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F I G .  7--Time to equilibrium: ( CHs)2S permeation tube made of  O.O30-in. wall TFE Teflon 
raised to 43~ from initial filling. 

SO2 tubes, made from TFE and FEP Teflon tubing, indicated permeation 
rates to be stable within 1 percent over the period of time measured (Table 1). 
The 0.090-in. wall FEP tube maintained a stable rate for six months within 
-4-0.5 percent. 

H~S permeation rates were the least stable, indicating an average 3 per- 
cent decrease in 20 days (Tables 2 and 3). However, more data are needed 
before it can be assumed to continue the decrease. Permeation rates for 
CH3SH, (CH3)2S, and ammonia (NH3) were stable over the periods 
measured (Table 2), with the percentage changes of the same order as the 
standard error. 

Effect of Temperature Cycling 

Permeation tubes can be used at various temperatures to achieve a 
relatively wide range of permeation rates. For example, raising the tube 
temperature from 30 to 40~ approximately doubles the permeation rate. 
The feasibility of changing the temperature back and forth to achieve 
multiple point calibrations has been questioned, due to the lack of informa- 
tion on the time it takes to establish the new equilibrium value and the 
repeatability of the rate after temperature cycling. The repeatability of 
permeation rates was investigated by determining the rates gravimetrically 
at 30~ then 40~ and again at 30~ Each tube was maintained at a 
given temperature for a period of time sufficient to establish the permeation 
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TABLE l--Stability of  SOs permeation rates through FEP and TFE Teflon at constant 
temperature (tube wall thickness is 0.030 in. with exception noted). 

Permeation 
Tempera- Time, Data Rate, Standard Percentage 

Tube Type ture, ~ days Points ng/min/cm Error, % Change 

SOs (FEP 1) 30 11 3 474.0 0.38 
30 11 5 471.6 0.25 - 0 . 5 1  

SOs (FEP 2) 30 13 4 476.3 0.10 
30 9 4 471.8 0.66 - 0 . 9 5  

SO~. (FEP 3) 30 13 4 480.0 0.02 
30 9 4 480.2 0.04 + 0 . 0 4  

SOs (FEP 4) 30 13 4 474.7 0.14 
30 9 4 474.7 0,07 0.00 

SOs (FEP 5) with 43 36 5 586.5 0.70 
0.090-in. wall 43 44 4 589.5 0.06 +0.51 

43 75 4 591.0 0.20 +0 .25  
43 22 4 589.0 0.40 - 0 . 3 4  

SO,~ (FEP 6) with 43 24 8 496.0 0.30 
O. 090-in. wall 43 41 6 498.5 0.10 + 0 . 5 0  

43 12 6 493.0 1.30 - 1 . 1 0  

SOs (TFE 1) 30 11 4 2923 0.26 
30 11 3 2912 0.10 - 0 . 3 8  

SOs (TFE 2) 30 11 4 2864 0.25 
30 11 3 2854 0.11 - 0 . 3 5  

C o p y r i g h t  b y  A S T M  I n t ' l  ( a l l  r i g h t s  r e s e r v e d ) ;  F r i  J a n   1  2 3 : 3 1 : 1 8  E S T  2 0 1 6
D o w n l o a d e d / p r i n t e d  b y
U n i v e r s i t y  o f  W a s h i n g t o n  ( U n i v e r s i t y  o f  W a s h i n g t o n )  p u r s u a n t  t o  L i c e n s e  A g r e e m e n t .  N o  f u r t h e r  r e p r o d u c t i o n s  a u t h o r i z e d .
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TABLE 2--Stability o f  permeation rates at a constant temperature for H2S, 
(CH3)2S, and NH3 (tube wall thickness is 0.030 in.). 

CH3SH, 

Permeation 
Tempera- Time, Data Rate, Standard 

Tube Type ture, ~ days Points ng/min/cm Error, ~o 
Percentage 

Change 

H2S (FEP 1) 30 8 7 481.0 0.44 
30 10 5 461.4 0.85 - 4 . 2  

H2S (FEP 2) 30 11 5 519.0 0.22 
30 11 4 511.0 0.51 - 1 . 6  

CH3SH (FEP 1) 30 11 3 42.9 . . .  
30 7 4 43.8 . . .  -I-2.1 

CH 3SH (FEP 2) 30 7 3 42.7 . .. 
30 7 4 42.2 . . .  - 1 . 2  

CH3SH (TFE 1) 30 11 5 313.0 0.35 
30 11 3 311.2 0.40 -0 .58  

CH3SH (TFE 2) 30 11 5 316.5 0.27 
30 11 3 314.2 0.36 -0 .73  

(CHs)~S (TFE 1) 30 17 4 68.6 1.9 
30 7 4 67.4 2.8 - 1 . 8  

NH3 (FEP 1) 30 13 4 339.8 0.17 
30 10 3 335.9 0.13 - 1 . 2  

NH8 (FEP 2) 30 13 4 335.8 0.24 
30 10 3 334.0 0.30 -0 .54  

TABLE 3--Average change o f  permeation rates at a constant temperature. 

Average 
Tempera- Number Percentage 

Tube Type Lure, ~ Time, days of Tubes Change 

SO~ (FEP) 30 22 4 -0 .36  
SO2 (thick FEP) 43 177 1 +0.43 
SOs (TFE) 30 22 2 -0 .36  

H2S (FEP) 30 22 2 --2.9 
CHaSH (FEP) 30 18 2 +0.45 
CHsSH (TFE) 30 22 2 -0 .66  

(CH8)2S (TFE) 30 24 1 -- 1.8 
NH3 (FEP) 30 23 2 -0 .87  

rate to  an  accuracy of 1 percent  (one to three weeks) and  a sufficient 

n u m b e r  of data  points  to assure tha t  the tube  was at an  equi l ibr ium value. 
SOs permeat ion  rates at  30~ th rough  T F E  and  F E P  Teflon t ub ing  

increased by 2 to 5 percent  after r u n n i n g  at  40~ Table  4 shows that  the 
increase for F E P  tubes ranged from 4.8 to  5.2 percent,  a nd  for T F E  tubes,  
the increase was 1.9 to 4.9 percent  after one tempera ture  cycle. Repea t ing  
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TABLE 4---Repeatability of SO~ permeation rates through FEP and TFE Teflon with 
temperature cycling (tubes wall thickness is 0.030 in.). 

Permeation 
Tempera- Time, Data Rate, Standard Ratio to 

Tube Type ture, ~ days Points ng/min/cm Error, ~ Initial 

SO2 (FEP 1) 30 12 8 458 0.22 1.000 
40 7 6 1000 0.51 2.183 
30 7 10 481 0.29 1.050 
40 12 7 1004 0.08 2.192 
30 15 7 482 O. 12 1.052 

SO2 (FEP 2) 30 12 8 457 O. 37 1.000 
40 7 6 1005 0.38 2.199 
30 7 10 481 0.33 1.052 
40 12 7 1007 0.08 2.203 
30 15 7 482 0.17 1.055 

SO~ (FEP 3) 30 12 8 454 0.20 1.000 
40 7 6 981 0.99 2.161 
30 7 10 477 0.10 1.051 
40 12 7 999 0.16 2.200 
30 15 7 479 0.19 1.055 

SO~ (FEP 4) 30 12 8 460 0.24 1.000 
40 7 6 1012 0.22 2.200 
30 7 10 482 0.39 1.048 
40 12 7 1012 0.09 2.200 
30 15 7 484 0.10 1.052 

SO2 (TFE 1) 30 7 9 2816 1.15 1.000 
40 6 7 5538 0.16 1.966 
30 15 5 2870 0.95 1.019 
40 7 3 5606 0.34 1.991 
30 22 7 2918 0.08 1.036 

SO~ (TFE) 2) 30 7 9 2710 0.95 1.000 
40 6 7 5420 0.16 2.000 
30 15 5 2844 0.81 1.049 
40 7 3 5432 O. 16 2.004 
30 22 7 2860 0.08 1.055 

the t empera tu re  cycle to  30~ indica ted  an average add i t iona l  rate  increase 
for  T F E  of  1.1 percent ,  and  F E P  tubes  increased 0.2 percent  (Table  5). 
Thick-wal led  F E P  tubes  filled with SO2 indica ted  a larger  increase af ter  

a cycle to  43~ f rom 30~ with an average increase of  9.4 percent  (Tables  
5 and  6). 

CH~SH permea t ion  rates  repea ted  bet ter  with T F E  tub ing  than  with 
FEP .  This  is a t t r ibu ted  to  the  longer  t imes to  equi l ib r ium requi red  for  F E P  
tubes  and  the low pe rmea t ion  rates  which gave a higher  s t anda rd  er ror  
(Table  7). Longer  test ing would  be requi red  for bo th  CH3SH and (CH3)2S 
to es tabl ish  confidence in the percentage changes observed.  NH~ permea-  
t ion th rough  F E P  tubes  repea ted  very well t h rough  one t empera tu re  cycle, 
with a 0.3 percent  decrease and  0.9 percent  increase observed (Table  7). 
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194 CALIBRATION IN AIR MONITORING 

TABLE 5--Average change of permeation rates with temperature cycling. 

Average Percentage Change 

Number First 30-deg First 40-deg Second 30-deg 
Tube Type of Tubes Cycle, ~ Cycle, 7o Cycle, 

SO2 (FEP) 4 +5.0 q-0.6 d-0.2 
SO2 (TFE) 2 -/-3.4 -/-0.7 +1.1 

SO2 (thick FEP) 2 +9.4 . . . . . .  
CHsSH (FEP) 2 +16 . . . . . .  

CHaSH fiFE) 2 +0.4 . . . . . .  
(CH3)2S 1 - 3.9 . . . . . .  
NH3 2 -t-0.3 . . . . . .  

TABLE 6---Repeatability of  S02 permeation rates through thick-walled FEP Teflon per- 
meation tubes with temperature cycling (tube wall thickness is 0.090 in.). 

Permeation 
Tempera- Time, Data Rate, Standard Ratio to 

Tube Type ture, ~ days Points ng/min/cm Error, ~ Initial 

SO2 (thick FEP 1) 30 34 I0 193 0.52 1.000 
43 20 7 522 0.67 2.705 
30 27 6 211 0.92 1.093 

SO~ (thick FEP 2) 30 34 10 157 0.48 1.000 
43 20 7 426 0.61 2.713 
30 27 6 172 1.30 1.095 

Repeatabili ty of  nitrogen dioxide (NO~) permeation rates, as shown in 
Table 8, is seen to be dependent on type of Teflon used, wall thickness, 
and age of the permeation device. The results tabula ted  for the one tem- 
perature cycle in Table 8 represent the total life of  the NO2 tubes. The 
second permeation rate determination at 30~ for NO~ tubes, when per- 
formed with less than 10 percent liquid fill remaining, indicated a 13 percent 
decrease. The rate decrease is attributed to the probable presence of trace 
moisture in the NO2, which has a significant effect as the tube nears ex- 
haustion. The two tubes designated NO2 (FEP 3 and 4) indicated that  
permeation rates increased slightly after temperature cycling when the 
last rate determination was made prior to reaching 10 percent remaining 
liquid fill. NO~ permeation rates at 30~ through 0.090-in. FEP increased 
17 to 20 percent after cycling to 40~ (Table 8). Best repeatability of NO2 
permeation rates was observed using TFE Teflon tubing, with an average 
decrease of  2.8 percent over the tube life (Table 9). 

Conclusions 

Permeation tubes made of FEP Teflon (0.030-in. wall) achieve permeation 
rate equilibrium in two stages after a temperature change. The permeation 
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TABLE 7--Repeatability o/ CHaSH, ( CH3)~S, and NH3 permeation rates with temperature 
cycling (tube wall thickness is 0.030 in.). 

Permeation 
Tempera- Time, Data Rate, Standard Ratio to 

TubeType ture, ~ days Points ng/min/cm Error, ~o Initial 

CH3SH (FEP 1) 30 12 7 35.3 1.47 1.000 
40 24 9 87. l 0.46 2.467 
30 22 8 46.5 0.15 1.317 

CH3SH (FEP 2) 30 12 7 45.9 0.96 1.000 
40 24 9 93.4 0.54 2.035 
30 22 8 46.2 0.13 1.006 

CH3SH (TFE 1) 30 12 8 309 0.30 1.000 
40 32 8 614 0.08 1.987 
30 22 7 311 0.23 1.006 

CH~SH (TFE 2) 30 12 8 314 4.11 1.000 
40 32 8 617 0.11 1.965 
30 22 7 315 0.26 1.003 

(CHs)2S (TFE) 30 20 5 70.7 0.77 1.000 
40 20 7 138 2.40 1.952 
30 24 7 68.0 1.06 0.962 

NH3 (FEP 1) 30 13 9 340 2.97 1.000 
40 20 7 688 0.25 2.024 
30 24 6 339 0.03 0.997 

NH3 (FEP 2) 30 13 9 332 0.42 1.000 
40 20 7 673 0.31 2.027 
30 24 6 335 0.12 1.009 

reaches a plateau at 60 to 90 percent of the final equilibrium value during 
the first 1 to 4 h, then climbs slowly to the final equilibrium value in 10 to 
30 h. Higher temperatures required the shorter times to equilibrium. Thick- 
wailed FEP Teflon permeation tubes also exhibited a two-stage equilibra- 
tion, but required over four days to reach final equilibrium. Permeation 
through TFE Teflon requires approximately one fifth the time to reach 
equilibrium, as opposed to FEP Teflon, and does not exhibit the char- 
acteristic two-stage equilibration. 

Long-term permeation rate stability is good for both FEP and TFE 
Teflon membranes. Rates at a constant temperature were stable within 
1 percent for SO2, CH~SH, and NHa. H~S permeation rates were less stable 
and should be determined every two to four weeks to maintain a known 
accuracy of 2 percent. 

Permeation rates can be reproduced within 1 percent with repeated 
temperature changes for SO2 tubes made of FEP and TFE Teflon after 
the first temperature cycle. However, during the first cycle to a 10 deg 
higher temperature, permeation rates through FEP Teflon were 5 to 18 
percent higher when returned to the initial temperature. Permeation tubes 
made of TFE also indicated better repeatability of permeation rates with 
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196  CALIBRATION IN AIR MONITORING 

TABLE 8~Repeatability of  NO2 permeation rates with temperature cycling (wall thickness 
is 0.030 in. except where noted). 

Permeation 
Tempera- Time, Data Rate, Standard Ratio to 

Tube Type ture, ~ days Points ng /min /cm Error, ~o Initial 

NO2 (FEP 1) a 30 12 9 1766 0.89 1.000 
40 10 6 3896 1.43 2.206 
30 4 4 1549 2.34 0.877 

NO~ (FEP 2) ~ 30 12 8 1758 0.94 1.000 
40 10 6 3770 1.72 2.144 
30 4 4 1523 1.93 0.866 

NO2 (FEP 3) b 30 9 6 1853 0.73 1.000 
40 8 6 4425 0.44 2. 388 
30 10 6 1894 1.14 1.022 

NO~ (FEP 4) b 30 9 6 1838 0.76 1.000 
40 8 6 4354 0.54 2. 369 
30 10 6 1855 1.30 1.009 

NO2 (0.090 in. FEP 1) 30 8 6 665 0.05 1.000 
40 21 7 1680 0.80 2.526 
30 29 8 795 0.04 1.195 

NO2 (0.090 in. FEP 2) 30 9 7 710 0.07 1.000 
40 21 7 1760 0.91 2.479 
30 29 8 830 0.05 1. 169 

NO2 (TFE 1)" 30 7 9 13250 0,60 1.000 
40 3 6 24650 0.44 1. 860 
30 13 8 13040 0.68 0.984 

NO2 (TFE 2) c 30 7 9 13960 0.56 1.000 
40 3 6 26100 0.96 1. 870 
30 13 8 13410 1.47 0.961 

Second run at 30~ was performed when liquid fill was less than 10 percent. One drop 
of liquid remained at last weighing. 

b Second run at 30~ was terminated when liquid fill dropped to 10 percent. 
c Rate dropped rapidly last three days before tube was exhausted. 

TABLE 9--Average change of N02 permeation rates with temperature cycling from 30 to 40 
and back to 30~ 

Average Percentage 
Tube Type Number of Tubes Change 

NO~ (FEP) 2 q- 1.6 a 
NO~ (FEP) 2 - 12.8 b 
NO2 (thick FEP) 2 q- 18.2 
NO2 (TFE) 2 -- 2.8 

Approximately 10 percent liquid fill at end of second 30~ rate measurement. 
b Second 30~ rate measurement started with 10 percent liquid fill remaining. 
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WILLIAMS ON PERMEATION TUBES 197  

temperature cycling. Results of temperature cycling of NO~ permeation 
tubes indicate that the repeatability of rates is dependent on the liquid fill 
remaining in the tube, the type of Teflon used, and the wall thickness. 
Further investigation will be required before NO~ permeation rates can be 
predicted accurately after a temperature change. 
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Application of Gas Phase Titration 
in the Calibration of Nitric Oxide, 
Nitrogen Dioxide, and Ozone Analyzers 

REFERENCE: Rehme, K. A., "Application of Gas Phase Titration in the Calibra- 
tion of Nitric Oxide, Nitrogen Dioxide, and Ozone Analyzers," Calibration in Air 
Monitoring, A S T M  STP 598, American Society for Testing and Materials, 1976, 
pp. 198-209. 

ABSTRACT: A detailed procedural description of a technique developed and 
applied within the U.S. Environmental Protection Agency for the dynamic 
calibration of ambient air monitors for nitric oxide, nitrogen dioxide, and ozone 
is presented. A gas phase titration technique, utilizing the rapid gas phase reaction 
between nitric oxide and ozone, is used in such a manner that, with the concentra- 
tion of one of the three gases known, the concentrations of the other two can be 
determined. A working cylinder of nitric oxide in nitrogen is standardized using 
one of three possible primary standards. Cylinder nitric oxide is then used as a 
secondary standard for routine calibrations. Ozone is added to excess nitric oxide 
in a dynamic calibration system, and a calibrated chemiluminescence nitric oxide 
analyzer is used as an indicator of changes in concentration. The decrease observed 
on the calibrated nitric oxide analyzer upon addition of ozone is equivalent to the 
concentration of nitric oxide consumed, the concentration of ozone added, and 
the nitrogen dioxide concentration produced. Once the concentration of the three 
gases has been determined, rapid and routine calibrations of ozone, nitric oxide, 
and nitrogen dioxide monitors may be performed at a common manifold. Experi- 
mental results showing the interrelationships that exist among the three gases are 
also presented. 

KEY WORDS: gas phase titration, calibration, ozone, nitric oxide, nitrogen 
dioxide, monitors, gases 

G a s  phase  t i t r a t ion  ( G P T )  refers to  a technique  for  the dyna mic  ca l ib ra -  
t ion  of  a m b i e n t  a i r  m o n i t o r s  for  n i t r ic  oxide  (NO) ,  n i t rogen  d iox ide  (NOz),  
t o t a l  oxides  o f  n i t rogen  (NOx),  and  ozone  (O3). The  techn ique  uti l izes the  
r a p i d  gas phase  reac t ion  be tween N O  and  03 to  p roduc e  a s to ich iomet r ic  
quan t i t y  of  NO2 in acco rdance  with the fo l lowing equa t ion  [1,2] 2 

N O  + O 3 - - ~ N O 2  + 02 k = 1.0 X 107 1 m o l - l s  -1 (1) 

Chemist, Environmental Monitoring and Support Laboratory, Environmental Monitor- 
ing Center, U. S. Environmental Protection Agency, Research Triangle Park, N. C. 27711. 

The italic numbers in brackets refer to the list of references appended to this paper. 
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REHME ON CALIBRATION OF NO, NO2, AND 03 ANALYZERS 199 

The quantitative nature of the reaction is used in such a manner that, with 
the concentration of one of the three basic components known, the con- 
centrations of the other two are defined. Generally, a high-pressure cylinder 
containing known amounts of NO in nitrogen (N2) is used as a working 
standard to either verify the output of an 03 generator or to produce 
known concentrations of NO~ by GPT. The NO cylinder must be referenced 
to some acceptable standard reference material. The GPT technique was 
used by Hodgeson et al [I] to confirm the stoichiometry in the neutral 
iodometric procedure for 03. The application of the GPT technique to the 
calibration of ambient air monitors was an outgrowth of Hodgeson's 
work and is now used routinely by the U. S. Environmental Protection 
Agency (EPA) [3]. 

GPT Dynamic Calibration System 

Apparatus 

Figure 1, a schematic of a typical GPT dynamic calibration system, 
shows the placement of most of the components listed next. All con- 
nections between components in the calibration system downstream of the 
03 generator must be glass or Teflon. 

Air Flow Controller--A device capable of maintaining constant air 
flow within -4-2 percent. 

NEEDLE 
VALVE 

CLEAN AI 
SOURCE - -  

VENT 

~ 1  CHAMBER 

STANDARD [ I 
DV , DER 

SAMPLE MANIFOLD ~,~ 

NT NO 2 I I NESCENT 0 3 1 I NE$CENT NO 1 
I MONITOR J I MONITOR J [ MONITOR I 

FIG. l--Flow scheme for calibration of NO, NO~. NOx, and Oa monitors by GPT. 
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2 0 0  CALIBRATION IN AIR MONITORING 

Air Flowmeter--A properly calibrated flowmeter capable of measuring 
and monitoring air flows within •  percent. 

NO Flow Controller--A device capable of maintaining constant NO 
flow within 4-2 percent. (Component parts in contact with NO must be 
of a nonreactive material.) 

NO Flowmeter--A properly calibrated flowmeter capable of measuring 
and monitoring NO flows within :t:2 percent. 

Capillary Restriction--Glass or stainless steel capillary of sufficient 
length and internal diameter to allow approximately one tenth of the total 
air flow to pass through the 03 generator. Alternately, a separate zero air 
supply, flow controller, and flowmeter can be used with the 03 generator. 

Ozone Generator--A device capable of generating sufficient and stable 
levels of 03 for reaction with-NO. 

Reaction Chamber--A glass mixing chamber of sufficient volume to 
allow for the quantitative reaction of 03 and NO. 

Mixing Chamber--A glass chamber of proper design to provide thorough 
mixing of the pollutant gas stream and diluent air. 

Sample Manifold--A multiport properly vented all-glass manifold. 

Reagents 

NO Cylinder--High-pressure cylinder containing 100 ppm NO in N~ 
with less than 1 ppm NO~. 

Zero Air--Cylinder air or purified air containing no more than 0.002 ppm 
of NO, NO~, and 03. 

NO Cylinder Calibration 

Analysis of the NO cylinder to be used as a working standard is recom- 
mended because the nominal NO concentration of cylinders supplied by 
some vendors has been found to be inaccurate. Three techniques commonly 
used to analyze the NO content are: 

Comparison With an NBS NO in N2 Standard Reference Material3--A 
chemiluminescence NO analyzer is calibrated by accurate dilution of NO 
from the National Bureau of Standards standard cylinder. The NO 
in the working standard is then diluted accurately, and its response meas- 
ured on the NO analyzer. If the NO flows and dilution air flow are measured 

3 "Standard Reference Gases for Automotive Emissions Analysis," SRM 1684--Nitric 
Oxide in Nitrogen, 100 ppm, National Bureau of Standards Standard Reference Materials, 
U. S. Department of Commerce, 16 Dec. 1974. 
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accurately, the NO concentration in the working standard can be 
determined. 

Comparison of NO~ Generated by GPT With an NBS NO2 Standard 
Reference Material4--A chemiluminescence NO/NO~ analyzer is cali- 
brated with NO2 generated from an NBS NO2 permeation device. Using 
the GPT system, an NO concentration is generated by dilution of the NO 
working standard. The response is measured on the chemiluminescence 
NO analyzer, and O3 from the uncalibrated generator is added to the NO 
stream. The resultant NO2 response and the corresponding decrease in 
NO response are measured. The amount of NO consumed is equivalent to 
the amount of NO2 generated. If the NO flow and dilution air flow are 
measured accurately, the NO concentration in the working standard can 
be determined. 

GPT of NO With Known 03 Concentrations--The 03 generator in the 
GPT system is calibrated using the 1 percent neutral buffered potassium 
iodide (NBKI) procedure [4]. An NO concentration is generated by 
dilution of the NO working standard. The NO response on the chemi- 
luminescence NO analyzer is measured. Known quantities of 03 are added 
in increments from the calibrated 03 generator and the resultant NO 
responses measured. A plot is made of NO response (y-axis) versus 03 
concentration added (x-axis). A straight line is drawn from the y-axis 
through the linear portion of the curve and extrapolated to the x-axis 
(equivalence point). The O~ concentration at the equivalence point is the 
03 concentration equivalent to the initial diluted NO concentration. The 
NO concentration in the working standard is calculated from 

Fo • Co' 
CNO -- (2) 

FNO 
where 

CNo = cylinder NO concentration, ppm; 
FNO = NO flow, cm3/min; 
Co' = equivalence point 03 concentration, ppm; and 
Fo = total air flow, cm3/min. 

A typical titration curve is shown in Fig. 2. 

Calibration of Ambient Air Monitors by GPT 

This technique has been designed primarily for the calibration of chemi- 
luminescence analyzers for NO, NO2, NO~, and the calibration of 03 
generators used for calibrating 03 analyzers. Any detector that has a rapid 

4 "Nitrogen Dioxide Permeation Device (Individually Calibrated)," SRM 1629, National 
Bureau of Standards Standard Reference Materials, U.S. Department of Commerce, 
14 Jan. 1975. 
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FIG. 2--GPT of NO with 03. 

and linear response to NO could be used as the indicator in the GPT step. 
Only those types of NO2 analyzers that do not respond to NO may be 
calibrated, since the NO2 calibration samples will contain varying amounts 
of excess NO. Once an 03 generator has been calibrated by GPT, it can 
be used for the calibration of any type of O~ analyzer. 

NO, NO2, and NO~ Analyzers 

NO analyzers are calibrated by dynamic flow dilution of a working 
cylinder containing a known concentration of NO in N~. The analyzer 
under calibration is allowed to sample zero air, and the proper zero adjust- 
ments are made. An NO concentration of approximately 80 percent of the 
desired full-scale range is generated by flow dilution. The exact NO con- 
centration is calculated from 

FNo X CNo 
[NO] = (3) 

FNo + Fo 
where 

[NO] = diluted NO concentration, ppm; 
FNo = NO flow, cm3/min; 
CNo = cylinder NO concentration, ppm; and 

Fo = total air flow, cm3/min. 

After the analyzer response has stabilized, the span adjustments are 
made for the desired output range. Several other NO concentrations are 
generated by decreasing the NO flow or increasing the air flow. The exact 
NO concentrations generated are calculated using Eq 3, and the corre- 
sponding analyzer responses are measured. The analyzer response versus 
NO concentration is plotted, and the NO calibration curve is drawn. 

NO2 analyzers are calibrated by GPT of excess NO with 03. The analyzer 
under calibration is allowed to sample zero air, and the proper zero adjust- 
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ments are made. A NO concentration is generated by flow dilution and the 
response of the calibrated NO analyzer recorded. Ozone is added to the 
NO stream and the resultant NO response recorded. Record the 03 gen- 
erator setting if subsequent 03 analyzer calibrations are anticipated. The 
decrease in NO concentration is equivalent to the NO2 concentration 
generated and the 08 concentration added 

[NO2]~ = [03]~ = [ N O ] o -  [NO]~ (4) 
where 

[NO2]~ = NO2 concentration generated, ppm; 
[O3]~ = 08 concentration added, ppm; 

[NO]o = initial NO concentration, ppm; and 
[NO]~ = NO concentration after 03 addition, ppm. 

A NO2 concentration of approximately 80 percent of the desired full-scale 
range is generated by GPT, and the NO~ span control is adjusted to give the 
desired analyzer response. A multipoint calibration is obtained by decreas- 
ing the amount of 08 added in stepwise fashion, calculating the exact NO2 
concentrations generated using Eq 4, and measuring the corresponding 
analyzer responses. Record the 03 generator setting for each stepwise 
addition of 08. A plot of analyzer response versus NO2 concentration 
generated results in the NO~ calibration curve. 

03 Analyzers 

03 analyzers are calibrated using an 03 generator calibrated by GPT. 
The calibration of the 03 generator is obtained by observation of the 
decreases in NO concentration on the calibrated NO analyzer as a function 
of generator setting. The output of the O~ generator at each setting is 
calculated from Eq 4. The output of the 03 generator, corrected for dilution 
of O8 by the NO flow, is given by 

FNo + Fo 
[03]/ = [O3]~ X (5) 

Fo 
where 

[ 0 3 ] / =  output of O8 generator (corrected for dilution by the NO flow), 
ppm; 

[O3]~ = output of 03 generator (uncorrected for dilution by the NO 
flow), ppm; 

F~o = NO flow, cm3/min; and 
Fo = total air flow, cm~/min. 

A plot of corrected O8 concentration versus 03 generator setting results 
in the O8 generator calibration curve. The generator should be recalibrated 
on a regular basis because the output will decrease due to the decay in the 
ultraviolet (UV) lamp intensity. The output of the generator should also be 
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verified any time the generator is moved to a new location or ambient 
temperature or pressure changes occur. 

03 analyzers are calibrated by generating a series of 03 concentrations 
over the desired range using the calibrated 03 generator. A plot of analyzer 
response versus 03 concentration results in the 03 calibration curve. 

Calibration of 03 Analyzers by Reverse GPT 

An alternate technique for the calibration of 03 analyzers is based on the 
gas phase reaction of NO with excess 03. This technique is recommended 
only if a NO analyzer is not available. Flow conditions in the dynamic 
calibration system are optimized to ensure the quantitative reaction of NO 
with 03 and to minimize the effect of the slower competing reaction of NO2 
with 03 

NO2 + 03 --~ NO3 + 02 k = 4.3 X 104 1 mol-ls -1 (6) 

An 03 concentration of unknown magnitude is generated, and sufficient 
NO of known concentration is added to decrease the 03 concentration by 
90 to 95 percent of its original value, as measured on an uncalibrated 03 
analyzer. If the exact NO concentration is known, the concentration of 03 
can be determined and can then be used to calibrate the 03 analyzer. 

The 03 analyzer under calibration is allowed to sample zero air, and the 
proper zero adjustments are made. The 03 generator setting is adjusted to 
provide an 03 concentration of approximately 80 percent of the desired 
full-scale range. The analyzer response, Io, is recorded. The NO flow is 
adjusted until the 03 analyzer response has been decreased by 90 to 95 
percent of its original value and the analyzer response,/, is recorded. The 
exact NO concentration is calculated from 

FNo X CNo 
[NO] - (7) 

FNo + Fo 
where 

[NO] = NO concentration, ppm; 
FNo = NO flow, cm3/min; 
Cr~o = cylinder NO concentration, ppm; and 

Fo = total air flow, cm3/min. 

The 03 concentration is calculated from 

Io 
[03 ]=  ( Fo ) _ i  X [ N O ]  (8) 

Io X FNo + Fo 

Io 
- -  X [ N O ]  (9)  
I o  - -  I 

(The correction for flow dilution in Eq 8 is usually small and may be 
ignored.) 
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When the NO flow is removed, the 03 analyzer response should return to 
its or!ginal value, Io. The span control is then adjusted to the desired full- 
scale range using the exact 03 concentration calculated in Eq 9. A multi- 
point calibration can be obtained by repeating this procedure at several 03 
concentrations over the desired range or by accurate dilution of the O~ 
concentration just determined. A plot of analyzer response versus 03 
concentration results in the O~ calibration curve. 

The reverse GPT technique described for the calibration of 03 analyzers 
was verified by comparison of calibration data obtained by the reverse 
GPT and the normal GPT techniques. The span control on each analyzer 
was left unadjusted over the course of the two-week comparison. Calibra- 
tion curves for each instrument and each technique were obtained, and the 
least squares slopes and intercepts were determined. The results are shown 
in Table 1. Excellent agreement was obtained between the two techniques. 

Verification of GPT Technique and Comparison with Other Calibration 
Techniques 

During the development of the GPT technique, the Saltzman procedure 
for NO2 [5] was used to verify the NO2 concentrations generated. A chemi- 
luminescence NO analyzer was calibrated by flow dilution of a standard 
NO cylinder. The NO cylinder was prepared by a volumetric dilution 
technique and standardized by comparison with two commercial standard 
NO cylinders. These two cylinders were calibrated by infrared absorption 
analysis by the manufacturer. Various concentrations of NO2 were gen- 
erated by GPT and verified using the manual Saltzman procedure. The 
NO2 concentrations by GPT were calculated from the decrease in NO 
concentration on addition of 03 using Eq 4. A plot of NO~ (Saltzman) 
versus NO2 (GPT) is shown in Fig. 3. 

A visible absorption technique was also used to verify NO2 concentra- 
tions generated by GPT. A spectrophotometer consisting of a light source, 
a monochromator, a multiple-pass white cell, an amplifier, and a recorder 
was used to measure NO~ concentrations in the 0 to 10 ppm range by 
visible absorption at a wavelength of 4358 ]k. The path length used was 
2000 cm. Zero air was passed through the white cell, and the light intensity, 
Io, was measured. NO2 was generated by GPT and passed through the cell. 
The attenuated light intensity, I, was measured, and the NO~ concentration 
was calculated from 

I N 0 2 ] -  (106)(P~ log I~_o 
(a)(b)(P)(To) I 

(106)(760)(T) L (10) 
= (6.86)(2000)(P)(273) log ~ -  

_ 202.gTlog I o 
P I 
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I I I I 1 I / 1  
/ I  [NO2] SALTZMAN = 0,9904 [NO2] GPT -0.0003 

207 

0 .1 .2 .3 .4 .5 .6 .7 

NO 2 CONCENTRATION. ppm - BY GPT 

FIG. 3--Comparison of NOz by GPT and Saltzman colorimetric. 

where 

[NO2] --- NO2 concentration, ppm; 
106 = conversion factor, ppm/atm;  

Po = pressure at standard conditions = 760 mm Hg; 

T = temperature of measurement, K; 

a --- NO2 absorptivity at 4358 A = 6.86 atm-lcm-~; 
b = path length = 2000 cm; 

P --- pressure of measurement, mm Hg; 

To --- temperature at standard conditions = 273 K; 
Io --- incident light intensity; and 

I = attenuated light intensity. 

The NO2 concentrations by GPT were calculated from the decrease in NO 
concentration on addition of 03 using Eq 4. A plot of NO.~ (visible absorp- 
tion) versus NO2 (GPT) is shown in Fig. 4. 

Chemiluminescence NO, NO2, and NO~ analyzers are calibrated routinely 
by EPA personnel using the GPT technique to generate NO2. Comparison 
of NO2 calibration data using the GPT technique with calibration data 
obtained using NO2 permeation devices shows agreement within •  
percent. 
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FIG. 4.--Comparison of NO= by GPT and visible absorption. 

Attempts to show the interrelationships between NO consumed, 03 
added, and NO2 produced in the GPT technique have not always been 
successful. For example, when 03, determined iodometrically using the 
1 percent NBKI procedure, is used to generate NO~ by GPT, ratios of 03 
consumed to NON produced as high as 1.10 have often been observed. It is 
suspected that this discrepancy is due to variability or bias in the 1 percent 
NBKI procedure. Current investigations are in progress at EPA to evaluate 
and improve the 1 percent NBKI procedure for 03 and should result in a 
better understanding of why the foregoing discrepancy exists. Agreement 
between 03 concentrations determined by UV photometry and by GPT 
have been reported [6]. The 03 concentrations were determined by GPT 
using an NBS NO in N2 standard reference material. 

The 1 percent NBKI procedure and GPT have been used by the author 
to measure the output of several NO2 permeation devices. A NO cylinder 
was assayed by GPT using 03 concentrations determined iodometricaUy. 
A prototype chemiluminescence NO analyzer was calibrated by flow 
dilution of cylinder NO. Several NO2 permeation devices were used to 
generate NO~ concentrations over a 0 to 0.5 ppm range. The NO~ was 
passed through an external carbon converter and measured as NO with 
the chemiluminescence NO analyzer. The converter efficiency was deter- 
mined experimentally using a GPT technique. The permeation rate of each 
NO~ device was then calculated from the experimental data and compared 
with the gravimetrically determined permeation rate. The results are 
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TABLE 2--Comparison of gravimetric and measured NO~ permeation rates. 

No. of Data Gravimetric Rate, Measured Rate, 
Tube No. Points ug/min ug/min Difference, % 

7-15 11 1.215 + 0.015 1.197 -1 .5  
7-33 10 2.045 -4- 0.027 2.055 +0.5 
7-29 9 1.779 4- 0.027 1.851 +2.9 
7-12 15 1.873 1.854 -1 .0  
RX-3 10 1.155 l. 186 +2.7 

shown in Table 2. Agreement between the experimentally determined rates 
and the gravimetric rates was within • 3 percent. The results of this experi- 
ment indicated that a 1:1 agreement exists between 03 added (based on 
1 percent NBKI)  and NO2 produced. 

Conclusions 

The GPT technique offers a convenient means of dynamically calibrating 
NO, NO2, NOx, and 03 analyzers at a common manifold. NO2 concentra- 
tions generated by GPT have been verified by both chemical (Saltzman 
method) and physical (visible absorption) analyses and shown to be 
equivalent to NO2 generated by permeation devices. The technique can be 
traceable to one or more of three primary standards. The GPT calibration 
technique is used routinely within EPA, and calibration systems utilizing 
G P T  are now commercially available. 
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Stability of Nitric Oxide Calibration 
Gas Mixtures in Compressed Gas Cylinders 

REFERENCE: Lee, W. G. and Paine, J. A., "Stability of Nitric Oxide Calibration 
Gas Mixtures in Compressed Gas Cylinders," Calibration in Air Monitoring, 
A S T M  STP 598, American Society for Testing and Materials, 1976, pp. 210-219. 

ABSTRACT: A preliminary experimental study has been made to determine the 
factor affecting the stability of reactive calibrations gas mixtures. The model 
system selected for study was nitric oxide (NO), at various concentrations in 
nitrogen, argon, and helium as the inert diluting gas. Quantitative data have been 
obtained which indicate that cylinder conditioning and concentration of the 
mixture are major factors affecting shelf life. Total mixture pressure and tempera- 
ture cycling appear to play a minor role in stability, except at low parts-per- 
million concentrations. No major differences were found in comparing mixture 
stability in stainless versus chrome-molybdenum steel. 

It was observed that the chemiluminescence detecting principle for determining 
NO appears sensitive to the inert matrix gas used in mixtures. The measured 
concentration of NO in the mixture varies with the molecular weight of the inert 
gas. 

KEY WORDS: calibration, gases, nitric oxide, gas cylinders, chemilumines- 
cence, air pollution, evaluation 

The United States has proclaimed a national commitment to reduce and 
control pollution of the total natural environment, which includes air, 
water, and land. One of the major efforts in this program is the control of 
air pollution. Air pollution may occur from many sources, such as auto- 
motive emissions, industrial manufacturing, and residential dwellings. In 
order to monitor, control, and regulate these emissions, precise calibration 
gas mixtures of pollutants, such as sulfur dioxide (SO2), hydrocarbons 
(HC), oxides of nitrogen (NO~), carbon monoxide (CO), etc., must be 
used and must also be reliable with respect to the stability of the concentra- 
tion of the pollutant in the mixture. Because of the physical state of the 
pollutants, economic considerations, and quantities necessary for pollution 
analysis, the packaging of calibration standards has been restricted mainly 
to high pressure steel or aluminum cylinders. 

Marketing and technical specialist, Liquid Carbonic Corporation, Chicago, Ill. 60603. 
2 Laboratory manager, Liquid Carbonic Corporation, San Carlos, Calif. 94070. 
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Although containers of this type would appear to be suited ideally for 
this service, the long-term reliability of this type of calibration standard has 
become highly questionable and controversial in the past one to two years. 
The major problem with standards of this type is that the pollution com- 
ponent, for example, nitric oxide (NO), is highly reactive with the walls of 
the containers and also with trace impurities which may be present in the 
matrix gas. 

The problem is compounded further by the fact that most standards are 
in the low parts-per-million range, and, therefore, extreme care must be 
used in preparing the container. Also, rigid control of matrix gas impurities 
and precise mixture preparation techniques must be employed to ensure 
the long-term, constant residence of the pollutant in the final homogeneous 
calibration mixture. Other factors, such as final total mixture pressure, 
varying total pressure with use, and exposure of the container to extremes 
of temperature cycling, have been postulated as affecting the reliability of 
long-term stability of pollution calibration standards. The literature to date 
is sparse with respect to definitive quantitative data on the effect of various 
parameters on shelf life. Since accurate and reliable calibration mixtures 
are essential to any meaningful monitoring and regulation program of 
sources, an experimental study was designed to assess the effect of various 
selected parameters on reactive gas mixture stability. 

For the purpose of quantification, NO was selected as a model reactive 
gas compound for study in mixtures with various inert gases. The effect on 
shelf life of the following parameters were selected for evaluation: (1) con- 
centration of NO in mixture; (2) total cylinder pressure; (3) matrix gas-- 
nitrogen, argon, helium; (4) cylinder conditioning; (5) temperature cycling; 
and (6) cylinder construction material--conventional high pressure steel 
cylinders (chrome-molybdenum or manganese and stainless steel--Type 
304). 

Experimental Section 

Equipment and Materials 

The equipment and materials used were: (1) Harrisburg steel cylinders, 
Department of Transportation (DOT) 3AA-2265 (chrome-molybdenum), 
43 268 cm 3 internal volume and Whitey (Marison Company) stainless 
steel Type 304 cylinders, 500 em 8 internal volume, DOT 3E-1800; (2) 
Superior stainless steel Type 316 shut-off valve, viton-o-ring and Kel-F 
seat; (3) single-stage Type 316 stainless steel regulator (Veriflow), Kel-F 
and Teflon seat; (4) 50-in. manometer, mercury filled; (5) Panametrics 
Model 1000 hygrometer for moisture determination; (6) Thermox oxygen 
analyzer; (7) Beckman Model #951, NO/NO~ analyzer with chemi- 
luminescence method of detection; (8) National Bureau of Standards 
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212 CALIBRATION IN AIR MONITORING 

(NBS) standard reference material--94.0-ppm NO in nitrogen (N~) (span 
gas); (9) NO--99.0 percent; (10) nitrogen-- 99.998 percent with < 1-ppm 
oxygen (O2), < 1-ppm water (H20); (11) helium--99.995 percent, < 1-ppm 
02, <l -ppm H20; (12) argon--99.999 percent, < l -ppm 02, < l -ppm 
H~O; (13) NO/N2 dilution blends--9.676 percent and 1.017 percent NO; 
and (14) 0 to 3000 psi mirror faced gages--10 psi divisions with -4-1 percent 
accuracy. 

Cylinder Preparation and Conditioning 

All cylinders used in this study were new and were never in any other gas 
service. Prior to filling, all cylinders were inspected visually for foreign 
material, and solvent cleaning was found to be unnecessary. After in- 
spection, the cylinders were valved with the appropriate valve. 

Cylinder conditioning of the chrome-molybdenum cylinders was accom- 
plished generally by preparing NO/N2 mixtures in the cylinders at the 
following concentrations: 5, 20, 50, 100, 250, 500, 1000, and 4000-ppm NO. 
The same procedure was used for argon and helium matrix gas mixtures. 
Final fill pressures were approximately 2000 psig. The cylinders were 
allowed to stand for 30 days and then blown down and evacuated to less 
than 100 t~m. A typical example would be the following procedure used for 
a 100-ppm NO in nitrogen blend. An evacuated cylinder (as described 
previously) was connected to a mercury manometer manifold. A vacuum 
was then pulled on the manifold system containing the cylinder, with the 
valve to the cylinder now open. Manometer and temperature readings 
were recorded and the necessary corrections applied before NO was added 
to the cylinder from a previously prepared 1.05 percent NO in nitrogen 
standard. After the NO addition, the cylinder was filled to 2000 psig at 
21~ with the appropriate matrix gas. The cylinder was then placed on an 
automatic cylinder roller and mixed for 30 min before being placed in 
inventory and allowed to stand for 30 days at ambient temperature. At the 
end of this period of time, the cylinder was blown down and evacuated to 
less than 100 ~m, prior to preparation of an actual test calibration mixture. 
The important point to be noted in this procedure is that the conditioning 
is always made with a mixture concentration equal to the calibration test 
mixture which would be finally prepared in the cylinder. Experiments with 
stainless steel cylinders were run without conditioning. Pre-preparation of 
this container consisted only of evacuation to less than 100 t~m. 

One special cylinder was prepared by coating the interior lining of the 
cylinder with silicon dioxide (SiO~) by filling the cylinder with a mixture of 
5 percent silane (Sill4) in N2 pressurized to 2000 psig. This cylinder was 
allowed to stand for 30 days at ambient temperature before being blown 
down, purged with nitrogen, and evacuated to less than 100 um prior to 
preparing the NO mixture. 
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LEE AND PAINE ON CALIBRATION GAS MIXTURES 21 3 

Preparation of Test Mixtures 

All chrome-molybdenum steel cylinders were filled at the preconditioned 
concentrations, using the NO dilution blends with a 4- 5 percent preparative 
toleranee. Pure NO was used for the 4000 ppm blend. The NO was added 
to the cylinders, using a mercury manometer on the filling manifold, as 
previously described. After filling to a final pressure of approximately 
2000 psig and ensuring adequate mixing on a cylinder roller, the mixtures 
were allowed to stand for 24 h prior to the initial analysis. The stainless 
steel cylinders were transfilled from the steel cylinder mixture blends with 
selected NO mixtures from 5 to 4000 ppm. 

Method of Analysis 

All gas mixtures were analyzed on a NO/NO~ analyzer (Beckman Model 
#951) which utilizes the chemiluminescent method of detection for NO. 
This instrument converts NO to nitrogen dioxide (NO2) by the gas-phase 
oxidation with molecular ozone, which is produced in the instrument from 
an external supply of oxygen? All values tabulated are expressed as total 
NOx and are relative to the reference NBS standard. 

The following is a sample procedure for the analysis of an NO mixture. 
The analyzer was allowed to warm up for at least 2 h prior to analysis. The 
converter efficiency was checked, 3 and the ozone regulator was adjusted to 
read 20 psig. The pressure regulator on the NBS span gas and NO test 
mixture was adjusted to 10 psig. The sample pressure regulator on the 
instrument was adjusted to 4 psig for test mixtures in the range of 5 to 
1000 ppm, and 3.5 psig for the 4000-ppm mixtures. The bypass flowmeter 
was adjusted to read 2 litre/min. The instrument was zeroed, with the 
adjusted span to read span gas value on the NOx mode, and switched 
to sample mode to read and record concentrations of test mixtures? The 
linearity of the analyzer is 4-1 percent of full scale, and the precision is 
4-0.5 percent of full scale. The NBS span gas, which was used throughout 
the measurement of test mixtures, never changed more than 0.3 percent, as 
measured against an in-house standard, prepared to evaluate the stability 
of the NBS span gas which underwent a pressure change from 1800 to 400 
psig during the experimental study. 

Temperature Cycling 

This procedure consisted of placing test mixtures outdoors in direct 
sunlight for 8 h periodically (average outside temperature 27 to 32~ 
This was followed by placing the cylinders in the laboratory for tempera- 
ture equilibration with ambient laboratory temperature before analysis. 

3 Beckman Model #951, NO/NOx analyzer, Beckman Instruments, Inc., Fullerton, 
Calif. 92634, March 1973. 
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Results and Discussion 

Generally, it may be assumed from chemical and theoretical considera- 
tions that the instability of NO mixtures in compressed gas cylinders will 
arise from homogeneous reactions of the NO molecule with impurities 
present in the matrix gas, for example 

N0(g) + H~0(g) --~ HN02(~) (1) 

NO(g) + O~(~) --~ NO2(~) (2) 

Simultaneously, instability is compounded by heterogeneous reactions of 
the NO molecule with the cylinder walls, which may be physical adsorption 
or chemical absorption of the NO specie. The picture is complicated 
further by the possibility of desorption from the cylinder walls when the 
total cylinder pressure is reduced and also by temperature variation. 
Mathematically, we can postulate a total bulk pressure (Pb) due to the 
homogeneous gas mixture with 

PbXNo = pNO (3) 

where XNo is the mole fraction of NO molecules in the homogeneous gas 
phase and PNo the partial pressure of NO. Also, we can assume some 

(pNo), saturated equilibrium pressure of NO in the walls of the cylinder ~a, 
which should be some function of wall surface roughness and the active 
sites, the activity of which is enhanced probably by bound surface moisture. 
Regardless of the mechanism, desorption should occur whenever 

g l ]  t 
pNo < PNo (4) 

Any attempt to quantify this phenomenon would be futile, due to the 
varying nature of the cylinder walls and the impossibility of maintaining 
interior uniformity with compressed gas cylinders. 

The results of time-concentration determinations of NO blends in 
nitrogen are given in Table 1. 

It is interesting to observe from these data that mixtures in the range of 
5 to 20-ppm NO decreased slightly in concentration (~0.5 to 1.0 ppm) 
by the end of 29 days. This loss in concentration is due probably to wall 
absorption. Concentrations of NO blends 50 to 4000 ppm remained 
constant and within preparative and analytical tolerance. The results 
obtained with the helium and argon matrix gases are also of interest 
because they indicate an effect due to the molecular weight of the matrix 
gas in the chemiluminescent method of detection. The molecular weights 
are in the ratio 4: 28 : 40 (helium: nitrogen: argon) and the parts-per-million 
readings of NO in the ratio 120: 100: 91, respectively. 

The data obtained for the effect of total cylinder pressure in the range 
1800 to 150 psig are tabulated in Table 2. Generally, the overall trend 
appears to indicate that there is no significant effect on concentration of 
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NO in the mixture as total cylinder pressure is decreased. The one possible 
exception may be indicated by the 5-ppm mixture, but, due to the small 
change involved and the sensitivity of the instrumental analysis, this con- 
elusion is suspect. 

For comparative purposes, the stability results of NO blends in stainless 
steel cylinders and pressure effects are tabulated in Tables 3 and 4. 

A significant decrease in NO concentration was observed initially in 
the range from 5 to 100 ppm. These results are significant because the 
stainless steel cylinders were not preconditioned. However, the results 
obtained at 500 and 4000 ppm are interesting in that they show good 
mixture stability, even though preconditioning was not used. Therefore, 
we can probably conclude that, due to the surface area and concentrations 
of NO blends, the effects of absorption have a greater influence on blend 
stability at the lower concentrations and essentially none at the higher 
concentrations. Further experiments are planned with stainless steel cylin- 
ders, using conditioned cylinders to determine the significance of these 
results. 

TABLE 3--Stability of NO blends in stainless steel cylinders. 

Time As Prepared Concentration of NO a 
in 

Days 5 ppm 20 ppm 50 ppm 100 ppm 500 ppm 4000 ppm 

1 1.20 10.8 39.9 87.7 492 3950 
8 0.90 11.4 40.5 88.0 500 3970 

17 1.00 12.2 41.2 80.0 500 4000 
22 1.05 12.5 41.5 88.7 500 4000 
28 1.05 12.8 41.7 89.0 500 4100 
30 1.07 12.8 41.8 88.8 498 4070 

Nitrogen matrix gas. 

TABLE 4.--Stability o fNO blends: total pressure effects in stainless steel cylinders. 

Pres- Initial Concentration of Nitric Oxide ~ 
sure, 
psig 5 ppm 20 ppm 50 ppm 100 ppm 500 ppm 4000 ppm 

1700 1.2 10.8 39.9 87.7 492 3950 
1600 0.9 11.4 40.5 88.0 500 3970 
1500 1.0 12.2 41.2 88.0 500 4000 
1100 1.07 12.8 41.8 88.8 498 4070 
500 1.20 13.0 41.7 88.8 500 4050 
100 . . .  b 14.5 . . .  b . . .  b 503 4070 

Nitrogen matrix gas. 
b Values not shown on certain blends at I O0 psig are due to temperature cycling tests on 

stability. 
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218  CALIBRATION IN AIR MONITORING 

Table 4 tabulates the data obtained on the effect of total cylinder pressure 
on NO concentration in the mixtures. These data indicate a small NO 
increase in mixture ranges from 5 to 100 ppm. However, it should be 
noted that generally there is no significant pressure effect on stability of 
NO blends 50 ppm or greater. 

The results with variable conditioning processes are tabulated in Table 5. 
The most interesting data in these experiments are the results with silane 
conditioning. Over a period of 64 days of NO determinations, no sig- 
nificant change in NO concentration occurred. These results and other 
data obtained from production experience indicate that silane conditioning 
is a viable process for stabilizing reactive gas mixtures. Further experi- 
mental data will be determined for other reactive gases in the near future. 

The effects of temperature cycling and total cylinder pressure changes 
on NO concentration are collated in Table 6. These results appear to 

TABLE 5--NO stability in variable conditioning processes. 

Type of Conditioning" 

Time Normal Sill4 b 
in Days Conditioned Conditioned 

1 100 c 100 
3 100 100 
4 100 100 
7 100 100 

11 100 100 
18 99 100 
24 99.5 100 
29 100 99.9 

a See experimental section for explanation of conditioning process. 
b SiH4-conditioned cylinder was run 64 days and ranged from 99.5 to 100 ppm. 
"Values are in parts-per-million NO. 

TABLE 6---Stability of  NO blends: temperature cycling and total pressure effects, a 

Steel Cylinder as Prepared 
Concentration of NO, ppm 

Stainless Steel Cylinder as Prepared 
Concentration of NO, ppm 

Pressure, 
psig 5 50 100 5 50 100 

1800 before 3.95 49.2 100 1.05 41.5 88.7 
1800 after 4.05 49.5 100 1.05 41.7 89.0 
500 before 4.05 49.2 100 1.20 41.7 88.8 
500 after 4.15 50.2 100 1.40 42.0 89.0 
100 after 4.40 49.7 100 1.77 42.2 89.2 

a Cylinders analyzed prior to and after temperature cycling. Cylinders were placed in 
direct sunlight for 8 h at 85~ and then brought inside to ambient temperature (70~ and 
analyzed. Matrix gas for all blends was nitrogen. 
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LEE AND PAINE ON CALIBRATION GAS MIXTURES 219  

indicate that, within the range of small temperature cycling, no effects on 
concentration of NO in the mixtures occurred during the test period. 

Conclusion 

The model gas mixture system consisting of NO in an inert gas matrix 
contained in high pressure steel cylinders appears to be a satisfactory 
method of packaging calibration gases, if certain prescribed procedures are 
followed. The major contributors to longer shelf life are preconditioning 
and internal coating of the cylinders. This study suggests that the silane 
treatment of cylinders may provide an inert coating which will ensure 
long-term stability of the mixture. Low concentration of NO in mixtures 
does appear to present problems with respect to the final equilibrium 
concentration of NO in the mixture. Future studies with an NO model 
system should explore the range of 1 to 1000-ppm NO mixtures in silane- 
treated cylinders to determine if complete stability can be achieved over 
the range. This study suggests also that other reactive pollutants, such as 
SO2 and CO should be investigated in a similar manner as the NO mixture 
system. 
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Role of The National Bureau of Standards 
in Calibration Problems Associated 
with Air Pollution Measurements 

REFERENCE: Hughes, E. E., "Role of The National Bureau of Standards in 
Calibration Problems Associated with Air Pollution Measurements," Calibration in 
Air Monitoring, A S T M  STP 598, American Society for Testing and Materials, 
1976, pp. 223-231. 

ABSTRACT: The National Bureau of Standards (NBS) produces a limited 
number of Standard Reference Materials (SRM's) for air pollution and related 
analyses. The effort involved in the preparation and certification of these standards 
precludes production in large quantities or of great variety. The requirements for 
accuracy and stability of samples necessitate a considerable research effort prior 
to production of the actual SRM's. The decision as to what gas mixtures will be 
prepared as SRM's is based primarily on a demonstrated need modified by anti- 
cipated demand and by other obligations of the SRM program. The demand 
for these SRM's is increasing, and maintaining stocks of current SRM's must 
compete with the necessary research prior to issuance of new SRM's. 

Comparisons are presented of independent analyses of a number of SRM's 
currently in use for measurement of automotive emissions. 

KEY WORDS: air pollution, analyzing, gas analysis, gases, standards, emission, 
monitors 

The preparation, certification, and distribution of Standard Reference 
Materials (SRM's) is one of the many functions of the National Bureau 
of Standards (NBS). There are over 700 SRM's currently available from 
NBS which are intended for calibration and quality control in almost 
every area of science and technology. Obviously 700 SRM's cannot meet 
all of the standardization requirements, nor can new SRM's be produced 
rapidly enough to satisfy the demands of new analytical problems. Working 
within the limitations of time, personnel, and money, the list of standards 
is, however, impressive. In some areas, particularly air pollution, there has 
been a sudden and rather large increase in the need for accurate measure- 

i Research chemist, Air and Water Pollution Analysis Section, Analytical Chemistry 
Division, National Bureau of Standards, Washington, D. C. 20234. 
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2 2 4  CALIBRATION IN AIR MONITORING 

TABLE 1--Gaseous SRM's .  

SRM Numbers Description Concentration Status 

1601-03 CO2 in N~ 308, 346, 384 ppm discontinued 
1604-09 O~ in N~ 1 to 1000 ppm, 20~ some discontinued 
1610-13 CH4 in air 1, 10, 100, I000 ppm discontinued 
1625-27 SO2 permeation tables 10, 5, 2 cm in stock 
1629 NO~ permeation tables . . .  in stock 
1665-69 CsH8 in air 3 to 1000 ppm in stock 
1673-75 CO~ in N~ 1,7.5, 14.0~ in stock 
1677-81 CO in N~ 10 to 1000 ppm in stock 
1683-87 NO in N2 50 to 1000 ppm in stock 

ments. These measurements require gaseous standards of a relatively 
higher degree of accuracy than have been available and in a concentration 
range for which accurate analytical experience has been lacking. NBS is 
currently engaged in a program to satisfy these requirements as far as it 
is practical. 

The topic of this paper and Dorko's paper 2 deals with the work at NBS 
concerning SRM's for air pollution analyses. The general philosophy and 
working details of the program will be discussed. 

In 1968, NBS issued the first set of gaseous SRM's intended for the 
calibration of gas analysis instruments. These consisted of three mixtures 
of carbon dioxide (COs) in nitrogen at concentrations of 308, 346, and 
384 ppm and were certified with an uncertainty of -4-1 percent of the amount 
of COs. Since that time, six other sets of gaseous SRM's have been issued, 
and, in addition, permeation tubes for the calibration of sulfur dioxide 
(SO2) and nitrogen dioxide (NO2) monitors have appeared. These are 
summarized in Table 1. The sales of these standards indicate a need and 
a demand that at times seem overwhelming. 

The problems relating to the preliminary investigation of a particular 
series of gas mixtures and the preparation of standards against which the 
final SRM's are certified are such that the rate of expansion of the gaseous 
SRM program is necessarily slow. In addition, the rate of increase in the 
sale of these materials, as shown in Table 2, is such that a major effort of 
the program is involved with certification and restocking of existing SRM's. 
As a rough estimate, about 60 to 75 percent of the total effort is required 
to maintain the current SRM's, and the remaining 25 to 40 percent of the 
time is available for both preliminary research and production of new 
materials. 

Gaseous materials constitute only 3 percent of the total number of 
available SRM's. The rate at which new or modified gaseous standards 

2 Dorko, W. D. "Preparation and Evaluation of a Gaseous Standard Reference Material; 
Carbon Monoxide in Nitrogen," ASTM Symposium on Calibration in Air Monitoring, 
Boulder, Colo., 4-7 Aug. 1975. 
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HUGHES ON CALIBRATION PROBLEMS 2 2 5  

TABLE 2--Sales of Gaseous SRM's. 

Date Sales 

1968 20 
1969 27 
1970 21 
1971 150 
1972 175 
1973 405 
1974 433 
1975 (510)a 

a Estimate based on sales to 30 April 1975. 

can be developed is dependent on the requirements for restocking existing 
standards and on the total demands made upon the SRM program both 
in terms of  budget and manpower. This relatively small portion of the total 
SRM program is not a reflection of the importance attached to gaseous 
SRM's but is more a reflection of the degree of difficulty associated with 
these particular materials. 

Production of Gaseous SRM's 

The first step in the production of a SRM is a determination of the need 
for a particular gas mixture or calibrating device. In correspondence and 
conversations over the years, requests and suggestions have been made for 
SRM's of literally hundreds of different gas mixtures. A decision must be 
made at some point as to whether or not the need for a gas mixture is such 
that an SRM should be issued. The decision may be based on a demon- 
strated need, as was the case with the gases intended for measurement 
of  automotive emission. Federal regulations specify a rather rigorous 
analytical procedure based on methods which could not achieve the 
required degree of accuracy in the absence of accurate standards. The eco- 
nomic importance of the automotive industry and its satellite industries 
was such that little doubt was felt concerning the need for such standards. 
Other factors, such as strong interest from a small section of the scientific 
community, may influence the decision, as it did in the case of the first CO~ 
SRM's. In addition, attempts have been made to evaluate needs through 
market surveys. 

All of these inputs are evaluated in competition with many proposals 
for other SRM's, most of which are of equal and some of which may be 
of greater importance. After a decision to issue a SRM has been made, 
there may be a considerable lapse of time before the material is actually 
available. In the case of gaseous SRM's this is occasioned by the time 
necessary to complete the required experimental work to assure that the 
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226  CALIBRATION IN AIR MONITORING 

material can be prepared and certified accurately and that the shelf life of 
the material will not be impractically short. 

In general, the pattern followed in the production of a gaseous SRM is 
as shown in Fig. 1. An extensive investigation of the stability of the material 
is performed in the concentration range of the intended SRM's. From this 
study, purchase specifications are developed for the procurement of a large 
number of commercially prepared samples. Concurrently, a number of 
primary standards are prepared, usually by gravimetry, which are observed 
over a period of time to ensure stability. Measurements are made to de- 
termine the internal consistency of the entire set of primary standards. 
Conventional methods of analysis are modified, if necessary, to improve 
the precision of measurement in order that the eventual intercomparison 
of the primary standards and the SRM's will not suffer from deficiencies 
in the method of comparison. An imprecision of intercomparison of • 
to 0.2 percent relative is usually sufficient. In some cases, the quantity of 
standards required to keep the analysis of the SRM's under adequate 
control is greater than that available from the primary standards, and it is 
necessary to prepare a set of secondary or working standards with which 
to analyze the SRM's. 

Finally, the SRM's are analyzed individually. The results of analysis of 
each lot of 50 or more cylinders is compared. Since each lot represents 
transfer of 50 or more samples from a single bulk preparation, the agree- 
ment between samples is an important factor in assigning the final con- 
centration and the uncertainty to the SRM's. If, for instance, all of the 
samples in a lot agree with each other to within the limits of imprecision 
of the measurement, then there is some assurance that the particular 
mixture is stable, especially if a relatively long time has elapsed between 
the filling of cylinders and the analysis. 

If there is any question about the stability of samples in a lot, or of the 
entire lot, then a second analysis is performed after a sufficient time interval 

INVESTIGATION 
OF 

STABILITY 

~ PRECIS~FMETHOD 
I NTERCOMPAR I SON 

) 
PURCHASE 

SPECIFICATIONS 

COMMERCIALLY 
PREPARED 
SAMPLES 

STANDARD 
REFERENCE 
MATERIAL 

FIG. 1--General approach to the preparation of  a gaseous SRM. 
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HUGHES ON CALIBRATION PROBLEMS 227' 

so that instability can be recognized. The uncertainty of the final certified 
value is based on the uncertainty of the primary standards and on the 
imprecision of intercomparison of the secondary standards with the pri- 
maries and of the secondaries with the SRM's. The imprecision of inter- 
comparison is represented by the imprecision with which two samples can 
be compared. The uncertainty of the primary standards is the inaccuracy. 
A value for the inaccuracy is determined by considering a number of factors. 
The lack of reproducibility within a set of gravimetric standards at or near 
the same concentration is the major contributor to the estimate of in- 
accuracy with which the gravimetric procedure can be performed. The 
inaccuracy of the analytical technique by which the reagent gases are 
analyzed must be included in the uncertainty. 

In the absence of absolute methods of analysis, it is necessary to utilize 
as many independent methods of preparation of primary standards as are 
available. Normally, these include gravimetric preparations, pressure 
methods, and dynamic dilution methods. While the gravimetric method is 
potentially the method of highest accuracy, the other methods are quite 
useful in determining that there are no significant systematic errors due to 
physical or chemical processes within the cylinder. 

Evaluation of Some Gaseous SRM's 

The culmination of the effort previously described is a SRM of known 
accuracy and stability whose use is capable of bringing order to the meas- 
urement system. In dealing with gases, this order may be accomplished 
in one of two ways. First, the ultimate user may purchase a SRM and 
utilize it for calibration of his analytical system. The number of users then 
determines the number of SRM's needed. Second, the user may purchase 
a standard from a commercial supplier specifying that the analysis be 
peformed by comparison with a SRM. Considering the time and cost 
involved in each individual SRM, this latter approach is preferable. 

If the values that appear on a SRM certificate were accepted without 
question by the users and if each series of SRM's was internally consistent, 
then all measurements performed relative to the SRM's would be consistent 
among themselves. Small systematic errors would be of no consequence, 
and, if such errors were discovered, adjustments to the entire measurement 
system could be made. Fortunately, the nature of analytical chemists is 
such that acceptance of a value offered by anyone is subject to pessimistic 
scrutiny. Such scrutiny is invaluable in supporting or confirming the accu- 
racy of a number, especially if the scrutinizers base their criticism on meas- 
urements performed with independently prepared standards. The following 
examples, summarized in Tables 3-5, illustrate this point and represent 
measurements made by a number of competent laboratories of the concen- 
tration of the SRM's intended for measurement of automotive emissions. 
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2 2 8  CALIBRATION IN AIR MONITORING 

TABLE 3--Comparison of results: COt----concentration of CO~ in volume percent. 

Laboratory Number 

SRM No. NBS 1 2 3 4 5 6 

1673 0.925 0.928 0.928 0.921 0.90 . �9 0.92 
1674 7.01 7.04 7.00 7.09 6.82 
1675 14.03 14.01 14.02 13.95 13.8 1317" ]]] 

TABLE 4---Comparison of results." propane in air--concentration of propane in PPMV. 

Laboratory Number 
SRM 
No. NBS 1 2 3 4 5 6 7 8 

1665 2.95 2.95 2.94 3.07 2.91 2.90 . . .  2.91 
1666 9.52 9.80 9.82 9.81 9.49 9.70 . . .  9.40 915" 
1667 46.5 46.7 46.6 46.2 46.4 46.2 
1668 94.2 94.2 94.2 93.3 94.3 94.2 941�89 ][] ]][ 
1669 477.0 477.0 479.0 477.0 473.0 468.0 . . . . . . . . .  

TABLE 5--Comparison of results: CO--concentration of CO in PPMV. 

Laboratory Number 

SRM No. NBS 1 2 3 4 5 7 

1677 9.7 9.7 10.2 9.7 9.6 9.7 9.8 
1678 47.1 47.1 50.7 47.6 49.0 49.0 46.6 
1679 94.4 94.4 99.5 95.0 97.4 99.0 94.1 
1680 483.0 483.0 492.0 490.0 485.0 488.0 . . .  
1681 958.0 958.0 966.0 958.0 949.0 957.0 . . .  

In  genera l ,  the  ag reemen t  be tween  l a b o r a t o r i e s  is r a the r  g o o d  wi th  bu t  

few except ions .  The  mos t  d i s tu rb ing  difference in resul ts  is n o t e d  for  
S R M  1666, p r o p a n e  in air .  The  values  a p p e a r  to  be c lus tered  in two  groups .  
The  first g r o u p  a t  9.5 p p m  consis ts  o f  NBS,  a second  gove rnme n t  l a bo ra -  
to ry ,  a re l iab le  commerc i a l  gas c o m p a n y ,  and  a fore ign  s t a n d a r d s  l a bo ra -  
tory .  G r o u p  2 at  9.8 p p m  consis ts  o f  three  m a j o r  domes t i c  a u t o m o t i v e  
c o m p a n y  l abora to r i e s .  The  first g r o u p  p r e p a r e d  s t anda rds  wi th  which the  
S R M ' s  were c o m p a r e d  ent i re ly  i ndependen t ly  o f  each other .  There  is some  
ques t ion  conce rn ing  the independence  o f  the  s t a n d a r d s  used by  G r o u p  2, 
a n d  it is l ikely tha t  the  c o m p a r i s o n  is of  the  S R M  versus a single set of  
s t anda rds .  W e  are  n o t  in a pos i t i on  to  ques t ion  these s t anda rds  bu t  can  
only  offer the  resul ts  o f  the  two  g roups  for  compar i son .  

A cons ide rab le  a m o u n t  o f  w o r k  was done  to  resolve  this  p r o b l e m ,  a n d  
we are  conv inced  t ha t  the  va lue  9.5 p p m  is correct .  This  conc lus ion  is 
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TABLE 6--Results of analysis of CO grouped by laboratories--average concentration in 
PP MV. 

Group 1 
NBS Group I a Group 2 b Group 2 

9.7 9.7 9.8 0.990 
47.1 47.1 49.6 0.950 
94.4 94.5 98.6 0.958 

483.0 485.0 488.0 0.994 
958.0 958.0 957.0 1.001 

a Laboratories: NBS, 1, 3, and 6. 
b Laboratories: 2, 4, and 5. 

based on reexamination of the original standards with a new set of stand- 
ards, the linear relationship of the standards, an independent calibration 
using a dynamic dilution system starting with pure propane, dilution of 
SRM 1667 in an exponential diluter. We feel, at this point, that the dis- 
r are related to a combination of the different methods of analysis 
and the composition of the dilution gas in this lot. The oxygen content was 
measured to be 20.7 which is lower than the oxygen content of any other 
lot in the series. 

The results for carbon monoxide (CO) also appear to fall into two 
groups, NBS and Laboratories 1, 3, and 7, and Laboratories 2, 4, and 5. 
The average at each concentration from the two groups is shown in Table 6. 

The most recent series of standards, SRM 1683-87, consists of five 
concentrations of nitric oxide (NO) in nitrogen. Less information has been 
made available to us by independent laboratories, but the results thus far 
are very encouraging, especially in view of the nature of NO standards. 
Many more problems were encountered in the development of this standard 
than with any of the others. 

The results shown in Table 7 represent results from three other labora- 
tories but are not necessarily independent. The results from Laboratory 1 
were simply stated to lie within •  percent of the NBS values, but the 
history of the standards used by Laboratory 1 may be related to the stand- 
ards used by Laboratories 2 and 4. Thus, the results may not represent 
more than one independent analysis of the SRM's. However, considering 
the nature of the standards, agreement between two independent labora- 
tories is remarkable. If  an estimated uncertainty of • 1 percent is placed 
on the average value for Laboratories 1, 2, and 4, the average agrees with 
the NBS value. 

The results described represent analyses performed by very competent 
laboratories, all of which have considerable experience in gas analysis. 
How then can a laboratory with limited experience and no facilities for the 
preparation of primary standards relate their analyses to measurements 
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TABLE 7.--Comparison of results: NO---concentration of NO in PPMV. 

Laboratory Number 

2 b 

SRM No. NBS 1 s a b c 4 

1683 45.7 46 44.8 44.9 . . .  45.9 
1684 94.2 94 92.8 93.5 . . .  
1685 252.0 250 251.0 250.0 25�89 
1686 480.0 480 481.0 479.0 45616 474.0 
1687 998.0 998 1001.0 1006.0 984.0 989.0 

a All values reported to lie within 2 percent of NBS values. 
b (a) = nondispersive infrared procedures. 

(b) = chemiluminescence procedure. 
(c) = phenol disulfonic acid procedure. 

performed in other laboratories? Obviously, they can purchase the ap- 
propriate SRM's and assume that the other laboratories will do likewise. 
This procedure, however, may be economically infeasible if large quantities 
of gases are required. The alternative is to purchase gas mixtures from 
commercial suppliers specifying that analyses be performed against SRM's. 
Table 8 is a summary of analyses, performed in our laboratory, of a series 
of standards prepared for an industrial laboratory by a commercial supplier 
who used SRM's to analyze the gases after preparation. The analyses are 
amazingly consistent, more so because the concentration range extended 
below the range of available SRM's. This will be readily apparent to anyone 
who in the past has had occasion to purchase NO in nitrogen standards 
from commercial suppliers~ We hope the practice of using SRM's will 
eventually extend to all gas suppliers, not only to introduce a common 
reference point, but also to reduce the demand for these SRM's. 

Conclusion 

The nature of gaseous SRM's is such that production of a wide variety 
of standards or of standards in great quantity is not practical. Those which 

TABLE 8--Analysis of commercial mixtures of NO---concentration of NO in PPMV. 

Manufacturer's Claimed 
Concentration Analysis by NBS 

127.0 126.0 
45.0 45.1 
22.5 22.2 
10.8 10.4 
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have been distributed appear to justify the effort in terms of the degree of 
accuracy achieved and the acceptance by analysts in the field of gas analysis. 

The reluctance to accept such standards without a critical user evaluation, 
such as is represented by the results in Tables 3-7, is an analytically healthy 
attitude. Confidence in a source of standards can only be built on a founda- 
tion of reliability, and reliability can only be gained through experience and 
constructive criticism both from within and without the organization 
issuing the standard. We welcome any information from users of SRM's, 
especially where that information reveals problem areas in the analyses 
for which the SRM is intended as a calibrant. We recognize the peculiar 
difficulties of standardization in the field of gas analysis and, in particular, 
those associated with the concentration ranges of interest to the air pollution 
analyst. Our approach has always been to assume that there is much yet to 
learn about gas standards and that the learning process does not stop when 
the standard is issued but must continue as long as the standard is needed. 
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ABSTRACT: The Mobile Source Air Pollution Control (MSAPC) program has 
developed a system of primary gas standards which permits commercial gas blends 
to be named within 2 percent of true value and a computer program which docu- 
ments the path and traceability relationship of each gas to the National Bureau 
of Standards (NBS) standard reference material (SRM). 

The MSAPC program incorporates gravimetric gas blending as a primary 
means to verify and extrapolate the work of the NBS. These blends comprise the 
reference points for a two-point linear interpolation procedure for gas analysis 
and correlation. The advantages and limitations of this procedure are outlined and 
quantified. 

KEY WORDS: primary standards, gravimetric analysis, motor vehicles, exhaust 
emissions, gas analysis, calibration, quality control 

Gas mixtures are an essential component of the measurement process 
used to determine motor vehicle emissions. They are used to calibrate 
sample analysis instruments before and after each analysis and are used 
also to generate the response versus concentration curve for every analyzer 
range. Each vehicle pollutant measured requires a specific instrument and 
a set of nominal operating ranges. 

In the early stages of mobile source emission regulation, vehicle exhaust 
was sampled and analyzed at raw (tailpipe) concentration levels. In 1972, 
the Environmental Protection Agency (EPA) implemented the constant 
volume sampling (CVS) procedure [1] 2 to permit the determination of 
vehicle emissions on an absolute mass basis. In the CVS test, the total 

z Quality assurance manager, Mobile Source Air Pollution Control, Ann Arbor, Mich. 
48105. 

The italic numbers in brackets refer to the list of references appended to this paper. 
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vehicle exhaust is diluted with room air, a continuously proportional sample 
of this mixture is collected for analysis, and the total volume of the mixture 
is measured. The single sample bag CVS procedure simplified the analysis 
process, but analysis of the lower concentrations of diluted exhaust re- 
quired more sensitive instruments and lower gas calibration standards. 

The CVS test was modified in 1974 [2] to incorporate a weighted calcu- 
lation from three sample bags. This change, coupled with the lower emission 
standards of the Clean Air Act, imposed more stringent demands for 
accurate, stable, standardized, and traceable calibration gases at lower 
concentrations. 

The regulatory program of EPA and the development programs of the 
industry both needed a common reference for calibration gases. The gas 
cross checks and interlaboratory correlation programs which had been 
used in previous years proved very time consuming and were never able to 
address the question of absolute accuracy. Furthermore, participating 
laboratories were not compelled to adjust their values to the overall 
average. Generally, the lack of unquestionable credibility, as well as the 
lack of a standardized gas analysis procedure, made such arbitrary adjust- 
ments difficult to justify. 

EPA/NBS Program 

In July of 1971, the National Bureau of Standards (NBS) proposed a 
program to address the problem of standardized calibration gases. As an 
experienced, unbiased, and recognized "standards" organization of high 
integrity, NBS was a logical choice as a source of gas standards which 
could be accepted and used by all organizations working in the field of 
automotive emissions. 

After discussions were held with several organizations to define the 
requirements for a gas standards program, the Mobile Source Air Pollution 
Control (MSAPC) program and NBS entered into an interagency agree- 
ment in July 1972. The provisions of this agreement were to deliver a set of 
certified gas standards as shown in Table 1 and to provide an analytical 

TABLE l--Standard reference gases generated from the EPA/NBS interagency program. 

C3Hs/air, ppm CO/N2, ppm CO2/N2, ~ NOx/N2, ppm 

3 10 1.0 50 
10 50 7.5 100 
50 100 15.0 250 

100 500 500 
500 1000 1000 

NOT~--AII concentrations are nominal. Actual standards had blend tolerance +0 and 
-10 percent. Accuracy goal of q-I percent of true value. 
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system and procedure for intercomparing unknown gases to the standard 
reference gases. 

The four binary blends and eighteen concentrations do not cover ade- 
quately the entire spectrum of mobile source analysis requirements, but 
the values were selected in the initial EPA/NBS program because they 
would satisfy the critical areas of emissions testing that were anticipated 
for 1975. 

In late July 1972, EPA and NBS sponsored a joint conference at NBS 
to discuss the proposed program with representatives of the automotive 
industry and specialty gas manufacturers. From these discussions, it was 
concluded that NBS should concentrate on developing the technical 
specifications and certification procedures for the reference materials. The 
gas blending industry would supply batch blends in large cylinders for 
NBS to analyze, observe, and certify. This division of responsibility utilized 
the expertise and capabilities of both organizations, and, at the same time, 
provided more assurance of standards availability in useable quantities. 

Another question which was raised during this conference was the 
protocol and procedures by which EPA and the automotive industry would 
accept the values certified by NBS. Skepticism had been voiced by some 
participants regarding the probability that the program requirements 
could be satisfied by NBS, or anyone else. Therefore, while NBS was 
conducting the standards development program, an independent program 
was conducted at the EPA Mobile Source Laboratory to reproduce, 
correlate, and extrapolate the work of NBS. 

EPA Gravimetric Blending 

During its first year as a regulatory function under the Health, Education, 
and Welfare Department, the MSAPC program had recognized the need 
for primary gas standards and, prior to the agreement with NBS, had 
procured the equipment and materials to produce gravimetric blends. 
Even with the completion of the EPA/NBS program, it was recognized 
that the number of reference gases being produced by the program was 
limitea in both the scope and intervals of coverage. Since the NBS primary 
standards were based on gravimetric blending, the EPA equipment pro- 
vided the opportunity to expand the coverage. 

In theory, if a standard is truly a standard, two independent programs 
that use the same basic method to generate the standard should produce 
the same result. Therefore, if the EPA gravimetric blending procedure 
could duplicate the nominal values of the NBS program, and correlate the 
two blends within 1.0 percent at the 95 percent confidence level, then the 
entire inventory of EPA gravimetric blends could be accepted and used as 
primary standards. 
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TABLE 2~EPA (MSAPC) gravimetric gas blend inventory. 

CO/N2 
C3Hs/air, CaHs/N~, CH4/air, CO~/N2, NOx/N2, 

ppm ppm ppm ppm 7o 7o ppm 

1 100 3 5 0.5 0.2 25 
2 200 10 10 b 1.0 0.4 50 b 
3 b 400 25 25 1.5 a 0.6 75 
5 600 50 50 b 2.5 a 0.8 100 b 

l0 b 800 75 100 b 5.0 ~ 1.0 b 240 b 
15 1000 100 150 7.5 ~ 1.5 a 500 b 
25 2000 300 200 10.0 ~ 2.0 a 750 
50 b 3000 1000 250 2.5~ 1000 b 
75 4000 20000 a in N~ 500 b 3.0. 1500 

100 b 6000 750 4.0" 2000 
150 8000 1000 b 5.0 ~ 5000 
200 10000 ~ 1250 7.0 ~'b 20000 a 
275 15000~ 1500 9.0~ 
350 20000~ 2000 11.0~ 
500b 2500 13.0 ~ 

1000 3000 15.0 ~,~ 
4000 

a Parent blend. 
b NBS SRM's. 

Table  2 shows the inventory  of  gravimetr ic  b lends  tha t  the Mob i l e  
Source L a b o r a t o r y  will generate  and  main ta in  for all phases  of  mobi le  

source testing. As  of  July 1975, all  of  the mixtures  have been b lended  
except  the ni tr ic  ox ide /n i t rogen  (NO/N~)  and  m e t h a n e / a i r  (CH4/air) .  

F igure  1 shows the ba lance  and  conf igura t ion  used to  measure  the gravi-  
met r ic  differences in cyl inder  weights a t  the three filling stages. I t  is not  the 

purpose  of  this  paper  to  discuss the detai ls  of  the gravimetr ic  b lending  
p rocedure  [3], bu t  several  aspects  of  the process should  be ment ioned  

because  they bear  on the overal l  accuracy  of  t raceabi l i ty .  
I f  the  uncer ta in ty  in the  ca lcula ted  gravimetr ic  concen t ra t ion  is to be 

ma in ta ined  at  0.I  percent ,  then a l imit  must  be p laced on the mass  of  the 
minor  c o m p o n e n t  a d d e d  to the empty  cyl inder .  This l imit  is a funct ion o f  
the accuracy  and  precis ion of  the gravimetr ic  ba lance  [4]. I t  was de te rmined  
tha t  the M S A P C  balance  could  de termine  mass  differences with a precis ion 
of  -4-2 mg. The  accuracy  of  the mass  difference becomes  a funct ion of  the 
weights used;  the par t icu la r  weights used in this  p rog ra m were a Class S-1 
set which had  been checked agains t  a Class M set certified by NBS [5]. 
Hence,  to a t ta in  the desired accuracy,  the m i n i m u m  mass  of  minor  com-  
ponen t  mus t  be greater  than  2 g. In pract ice,  filling a cyl inder  to a tmospher ic  
pressure with any of  the gases requi red  5 g or more ,  so this m in imum was 
specified for all  blends.  F o r  first and  second di lut ions,  the a m o u n t  of  minor  

C o p y r i g h t  b y  A S T M  I n t ' l  ( a l l  r i g h t s  r e s e r v e d ) ;  F r i  J a n   1  2 3 : 3 1 : 1 8  E S T  2 0 1 6
D o w n l o a d e d / p r i n t e d  b y
U n i v e r s i t y  o f  W a s h i n g t o n  ( U n i v e r s i t y  o f  W a s h i n g t o n )  p u r s u a n t  t o  L i c e n s e  A g r e e m e n t .  N o  f u r t h e r  r e p r o d u c t i o n s  a u t h o r i z e d .
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FIG. l--Gravimetric weight differences during the blending process are determined by a 
10 kg balance with a vernier chain readout to 1 rag. 

component was often above 20 g. These higher quantities permitted work- 
ing with positive pressures and assured a 99 percent confidence level on the 
calculated value, assuming the balance operator has correctly read, added, 
and recorded the weights. To avoid errors in the calculations, a computer 
program was developed to convert the recorded gravimetric measure- 
ments to volumetric concentrations. The program also generates and main- 
tains a file of all blends. It can later reference that file for the blend mass 
ratios which are used in the calculations of stepwise dilutions of a parent 
blend or any previous mixture. Table 3 illustrates the output format. 

Once the inventory has been generated, blends can be replenished by 
using a "cookbook" of specifications. Cylinders are refilled to the nominal 
mixture concentrations attained when originally produced. This is not only 
a practical approach, but is recognized as good engineering practice. While 
gravimetric blending represents the primary step in the establishment of 
accurate gas standards, the method used to analyze and correlate these 
primary standards to secondary standards and working gases is equally 
important. 

Standard Correlation 

The Mobile Source Laboratory maintains approximately 600 cylinders 
of calibration gases that make up primary, secondary, and working level 
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TABLE 3--Gravimetric gas blend analysis. 

Measured Data 

Measured CylinderWeights, g 
Parent 

Cylinder Cylinder Empty After Minor After Major 

H-89456 G-11865 22.552 101.928 478.181 
H-89475 H-89456 43.052 70.112 439.822 
G-11843 H-89456 93.591 128.682 489.200 
G-11848 H-89456 148.156 167.118 569.631 
G-11840 H-89456 91.235 103.485 470.723 
H-89474 H-89456 32.396 38.953 401.193 
H-89469 G-11843 158.577 193.504 450.832 
H-89460 G-11843 56.670 67.750 357.891 

Calculated Data 

Minor Major Blend Cylinder 
Component, Component, Concentration, Pressure, 

Cylinder g CO g N2 Mass Ratio ppm psi 

H-89456 79.376 3 7 6 . 2 5 3  0.0028147 2815.347 1595.0 
H-89475 27.060 3 6 9 . 7 1 0  0.0001920 192.006 1389.0 
G-11843 35.091 3 6 0 . 5 1 8  0.0002497 249.721 1385.0 
G-11848 18.962 4 0 2 . 5 1 3  0.0001266 126.660 1475.0 
G-11840 12.250 3 6 7 . 2 3 8  0.0000909 90.879 1328.0 
H-89474 06.557 3 6 2 . 2 4 0  0.0000500 50.054 1291.0 
H-89469 34.927 2 5 7 . 3 2 8  0.0000298 29.844 1023.0 
H-89460 11.080 290 .141  0.0000092 9.186 1054.0 

NOTES---The data was 25 Aug. 1973, the blender, Jk. The major and minor components 
were N2 and CO, respectively. Gravimetric values are converted to volumetric concentra- 
tions. Mass ratios are stored for use in future stepwise dilutions. 

gases in the hierarchy of its reference standards. Primary gases are the 
EPA gravimetrics, NBS standard reference materials (SRM's), and pur- 
chased gases of 1 percent analysis, for which no gravimetrics or SRM's  
have been generated. Secondary gases are named from primary standards 
and are used for calibrating instruments and analyzing working gases. 
Working gases are plumbed to the gas analyzers and are used for cali- 
brating (spanning) the instrument before and after each exhaust sample 
analysis. 

The goal in standards correlation is to quantify the concentrations of all 
gas mixtures to within -4-2 percent of the absolute value. Unfortunately, 
there are few instruments that can perform quantitative analysis without 
having a reference point; in other words, all the instruments used in 
mobile source gas analysis are merely comparators. 

As mentioned earlier, this aspect of gas correlation was recognized at 
the outset of the EPA/NBS agreement, and the comparator and method 
were specified as part of the program product. 
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NBS delivered a single instrument package that is capable of comparing 
propane/air (C3Hs/air), carbon monoxide/nitrogen (CO/N2), and carbon 
dioxide/nitrogen (CO2/N2) binary blends. The unit's response comes from 
a flame ionization detector (FID). The CO and CO2 blends are reduced 
catalytically with hydrogen to CH4 and then analyzed on the FID. The 
FID, as a detector, has inherent advantages such as fast response, stability, 
and linear output. Where the number of standards are limited or not 
adequately spaced for generating calibration curves, use of the linear 
characteristic of the FID becomes a mandatory requirement. 

The Mobile Source Laboratory has not acquired adequate operational 
experience and sufficient statistical confidence with the NBS comparator 
to adopt it as the primary standards correlation instrument system. Limited 
manpower for extra projects in the gas area has been allocated to building 
a master analysis system (MAS) which will incorporate the NBS comparator 
as a supplementary instrument. 

Although the NBS instrument is not yet in use, the NBS technique of 
interpolation between two adjacent reference concentrations has been 
adopted as the MSAPC practice for naming gases. Table 4 illustrates the 
computer printout of several analyses. 

Before the system of gas standards traceability is developed, a few 
assumptions and limitations regarding the two point analysis procedure 
need further discussion. 

Uncertainty of Analysis 

There are several sources of uncertainty which are present in each 
analysis. One is the uncertainty in the reference gas concentration values. 
In the case of the gravimetric blend, the overall repeatability in making 
duplicate samples has been shown, from analysis, to be within •  
percent. Part of this composite variation is due to the uncertainty in the 
gravimetric determinations (<  +0.1 percent), and part is due to the 
uncertainty in the intercomparison analysis. The accuracy of the gravi- 
metric blend depends also on the purity of the components used in the 
parent blend. A well-defined offset of 0.358 percent was observed between 
two, three-bottle sets of parent blends of CO/N~ made from two pure 
stocks of CO (both 99.9 percent). One stock was fresh, and the other was 
two years old. Ironically, the older stock produced higher values. This 
example has been cited to underscore the importance of using components 
of quantified purity and integrity in the generation of primary standards. 

Once a set of primary standards has been obtained, other gas mixtures 
of the same type can be named relative to these standards, using an instru- 
ment designed to respond to the type and concentration of the unknown 
mixture. The comparator instrument introduces another source of un- 
certainty into the analysis. The magnitude of this uncertainty can be 
minimized by observing a few procedural techniques in the analysis. 
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TABLE 4---Gas blend analysis. 

Mixture FID 
Components Sample Flow Pressures 

Date of Analyzer Analyzer SCFH Operator 
Analysis Train Vendor Minor Major In. H20 Air Fuel Initials 

16-10-73 21 Beckman C3Hs air 1.0 10.0 10.0 24.5 PP 

Measured Data 

Analyzer Setup Data 

Low Point High Point 
Nominal 
Concen- Concen- Concen- 

Cylinder tration tration Meter tration Meter 

Cylinder 
Analysis 
Meter 

A-8826 100.0000 74.019 73.4 99.808 99.8 98.0 
A-77500 88.6000 74.019 73.4 99.808 99.8 87.7 
A-11671 49.3000 43.863 41.8 62.018 60.8 46.3 
SG-6895B 42.5000 24.324 22.7 43.863 41.9 40.6 
SG-4227B 26.0000 24.324 22.7 43.863 41.9 24.4 
SG-173629 10.1000 8.777 34.7 24.324 97.3 40.6 
H-89466 74.0190 62.018 60.6 99.808 99.3 72.8 
G-4235 93.6000 74.019 73.2 99.808 99.7 93.3 
G-4419 46.5000 43.863 41.6 62.018 60.9 44.6 

Calculated Data 

Analyzed 
Cylinder Concentration, ppm Comments 

A-8826 98.050 C3Hs/air 
A-77500 87. 988 C3Hs/air 
A-11671 48.163 C3Hs/air 
SG-6895B 42. 540 C3Hs/air 
SG-4227B 26.054 C3Hs/air 
SG-173629 10.242 C3Hs/air 
H-89466 73.931 Calls/air 
G-4235 93. 580 C3Hs/air 
G-4419 46. 685 CsHs/air 

EPA gravimetric 
NBS standard 
NBS standard 

NorFs--(a) The value of the unknown gas blend is calculated from a linear interpolation 
using the high- and low-set points. Each analysis is stored in a file for later reference. (b) 
SCFH = standard cubic feet per hour. 

First,  an  ins t rument  should be used that  will produce the most  l inear 
response to the concent ra t ion  range being analyzed. General ly,  the non-  
l inearity of a compara tor  such as a nondispersive infrared ( N D I R )  analyzer 
should be l imited to less than 15 percent. Nonl inear i ty  is defined as the 
deviat ion of the midscale value from the line between zero and  full scale, 

expressed as a percent of full scale. Almost  all of the ins t rument  ranges used 
in the mobile  source test program are less than 10 percent nonl inear .  
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A second procedural technique which should be observed is to make the 
bracketing analysis in the upper half of the meter response. Normally, 
instrument outputs can be recorded and interpreted to 0.1 division, which 
yields an uncertainty of 0.2 percent of point at midscale. This uncertainty 
does not extend necessarily to the final analysis, because all readings would 
tend to occur high or be read high for each analysis, thus tending to cancel 
out an induced error. 

Once the proper instrument, range, and output have been obtained, the 
final procedural precaution is to use the two closest standards available 
to bracket the unknown within the minimum interval. Generally, the gases 
used in the test program have nominal concentrations which are near the 
standards shown in the gravimetric inventory. If the unknown gas is close 
to a bracketing standard, it does not matter whether the unknown is inside 
or outside the interval of the standards because the linear analysis error 
will be minimized in either case. 

Figure 2 illustrates graphically the analysis technique and the percentage 
error induced by not observing the procedural precautions discussed in the 
previous paragraphs. The instrument used in this error analysis was a 
0 to 3 percent CO~/N2 analyzer that had assumed values of nonlinearity of 
5, 10, and 15 percent. The equation of the nonlinear curve was assumed to 
follow the form 

%CO~ = A •  ~ + B •  d (1) 
where 

d = instrument meter response (0 to 100) and 
A and B = coefficients of the second order curve. 

Having defined the true analyzer curves, several hypothetical two point 
linear analyses were run. The error induced into the calculated value was 
then plotted as a percentage of the true value for ten different positions of 
the unknown on the bracketing interval. As one can see, the error reaches 
a maximum near the midpoint of the interval and goes to zero at the end 
points. The maximum error per interval is also observed to increase as the 
interval increases or moves down scale. Finally, the magnitude of the error 
increases with increasing nonlinearity. 

It should now be obvious why the procedural quality control provisions 
must be observed to minimize the analysis error. Because these provisions 
are so critical, they are restated here. 

Gas Analysis Quality Control Provisions 

1. Use an instrument range with minimum nonlinearity, preferably less 
than 10 percent. 

2. Perform the analysis in the upper half of the meter output. 
3. Bracket the unknown with the closest standards available. The interval 

should not exceed 15 m deflections for nonlinearities of 10 percent. 
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242 CALIBRATION IN AIR MONITORING 

4. Develop standards at nominal concentrations close to the values of 
the working gases used. 

At this point, one may question the value of using a procedure so po- 
tentially erroneous. The value of this technique lies in its simplicity, its 
repeatability, and its independence from a particular instrument calibration, 
recorder calibration, or the accuracy of a calibration curve. The analytical 
process generates a set of five numbers whose relationship to each other 
uniquely defines the value of the unknown relative to two known values. 
The computer program which performs the analysis computations can 
also perform quality control checks to assure whether the four provisions 
were followed, or, if not, to estimate the magnitude of the error. The 
computer file of analyses also provides documentation which can be used 
to update values if any errors in the standards are revealed at a later date. 
Furthermore, the precision and uncertainty of the procedure can be 
quantified for each analysis, and the overall accuracy of multilevel paths of 
traceability can be assessed. 

The MSAPC program has used the bracketing technique to correlate 
the gravimetric inventory to itself, to the NBS SRM's, and to the MSAPC 
surveillance contractors calibration gases. In the latter case, the analyses 
were duplicated on separate analyzers for verification. The bracketing 
standards were the same for each analysis, but the instrument responses 
were not duplicated necessarily. 

Table 5 shows the statistical analysis of the ratios determined by dividing 
the first value obtained by the second. The average ratio, standard devia- 
tion, variance, and percent coefficient of variation are shown for individual 
gas mixtures, as well as a composite value for all ratios. 

The statistics show that the linear analysis has an overall precision of 
about • 1 percent at the 95 percent confidence level and that the average 
ratio of a duplicate analysis is -4-0.1 percent of 1.0, as one might expect. 

The best precision was obtained in the hydrocarbon (HC) analyses, which 
were performed on the linear FID. The worst precision resulted from the 
CO analyses. The data used in this statistical analysis were not checked 
for conformance with the procedural precautions outlined earlier. How- 

TABLE 5--Statistical analysis of ratios calculated Jrom duplicate gas analyses. 

C3Hs/air CO/N~ CO2/N~ NOx/N2 Composite 

N 52.0 70.0 46.0 33.0 201.0 
�9 X 52.0023 69.9209 45.9588 33.0258 200.9078 
~X z 52.0050 69.8455 45.9188 33.0527 200.8220 

1.0000 0.9899 0.9991 1.0008 0.9995 
0.2788 - 2  0.7222 --2 0.5147 --2 0.5883 - 2  0.5638 --2 

~2 0.7772 - 5  0.5216 - 4  0.2649 - 4  0.3461 - 4  0.3179 --4 
CV, ~o 0.2788 0.7230 0.5151 0.5878 0.5635 
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ever, the results on CO support the speculation that the highest probability 
for error would exist with the CO and CO2 analyses. 

The predicted precision of the nitric oxide (NO~) ratios should have been 
similar to the HC data because of the linear response of the chemilumi- 
nescent analyzer. However, the NO~ analyses are subject to thermal 
converter efficiency and flow balance variations. Also, part of these par- 
ticular samples were not analyzed on different instruments, but rather on 
two ranges of the same instrument. This very likely introduced a sensitivity 
variation, which was one of the areas addressed in the procedural pre- 
cautions. 

Now that quantitative assessments of accuracy and precision have been 
obtained, the system of gas standards traceability and overall uncertainty 
can be discussed. 

Gas Standards Traceability 

Since motor vehicle emissions are expressed on a mass rate basis (grams/ 
mile), the measurement process, which includes both volumetric flow 
(CVS) and gas concentration analysis, must be traceable eventually to a 
mass standard to assure the desired accuracy. As has been discussed, the 
mass standards for gas mixtures are the gravimetric blends. Therefore, the 
concept of traceability includes the path and levels of uncertainty by which 
all named gases are connected to the primary standards. 

Figure 3 illustrates this concept and defines the levels of uncertainty. 
In an earlier paragraph, the NBS SRM's were named as primary standards. 
In accordance with Fig. 3, they are actually secondary standards because 
they have been quantified relative to a gravimetric standard. However, the 
MSAPC program considers them qualified primary standards because of 
the way in which they were made and named, the way in which they are 
used (sparingly), and because of the link that they form between EPA, the 
automotive companies, and the gas manufacturers. 

Level of 
t [ Uncertainty 

I Gas Blender k ~  NBS L ~  EPA ~ CITI (dap ..... ) J • .1% {within) 
Gravimetrics Gravi MSAPG Gravimetrics Gravimetrics I • (between) 

,BG l I EPA 
5P~176176 Certified 5R"s j I S  ondory 5taodords 

Blends I~ Working Gases • 1.5% 

FIG. 3--Paths of traceability and levels of uncertainty are illustrated for the hierarchy 
of  gases used in mobile source testing. 
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If we can be confident that the gravimetric blend is accurate to within 
• percent, and has demonstrated a •  percent precision on a first 
level of traceability, then the same should apply to the second level of 
traceability, which encompasses the day-to-day analyzer working gases. 
Working gases will, therefore, have a composite uncertainty of •  
percent (a c = ~ / ~  q- 13) relative to the gravimetrie blend. 

The goal for quantifying gas mixture concentrations has been established 
at •  percent for most mobile source emissions testing. In practice, this 
goal can be achieved with the application of quality control provisions 
within a laboratory's gas standards program. For laboratories with the 
ability to generate primary standards and the willingness to perform multiple 
analyses, the achievable accuracy could be closer to • 1 percent. 

Conclusions 

The EPA/NBS gas standards program has provided the needed bench- 
marks for use in automotive emissions testing. The procedure of gas 
analysis by two point linear interpolation has been shown to be a simple 
repeatable method for naming gases. 

Gravimetric blending of gas mixtures is a highly accurate and precise 
method for generating primary standards. Correlation of gravimetric 
blends to the NBS standards and to themselves has provided the assurance 
needed to accept a complete inventory as primary standards. Component 
purity and procedural quality control are critical in this area. 

Finally, gas mixtures which are blended commercially can be named and 
shown to be traceable to within •  percent of the true value represented 
by a primary standard. Four precautions in the naming process must be 
observed to minimize the induced errors. 

Gas Analysis Quality Control Provisions 

1. Use an instrument with minimum nonlinearity, preferably less than 
10 percent. 

2. Perform the analysis in the upper half of the meter output. 
3. Bracket the unknown with the closest standards available. The 

interval should not exceed 15 m deflections for nonlinearities of 10 percent. 
4. Develop standards at nominal concentrations close to the values of 

the working gases used. 
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ABSTRACT: Not everyone who works with ultra-high purity gases is aware 
of the difficulties involved in establishing a primary gas standard. The problems 
associated with the necessary correlation procedures, the instability of certain 
gases, reaction of gas mixtures, etc., are complicated further by the fact that many 
firms maintain their own primary standards, with little or no effort given to 
correlate values with others. It is obvious, therefore, that the only remedy for this 
haphazard situation is to establish a single repository for primary standards. 
Because of its history and experience in such matters, the U.S. National Bureau 
of Standards (NBS) is the only likely choice to serve as this repository. As is 
commonly known, this is no panacea. All firms involved in the specialty gas 
business must work continuously to maintain the effectiveness of the primary 
standards established. An absolute, by definition, is impossible to attain. How- 
ever, by diligent efforts in correlating gases, we, as an industry, can approach 
that absolute as closely as possible. 

The use of by-weight mixtures is not always as accurate as one may think. 
This paper intends to point up, by way of specific examples, several correlation 
techniques we have found necessary in certifying a primary standard, and to 
point up our present and future needs for standard reference materials supplied 
by NBS. 

KEY WORDS: calibration, gases, standards, air pollution, gas cylinders 

Problems of Standardization 

N o t  everyone  who  works  wi th  u l t ra -h igh  pur i ty  gases or  cr i t ica l  gas 
mix tures  is aware  o f  the  m a n y  p r o b l e m s  assoc ia ted  with  s t anda rd i za t i on .  
A l l  t oo  often,  wha t  appea r s  as  cert if ied on  the  t ag  tha t  a ccompan ie s  the  gas 
cy l inder  s t a n d a r d  is t aken  as gospel ,  wi th  l i t t le or  no inves t iga t ion  as to  how 
the  cert i f ied va lue  was de t e rmined  in the  first place.  Cons ide r  th is  ques t ion :  
how does  the  ca l ib ra t i on  gas suppl ie r  ca l ib ra te  the  i n s t rumen ta t i on  he used  
to  cer t i fy  the  cy l inder  s t a n d a r d ?  In  m a n y  cases,  the  answer  m a y  surpr ise  
you.  Pe rhaps  the  fo l lowing i l lus t ra t ions  will  help  to  c lar i fy  our  point .  

1 Development engineer and general manager, Rare and Specialty Gases Department, 
Airco Industrial Gases, Murray Hill, N. J. 08077. 
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TABLE I--Certified analyses of NO span.gases, ppm. 

Cylinder NO (certified) NO (actual) NO~ (actual) ~ 

GROUP 1 (RE,IECTED) a 

1 52.0 58.0 17.0 
2 51.2 67.0 6.5 
3 47.2 50.5 20.0 
4 53.2 58.0 12.0 
5 54.6 60.5 15.0 

GROUP 2 (ACCEPTED) a 

1 54.4 54.4 0.7 
2 53.2 63.3 1.3 
3 52.5 53.2 0.2 
4 53.7 54.3 0.0 
5 52.8 54.0 2.7 

aNO average error: Group 1,147o, Group 2, 4.77o. 
Certified: NO~ concentration 1 ppm. 

Tables 1 and 2 have been supplied, courtesy of the Texas Air Control 
Board [1]. 2 Table 1 illustrates data obtained from two batches of nitric 
oxide (NO) standard cylinders prepared by the same vendor. Both batches 
were certified to have the reported NO concentrations and to contain less 
than 1 ppm of nitrogen dioxide (NO2). As can be seen, the agreement 
between certified and actual values was somewhat less than satisfactory. 

Table 2 represents results obtained from interlaboratory testing of two 
primary standard cylinders containing methane/carbon monoxide 
(CH4/CO). Both primary standard cylinders were prepared by the same 
vendor, who was aware that they were to be used as primary standards. 
The results illustrated in Table 2 speak for themselves. 

Table 3 is yet another example of what can happen when a group of 
suppliers is working in an area, with some having their own standards, and 
others working without either standard reference materials (SRM's) or 
the proper analytical equipment to make the required measurement [2]. 
In this particular example, a shipment of zero air was ordered from six 
gas suppliers. Each order requested zero air certified to 0.1-ppm total 
hydrocarbons as CH4. As can be seen from Table 3, only two out of the 
six suppliers actually met the certified analysis ordered. We believe that 
this situation is not unusual. 

Table 4 represents, once more, an example of standard discrepancies 
that can be found commonly among suppliers. A 10-ppm water (H20) in 
nitrogen (N~) certified moisture standard was purchased again from six 
different sources. As can be seen, the accuracy varied substantially among 
the various suppliers [3]. 

2 The italic numbers in brackets refer to the list of references appended to this paper. 
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TABLE 2--1nterlaboratory test of"primary" CH4/CO standard. 

Laboratory CH4, ppm CO, ppm 

CYLINDER 1 

A 14.0 42.0 
B 14.0 42.0 
C 10.5 24.5 
D 26.4 20.0 
A 14.0 43.0 
E 12.0 32.0 
C 15.0 24.0 
F 14.0 26.0 

Mean 15.0 32.0 

CYLINDER 2 

A 14 40.0 
B 14 40.5 
C 14 36.0 
A 14 44.0 
C 15 37.0 
F 14 43.0 

Mean 14 40.0 

TABLE 3--Certified 0.1 ppm max zero air. 

Source of Supply Actual Total Hydrocarbons, ppm �9 

Supplier A 0.065 
Supplier B 0.099 
Supplier C 0.120 
Supplier D 0.190 
Supplier E 0.210 
Supplier F 0.550 

a All tests were based on NBS hydrocarbons-in-air standards, were performed on a flame 
ionization detector hydrocarbon analyzer (Beckman Model 400), and were confirmed by 
an independent test laboratory. Two NBS standards were used: one at 1.02-ppm total 
hydrocarbons in air, and the other at 107-ppm total hydrocarbons in air. 

TABLE 4---Comparison of  cylinder moisture standards obtained from various suppliers 
(10 ppm 1120 in N2). 

Analysis at Full 
Source of Suppliers Reported Cylinder Pressure, 

Supply Value, ppm ppm 

Supplier A 14.0 14.0 
Supplier B 6.5 8.0 
Supplier C 9.0 75.0 
Supplier D 10.1 30.0 
Supplier E 13.0 17.0 
Supplier F 11.5 14.0 
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Problems of Stability 

One very serious problem associated with certified standards, especially 
among standards related to the air pollution industry, is that of stability. 
Stability is the ability of a gas mixture to maintain its original concentra- 
tion with time or as the temperature or pressure of the cylinder changes. 
A certified standard which can change is not a standard at all. To illustrate 
the problem, refer to Fig. 1. Figure 1 represents the stability of low part- 
per-million CO mixtures prepared in steel (Department of Transportation 
(DOT)-3AA) cylinders. These data were supplied by the National Bureau of 
Standards (NBS) and demonstrate the fact that CO mixtures in low con- 
centrations are not stable in steel [4--6]. This stability problem has prompted 
the NBS to use a wax-lined cylinder for the CO SRM. If an order was 
placed for a certified cylinder standard at low part-per-million CO in 
N2 from a supplier, it would be received probably in a steel cylinder with 
no mention of the stability problem. 

Another problem area very common in the air pollution control industry 
involves the use of NO and NO~ standards. These reactive gases are also 
unstable in steel cylinders [4,6], and this fact has been recognized by most 
reliable suppliers. One of the most popular methods of combatting the 
problem is to precondition the cylinder with a high concentration of the gas 
with which it is to be filled. The theory here is that any of the reactive gas 
that is going to react with, or be absorbed into, the cylinder walls will do so 
during the conditioning period. The problem occurs, however, when one 
realizes that what absorbs can also desorb, especially when dealing with 
low part-per-million concentrations. 
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FIG. 1--Stability o f  CO mixtures in steel cylinders ( DOT-3AA) 

Copyright by ASTM Int'l (all rights reserved); Fri Jan  1 23:31:18 EST 2016
Downloaded/printed by
University of Washington (University of Washington) pursuant to License Agreement. No further reproductions authorized.



250  CALIBRATION IN AIR MONITORING 

o. 

z 

ta 
131 
I 

x 
0 

(J 
Iz 
p. 

14. 
0 

z 
0 
I.-- 

fie 
I-- 
z 
bJ 
U 
Z 
0 
u 

4 7 (  

44( 

23C 

225  
/ -  

I 00  

95  ' 

5 0  

45 
I 

II 
I0 

9 
8 

0 

o% 
. - , ,  Q I , . a t , i n , I t ,  . ,  w 

�9 �9 I%" 
�9 ....~_..1__ . . . . . . .  

�9 �9 , . . , J t  ~ 

. ._.2 - - - -  - - - -  - 

. . . .  0 %  
- �9 B e =  

1 6 %  

1 1 I I I I I 
t 2 3 4 5 6 7 

T IME IN M O N T H S  

FIG. 2--Stability of NO mixtures. 

Figure 2 is an illustration of this behavior and has been supplied courtesy 
of the NBS. It depicts the stability of NO mixtures in conditioned steel 
cylinders (DOT-3AA). As can be seen, the desorption effects were quite 
drastic at the lower concentrations. Because of possible sorption effects, 
the new SRM's for NO were prepared in conditioned steel cylinders, but at 
concentrations not lower than 45 ppm. Also, these particular SRM's are 
not certified for more than six months, nor at cylinder pressures below 
500 psig. However, if you were to order a 1-ppm NO in N~ from many 
suppliers, you would get it in steel, with no mention of a stability problem. 

As we have illustrated, there are some very real problems associated with 
the preparation of certified cylinder standards. Avoiding the problems, as 
they now exist, will lead only to more serious misunderstandings. Un- 
warranted vendor claims of stability and accuracy, as well as unrealistic 
buyer specifications, have served only to compound the problem. Con- 
tinuous updating of analytical competence and technique, as well as a more 
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honest and open interaction between vendor and customer, is necessary if 
we are to reestablish rapport. 

Need for Central Authority 

The problems associated with gas standardization procedures, the 
instability of certain gases, reactions of gas mixtures, etc., are complicated 
further by the fact that many private industries maintain their own arbi- 
trary primary standards. Our situation as a supplier is certainly not unique 
in finding that representatives from a particular company will provide 
their own standards to be used by vendors in the certification of product. 
In many cases, however, the standards that have been supplied do not 
agree from one company to another within the same industry! 

Clearly, the only remedy for such a haphazard situation is to be able to 
refer to a single repository or central authority. Because of its excellent 
experience and history in such matters, the U. S. NBS is the only likely 
choice with the ability to serve as this repository. 

The very proficient work undertaken by the NBS certainly deserves 
much appreciation. The SRM's produced thus far have gone a long way in 
eliminating many current standardization controversies. The number of 
SRM's available, however, is still too few. Due to lack of personnel and the 
inordinate demand for standards, the NBS has just not been able to provide 
SRM's required for all the gases. It is within these areas, where SRM's are 
not available, that great care must be taken in providing certified cylinder 
standards. In light of past history, can the specialty gas industry provide 
reliable, accurate standards where no reference exists? We believe it can. 
By using state-of-the-art analytical capabilities and sophisticated correla- 
tion techniques, coupled with substantiated stability evaluation, reliable 
and accurate cylinder standards can be supplied. 

Correlation of Internal Standards 

In the absence of SRM's, some method of establishing internal standards 
must be devised. One very common method used is to make a set of "pri- 
mary standards" by weight. These primary standards are then used to 
calibrate analysis methods used in cylinder certification. But just how good 
are these by-weight primary standards? As can be seen by the examples 
cited thus far, this is a valid question. The question becomes especially 
critical when we speak of reactive gases, such as those required by the air 
pollution control industry. What is put into a cylinder very carefully by 
weight may not always come out at the concentration expected. Without a 
suitable container, which will afford stability to the mixture being made by 
weight, this so-called primary standard is useless. Also, anyone familiar 
with weight filling systems available today is aware of the possible errors 
in technique, which can go unnoticed and lead to inaccuracies. 
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What, then, is the solution to obtaining a primary standard? We propose 
that, rather than use any single method, a series of correlations, with many 
different chemical and physical methods, be undertaken. To illustrate 
what is meant by correlation of methods, the following techniques were 
used to compare internal standards for the oxides of nitrogen prior to the 
availability of applicable SRM's. 

Two sets of standards containing six cylinders each were prepared with 
NO2 concentrations, using treated aluminum cylinders [6]. The first 
method of preparation was by weight, using a high precision balance 
(Voland Model HCE-50). The second method of preparation was to 
blend the same concentrations by pressure, using an MKS baratron 
manometer. The two sets of cylinders were then analyzed by chemi- 
luminescence, looking for relative values. A correlation between the two 
methods was obtained to within 2 percent. The next correlation sought 
involved the use of an ultraviolet photometric analyzer (duPont Model 411). 
This analyzer is supplied with an optical calibration filter, with a simulated 
concentration based on known molar absorptivities for the gases being 
measured. When the photometric analyzer was calibrated with this filter 
and the cylinders analyzed, a correlation was obtained to within 2 percent 
of the by-weight value previously determined. At this point, two additional 
sets of six cylinders, each containing NO, were prepared again by weight 
and by pressure. After correlation between them was completed, the 
chemiluminescence analyzer was calibrated with these newly prepared NO 
standards. The NO2 cylinders were then analyzed by a chemiluminescent 
convertor, using a NO calibration. In this way, a correlation between the 
two sets of NO cylinders and the NO2 cylinders was obtained to within 
2.5 percent. The higher error here was attributable probably to the extra 
step required in determining the chemiluminescent convertor efficiency by 
gas phase titration. The final correlation was obtained by calibrating 
measurement instrumentation with permeation tubes and noting analysis 
results. A correlation to within 3 percent of the by-weight cylinders was 
obtained using this method. In the end, it could be said that mixture 
concentrations were correlated with: 

1. Filling cylinders by weight. 
2. Filling cylinders by pressure. 
3. Optical calibration correlation. 
4. Conversion correlation (NO2 to NO). 
5. Permeation calibration correlation. 

After correlation, a primary standard value can be assigned with con- 
fidence. This policy of correlation should be undertaken in the verification 
of all primary standards, rather than rely on a single method of verification, 
which may contain inherent errors that could go unnoticed. 
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It is interesting to note that the NBS also used a similar correlation 
approach to verify primary standards produced for the NO SRM's. A com- 
parison between sets prepared by the NBS and us showed less than a 2 
percent disagreement, which is well within the analytical accuracy of the 
equipment utilized. 

Conclusions and Recommendations 

In conclusion, it can be said that the need for SRM's is immediate and of 
great consequence for uniformity. It is up to the specialty gas manufacturers 
and industry, as a whole, to support the NBS as the central authority. 
Disagreements or problems encountered should be dealt with and not 
simply ignored. In our experience, the NBS has been more than cooperative 
in remedying problems to the benefit of all concerned. 

For the users of certified calibration gases, we offer the following 
recommendations: 

1. Inquire as to how your supplier is certifying a standard and determine 
what reference he is using. Verify his analytical capability. 

2. When a supplier claims traceability to the NBS, verify that he used 
applicable SRM's and not just mixtures prepared by weight. The weights 
used in the preparation may be traceable to the NBS, but the mixture made 
is not, unless it is further correlated against an SRM gas mixture. 

3. In the case of reactive gas mixtures, ask the supplier if he is aware of 
any stability problem and what steps have been taken to rectify them. 
Can data be provided to support and verify stability claims? 

4. Ask also if the supplier has more than one analytical method available 
to verify an analysis. 

5. Use caution in obtaining primary standard mixtures prepared by 
weight which have not been analyzed. Errors in technique will not be 
detected unless the mixture is verified by analysis. 

6. Be skeptical of accuracy claims of better than 1 percent for gas 
mixtures. It is all but impossible to verify analytically to better than 1 
percent accuracy, especially if the analysis method being used must also 
be calibrated. When SRM's are being used, 2 percent accuracy is a more 
realistic figure. 

7. Lastly, but, perhaps, most importantly, establish a dialog with your 
supplier. Let him know what you are doing with his product. Many times, 
your supplier can save you time and money if he knows your intended use. 
Visits to each other's facilities will be valuable in determining solutions to 
:ommon problems, as well as in establishing confidence in your supplier's 
:apability. 
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ABSTRACT: This paper is directed toward those individuals and organizations 
who, in the process of being regulated, are, or have been, required to develop their 
own standard reference materials, to establish the analytical procedures necessary 
to develop and maintain these materials, and to evolve a calibration methodology 
for using these standard materials in day-to-day operations, as well as for com- 
pliance testing. 

In the Federal Register, (Vol. 38, No. 136, Part II, 17 July 1973) the Environ- 
mental Protection Agency (EPA) promulgated "Emissions Standards and Test 
Procedures for Aircraft." Maximum allowable emission levels were established 
for smoke, carbon monoxide, hydrocarbons, and oxides of nitrogen; and, in 
addition, criteria were established for the measurement of these constituents. 
Requirements were also set for the measurement of carbon dioxide to be used in 
determining the representativeness of the sample. At that time, only a few selected 
standard reference materials, developed for the automotive industry, were avail- 
able. These were three concentrations of carbon dioxide in nitrogen and five 
concentrations of propane in air, all certified to =k 1 percent over a 95 percent 
confidence interval. The EPA required that all calibration gases would be known 
to =1=2 percent without specification of the confidence interval. There was no 
suggestion as to a source of these relatively high accuracy gases, how to guarantee 
the accuracy of assay, or how they were to be maintained, monitored, and used. 
Generally poor experience with gas vendor's abilities to consistently supply gases 
within 2 percent of the certified analysis, and the demonstrated instability of some 
mixtures in the cylinder led, in part, to the decision to develop a standard reference 
materials laboratory in support of our emissions measurement technology pro- 
grams. This standards laboratory was charged with: 

1. Providing a bank of standard reference gases for use in all emissions measure- 
ment technology programs at Pratt and Whitney Aircraft. 

2. Where analytical procedures for making high accuracy determinations of 
gas concentrations were lacking, to develop this capability. 

3. Develop procedural systems necessary to make this reference bank of 
standards available for day-to-day instrumentation calibration, and 30-day 
detailed calibrations as required by the EPA. 

Project engineer, Engineering Department, Pratt and Whitney Aircraft, Division of 
United Technologies, East Hartford, Conn. 06108. 
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4. Determine, insofar as practicable, our ability to perform analyses and assign 
concentration levels in comparison with the rest of the industry. 

5. As National Bureau of Standards standard reference materials become 
available, to adopt these standards and phase them into our program. 

These goals have been met in essentially all respects. In addition, it has been 
determined that the practically achievable precision and accuracy of measurement 
is significantly different from that implied by the EPA, and it is highly unlikely 
that their high accuracy requirements can be met. 

KEY WORDS: calibration, instruments, standards, gases, accuracy, aircraft, 
regulations, emission, air pollution, measurement 

Background 

In the late I950's, the Los Angeles County Air Pollution Control District 
conducted a test program to assess the impact of jet powered aircraft on 
the air pollution burden in Los Angeles County [1]. 2 The methods of 
measurement were admittedly freely adapted from standard practices for 
measuring emissions from combustion sources, as were the methods of 
calibration. For  all practical purposes, no further formal program was 
conducted to assess emissions from gas turbine engines or attempts made to 
standardize methods of measurement or calibration until 1968, with the 
formation of the Society of Automotive Engineers (SAE) E-31 committee 
on Measuring Emissions from Aircraft Gas Turbine Engines. 

However, it should be mentioned that a number of groups within the 
aerospace industry, including our own at Pratt and Whitney Aircraft 
(P&WA) in early anticipation of having to address the engine emissions 
problem, had been making measurements by whatever means were avail- 
able. Many of these methods were either wet chemical manual methods 
or adaptations of laboratory chromatographic methods, which were totally 
unsuitable for the testing of gas turbine engines because of the amount  of 
time required to obtain a viable sample and, more importantly, because 
the accuracy and precision of these procedures was unacceptable. 

The aircraft industry became regulated with the issuance of a Federal 
Register document [2]. This document, in addition to setting levels and 
times for complying with these levels, also specified methods of measure- 
ment for demonstrating compliance, including detailed calibration pro- 
cedures. These regulations were anticipated by P&WA and by the industry 
and technical community, in general, as early as 1967, leading in 1968 to the 
formation of the just mentioned SAE committee. The specific charter of 
the E-31 committee was written with regard to formulating standard 
methods of measurement of aircraft gas turbine emissions, acccptable 
to both the governmental and private sectors, in anticipation of influencing 
the federal regulations. This was done through the issuance of two Aero- 

The italic numbers in brackets refer to the list of references appended to this paper. 
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space Recommended Practices, ARP 1179, "Aircraft Gas Turbine Engine 
Exhaust Smoke Measurement" and ARP 1256, "Procedure for the Con- 
tinuous Sampling and Measurement of Gaseous Emissions from Aircraft 
Turbine Engines." At the time of the writing of these practices, there was 
still little direct experience, either within the industry or in other sectors, in 
the sampling and analysis of pollutants from gas turbine engines. The major 
source of experience was in the measurement of smoke, which had been of 
concern to the military for some time. Some additional experience was 
derived from the measurement of combustion by-products for the inference 
of combustion efficiency and gas stream temperature and for the require- 
ment to demonstrate the quality of engine supplied air used in the pressuri- 
zation of the aircraft cabin. There were neither standard nor uniform 
practices within the industry. There were no suitable standard reference 
materials (SRM's) available, and there was little confidence in the ability 
of commercial gas suppliers to provide calibration gases of known assay 
and stability of the gaseous mixture in the bottle. 

Introduction 

At the beginning of our program, we asked ourselves the following 
questions: 

1. What SRM's were needed and to what accuracy of assay? 
2. Were they available and where? 
3. Where not available, how could they be obtained? 
4. What analytical procedures were required, and did we have the 

necessary resources and capabilities? 
5. How do you use these SRM's, and would they be sufficient to meet 

the needs of: 
(a) Development programs necessary to meet the regulations? 
(b) Compliance testing requirements? 

6. What guidance could we expect from: 
(a) Government agencies? 
(b) Experience derived in other industries? 
(c) Common experience within our own industry? 

The answers to these questions were somewhat disquieting, to say the least. 
The reference materials needed were those required for field calibration 

of the analytical instruments, those for guaranteeing traceability to some 
primary standard or to an in-house fixed standard, and those required for 
the analytical procedures used to generate an in-house fixed standard. In 
the latter case, they could be, for example, the chemical reagents and 
balance weights for making wet chemical determinations of nitrogen oxide 
(NOx). However, the major portion of SRM's required are gases with a 
relatively high accuracy of assay, which leads to the second question: were 
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they available? The answer was, much to our concern, no. Gases could be 
obtained from the various suppliers with a certified analysis to 1 or 2 
percent, but these assays simply could not be believed [3,4]. It took a con- 
siderable amount of time, money, and frustration to determine this. The 
reasons for this situation are not many. In some instances, the suppliers did 
not have the analytical capabilities to provide the required accuracy and 
did not know it. In others, the supplier did not have the manufacturing 
capabilities to prepare the product and did not know it. And, of course, we 
were, and are, faced with the ubiquitous problem of gas mixture instability 
in the cylinder. In spite of considerable work over the years in many 
sectors, this problem continues to plague us. It is my belief that, as long as 
cylinders continue to be filled and refilled, as long as special linings are not 
uniformly applied, or deteriorate, and as long as quality control over the 
gas mixtures cannot be absolutely assured, we will continue to have a 
problem. 

Because the required gases were not available in any acceptable sense, we 
had to determine how they could be acquired, since the requirements 
were still there. A number of alternatives were open to us. We could 
undertake the task of preparing mixtures ourselves, in much the same 
way as the vendors did, but, hopefully, with increased quality control or, 
as other testing agencies faced with the same problem were doing, for 
example, volumetric, pressure, or gravimetric blending. We could continue 
to buy gases to a certified assay and, in some fashion, verify the vendor's 
analysis, or, alternatively, buy gases to a nominal composition and make 
the analytical determinations ourselves. This would require us to develop 
analytical capabilities which we had available only in part. Finally, we 
could generate our own set of standard gases, which would provide us 
with an internal, self-consistent, and high accuracy bank of primary 
standards to serve as a point of reference for all of our emissions tech- 
nology programs. We could then use these standards to generate transfer 
and working standard gases. Doing this would also require us to develop 
and improve our analytical capabilities. Regardless of which option was 
chosen, there remained open the question of how to use these standard 
gases once they became available. Since these were to be primary standards 
rather than working standards, some procedural system had to be devised 
whereby traceability could be ensured without compromising the primary 
standards and which would accommodate both compliance testing and 
development programs. Development programs at P&WA typically 
require a considerable amount of total engine running time, which is very 
expensive. As a result, every effort is made to reduce engine running time, 
with minimum compromise to the measurement. Compliance testing, 
because of its somewhat unique nature, does allow frequently for some 
compromise in cost, engine running time, and efficiency. 
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The problem of the availability of SRM's was not, of course, confined to 
the aircraft industry. The automotive industry had been suffering from the 
same lack of standards for many years. In July 1972, a National Bureau of 
Standards/Environmental Protection Agency (NBS/EPA)joint conference 
was held to lay the groundwork for a program to authorize the NBS to 
develop a set of SRM's suitable for the development and compliance testing 
of automobile engines [4]. These were to be: carbon monoxide (CO) in 
nitrogen (N2), l0 to 1000 ppm; carbon dioxide (COs) in N~, 1 to 14 percent; 
nitric oxide (NO) in N2, 2 to 100 ppm; and propane (C~Hs) in air, 3 to 500 
ppm. The concentrations were to be known to an accuracy of + 1 percent 
of the true value. In very large measure, these gases and their range of 
concentrations were also suitable for gas turbine engine testing, the most 
notable deficiency occurring with COs. Aircraft gas turbines operate 
extremely lean, and COs concentrations seldom exceed 5.0 percent, which 
meant that there would be only one suitable standard reference gas. Of all 
of the gases under consideration, COs, in our estimation, is the easiest to 
assay, and it was not felt that the lack of a complete set of applicable COs 
standards would constitute a serious handicap. 

Requirements 

As previously mentioned, at the inception of this program in 1968, NBS 
had not undertaken the task of developing standard reference gases suitable 
for use in gas turbine engine emission analyses. Accordingly, it was decided 
that we at P&WA would have to develop our own set of primary reference 
materials which would be used to provide us with a single, continuing point 
of reference for all emissions technology programs. If, at some future time, 
national reference standards became available, as is now the case, our 
primary standards could be compared with them, and appropriate adjust- 
ments in our data could be made, if warranted. Primary standards, in the 
context of our program, means high accuracy gases which remain in the 
laboratory and are used to generate transfer standard gases, which, in turn, 
are used to generate working standard and span gases for use in field testing. 
In this sense, the primary standards have relatively low volume usage, the 
transfer standards, somewhat higher volume usage, and the working 
standards and span gases, very high volume usage. To provide a high 
accuracy assay for each standard in each category would be prohibitively 
expensive and time consuming and would place an unreasonable burden 
on any analytical chemistry laboratory. For example, to meet our require- 
ments, we currently have some 1200 gas cylinders in inventory, all of which 
are analyzed before use. Most of the analyses are a simple comparison 
against a transfer standard, using analytical instrumentation to be described 
in a subsequent section. 
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TABLE 1--  Calibration gas requirements. 

Carbon Monoxide 

Range, ppm Calibration Gas, ppm 

0 to 100 30, 60, 90 
0 to 500 150, 300, 450 
0 to 2500 750, 1500, 2250 

Carbon Dioxide 

Range, 7o Calibration Gas, ~o 

0 to 2 0.6, 1.2, 1.8 
0 to 5 1.5, 3.0, 4.5 

Oxides of Nitrogen ~ 

Hydrocarbons ~ 

Instrument Response 

Calibration Gas, 
Range, ppm C-scale Propane, ppm C-scale 

0 to 10 5, 9.5 
0 to 100 50, 95 
0 to 1000 500, 950 
0 to 2000 1000, 1900 

Instrument Linearity 

Calibration Gas 
Range, ppm C-scale Propane, ppm C-scale 

0 to 10 3, 6, 9 
0 to 1(30 30, 60, 90 
0 to 1000 300, 600, 900 
0 to 2000 600, 1200, 1800 

Response to Classes of Compounds 

Calibration Gas, 
Propylene, Toluene, 

Range, n-Hexane, Propane, 
ppm C-scale ppm, C-scale 

0 to 100 20 to 50 a 

The EPA specifies no instrument range but requires calibration gases of 50 and 95 percent 
of each range used. 

b One calibration gas of each named compound within this range. 
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The major penalty incurred by adopting this approach is, of course, the 
introduction of uncertainty at each step of the calibration hierarchy. Dieck 
has described the net effect of this error propagation on typical calibration 
gas accuracies in an earlier paper [5]. 

The EPA requires a detailed calibration of each instrument every 30 days. 
Although no specific listing of calibration gases is made in the Federal 
Register, the required gases and their concentrations can be inferred from 
the specified calibration procedures and the tabulated instruments and 
ranges, for example, nondispersive infrared (NDIR) instruments are to be 
calibrated with gases having concentrations of 30, 60, and 90 percent of full 
scale for each range. Hydrocarbon (HC) and NOx analyzers are to be 
calibrated with gases having concentrations of 50 and 95 percent of full 
scale for each range. No specific ranges are detailed for the chemilumi- 
nescent NOx analyzers, but if we assume that two ranges are required and 
include the need for three high accuracy ( •  1 percent) gases to determine 
the oxygen effect, and four HC compounds to determine the effect of com- 
pound on the flame ionization detector (FID) analyzers, then we need a 
minimum of 34 standard reference gases. These gases must all be assayed 
to -4-2 percent except, for some reason, the three oxygen effect verification 
gases, which must be assayed to -I- 1 percent. Inasmuch as the NBS standard 
reference gases are certified to •  percent, this is an unrealistic require- 
ment. Table 1 lists the calibration gases required by the EPA. Table 2 lists 

TABLE 2--NBS standard reference gases. 

Constituent SRM - Concentration b 

C~Hs in air 1665 2.8 ppm 
1666 9.5 ppm 
1667 48 ppm 
1668 95 ppm 
1669 475 ppm 

COz in N2 1673 0 . 9 5 ~  
1674 7.270 
1675 14.270 

CO in N2 1677 9.74 ppm 
1678 47.1 ppm 
1679 94.7 ppm 
1680 484 ppm 
1681 957 ppm 

N O  in N2 1683 50 ppm 
1684 100 ppm 
1685 250 ppm 
1685 500 ppm 
1609 20.95 70 

a SRM-standard reference material. 
b Nomina l  concentrations.  
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those standard reference gases currently available from NBS. These 
reference gases are issued in small volumes, 31 ft 3 at standard temperature 
and pressure conditions, and are limited in supply. As a result, it is strongly 
recommended that they not be used as working standards but rather as 
primary standards used in the preparation of transfer and working 
standards. 

Analysis 

The gases of interest in assessing pollutant levels from gas turbine 
engines, that is, those required by the EPA [2] are CO~, CO, total hydro- 
carbons (THC), reported as equivalent carbon but referenced to C3H8, and 
NOx, which are considered to consist of NO and nitrogen dioxide (NO2). 
In addition, we have a self-imposed requirement for the measurement of 
oxygen which is used, in part, to evaluate the "goodness" of the measure- 
ment. Prior to the availability of NBS standard reference gases, analytical 
procedures had to be developed to provide for an accurate assay of our 
primary standards. Since the NBS automotive standards are not sufficient to 
meet the needs of the aircraft industry, some of these procedures are still 
required. Many problems were encountered in the development of suitable 
analytical procedures which are described in detail elsewhere [6] and will 
be summarized here. 

Oxides of Nitrogen 

The EPA requires the use of a chemiluminescence analyzer for the 
measurement of total NOx, and the SAE recommends the use of a NDIR 
analyzer and a nondispersive ultraviolet (NDUV) analyzer for the simul- 
taneous but separate determination of NO and NO2. Calibration of the 
chemiluminescence analyzers requires standards of NO in N2 plus an 
ancillary NO2 generator to check the NO2 to NO converter efficiency. The 
converter is required because the chemiluminescence method is NO specific, 
depending upon the reactions 

NO + 03 --> NO2* + 02 (1) 

NOD* --* NO2 + hv 

The NDIR and NDUV instruments require calibration standards of 
NO in N~ and NO2 in air. 

NBS now has available standards of NO in N2. Laboratory transfer 
standards and, subsequently, working standards are prepared through 
comparison with the NBS gases by means of a chemiluminescence 
analyzer. Prior to the availability of the NBS standards, primary standards 
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were assayed by means of replicate analysis using the phenol disulfonic 
acid (PDS) wet chemical procedure. However, when we first began to use 
the PDS procedure, we found it to have significant problems, making it 
difficult to obtain reproducible results. In particular, we have modified the 
procedure [7], from that recommended by the EPA [8] or the ASTM Test 
for Oxides of Nitrogen in Gaseous Combustion Products (Phenol Di- 
sulfonic Procedure) (D 1608-60 (1967)) as follows: 

1. The borosilicate glass vessels etch after repeated use, and this etching 
leads to the formation of a precipitate which compromises the measure- 
ments. We use these vessels only once. 

2. Sodium hydroxide (NaOH) is added only to the neutral point with 
no excess. 

3. Ammonium hydroxide (NH4OH) is added in excess to a total of 15 ml. 
4. The absorbance of the final solution is read at 405 nm. 

It should be mentioned also that there continues to be some concern over 
the stability of NO mixtures in the cylinder. 

Hydrocarbons 

Both the EPA and the SAE require the use of a FID HC analyzer for 
the measurement of THC. These instruments are calibrated using mixtures 
of C3H8 in air and the instrument response reported as equivalent carbon 
or, alternatively, as equivalent methane (CH4). This latter practice should 
be avoided because of the difference in relative response FID's have to 
CH4 in comparison to other paraffinic HC's. 

Two problems occur in the use and calibration of FID's, both of which 
are addressed by the EPA and SAE. The first is concerned with the oxygen 
effect, or so-called oxygen synergism, whereby the response of the FID is 
dependent upon the oxygen concentration in the sample. The instruments 
are calibrated using C~H8 in air, whereas the actual concentration of 
oxygen in the gas turbine exhaust varies between 15 and 20 percent, which 
are nominal values. The second problem occurs because, with a THC 
analyzer, there is a tacit assumption made that the instrument responds 
equally to all classes of HC, which is, of course, not true [9]. 

The SAE permits a maximum deviation in response of 5 percent to the 
average response of the instrument to propylene (C3H6), toluene (C7H8), 
and n-hexane. The EPA, on the other hand, requires that the response to 
C3Ho, C 7H8, or n-hexane differ by not more than 5 percent from the response 
to C3H8. Contrast this with a required instrument accuracy of 1 percent on 
the 0 to 2000 ppm C-scale or 5 percent on the 0 to 10 ppm C-scale and a 
required accuracy of assay for the calibration gas of 2 percent for the 
EPA and 1 percent for the SAE. The SAE is currently reviewing these 
requirements as perhaps being overly restrictive. 
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Aside from the just mentioned considerations, the calibration of FID's 
in our ranges of interest are neither difficult nor troublesome, and the 
handling of the gases poses no special problems. Our current practice with 
respect to these standards is to: 

1. Use NBS standards and a gas chromatograph, with a FID, to establish 
a set of laboratory transfer standard gases. 

2. Use these laboratory transfer standard gases and a THC analyzer to 
generate working standard gases for field test instrumentation. 

3. Calibrate the field test instrumentation. 

Carbon Monoxide 

Both the EPA and the SAE require the use of NDIR instrumentation 
for the measurement of CO. These instruments are calibrated using mix- 
tures of CO in N2. Laboratory analysis, for concentrations above 100 ppm 
at P&WA is done usually by gas chromatograph, using a thermal con- 
ductivity detector. Below 100 ppm, the gas is hydrogenated catalytically 
to CH4 and measured chromatographically using an FID. With the NBS 
standards, direct comparison of laboratory transfer standards to the 
NBS standards is possible. Because the NBS standards do not cover our 
complete range of interest (we require calibration standards up to 7 percent 
by volume), an alternative procedure had to be developed to extend the 
ranges of our standards and still maintain traceability to NBS. The approach 
which we decided upon was to use an exponential dilution flask, [6] to 
define the linearity of the gas chromatograph thermal conductivity de- 
tector, and extrapolation of the high concentration gases to the NBS 
standards. Figure 1 shows a typical straight line response curve using the 
exponential dilution flask. 

The calibration procedures used at P&WA for CO are: 

1. For concentrations of CO below 100 ppm, use methanation of CO, 
measurement by gas chromatograph with a FID and comparison with 
NBS standards to generate laboratory transfer standards. 

2. Establish laboratory transfer standards for concentrations between 
100 and 1000 ppm by gas chromatographic analysis, using a thermal con- 
ductivity detector and comparing with NBS standards. 

3. For concentrations above 1000 ppm, laboratory transfer standards are 
established using an exponential dilution flask together with a gas chro- 
matograph, with a thermal conductivity detector, and comparison with 
NBS standards. 

4. Working standard gases are established, using an NDIR analyzer 
with linearizing electronics and the laboratory transfer standard gases. 

5. Field test instrumentation is calibrated, using the working standard 
gases. 
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FIG. 1--Exponential dilution of CO with N~. 

C a r b o n  D i o x i d e  

Both the EPA and the SAE require the use of a NDIR analyzer for the 
measurement of CO2. The instruments are calibrated, using mixtures of 
COs in N~. The reason for requiring the measurement of COs, which is not 
considered normally to be a pollutant, is to provide a means for ensuring 
that a representative exhaust sample has been taken. The procedure by 
which this is done is detailed in a subsequent section. Unlike CO and 
NOx, CO2 does not pose any particular stability problems in the concentra- 
tions of interest, nominally 0.5 to 5.0 percent, and analysis proceeds in a 
relatively straightforward fashion, using either gas chromatograph or a 
mass spectrometer. 

One problem does exist, however, because the NBS standards address 
more nearly the needs of the automotive industry than those of the aircraft 
industry. NBS provides SRM's in nominal concentrations of 1, 7, and 14 
percent. Only one, the 1 percent SRM, is directly applicable to our needs. 

Our present procedure consists of: 

1. Establishment of primary COs standards by chromatographic and 
mass spectrometric analysis. 

2. Establishment of laboratory transfer standards by chromatographic 
analysis and comparison with the primary standards or NBS standards 
where appropriate. 
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3. Establishment of working standard gases using the transfer standard 
gases and a NDIR analyzer with linearizing electronics. 

Oxygen 

Although not mandated by the EPA, or required by the SAE, oxygen 
measurements are made routinely at P&WA during all emission tests and 
the data used to assess the reliability of the overall measurement. How this 
is done is explained in detail by Alwang et al [10]. 

Oxygen is measured using amperometric analyzers, and the instruments 
calibrated, using mixtures of oxygen in nitrogen. Instability and drift in 
these analyzers, as used in our systems, demand that calibrations be per- 
formed frequently and at a number of points over the range of interest. 
Currently NBS has available only one standard in the percent range, 
nominally 21 percent. Our primary laboratory standards, for concentra- 
tions other than 21 percent, are established by gas chromatographic and 
mass spectrometric analysis and comparison with the NBS standard. A 
word of caution is warranted here. The NBS 21 percent standard contains 
the normal amount of argon which must be considered when making a 
chromatographic separation. 

Our current calibration procedure is to: 

1. Establish primary laboratory standards through chromatographic and 
mass spectrometric analysis and comparison with the NBS 21 percent 
standard. 

2. Establish working standards and span gases by chromatographic 
analysis and comparison with the primary laboratory standards. Transfer 
standards are not required because of the small volumes of gas consumed 
in analysis by chromatography. 

On-Stand Validation 

Making measurements on large gas turbine engines is both time con- 
suming and expensive. Real-time, or almost real-time, validation of 
emissions measurement data serves to reduce the time and expense of 
gathering data, minimizes the necessity for having to repeat tests, and goes 
a long way toward the establishment of credibility in the data. We consider 
the validation of the data to be an integral part of the overall calibration 
procedure. Real-time validation of emissions measurement data is made 
possible through the availability of an on-line data processing computer 
and is handled in three ways: 

1. Calculation of the fuel-to-air ratio, as determined from measured 
fuel and air flow and comparison with the fuel-to-air ratio calculated from 
the measured species. 
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2. Inspection of empirically derived smooth functional relationships 
between the various gaseous constituents. 

3. Calculation of the standard error of estimate (SEE) for each measured 
species and comparison both with the SEE as it changes during the day 
and with the cumulative SEE over all past testing since the inception of the 
computerized surveillance program. 

The calculation of fuel-to-air ratio proceeds in a straight forward fashion, 
using a procedure adopted by the SAE which uses the following approxi- 
mation 

CO C 
- -  + C O s +  - -  
10 4 10 4 

F/A ~-. 2 CO (2) 
207 COs 

104 

where 

F 
A 

CO 
COs 

C 

= fuel flow, 
= air flow, 
= concentration of CO in ppm (wet), 
= concentration of CO2 in percent (wet), and 
= concentration of HC in ppm as carbon (wet). 

This expression assumes a hydrogen to carbon ratio, for the fuel, of two. 
Typical F/A comparisons for turbojet and nonmixed flow turbofan 
engines fall within • 5 percent. 

At high engine power, the concentration of CO and HC is very small 
relative to the concentration of COs, and the calculated F/A is almost 
entirely dependent upon the measurement of the COs. A disadvantage in 
relying solely upon a carbon balance fuel-to-air ratio calculation is that, in 
large measure, only one constituent is being measured, CO2, and this 
constituent, although important in assessing the representativeness of the 
sample, does not reflect the accuracy of the other instruments. 

Experience has shown us that there are a number of useful smooth 
relationships between many of the species measured. For example, there 
is a straight line relationship between Os and COs, which can be derived 
from consideration of the reaction of complete combustion with excess 
air (Fig. 2) 

XCH,, + 3"0~ + 43,N2 --0 klCO~ -t- ~-  k~HsO + k~O2 + k3Ns (3) 

where 
X = initial moles of fuel; 
a = hydrogen to carbon ratio of the fuel -- 2; 
3' = initial moles of oxygen; 

kl, ks, k3 = number of moles of COs, Os, and Ns in the final mixture; and 
CH~ = equivalent molecular formulation. 
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FIG.  2--C02 versus 02 for CgHls fuel. 

Alwang et al [10] have shown that this leads to an equation of the following 
form 

nCO2 = 1/8 - 5/8nO2 (4) 

where ?7 = Mole fractions. 
By plotting a least squares fit to the CO2-O~ data and performing a 

linear regression on the curve, a good estimate of the measurement varia- 
bility of these species is obtained. For the situation of incomplete or fuel 
rich combustion, suitable correction factors must be applied to compensate 
for nonnegligible quantities of HC and CO. 

Although smooth relationships also exist between other species, for 
example, COs versus log NOx, log CO versus log THC (Fig. 3), COs versus 
log CO, and COs versus log THC, no simple derivation of these relation- 
ships is possible. CO, THC, and NOx are present in very small quantities 
and vary in a complex fashion with combustor design and operating 
conditions. However, since smooth relationships do exist, having been 
empirically determined over many thousands of tests, they can be used to 
draw attention to shifts in instrument calibration or erratic behavior. 

lOO0 
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FIG.  3--Log CO versus log THC (as measured). 
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As with the COrO2 curve, standard error data is used to estimate goodness, 
and any points deviating more than two standard deviations from the 
smooth curve are suspect. 

The most useful tool for assessing instrument uncertainty is the SEE. 
This is recalculated automatically each time an instrument is calibrated, 
both for the day and over all testing. Nominal guidelines, or bounds, 
derived from past experience as to the normally anticipated uncertainties, 
are programmed into the computer, which compares the immediate SEE 
with the expected level, and, if the expected level is exceeded, the data are 
flagged automatically on a computer graphic scope display and on the 
hard copy printout. The operator can exercise his own judgement as to 
continuing with the test or pausing to resolve the discrepancy. The SEE's, 
taken over the 95 percent confidence interval, are determined from the gain 
setting data. Each time an instrument is calibrated or spanned, the gain 
setting is recorded before and after adjustment and the data fed into the 
computer for calculation. In addition, the individual instrument calibra- 
tion curves, checked every 30 days, are programmed into the computer, 
with the appropriate SEE for the curve and the particular working standard 
gas values in daily use. If one of these standards should change during a 
test, because of depletion, for example, the operator can change values in 
the computer program on the test stand by means of a manual keyboard. 
This approach to the monitoring of individual instrument uncertainty 
has given us valuable insight into the practially achievable precision and 
accuracy in using these types of analytical instruments and has led to the 
following conclusions: 

1. Linear interpolation of instrument drift as determined from post-test 
calibration will not, in general, improve the data. 

2. Instrument precision varies widely from day to day. 
3. Instrument precision can be inferred from calibration-to-calibration 

data. 
4. Instrument precisions required by the EPA are optimistic and are not 

typically achieved. 

Comparative Testing 

Early in our program, we decided that, to establish a calibration facility, 
we would attempt to compare, insofar as practical, our analytical capa- 
bilities and assigned values for our reference gases with others working in 
the field. Our thinking, of course, was that although there existed the 
possibility of suffering some temporary embarrassment, the time to de- 
termine deficiencies in our analytical capabilities or standard reference 
gases or both, if any, would be in the beginning of the program, where the 
impact would be the least. In addition to establishing a bench mark in the 
beginning, we also decided that this type of comparison would be a healthy 
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thing on a continuing basis. Our particular situation, with a single labora- 
tory testing our own company's products, created an insular situation in 
which it would be quite possible to introduce an unknown bias into our 
measurements which would be difficult to determine, particularly before 
the availability of NBS SRM's. Initially, the means we took to accomplish 
this was to participate in a number of collaborative testing programs 
under the auspices of the SAE and the Coordinating Research Council. 
These programs were intended to evaluate instruments and instrumental 
procedures, but also offered the opportunity for comparing calibration 
gases. For a number of years now, we have been participating in the Scott 
Research Laboratories calibration gas cross reference service [11]. This 
service, which has subscribers from a good cross section of industry, 
government, and private laboratories, enables participants to check their 
analytical procedures and capabilities on a variety of gas mixtures, each 
of which is designed to address a specific problem area. For example, there 
are five cross reference services which include mixtures concerned with 
diesel exhaust, automotive exhaust, NOx, constant volume sampling 
(CVS), and atmospheric monitoring. Mixtures of these gases are supplied 
four times a year, and, for each service and each quarterly mixture, a 
detailed report listing results, with a statistical analysis of the results, is 
provided each participating laboratory. Inasmuch as each participating 
laboratory is free to choose whichever analytical technique it wants, some 
judgements can be made also as to the efficiency and accuracy of the 
various procedures. Of course, it should be pointed up that demon- 
strating your ability to assay your reference gases accurately is no guarantee 
that you will preserve this capability in the field. Real-world accuracy of 
field test instrumentation is obviously dependent upon many factors 
which are likely to be obtained outside of the laboratory [12]. Restricting 
consideration of accuracy to that assigned to the calibrating materials 
only is both naive and misleading. 

Accuracy 

Standard reference gases and methods of instrument calibration are 
essential to the making of accurate and precise measurements. However, 
they form only one aspect of the practically achievable precision and 
accuracy of the measurement. For gas turbine engines, as well as other 
sources, the real-world accuracy of the measurement is considerably 
different from that implied by the restrictions placed upon the accuracy 
of the calibration gases and the analytical instrumentation. In addition to 
the considerable effort which has gone into establishing a set of standard 
reference gases and a procedural system for their use, an even greater 
effort has gone into understanding the practically achievable precision and 
accuracy in measuring emissions from gas turbines, into understanding 
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and assessing the significance of the basic components of the error propaga- 
tion model used to calculate the total uncertainty in the measurements, 
and into evaluating the implications of this uncertainty on both develop- 
ment and compliance testing [12-14]. In summary, the sources of error, in 
addition to standards and calibration gases, include instrument uncertainty, 
engine performance measurement uncertainty, and sampling error. 

Sampling error, because of the spatial distribution of the gases, consti- 
tutes the single largest source of uncertainty and, in fact, for mixed flow 
turbofan engines, dominates the total uncertainty. 

As shown by Dieck (Table 3), even when testing an infinite number of 
points, the total uncertainty is always considerably greater than that 
required by the EPA. Reliance on the care taken in calibrating the instru- 
mentation and on the insurance of traceability to NBS can be misleading. 

Conclusions 

1. A bank of standard reference gases, now traceable to the NBS has 
been established. 

2. A procedural system has been developed to make these standard 
reference gases available for daily instrument calibration requirements, as 
well as the 30-day detailed calibrations required by the EPA. 

TABLE 3--Typically achievable EPA accuracy in percent of point. 

Number of Single 
Point Samples 1 12 100 

Excluding Sample Error--PWA Instruments 

NOx 7.62 4.10 3.70 3.68 
HC 9.30 3.83 3.17 2.43 
CO 4.17 2.52 2.34 2.31 

Including PWA Sample Error--T2 Class Engine 

NOx 17.3 6.0 4.03 3.68 
HC 75.7 22.0 7.95 2.43 
CO 36.0 10.4 3.59 2.31 

Including FAA a Sample Error---T3 Class Engine 

NO~ 160.0 46.0 16.0 3.68 
HC 96.0 28.0 10.0 2.43 
CO 203.0 59.0 20.0 2.31 

Utilizing Only EPA Required Accuracy 

NO~ 2.16 2.01 2.00 2.00 
HC 2.41 2.04 2.01 2.00 
CO 2.41 2.04 2.01 2.00 

a Estimated due to missing take-off data. 
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3. Analyt ical  techniques for  making  high accuracy  analyses o f  cal ibrat ion 
gases have been improved  or  developed or both.  

4. We have satisfied ourselves tha t  the accuracy  of  our  measurements  is 
favorably  comparab le  to the accuracies achieved by the rest o f  the industry. 

5. The accuracy  of  our  original bank  of  internally established s tandard  
reference gases has been verified th rough  compar i son  with NBS standards.  

6. Considering only the cal ibrat ion gas and ins t rument  accuracy  in 
est imating the total  uncer ta inty in the measurement  can be misleading. 

7. It  is unlikely that  the high accuracy  requirements,  implied by the 
EPA,  can be met  in practice. 
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ABSTRACT: The replacement of wet-chemical methods of measuring air pollu- 
tants by more sophisticated instruments has introduced a number of new problems. 
Most of the new analytical instruments do not give absolute results. Instead, their 
measurements are relative to a reference standard containing a "known" con- 
centration of the pollutant of interest and to a "zero" standard containing neither 
the pollutant of interest nor interfering components. As the attempt is made to 
measure pollutants at very low levels, it becomes more difficult not only to pro- 
duce reference standards, but also equally difficult to establish the zero level. 

The specific requirements for ultra-pure zero gases, including carrier gases em- 
ployed in chromatographic measurements, are illustrated for many instruments 
in use today. Problems in the handling of zero gases are discussed. Results of 
tests demonstrate the ease of contamination of zero gases by regulators, sample 
lines, syringes, etc. Solutions to many of these handling problems are presented. 

KEY WORDS: calibration, instruments, gases, air pollution, standards, monitors, 
measurement 

In order to obtain results on an absolute basis, most analytical instru- 
ments for the measurement of air pollutants require reference standards, 
one containing a known concentration of the pollutant of interest, and a 
second containing none of the pollutant. These reference standards are 
commonly called "span" gases and "zero" gases. The need to monitor 
many pollutants at lower and lower concentrations in the atmosphere has 
resulted in the availability of instruments of higher and higher sensitivities. 
The concentrations of pollutants in the required standards are now one to 
two orders of magnitude lower. Specialty gas suppliers are not accustomed 
to producing standards at the lower levels required, and, when they try, 
they find that stability is difficult to attain, especially with the so-called 
"reactive" gases, such as nitrogen dioxide (NO2), carbon monoxide (CO), 
hydrogen sulfide (H2S), etc. 

1 President and vice president, respectively, Scott-Marrin, Inc., Riverside, Calif. 92507. 
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The requirement for low level standards is more critical for zero gases 
than for span gases. Where a prepurified grade was previously satisfactory, 
now one may find an ultra-high purity grade unsuitable, not only as a zero 
gas, but as the diluent for a span gas. A minimum purity of 99.999 percent 
does not tell us what we need to know; a more detailed analysis of trace 
impurities is required. What is a zero gas? How does one obtain a suitable 
zero gas? How can a user determine whether a zero gas is good enough, 
particularly for measurements of ultra-low levels of pollutants ? What pre- 
cautions are necessary in using this zero gas, once you have it? The 
objective of this paper is to answer these questions and many related ones, 
thereby assisting those carrying out ultra-low level measurements to 
obtain a desired accuracy. 

Definition of Zero Gas 

For practical purposes, a zero gas is a gas which, when introduced into a 
pollution monitoring instrument, produces no detectable change in response 
relative to absolute zero on the instrument scale selected for measurements. 
This definition is independent of the type of analytical instrument, con- 
tinuous or chromatographic, being calibrated. 

The purity of the zero gas, that is, the absence of the pollutant being 
measured and, equally important, of any possible interfering component, 
is dependent on the concentration level being measured. Obviously, it 
follows that the higher the sensitivity of the instrument and the lower the 
concentration to be measured, the higher the purity of the zero gas required. 
For measurements at ultra-low levels, which we can specify roughly as less 
than 1 ppm, the zero gas purity more closely approaches the absolute zero. 

For chromatographs, the zero gas is the carrier gas. Therefore, the lower 
the concentration to be measured, the higher the purity of the carrier gas 
required. If a sample of a gas of higher purity is injected, and a detectable 
response in the form of a vacancy or negative peak is obtained, then the 
carrier gas is not what we will call a zero carrier gas. Again, carrier purity 
refers not only to its content of the pollutants to be measured, but also of 
possible interfering trace components, including components such as 
water which would cause deterioration of columns, or components which 
would destroy the efficiency of a catalyst or produce a new product by 
catalytic reaction that might interfere with the measurement of the pollutant 
of interest. 

Applications of Zero Gases 

Zero gases are of basic importance. The name, zero gas, originated from 
the practice of using a high-purity gas to set the zero scale deflection of 
continuous analyzers. Today, the name is used to indicate high purity with 
respect to specific trace components. 
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A supplier of span gases in cylinders for low-level measurements must 
use a diluent gas of high purity, that is, the diluent must be a zero gas 
for the trace component to be measured. Such diluent gases are also 
required for static and dynamic dilution and permeation tube calibrators. 
As mentioned previously, carrier gases for chromatography are zero gases. 

Trouble shooting, another important application of a zero gas, will be 
discussed in a following section on measuring the purity of zero gases. 

Sources of Zero Gases 

There are many suppliers of zero gases in cylinders. A sample of the 
specifications for common zero gases, selected from suppliers catalogs, is 
shown in Table 1. The table also shows results of analyses by Scott- 
Marrin, Inc. (SMI) for some additional components not covered by the 
specifications. The table shows that some zero gases are available that are 
suitable for ultra-low level measurements. However, most of those in the 
table have a specification for total hydrocarbon (THC) but nothing else. 
If the measurement application is for CO, sulfur dioxide (SO2), or nitrogen 
oxide (NOx), there may be suitable nitrogen or hydrogen zero gases available, 
but these components are not specified, and, therefore, there is no assurance 
that the cylinder purchased will be a suitable zero gas. Furthermore, the 
trace component composition is variable. For example, the CO content of 

TABLE 1--Specifications for common zero gases in cylinders. 

Specifications Other Data (SMI) 

Air: 
Ultrapure 

HC-free 
Zero 

Zero-vehicle emissions 

Nilrogen: 
02-free 
Ultra zero 
Zero 

Hydrogen: 
Zero 

Ultra-high purity 

Helium: 
Zero 

THC, CO, NOx <10 ppb 
SOs < 1 ppb 
THC <0.1 ppm 
THC < 2 to 4 ppm 

THC, CO 1 ppm max 
NO 0.1 ppm max 
COs 300 ppm max 

02 <0 .2  to <5 ppm 
THC <0.1 ppm 
THC <0.5  ppm 

THC <0.5  ppm 

min purity 99.999 7o 
typical THC <0.5  ppm 

THC <0.1 ppm 

CO~ 3 to 8 ppm 
HsO 10 to 20 ppm 

CO <4 ppm 
SOs < 1 ppb 

CO < 4 p p m  
NOx < 10 ppb 

CO <10 ppb to 0.25 ppm 
CO2 3 to 4 ppm 
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TABLE 2--Analyses of certified O.l-ppm-max zero air." 

Actual Total 
Source of Supply Hydrocarbons, ppm 

Supplier A 0.065 
Supplier B 0.099 
Supplier C 0. 120 
Supplier D 0.190 
Supplier E 0. 210 
Supplier F 0. 550 

a Reference 1. 

the hydrogen used in our laboratory varies from less than l0 to 250 ppb. 
Buying an expensive ultra-high purity grade with a guaranteed minimum 
purity of 99.999 percent does not guarantee a hydrocarbon-free (HC) or 
CO-free gas. The l0 ppm maximum impurity may be half CO or HC. 
A prepurified grade with a lower guaranteed purity may have the same or 
lower THC or CO content. Many times a lower priced grade is as good as a 
higher priced one, especially if you are only interested in a specific pollutant 
not covered by the gas specification, such as SO2 or NOx, and other trace 
components, which may be present, do not interfere. 

It is costly to purify and analyze gases at ultra-low concentrations. 
Unless suppliers publish specifications on other trace components in addi- 
tion to THC, then specifications must be written by the buyer. Analysis and 
purification by the buyer may be necessary because suppliers do not always 
meet their published specifications or the buyer's. Recently Airco In- 
dustrial Gas made a study [l]Z of zero air with a specification of less than 
0.1-ppm THC obtained from different suppliers. The results, shown in 
Table 2, illustrate the point that specifications are not always met. 

The suppliers did not know their products were being used in the study, 
nor did Airco's analytical department know anything about the program. 
Airco believes that the results are not unusual. Without detailed knowledge 
of the capabilities of individual suppliers, the data indicate that some 
suppliers either have bad standards, inadequate handling, or analytical 
techniques, or possibly all of these problems. 

Cylinder gases, if not sufficiently pure for use as a zero gas, can be 
purified by various means. Table 3 lists several gas purifiers used for 
removing pollutants or impurities. Air purification has been described by 
Nelson [2]. The portion of this reference on water vapor removal has 
extensive tables covering the effectiveness of various dessicants. A detailed 
study has been made of the effectiveness of silver wool for removal of H2S 
in the measurement of sulfur compounds [3]. The DEOXO 3 purifier listed 

2 The italic numbers in brackets refer to the list of references appended to this paper. 
3 Trademark of the Engelhard Industries. 
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TABLE 3--Means for removing specific trace components. 

Pollutant Gas Removal By 

THC, CO air catalytic combustion 
NO air ozonator q- Ascarite 
NO2 air, N~ soda lime or Ascarite 
SO2 air activated charcoal 
H~S air silver wool 
COs air, N2, H2 Ascarite 
H~O air, N2, H2 Molecular Sieve 5A 
02 N~ DEOXO purifier, Model C 
All H~ palladium diffusion 

in Table 3 is copper which is converted to copper oxide in removing 
oxygen. The purifier can also be used to remove hydrogen and CO by the 
reverse reaction [4]. 

Palladium diffusion units generally are incorporated in hydrogen gen- 
erating equipment but can also be purchased separately for use with 
cylinder hydrogen. Hydrogen generators supply dry, HC-free gas but are 
reported to have a high failure rate [5]. 

Measuring Purity of Zero Gases 

At ultra-low levels, establishing that a zero gas is suitable is often 
difficult. The simplest procedure consists of comparing the zero gas of 
unknown suitability to a cylinder of zero gas known to contain no detect- 
able quantities of the pollutant to be measured or any known interferants. 

A zero gas standard in a cylinder is also useful for determining the 
purity of a carrier gas by looking for negative peaks when the zero standard 
is injected. 

If absorption scrubbers are used to purify a carrier gas, it is easy to check 
the performance of the purifier by injecting a zero gas of known high 
purity. If the carrier contains a significant concentration of the pollutant 
of interest relative to the zero gas, a negative peak (or vacancy chromato- 
gram) will result. Similarly, catalytic purifiers commonly used in air 
monitoring stations to purify air for THC-methane (CH4)-CO instruments, 
can be checked by injecting air zero gas from a cylinder. Reference 5 shows 
how this technique provides an early warning system for oxidation catalyst 
failure. A zero gas, especially one free of all pollutants of interest and 
possible interfering components, thus becomes an essential trouble- 
shooting tool in the operation of an air monitoring station. 

A second method of measuring the concentration of a pollutant in a zero 
gas is to use an absolute analytical method having a sensitivity sufficiently 
high to measure the level of interest in the intended application. An example 
is the use of the Saltzman method to measure NO2. 
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A third method commonly used to determine the purity of carrier gases 
is the use of enrichment or concentration techniques. For example, a 
volume of the carrier gas 100-fold greater than the volume of the sample 
normally injected for analysis, is passed through a packed cold trap, con- 
centrating the pollutants if any. Subsequent injection of the concentrated 
sample into the chromatograph reveals any contaminants in the carrier [6]. 

Handling Zero Gases 

Zero gases for ultra-low level measurements require special handling to 
avoid contamination. All components of a system used to carry the gas to 
the measuring instrument must be free of the pollutant being measured. 
Regulators, valves, sample lines, pumps, flasks, syringes, or other com- 
ponents used to contain or control the zero gas must be leak-tight. Fittings 
and pumps frequently are found to leak [7]. If the system can be pres- 
surized, it can be checked for leaks with soap solution. Regulators and 
valves with diffusion resistant metal diaphragms should always be used. 
Sample lines should also be diffusion resistant. Some plastic sample lines 
will allow diffusion of oxygen and water into carrier gases, thereby damag- 
ing sensitive chromatographic columns. Purging with zero gas and evacuat- 
ing all sample handling components, at elevated temperatures if possible, 
reduces the possibility of contamination by pollutants adsorbed on the 
surfaces of the components. The cleanliness of the component should 
always be checked by analyzing the zero gas flowing through it or by 
analyzing a sample of the zero gas removed from a container which is part 
of the handling system. Table 4 shows the HC contamination of Ultrapure 
Air by regulators and a cylinder before and after cleaning by evacuation 
at an elevated temperature. 

Sample handling components exposed to high concentrations of the 
pollutant to be measured, should be recleaned before using with a zero gas. 
Table 5 shows that cleaning the internal sample handling parts of a con- 
tinuous sulfur analyzer by purging with zero gas is a slow process after 

TABLE 4--Contamination of Ultrapure Air" by sample handling components. 

Component 

CH4 Concentration, ppm 

Before Cleaning After Cleaning ~ 

Two stage regulator with stainless steel dia- 
phragms (new) 

Single stage regulator with stainless steel 
diaphragm (new) 

Aluminum cylinder 

0.075 to over 1 <0.01 

0.041 to 0.122 <0.01 
0.089 <0.01 

. Cleaning by baking under vacuum and purging with Ultrapure Air. 
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TABLE 5--Time required to purge SO~ analyzer after exposure to various S02 concentrations. 

Sample Duration of 
Concentration, ppb ~ Sampling, min 

Time to Purge to 10 ppb 
with Ultrapure Air, min b 

65 30 1 
13 (to 3 ppb) 

900 60 16 
6200 20 90 

In treated aluminum cylinders. 
b Sample flow rate approximately 200 ml/min. 

exposure  of  the ins t rument  to  high concentra t ions  of  SOs. Exposure  to a 
high level should be avoided if measur ing  only very low levels. The  t ime 
to purge the analyzer  becomes  inereasingly impor tan t  if  au tomat ic  zeroing 
and  spanning opera t ional  modes  are used. 

Conclusions 

Although zero gases for  ul t ra- low levels of  measurement  are in some 
eases difficult to obtain,  sufficient techniques are available for  removing  
specific impurit ies,  verifying tha t  the impur i ty  has been removed,  and 
handl ing the resul tant  zero gas. 
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ABSTRACT: Six common ambient air pollutant species (ozone, nitric oxide, 
chlorine, carbon monoxide, sulfur dioxide, and hydrogen sulfide) have been 
electrolytically generated at the parts-per-billion to parts-per-million level in a 
scrubbed ambient air carrier. Theoretical background and practical aspects of 
this technique are discussed, and the difference in pollutant output to that ex- 
pected theoretically is reviewed. Under the conditions of the work reported, 
the desired theoretical output was not achieved. As a result, this technique does 
not appear feasible as a primary technique for the production of these species. 
However, the approach may serve as a convenient, low-cost means to produce 
secondary or working standards for the calibration of ambient level air pollution 
analyzers. 

KEY WORDS:  calibration, carbon monoxide, chloride, coulometry, electro- 
chemistry, evaluation, hydrogen sulfide, nitric oxide, nitrogen dioxide, ozone, 
performance, sulfur dioxide 

Continuous ambient air quality monitoring is now conducted nation- 
wide to assess local, regional, and national concentrations of gaseous 
species for which primary and secondary Federal standards were promul- 
gated in the Clean Air Act of 1963 and the Air Quality Act of 1967 and the 
Clean Air Amendments of 1970. Primary standards were set to provide a 
level of air quality sufficient to protect the public from any known or antic- 
ipated effects of a pollutant. Gaseous species designated as pollutants for 
which these standards were set include photochemical oxidants (predom- 
inantly ozone (O3)), carbon monoxide (CO), sulfur dioxide (SO2), and 
reactive hydrocarbons (HC). Reference methods for the determination of 
these concentrations were detailed by the Environmental Protection 
Agency (EPA) and equivalent methods for these concentration deter- 
minations were allowed, provided that it could be proven that the equiv- 

1 Senior chemist, Beckman Instruments, Inc., Fullerton, Calif. 92634. 
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alent methods bore a known, constant relationship to the reference 
method. 

To ensure the validity of the data collected, it is necessary to check in- 
strument calibration periodically. Dynamic calibration is preferred to a 
static technique, as it actually exercises the instrument in an operational 
condition with a synthetic standard. Calibration standards may be pre- 
pared by dynamic dilution, blending of a standard gas mixture in a suitable 
cylinder, the use of permeation tubes, gas phase titration (GPT), or by 
electrochemical generation from an appropriate medium. Dilution and 
permeation tube techniques are discussed by the Intersociety Committee [1] 2 
along with general precautions to be employed in calibration activities. 
Permeation devices are treated fundamentally by O'Keefe et al [2] and 
Scaringelli et al [3]. A theoretical and practical review of all conventional 
methods of producing known test atmospheres has been presented by 
Nelson [4]. 

Hughes [5] and Grieeo et al [6] treat the limitations inherent with the use 
of calibration cylinders and Grieco et al detail the advantages of using 
aluminum cylinders treated with a proprietary coating. GPT techniques for 
chemiluminescent 03 and nitrogen oxide (NOx) analyzers used for the 
measurement of ambient levels of 03 and oxides of nitrogen have been 
discussed by Rehme et al [7] and in the Federal Register [8]. 

A potential means of generating pollutant standards is the electro- 
chemical generation of the pollutant species by a coulometric process. The 
amount of pollutant generated by such a process, and thus the concentra- 
tion of pollutant, even if diluted with a diluent gas, may be determined by 
reference to reaction stoichiometry and the fundamental quantities of 
molecularweight, time, and the Faraday (96 493 C). This paper addresses 
the questions of potential systems of significance for the calibration of 
ambient air quality analyzers used to monitor species for which ambient 
air quality standards exist or which may be of concern to industrial hy- 
gienists, the practicality of this approach and the limitations to be expected 
of this technique. 

A primary purpose and significant contribution of this work is to criti- 
cally evaluate the argument, conveyed in the literature, that electrolytic 
generation of pollutants for standardization purposes is a routine procedure 
sufficiently developed to offer an accurate, stable, and precisely controll- 
able standards. 

Background 

Theoretical System 

Coulometric generation of pollutant standards is a potentially attractive 
means to calibrate ambient level pollution monitoring equipment because 

2 The italic numbers in brackets refer to the list of references appended to this paper. 
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the pollutant is generated on site at the time of calibration and the technique 
can generate the pollutant for long periods of time. Moreover, temperature 
coefficient sensitivity of the technique is minimal, and changes in pollutant 
concentration may be made rapidly by changing the generating current. 
In an ideal system, the amount of pollutant generated and the concentra- 
tion of the pollutant in a carrier gas stream may be computed theoretically. 
The ideal theoretical model relies upon the stoichiometry of the electrode 
reaction, the flow rate of the carrier gas, and Faraday's law. 

Faraday's law of electrolysis states that the quality of material oxidized 
or reduced at an electrode is directly proportional to the amount of charge 
passing the electrode/solution interface and that the relative amounts of 
different species oxidized or reduced by the same quantity of charge are in 
direct proportion to the equivalent weights of the species. Using notation 
employed by Nelson [4], the pollutant production rate in the ideal theoreti- 
cal system is related to generation current by 

znF 
i = - - =  zF% (1) 

t 

where 

i = current in amperes, 
z = number of electrons involved in the reduction or oxidation process, 
n = number of moles liberated in the electrolytic process, 
t = time in seconds, 
qe = rate of gas production (mole/s), and 
F = Faraday's law (96 493 C). 

If the pollutant standard is diluted with a carrier gas flow of qd (mole/s) 

C =  106 (q~) = (106~ 
\ z  f % ]  (2) 

Equation 1 becomes, at 20~ converting from mass flow units to volume 
flow units 

C = (14.96~ i (3) 
\ z% I 

where 

C = pollutant concentration in ppm, 
i = generation current in mA, 
qa = diluent gas flow rate in litre/min, and 
z = number of electrons involved in electrode process. 

Theoretical behavior of the generating system must be ideal if the 
coulometric nature of the process is to be relied upon for predicting the 
concentration of the generated species from the applied current. To 
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achieve the ideal, theoretical behavior, certain aspects of the generating 
system must be known or carefully controlled: 

1. The stoichiometry of the electrode reaction which generates the 
gaseous product must be known and must remain constant during the time 
and conditions of the electrolytic pollutant generation reaction. 

2. All the current applied to the working electrode which generates the 
product must be utilized in generating the pollutant of interest--no side 
reactions are permissible. 

3. Loss of the generated product must be prevented; losses can occur by 
solubility in the electrolyte, diffusion in the electrolyte to the other cell 
electrode where reaction may occur, gas phase reactions in the carrier gas 
creating a new undesired species (such as nitric oxide ~ nitrogen dioxide 
(NO ~ NO2) conversion in an air carrier) or by physical losses in the 
downstream sample handling system between the generating cell and the 
analyzer. 

Practical Systems 

In practical systems, the foregoing conditions may not be satisfied and 
the actual pollutant yield may be less than the theoretical yield desired. 
In this case, Eq 3 must be modified to 

C = (Y) / \ [14"96} i (4) 
\ zq d I 

where Y = a yield factor or coefficient having a value between 0 and 1, and a 
yield factor of unity corresponds to ideal behavior. 

To improve the chances of meeting the foregoing criteria for constructing 
a system for generating a pollutant standard from a cell which behaves 
ideally, certain precautions should be observed: 

1. Adequate depolarizer should exist in the electrolytic cell such that 
the possibility of concentration polarization is minimized; if insufficient 
depolarizer is present, the applied input current may result in undesired 
electrode processes. 

2. The electrolyte should have a low resistance, due to the depolarizer 
concentration or the addition of a nonelectroactive supporting electrolyte, 
so that the applied current is sufficient to drive the working electrode to 
the potential of the desired electrode process (minimal polarization voltage 
losses due to the flow of generating current through resistance present in 
the cell). 

3. The cell should be stirred either with a gas stream or with some other 
stirring device to prevent mass transport limitations if an inadequate 
supply of depolarizer is available. 
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4. A current-voltage curve of the system under operation should be 
taken; this should be done in order to monitor the working electrode 
potential during electrolysis meaningfully. 

5. The working electrode should have sufficient area to support the 
maximum applied input current and should be positioned such that 
pollutant generated has the maximum chance to escape. 

The constancy and absolute value of Y in Eq 4 over a range of generated 
pollutant concentrations must be determined by an independent technique 
to assess whether the system is behaving according to ideal behavior. 

To assess the degree of conformance of a particular generating cell 
system to ideal behavior after the system has been optimized, one may 
perform the following tests: 

1. Determine the open circuit contribution. In the ideal system this 
should be zero. 

2. Vary the input current to the cell and note pollutant output--ideal 
behavior is a linear relation of output pollutant concentration to input 
current over the whole range of desired pollutant concentrations. 

3. Determine the coulometric yield factor Y, by use of Eq 3--ideal 
behavior is Y = 1; useful behavior is observed if Y is constant over the 
range of normal operating conditions. 

4. Determine the stability of pollutant output over a useful time period. 
5. Determine the repeatability of the pollutant generation process over 

a reasonable number of cycles. 

In the system where the yield is less than that expected theoretically, the 
technique of electrolytic generation may be of value as pollutant prepara- 
tive technique, but any utility as a primary standard is lost. 

Certain practical problems are inherent with the electrochemical genera- 
tion approach. These have been treated extensively by Hersch [9,10]. 

1. Only limited quantities of pollutant are generated conveniently, of 
the order of microlitres per minute; this sets the profile of the maximum 
concentration available for an instrument sample requirement. 

2. The generated standard contains significant quantities of water vapor; 
this may present a problem of interference to certain physical analytical 
techniques [for example, interference in the nondispersive infrared tech- 
nique (NDIR), possible water (H~O) vapor quenching in chemilumines- 
cence and fluorescence techniques]. Attempts to remove H20 vapor may 
result in loss of the generated pollutant. 

3. Carrier gas flow rate and generating currents must be precisely 
monitored and maintained constant. 

4. The apparatus employed is typically glassware, complex and fragile. 
5. The carrier gas should be presaturated with H20 vapor to reduce or 

eliminate evaporation at the electrode/solution interface. Such evaporative 
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losses can change the operating potential of the electrode by charging 
current density changes or can cause interruption of the electrolytic contact 
at the working electrode/solution interface. 

Benefits to be derived from this approach are that: 

1. System is low cost. 
2. Pollutant may be generated for long-time periods. 
3. Ambient air background gas may be spiked with the pollutant of 

interest. 

Experimental 

Experimental work reported here is limited to the generation of those 
species for which ambient air quality standards exist or which may be of 
concern to industrial hygienists. Specifically, pollutants generated coulo- 
metrically for this investigation and the systems used are as follows. 

Ozone (O3)--Anodic electrolysis (oxidation) at a platinum microelec- 
trode of concentrated sulfuric acid (H2SO4) electrolyte. 

Nitric A cid (NO)--Cathodic electrolysis (reduction) at a platinum micro- 
electrode of the nitrosyl ion, NO +, in a concentrated H2SO4 electrolyte 
containing sodium nitrite (NaNO2). 

Nitrogen Dioxide (NOR)--Generation of NO by reduction of NO + as just 
detailed with subsequent oxidation in the gas phase of the NO to NO2 
with oxygen or 03. 

Chlorine (Cl~)--Anodic electrolysis (oxidation) at a platinum micro- 
electrode of chloride ion in a potassium chloride (KC1) solution. 

Carbon Monoxide (CO)--Anodic electrolysis (oxidation) of water at a 
platinum microelectrode to produce H + which reacts with sodium formate 
(HCOONa) present in solution to form CO. 

Sulfur Dioxide (SO2)--Anodic electrolysis (oxidation) of H20 at a plati- 
num electrode to produce H + which reacts with dissolved sulfite anion 
(SO3)= in a sodium sulfite (Na2S203) solution to form SOs. 

Hydrogen Sulfide (H2S)--Anodic electrolysis (oxidation) of H20 at a 
platinum electrode to produce H + which reacts with dissolved sulfide anion 
(S =) in a sodium sulfide solution to form H2S. 

Preliminary experiments were performed to establish that the pollutant 
of interest was generated actually from the chemical/electrode system being 
investigated, and then tests were conducted to establish the following system 
performance criteria: 

1. Linearity of pollutant output concentration with the current applied 
to the electrolytic cell. 

2. Stability (time) of the pollutant generation process. 
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288 CALIBRATION IN AIR MONITORING 
3. Magnitude of the coulometric yield factor Y. 
4. Response time for changes in pollutant production with changes in 

cell input currents. 
5. Maximum pollutant concentration output which may be consistently 

and conveniently generated. 
6. Special considerations for a given cell system, such as air oxidation 

of the electrolyte or background contribution from the electrolyte. 

Electrolysis was conducted in the cell shown in Fig. 1. This cell was 
adapted from the cell described by Hersch [10] and offers the desired 
geometrical and operational properties. The electrolytic generation current 
was supplied by an electronically regulated constant current power supply 
(J. T. Fluke Co., Model 351A); current flow in the generating cell was 
monitored with an electrometer (Keithley 610 B). All chemicals employed 
in this investigation were reagent grade. A schematic diagram of the pollu- 
tant preparation system is shown in Fig. 2. 

Results of experiments conducted on the specific systems just detailed 
are summarized in Table 1, and discussed in detail next. 

Carrier Gas ~ ~ To Analytical 
Instrumentation 

FIG. 1--Electrolytic generation cell. 

Carrier Gas Working Electrode ] , ~  

Constant I �9 Analytical 
Current Source Instrumentation 

FIG. 2---Schematic of pollutant preparation system. 
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Ozone--Anodic electrolysis of 12M H2SO4 produced 03 in concentrations 
of from 20 ppb to 1.2 ppm with input currents from 1.2 to 150 mA at a 
carrier gas flow rate of 300 cm3/min. The 03 output as a function of applied 
input current is shown in Fig. 3. The yield factor Yo3, is of the order of 
10 -3 over the acid electrolyte concentration range of 0.01 to 12M; this may 
be explained by the following postulated mechanism for the 03 production 
at the anode. 

2H20 ~ 2OH- q- 2H + + 2e- 

2 O H - ~ H 2 0 + O  

0+0~02 

05 + 04-+03 

The instrument used to detect the 03 was a chemiluminescent 03 analyzer 
(Beckman Model 950) calibrated by reference to a coulometric instrument 
(Beckman Model 908) sampling from an ultraviolet (UV) discharge 03 
source. Calibration of this instrument was checked by the O3-NO GPT 
technique described by Rehme [1]. Response time of changes in measured 
pollutant concentration when the applied input current was changed was 
of the order of 20 s. 

Despite good long-term stability of the 03 production rate at constant 
current, on the order of 1 percent/h, the electrochemical generation of 03 
cannot be considered a primary standard because of the low value of Y 
and the potential problem of 03 loss due to solubility in the electrolyte if 
cell electrolyte level variations occur. However it may serve adequately 
as a secondary standard or source of moderate long-term stability. 

1400 

y ~ 10 -4 AIR CARRIER, 300 CC/MINUTE 

1200 

2H20.---~20H" + 2H + + 2e" 
1000 20H'--'I"H20 + O 

. , . , . X  

0 + 0"--~ 0 2 
800 02 + 0---.-~ 03'~ ~ @ ~ ~ "  

600 

400 

200 

' ' 8O ;o 100 10 20 30 40 50 60 70 

CURRENT IN MILLIAMPERES 

FIG. 3--Generation of 03. 
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Nitric Oxide--Cathodic electrolysis of 1M NaNO~ dissolved in 30 weight 
percent H2SO4 produced concentrations of from 5 ppb to 1 ppm with 
input currents from 5 to 200 ~A at a carrier gas flow rate of 1000 cm3/min. 
The NO output as a function of applied input current is shown in Fig. 4. 
The yield factor YNo observed was 0.02 and response time of the change in 
measured pollutant (NO + e- ~ NO related) concentration when the 
applied input current was changed was of the order of 10 to 30 s. No 
background contribution of NO from the electrolyte was observed when 
the generating current was terminated under these conditions; from 200 to 
400-ppb NO2 was evolved from the solution even on open circuit con- 
tinuously. Long-term stability of this NO production technique was of the 
order of 1 percent/h. NO was detected with a Beckman Model 952 chemi- 
luminescent NOx analyzer standardized by the previously mentioned GPT 
technique. 

Further refinement of this system and optimization of the experimental 
conditions might give a yield factor Y = 1. With the present system, NO is 
generated to serve easily as a secondary source, but future investigation 
must be conducted to demonstrate the constancy of Y with varying operat- 
ing conditions before it would serve as a reliable secondary standard. 
Under no conditions may this technique be regarded at present as a primary 
technique. 

Nitrogen Dioxide--the NO output of the previously mentioned generating 
system may be conveniently reacted in the gas phase with molecular 02 or 
03 to form an equivalent amount of NO2. The part-per-million levels of 
NO generated do not have sufficient residence times in practical systems 
for full conversion in the gas phase with air as a carrier [11,12]; so, either 
pure 02 must be used as the carrier or the doped output of the generation 
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1200 Y-~10 "2 AIR CARRIER, 1000 CC/MINUTE 

NO + § e- ~ NO'~ 
1000 

6OO 

600 ^ 

4 O O ~  

20O 
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20 40 60 80 100 120 140 160 180 200 

CURRENT IN MILLIAMPERES 

FIG. 4----Generation o f  NO. 
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Carrier Gas 

T 
Ambient Air 

FIG. 5--Gas phase conversion of electrolytically produced NO to NO2. 

cell must be passed through a UV discharge source of 03 for conversion of 
NO to NO2. The residual NO2 produced from the generating cell even an 
open circuit is removed with a downstream argentous oxide (Ag20) or 
silver carbonate (Ag2CO3) scrubber which quantitatively transmits the 
NO produced. A schematic diagram of the system used for NO~ production 
is shown in Fig. 5. No significant work was done with the system because 
of limitations of the NO production system and because the quantitative 
nature of the NO --~ NO2 gas phase conversion has been well established 
[2,3]. 

Chlor ine- -Anodic  electrolysis of 1M KCI produced from 20 ppb to 1.7 
ppm C12 with input currents of from 10 to 155/~A at a carrier gas input 
flow rate of 150 cm3/min. The yield factor Ycx2 was ~0.65.  This species 
was of secondary concern; so, no extensive testing program was conducted. 
A plot of the C12 output as a function of applied input current is shown in 
Fig. 6, 

N 
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FIG. G--Generation of CIr. 
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C12 measurements were conducted with a coulometric oxidants analyzer 
(Beckman Model 908) in which C12 oxidized I- in the cell electrolyte to 
iodine (I~) which was detected by cathodic reduction. No calibration was 
required because of the inherent coulometry of the detector system. 

Carbon Monoxide--Anodic electrolysis of 1M HCOONa produced con- 
centration of from 1 to 50-ppm CO with input currents from 20 to 1000 
mA at a carrier gas input flow rate of 500 cm3/min. The CO output as a 
function of applied input current is shown in Fig. 7. The yield factor Yco, 
was in the range of 1 X 10 -3 to 5 X 10 -a based on a stoichiometry 

2H20--~ H~O + O + 2H + 

2H + + HCOONa -~ HCOOH --~ CO r + H20 

Response time of pollutant output to step changes in the applied input 
current was in the range of 1 to 3 min. Long-term stability of this pollutant 
production system is in the range of 1 percent drift/h and is limited by 
evaporative losses from the cell. 

The CO produced from this system was detected with a M865 NDIR 
analyzer which had been calibrated with standard CO/air blends traceable 
to the National Bureau of Standards (NBS). CO is undoubtedly the species 
being produced due to the inherent selectivity of this mode of analysis. 

Sulfur Dioxide--Anodic electrolysis of 2M sodium sulfite (Na2S203) pro- 
duced concentrations of from 20 ppb to 1.4-ppm SO2 with applied input 
currents of the 100 ~A to 1.5 mA at a carrier gas input flow rate of 150 
cm3/min. The SO2 output as a function of the applied input current is 
shown in Fig. 8. The yield factor, Yso2, was variable, from 2 • 10 -3 to 
6 • 10 -~, depending on the applied input current. The variable yield is 

Y ~ 10 -3 AIR CARRIER, SOO CC/MINUTE 

2H20 "--~ H2O + 0 + 2H + 2e- 
H + + HCQONa ~ HCOOH 

HCOOH ~ CO '~' + H20 

i i i i J o 

100 200 300 400 500 

CURRENT IN MILLIAMPERES 

FIG. 7--Generation of CO. 
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FIG. 8--Generation of S02. 

due to the extreme solubility of the evolved SOs in the aqueous electrolyte. 
Reduction of this solubility by use of nonaqueous solvent might be helpful 
in obtaining better coulometric yields. Response time of pollutant output 
to step changes in the applied current was 2 to 5 min; this long response 
time is caused by the high solubility of the evolved SO2 in the electrolyte. 
These results were taken with a virgin platinum electrode at which the 
anodic oxidation of water was conducted. After generation of several 
hundred microampere hours, SOs generation became impossible at the 
electrode, even though currents as large as 500 mA were passed through 
the generating cell. It is thought that the bulk of the current passed through 
the anode was now being preferentially routed to oxidation of the SO3= 
to SO4 = and thus not available for the production of H + to release the 
desired SOs. 

This system produces SOs indirectly by local formation of H + at the 
anode concurrent with the production of molecular O5; the H + reacts with 
the dissolved SO3= to form gaseous SO2. With no applied input current, 
no SOs is detectable in the carrier gas; no oxidation of SO3 = by 02 dissolved 
in the electrolyte was noted. The generating volume used in the SO2 pro- 
duction must be small, as response time for pollutant production rate 
changes was of the order of 1 rain when the applied input current was 
changed. The electrode and chemical reactions which occur are as follow 

H20 --~ 2H + q- O -k- 2e- 

Na~SO~ + 2H + --+ SO2 T + H20 

The SOs produced from this system was detected with a Model 906A 
coulometric SOs analyzer. No standardization of this device was required 
as coulometric ideality has been tested to establish that the device has a 
known output of 18.49-pA/ppm SOs at 150 cm3/min sample input flow rate. 
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Based on the variability and low value of the observed yield factor (Yso,) 
for the experimental system considered, SO2 generation by the coulo- 
metric technique does not appear practical or seem to offer any significant 
promise. 

Hydrogen Sulfide--Anodic electrolysi~ of H20 at a platinum electrode to 
produce H + which reacts with dissolved S= in a Na2S solution to liberate 
H2S was investigated. A significant problem associated with this approach 
if low level H2S standards are to be generated is the aqueous hydrolysis of 
the S= in the electrolyte to yield H2S on open circuit. Typical levels observed 
for a saturated H2S electrolyte were 0.3 ppm at ambient temperature. 

H2S concentrations of from 100 ppb to 5 ppm were produced with 
applied input currents of from 0.1 to 5 mA at carrier gas input flow rate 
of 200 cm3/min. H20 output as a function of applied input current is shown 
in Fig. 9. The yield factor, Yn2s, was ~ 3 • 10 -5. Response time of pollutant 
output to changes in the applied input current was from 3 to 5 min. The 
H2S was detected with a membrane covered polarographic H2S sensor 
which had been calibrated on fresh H2S samples prepared by dynamic 
dilution of a high level H2S/N2 gas blend. 

Severe sample handling problems occur when transporting H2S standards 
due to adsorption and desorption. These limitations detract from the utility 
of the approach for the preparation of H2S standards. 

Additional Experimental Work 

In the preceeding investigations, several deficiencies of the technique 
which could be related to cell design were noted: 

1. The yield factor, Y, ranged from 2 • 10 -3 to 0.63 and was in no ease 
theoretical. 

Y~10 -2 AIR CAR RIER, 200 CC,"MIN UTE 

2H + + S- ~ HzS T 

1 2 3 4 

CURRENT IN MILLIAMPERES 

FIG. 9--Generation of H2S. 
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2. Response time of the pollutant output to a step change in input 
current ranged from 0.3 to 5 min. 

3. Pollutant output stability at constant input current was poor and 
ranged from 1 to 3 percent/h drift, probably due to evaporative losses. 

All of these observations could be related to the solubility of the evolved 
gas in the electrolyte and the change in the electrode/electrolyte interface 
level. To minimize the effect of changes in the electrode/electrolyte level, 
a cotton wick consisting of sleeving placed over the working electrode was 
evaluated in two systems, C12 (highly soluble), and NO (slightly soluble). 
Addition of the wick to the cell resulted in a working electrode which should 
be bathed in a constant small volume of electrolyte, independent of the 
level of the miniscus in the cell; this change should result in minimum 
solubility of the evolved gas in the electrolyte, minimum response time to 
changes in applied input current, and maximum stability of pollutant out- 
put due to the independence of the exposed electrode area on evaporative 
losses. 

A possible scheme to improve on the yield factor is to generate a gas 
electrolytically and react the generated gas quantitatively with a heated 
chemical (elemental) bed to yield the desired pollutant species. Both H2 
and 02 may be coulometrically generated with an ideal yield (Y = 1); 02 
thus generated can be reacted with elemental carbon to give CO, and H2 
may be reacted with elemental sulfur to give H2S. Preliminary work 
indicates that this approach is marginal due to kinetic limitations involved 
in conversion of parts-per-million level input gases, variability of the degree 
of conversion, and the high vapor pressure of the sulfur in the H2S and SO2 
preparative techniques which leads to condensation of sulfur in the system 
and a high level of elemental sulfur in the analyzer input gas stream. 

Discussion 

In all systems investigated the coulometric yield factor, Y, is significantly 
less than the theoretical value of 1. Possible causes for the low values 
observed include: 

1. Solubility of the evolved gas (especially H20 soluble gases). 
2. Current consumption due to oxidation or reduction of the working 

electrode surface. 
3. Reaction in the gas phase of the evolved pollutant with water vapor. 
4. Side reactions which produce undesired species at the working elec- 

trode. 
5. Kinetic limits of the pollutant producing reaction. 
6. Mass transport limitations. 

In order to investigate the role of mass transport limitation, a rotating 
electrode was tried in two systems, (C12 and NO) (soluble and insoluble). 
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Essentially identical yield factors were obtained as in the unstirred solu- 
tions. Results supported the view that low yield factors at high electrolyte 
concentrations were due to solubility losses or kinetic limitations rather 
than mass transport limitations. 

In an attempt to control the problem of gas solubility and electrode/ 
electrolyte interface variation, these systems were also explored with a cell 
similar to that in Fig. l, but incorporating a wick over the working 
electrode. The wick performs the function of defining a constant, 
small volume electrolyte layer over the working electrode. This cell con- 
figuration improved the stability of pollutant output but did not signifi- 
cantly change the yield factor or decrease the response time of pollutant 
production changes to changes in the applied input current. 

The contribution of these findings is that coulometric generation of the 
pollutant standards characterized under the experimental conditions of this 
work cannot be considered as a primary technique. Further improvements 
in the experimental conditions or combination of electrode/electrolyte may 
result in systems in which the expected theoretical yield may be achieved, 
but with consideration of the optimization of conditions used in this work, 
the chances of success seem small. No systematic regimen has been found 
to obtain the correct theoretical yield, but precautions to be observed and 
critical parameters which should be controlled have been identified. 

Although the results of this work show that, for the systems studied, a 
theoretical yield was not achieved, and thus the technique, employed under 
these experimental conditions, may not be considered a primary technique; 
under suitable conditions it may have potential as a secondary technique 
for the convenient preparation of a wide range of species to serve as second- 
ary or working standards. Further work in electrolyte optimization by use 
of nonaqueous electrolytes could achieve improvements in pollutant yield 
by minimizing the solubility of highly water soluble gases such as Cl~, SOs, 
and 03. Particular weaknesses of this technique are evident in Table 2 
which compares pertinent performance criteria of this technique to the 
GPT, gas blend, and permeation tubes calibration techniques. 

Practical difficulties encountered which detract from the use of this 
approach as a secondary standard "pollutant source" are: 

1. The change in pollutant concentration for a given increment change 
of input current is not a linear function of the applied current over the 
whole range of pollutant concentrations of interest. At low applied input 
currents, especially with highly soluble desired gas species, lesser amounts 
of pollutant are transferred to the effluent gas phase. 

2. Evaporative losses change the level of the electrode/solution interface 
sufficiently to change the pollutant output rate due to current density and 
gas solubility changes and on the long term may break the electrode/ 
electrolyte contact. A presaturator upstream of the generating cell may help, 
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but system hydrostatic pressure variations and potential reactions of the 
generated pollutant with water in the gas phase are a potential problem. 

3. High gas evolution rates yield a noisy pollutant output; dead volume 
can be added to the system downstream of the cell to minimize the excur- 
sions, but a system response penalty is paid and possible losses on the added 
downstream dead volume material may occur. 

Future work will include polarographic analysis to determine the opti- 
mal electrode potential at which side reactions are minimized. 

By characterizing the current-voltage behavior of the electrode/electro- 
lyte system, it should be possible to identify undesired electrode processes 
occurring at the working electrode, such as oxidation or reduction of the 
electrode material or oxidation or reduction of an undesired species at the 
electrode potential where the desired reaction is occurring. By taking the 
current-voltage curve of the electrode/electrolyte system while observing 
the rate of pollutant output into the gas phase with the appropriate instru- 
mentation, one may be able to assess the dependence of the yield factor on 
electrode potential and also obtain information on the actual mechanism 
of pollutant production occurring within the generating cell. 

Conclusion 

Although a number of important air pollutant species may be generated 
electrolytically for calibrating of parts-per-million level air pollutant 
monitoring instrumentation, yields obtained do not approach the theoreti- 
cal yield which must be obtained for this generation technique to be used as 
a primary calibration technique. The technique does offer promise as 
secondary pollutant standard source. Potential advantages are low cost 
and simplicity of apparatus for field use. However, much more work 
must be done to fully characterize and optimize the systems, particularly 
with regard to use; minimizing solubility losses of the evolved gas to the 
electrolyte and optimizing of the cell geometry. 

Once studies have been conducted of the fundamental characteristics 
of potential systems, a development effort should be undertaken to suitably 
package and field test calibrations based upon the electrolytic generation 
concept. Cross comparison of this approach should be conducted against 
the other calibration techniques currently available. 
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Ultra Low-Level Calibration Gas Generation 
by Multistage Dilution Techniques 

REFERENCES: Lucero, D. P., "Ultra Low-Level Calibration Gas Generation 
by Multi-Stage Dilution Techniques," Calibration in Air Monitoring, ASTM STP 
598, American Society for Testing and Materials, 1976, pp. 301-319. 

ABSTRACT: More precise and accurate parts-per-billion level calibration gases 
are obtained dynamically from concentrated sources such as permeation tubes 
and pure pressurized gases. Calibration gas production is accomplished by multi- 
stage dilution steps, comprised of combinations of pneumatic and diffusion 
processes. Zero air is defined relative to an analyzer response including inter- 
ferent molecular response. Dilution precision and stability can be obtained within 
+ l  percent over +15~ variations with pneumatic/pneumatic and pneumatic/ 
diffusion networks. Nitric oxide calibration gas is generated from a nitrogen 
dioxide permeation tube and a molybdenum converter. Dilution factors larger 
than one billion are obtained with multistage pneumatic/diffusion techniques. 
The parametric relationships at each dilution stage are defined and the theoretical 
performance limits of multistage dilution techniques established. 

KEY WORDS: calibration, gases, analyzers, permeability, stability, air pollution 

Nomenclature 

C Ca l ib ra t ion  gas concen t ra t ion ,  ppm 
q~ G a s  b lend ca l ib ra t ion  gas f lowrate,  m l / m i n  
qa P n e u m a t i c / p n e u m a t i c  d i lu t ion zero air  f lowrate,  m l / m i n  
L Permeat ion  device tube  length,  cm 

Pm Permea t ion  device tube  wall mater ia l  permeabi l i ty  coefficient, 
m l / s - c m 2 - t o r r / c m  

Po Permea t ion  device tube wall  mate r ia l  reference permeabi l i ty  
coefficient,  m l / s - c m 2 - t o r r / c m  

p~ Pe rmea t ion  device l iquid gas vapor  pressure,  tor r  
q Pneumat ic /d i f fus ion  zero air  f lowrate,  m l / s  
ro Permea t ion  device tube  outs ide  d iameter ,  cm 
ri Pe rmea t ion  device tube  inside d iameter ,  cm 

1 Chief engineer, Monitor Laboratories, Inc., San Diego, Calif. 92121. 
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302 CALIBRATION IN AIR MONITORING 

c 

t 

tc 

1 and 2 

E Permeation device tube wall material permeability activation 
energy to calibration gas, cal/mol 

R Universal gas constant, 1.986 cal/mol-K 
T Temperature, K 

pj Sample calibration gas vapor pressure at reference temperature 
Tj, torr 

AHe Calibration gas average molar heat of evaporation over tem- 
perature range T~ to Ti, cal/mol 
Constant equal to [AHe/RT~], dimensionless 
Time, s 
Pneumatic/diffusion stage time constant, s 
Subscripting, denoting 1st and 2nd dilution stages, respectively 

Due largely to more stringent monitoring regulations and the advent of 
analyzers with greater sensitivity, requirements for ultra-low level ( <  10 ppb) 
calibration gas sources are becoming rapidly more widespread. Field- 
proven automated continuous flame and flameless gas phase chemi- 
luminescent analyzers are attaining parts-per-billion and sub-parts-per- 
billion sensitivity levels. Analyzer calibration is imperative at these levels 
to ensure performance specifications and the reliability of field data 
obtained. Most of these analyzers are calibrated at levels in excess of 100 
ppb and their response characteristics extrapolated to parts-per-billion 
levels. Accurate, stable, and reliable calibration systems are required for 
these purposes. 

Five fundamental problems are associated with the generation of ultra- 
low level calibration gases: (1) high-quality zero air production, (2) flowrate 
control, (3) calibrator/analyzer pneumatic interface, (4) primary calibration 
gas source accuracy and stability, and (5) pneumatic/diffusion dilution 
control. These considerations define design and operating constraints 
peculiar to the calibration gas species and the analyzer response char- 
acteristics, and therefore operating conditions for ultra-low level calibration. 

Zero Air Production 

Zero air, or "zero air purity," assumes a more specific and limited 
definition for ultra-low level calibration applications. In defining zero air 
purity, it is essential to consider the specific type of analyzer under cali- 
bration. This aspect is important in that, not only must the particular 
pollutant molecule concentration level be reduced to levels below the 
analyzer noise, but, also, it may not be necessary to reduce impurities to 
parts-per-billion levels for molecules which do not promote an analyzer 
response. Analyzers employing different operating principles can display 
entirely different response characteristics to the source of zero air. This is 
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DROP,(IOCM HEO COMPLETION w F'flESSURE DROP 
4)LOW PRESSURE <10 CM H2O 

DROP < I0 CM HzO 

FIG. 1--Oxidizer/scrubber zero air module. 

evidenced by the air monitoring equivalency regulations [1-3] 2 regarding 
interferent molecules for a host of analyzer types, as shown by Table 1. 
For example, interferent responses of a flame photometric detector (FPD) 
sulfur dioxide (SOs) analyzer can arise from hydrogen sulfide (H2S) at low 
levels (100 ppb) and from carbon dioxide (CO2), water (H20) vapor, and 
carbon monoxide (CO) at relatively high levels. While for spectrophoto- 
metric wet chemical, electrochemical, conductometric, and spectrophoto- 
metric (gas phase) SO~ analyzers, interferent responses can arise from 
hydrochloric acid (HC1), ammonia (NH0, H2S, nitrogen dioxide (NO2), 
ozone (O.~), and m-xylene at relatively low concentrations (<0.5 ppm). 
Further examination of Table 1 shows also similar interferent variation 
for several types of 03 analyzers. 

Thus, it is clear that the term zero air possesses a meaning related, not 
only to the molecular pollutant response of the analyzer, but also to its 
interferent molecular response. For ultra-low level applications, it may be 
the only practical meaning. 

Zero Air Production 

Figure 1 shows the basic elements of a zero air generator and illustrates 
some of its fundamental operating parameters. It is suitable for 99 percent 
removal of nitric oxide (NO), NO~, SOs, H2S, and other pollutant and 
analyzer interferent gases. Ambient air flows through the oxidizer, reactor, 
and scrubber elements. Near 100 percent scrubbing efficiencies are attained 
by designing the module elements with respect to criteria prescribed in 
Fig. 1. 

An activated charcoal scrubber with a length-to-diameter ratio of 6, 
where L = 22.8 cm, D = 3.8 era, eliminates typical ambient air gases, 
listed previously, to 1-ppb levels, with the exception of NO. Fully turbulent 
flow is attained at a modified Reynolds number above 100 [4] 

NRe t~-  DpG/p (1) 

z The italic numbers in brackets refer to the list of references appended to this paper. 
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306 CALIBRATION IN AIR MONITORING 

where 

NRe' = modified Reynolds number, dimensionless, 
D~ = average particle diameter, cm, 
G = air superficial mass velocity based on empty cartridge cross 

section, g/s-era 2, and 
= air viscosity, poise. 

This is with an air flowrate of 16 litre/min at 25~ where Dp = 0.254 cm 
and NRe' = 22. Although the flow is not fully turbulent, it is removed 
sufficiently from the laminar region (NR,' < 10) to ensure efficient use of 
the charcoal. 

The pressure drop across a densely packed cartridge at 16 litre/min is 
less than 1-cm H20 [5]. Thus, most of the pressure loss is incurred by the 
cartridge end fittings or whatever fluid conduit is utilized. 

Activated charcoal scrubs pollutant gases by an absorption mechanism 
[6,7]. Its absorption capacity is a function of temperature and pollutant 
concentration and species. For example, as temperature increases and 
pollutant concentration level decreases, activated charcoal absorption 
capacity decreases. The absorption life of the scrubber just described, 
utilizing absorption criteria for Pittsburgh granular activated carbon, is 
considerable. Operating continuously with an ambient air flowrate of 
16 litre/min, carrying 50-ppb SO2 [8] and 10-ppb H~S at 25~ its absorp- 
tion life is 840 and 8450 h for SOs and H2S, respectively. Assuming a 
1 h/day calibration run and an equal amount absorption capacity required 
for NO2, NH3, etc., the scrubber absorption life is in excess of six months. 

The oxidizer and reactor elements of Fig. 1 are employed to preprocess 
NO molecules for absorption by the scrubber element. 03 is produced by 
the oxidizer, which oxidizes NO to NO2, which is absorbed subsequently 
by the scrubber. This is a requisite because the activated charcoal absorp- 
tion capacity for NO is nil. Oxidation by ozone is prescribed since the 
process is practically independent of ambient temperatures and humidity 
variations. In addition, the NO oxidation is predictable. The oxidizer 
produces approximately 0.3-ppm 03 with air flowrate of 16 litres/min at 
23~ and 70 percent relative humidity. Higher 03 concentration levels 
can be attained by employing more ultraviolet (UV) sources. It is essential 
that all internal surfaces of the oxidizer chamber and the reactor are inert 
so that 03 concentration level is not reduced by interaction of the 03 and 
chamber active surfaces. 

A reactor chamber is required for this zero air generator because the 
NO/O3 oxidation process proceeds at a relatively slow rate. The chamber 
permits a time period for the oxidation reaction to occur to completion. 
Thus, nearly all the NO carried by ambient air is oxidized to NO2 prior to 
entering the scrubber. With a 0.3-ppm 03 concentration level and kinetic 
data for the NO q- 03 = NO2 q- O5 reaction reported in the literature 
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LUCERO ON LOW-LEVEL CALIBRATION GAS GENERATION 307 

[9-12], approximately 13.2 s are required to attain 98 percent oxidation. 
In-house Monitor Labs, Inc. experimental design data show that the 
oxidation reaction is 98 percent complete after 3.8 s. Thus, the reaction 
chamber volume is 1 litre. 

For ambient air carrying 50-ppb NO, the zero air produced by the 98 
percent efficient zero air generator of Fig. 1 contains a maximum concen- 
tration of 1 ppb as it enters the scrubber. Thus, the calibrator zero air NO 
concentration level is approximately 1 ppb. This is a conservative repre- 
sentation of the zero air, which can be produced in most parts of the United 
States, since average ambient NO levels rarely exceed 100 ppb and are 
usually below 50 ppb [13-14]. 

Fiowrate Control 

Dilution calibration systems require a flowrate network. Minimally, 
they are comprised of either a two-stream network incorporating a pneu- 
matic dilution stage, such as that employed to dilute NO/N2 gas blends by 
air; or a pneumatic/diffusion dilution stage, as in passing zero air over a 
permeation device. It is imperative to maintain relative and absolute 
flowrate control of all gas streams comprising the dilution network or both 
over ambient temperature and upstream pressure variations. Pneumatic- 
pneumatic dilution networks require volumetric flowrate control. These 
distinct fundamental requirements arise because the gas emission rate 
from a diffusion dilution stage, such as a permeation device or the gas 
flow through a semipermeable membrane, is mass flowrate controlled. 
Thus, the dilution gas must also be mass flowrate controlled to avoid 
inaccuracy and instability arising from ambient temperature and pressure 
variations. Conversely, a purely pneumatic system requires only volumetric 
flowrate control. For example, in a pneumatic network, such as that 
employed to dilute a gas blend of NO/N2, two streams from separate 
pressurized gas sources are mixed. Each stream pressure is regulated 
upstream of a pneumatic impedance element and mixed downstream. 
Ambient pressure and temperature variations have a negligible effect on 
the flowrate ratio of one stream to the other. However, pressure regulators 
which are referenced to the same ambient pressure and display reason- 
ably matched temperature coefficients must be used on each stream. In 
addition, the pneumatic impedance elements must respond to tempera- 
ture variations in identical parametric fashion. For example, capillary and 
porous plug elements display an impedance change inversely proportional 
to the 3/2 power of absolute temperature, while orifice and valve elements 
change inversely in proportion to the 1/2 power. Thus, pneumatic network 
temperature control can be avoided while obtaining • 1 percent dilution 
stability over 25 • 15~ temperature range. It is essential only that all 
branches of the network are within 10~ of each other, and temperature 
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308 CALIBRATION IN AIR MONITORING 

changes of all branches are within ~3~ of each other, regardless of the 
magnitude of the temperature change. 

Mass flowrate control is attained by utilizing a pressure regulator with a 
small temperature coefficient ('~1.36 • 10 -4 atm/~ and temperature 
controlling the impedance element. Temperature regulation within •176 
yields mass flowrate control within -4-1 percent, providing the ambient 
pressure is constant. Since ambient pressures are relatively constant and 
change mainly with altitude, the mass flowrate can be easily corrected for 
altitude variations. 

It is possible to obtain mass flowrate control, regardless of altitude, by 
use of a mass flowrate controller, utilizing a feedback signal. However, the 
author is not aware of temperature coefficient data on these devices and is 
unable to state whether or not temperature control of the mass flowrate 
controller is required. 

Calibrator/Analyzer Pneumatic Interface 

A very important aspect of ultra-low level calibration is the calibrator/ 
analyzer pneumatic interface. Precautions in design, setup, and operation 
must be instituted to minimize the effects of back-diffusion, line out- 
gassing, and surface absorption. 

Back-Diffusion 
The pneumatic interface requires a vent line for calibrators whose gas is 

exhausted under pressure. The calibration gas flowrate is usually in excess 
of the analyzer gas flowrate. Thus, a portion of the calibration gas must be 
vented to the atmosphere to reduce the gas pressure to the atmospheric 
level and to eject the excess gas. Improper venting can cause severe prob- 
lems in the calibration gas stability, accuracy, and repeatability. The 
magnitude of these problems is magnified in working with ultra-low levels. 
Atmospheric gas back-diffusion through the vent line promotes these 
problems. It is absolutely essential that the vent line gas flow is sufficiently 
high to minimize back-diffusion to insignificant levels. Of course, if the 
velocity is excessively high, a pressure difference is developed in the line, 
which changes the gas pressure at the analyzer input port. 

At the present time, there is no theoretical or analytical basis which 
defines the following venting parameters: (1) vent gas velocity, (2) vent line 
dimensions, and (3) vent gas pressure. Thus, the calibrator designer and 
user must establish common ground rules for the vent. 

It is noted that back-diffusion problems are eliminated entirely for a 
calibration flow network that operates at induced pressures. More spe- 
cifically, the analyzer gas input port is connected directly to the output of 
the calibrator network. With this arrangement, the zero air flowrate is con- 
trolled directly by the analyzer. Thus, there is no excess calibration gas to 
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LUCERO ON LOW-LEVEL CALIBRATION GAS GENERATION 309 

vent and no excess pressure to reduce. The arrangement is illustrated by 
connecting an analyzer at the output of the NO generator of Fig. 2. Since 
the analyzer ingests the entire zero air flowrate, this arrangement is limited 
to those calibration networks which can operate at the analyzer flowrate. 
However, it is also an advantage because much less zero air is required. 

Line- Outgassing 

Another interface problem with ultra-low level calibration is line- 
outgassing. Pneumatic lines leading to the analyzer detector module may 
outgas sample gas molecules at rates which can yield an ultra-low level 
response equivalent to or larger than the response to calibration gas. It 
occurs after the analyzer has been in the monitoring mode with relatively 
high level sample. Thus, outgassing from the pneumatic lines will occur 
over extended periods of time, when the analyzer is on zero air or on 
ultra-low level calibration gas. 

For ultra-low level applications, the zero air and calibration input ports 
to the analyzer must be as close as possible to the detector module to 
minimize the outgassing time. Usually, the zero air and calibration gas inlet 
ports are at bulkhead fittings on the rear panel and meet subsequently at a 
common point, such as a solenoid valve. If this arrangement is employed, 
the length of common line from the solenoid valve to the detector module 
must be minimized. 

Surface Adsorption 

The problems of surface adsorption are very similar to those of line 
outgassing. Identical precautions must be taken in design and calibrator/ 

NO 2 PERMEATION DEVICE- 

ZERO AIR IN ~'~ 
20Oral/rain 

l MOLYBDENUM 
{-TEMPERATURE CONVERTER - -  
|CONTROLLED 
~COMPARTMENT 

V///Z///~ 
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r/ I  n~ YAOUT @ 2OOml/min I 

~ / ' / 7 / / . / ~  1st DILUTION STAGE 

CALIBRATION GAS 
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2nd DILUTION STAGE 

l -e 
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DILUTION 
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FIG. 2--NO generator, 
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310 CALIBRATION IN AIR MONITORING 

analyzer setup. In this case, however, more attention must be devoted to the 
materials used. Surface adsorption can be reduced significantly whenever 
it is possible to utilize "inert" materials such as fluorinated ethylene 
propylene (FEP) or tetrafluoroethylene (TFE) and glass. For example, 
replacement of stainless steel fittings and lines with TFE or FEP equivalents 
can reduce significantly the calibration gas hold-up time of ultra-low levels. 

Calibration Gas Primary Source 

There are three basic sources of span gases: (1) permeation devices 
[15-17], (2) gas blends, and (3) generators and reactors [12]. 

Permeation Devices 

For typical pollutant gases such as NO~, SO2, and H2S, permeation 
device technology has advanced to a stage where reliable and controlled 
stability and output are routine. Several commercial enterprises are based 
on permeation tube products. Stable operation of permeation devices is 
based on maintaining the device at a constant temperature (-4-0.1~ to 
control the calibration gas diffusion rate through its semipermeable wall, 
and on flowing zero air over it under controlled conditions. The two gases 
mix and formulate the low-level calibration gas. The single most important 
advantage of permeation devices is that reliable and repeatable dilution 
factors in excess of one million can be obtained with less than 1 litre/min 
zero air flowrate and -4-1 percent stability. Requirements for relatively 
small amounts of zero air are also a large advantage in itself. In addition, 
the calibration gas emission rate of SO2 and NO2 permeation devices are 
traceable to the National Bureau of Standards (NBS). The spectacular 
success of permeation devices as a calibration gas primary source is partially 
responsible for the rapid development of automated continuous gas phase 
air pollution analyzers in recent years. 

Although working with pure gas sources and large dilution factors has 
a significant advantage, permeation devices require relatively long initial 
stabilization times [17]. Increasing their dilution factors to one billion by 
increasing thickness dimensions is, in some cases, impractical, since much 
larger quantities of zero air are required, and the stabilization times 
increase logarithmically. For example, to increase the dilution factor of a 
permeation device operating at 50~ by a factor from 3 to 300 million, 
increases its stabilization from seven days to several years. Clearly, this is 
somewhat impractical. 

Blended Gases 

In cases where permeation devices are not practical, such as with NO, 
pressurized blended gases are available from gas manufacturers, which are 
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traceable to NBS standards. Cylinders can be NBS certified at specific 
concentration levels in given carrier or diluent gases. Some disadvantages 
are associated with stability and operator mishandling. For example, the 
inadvertent introduction of oxygen or air into the tank can occur when 
hooking up pressure regulators and other pneumatic connections to the 
tank; long-term stability of the tank concentration levels are sometimes 
questionable when this occurs. Other problems are associated with gas 
adsorption on the tank walls, which occurs preferentially for some pollutant 
gases. 

It is essential that blended gases are given enough time to stabilize after 
the original blend is mixed. This may last as long as 9 to 15 weeks, depend- 
ing on the gas and the conditions under which it was mixed. Zero air or 
zero diluent gas is as essential to the blend as is zero gas, which is em- 
ployed to dilute the blended concentration to lower levels. Usually, rela- 
tively high concentrations are employed in order to ensure accuracy and 
stability. These levels range from 50 to 500 ppm. Thus, the use of a blended 
gas to produce ultra-low level span gas will still require a dilution of 
approximately 50 to 200 000. 

An interesting variation of a permeation device is suggested, which can 
be employed with a gas blend to produce low levels and relatively small 
zero air flowrates. It is comprised of a pressurized cylinder whose outlet 
port is stuffed with a leak-tight plug of some inert, thick, semipermeable 
material such as TFE or FEP. The stabilization time of the plug is reduced 
by immersing the plug in an equivalent gas blend and heating to an ele- 
vated temperature ('~200~ At this temperature, the stabilization time 
can be reduced by at least 100. Thus, the plug can be allowed to saturate to 
concentration levels equivalent to that produced by the concentration of 
the gas blend at room temperature. It is then inserted into the gas blend 
cylinder outlet port. This procedure is proposed to circumvent the pre- 
posterous stabilization times. 

Gas Generators and Reactors 

For some molecular species it is possible to obtain calibration gases only 
from on-site generators. This requirement is most common for 03 sources. 
03 is generated from zero air by irradiation with a UV light source [18]. The 
UV light source temperature, gas flowrate, and its electrical current level 
must be controlled within narrow limits to provide the stability required. 
Zero air requirements are different from those for most other pollutant 
calibration gases. The zero pollutant and other reactive gas concentration 
levels, such as NO and H~S [19], must be maintained below 1 ppb to avoid 
side reactions with 03, which will diminish its concentration to unknown 
levels after it is generated. Also, H~O vapor must be removed from the 
zero air to 25 percent relative humidity levels at 25~ With these circum- 
stances, O2 output concentration is maintained within -4-2 percent. 
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An important technique for producing NO span gas from NO2 permea- 
tion devices is also available. Figure 2 shows the schematic network for this 
process. It is comprised of an NO~ permeation device, contained within a 
temperature controlled compartment, and a molybdenum converter 
pneumatically in series. Zero air, at a flowrate less than 300 ml/min, flows 
into the compartment. NO~, emanating from the permeation device, is 
mixed with the zero air stream and flows into the molybdenum converter. 
The NO~ is quantitatively converted to NO. Downstream of the molyb- 
denum converter, additional zero air is introduced to dilute further the NO 
calibration gas generated, and to provide also sufficient air for the analyzer 
intake and any venting action which may be required at the analyzer- 
calibrator pneumatic interface. 

Using a permeation device to generate NO via a molybdenum converter 
has the primary advantage of being traceable directly to NBS standards. 
The permeation device output is traceable directly to an NBS standard for 
permeation tube output. A molybdenum converter's efficiency may be 
traceable also to an NBS standard by similar means. The standard NBS 
NO2 tube must equal the NO response of tube with an in-line converter. 
This system is free of all the interferences and operator misuse problems 
which can occur with blended gases. This is a relatively simple calibrator 
for NO and NO2. The molybdenum converter can be bypassed, through the 
action of solenoid valves, to produce only NO2, or it may be injected di- 
rectly to produce NO. Of course, the key to its success in the field depends 
upon the life and efficiency of the molybdenum converter. 

Figure 3 shows the converter efficiency characteristics, under varying 
conditions of operating temperature, flowrate, and concentration level. 
As shown, the converter efficiency for 300 and 600 ml/min extends to 11 
and 6-ppm NO2, respectively. The selected operating temperature is 
315~ with flowrate 300 ml/min. Under these conditions, the molyb- 
denum converter life is in excess of 6000 ppm h at 300 4- 15 ml/min, at a 
concentration level of 11 4- 0.1 ppm. NO2 passed through the converter 
for 45.7 days and operated at an observed 100 percent efficiency during this 
time. Thus, by reducing the flowrate to 200 ml/min and a concentration 
level of 2 ppm NO2, the converter efficiency will operate at 100 percent 
efficiency in excess of 6000 ppm h. It is estimated that the life of the con- 
verter, under these conditions, will be approximately 9000 ppm h, or 
one year. 

A variation of the network of Fig. 2 is to introduce a second molycon in 
series. This arrangement can be applied periodically to check the con- 
verter efficiency. 

Multistage Dilution 

The two most widely used dilution techniques are those utilizing the 
methods of pneumatics and diffusion dilution. These are primarily the 
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FIG. 3--Molycon characteristics. 

straight pneumatic dilution, whereby two streams are mixed under con- 
trolled flowrate conditions, and the pneumatic/dilution techniques, 
whereby a highly concentrated gas such as the vapor over a liquefied gas is 
diluted by a permeation device and mixed with zero air. 

Pneumatic Multistage Dilution 

Figure 4 shows the network for a multistage, purely pneumatic dilution 
system. It is the simplest network to implement for low-level calibration, 
when using gas blends which are reasonably stable. The primary air and 
calibration source output pressures are controlled by pressure regulators. 
The impedance of the two lines are left virtually untouched, and their 
temperature is not controlled, for reasons described previously. 
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I S - CALIBRATION GAS SOURCE 
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12 - 2nd DILUTION STAGE 

1:3 - 3rd DILUTION STAGE 

FIG. 4--Pneumatic/pneumatic dilution. 

The calibration gas concentration at the second stage is described by 
the equation 

C~ = 106(q8 + q~, + qa2)/q~ (2) 

The nomenclature for this and subsequent equations is described in the 
Nomenclature section. 

As with all purely pneumatic dilution systems, temperature control is 
not required, for reasons cited earlier. Figure 4 shows also the presence of 
mixing volumes downstream of each fork in the network. In some cases, 
the mixing volume shown is equivalent to a given tube length or the con- 
nections and fittings normally used to accomplish the circuit. However, in 
some cases, the mixing volume or, rather, a delay volume, may be required 
to produce a homogeneous mixture. Table 2 tabulates the dilution factors 
obtained, as well as the concentration parameters and equilibrium response 
at the first and second stages. The dilution operating conditions are listed 
also. 

Diffusion~Pneumatic Multistage Dilution 

Figure 5 shows the network for a multistage dilution system employing 
two diffusion dilution stages and two pneumatic dilution stages. The first 
stage is comprised of a typical permeation device dilution system, employ- 
ing a pressure regulator common to the dilution zero air for both stages. 
Zero air flows through a temperature controlled pneumatic impedance (11) 
into the temperature compartment and over the permeation device. At this 
stage, the calibration gas concentration for a permeation device with 
cylindrical geometry is described by the equation 

C1 = (2 X 106)~L1Pmlp~/ql In (ro/r01 (3) 
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FIG. 5--Two-stage pneumatic~diffusion dilution. 

The effect of temperature on P~I, and p, is 

P,~I = Po exp ( - E / R T )  (4) 

p~ = pj exp ( -AHe/RT - c) (5) 

As shown, temperature effects only the permeation device permeability 
coefficient (Pro1) and the vapor pressure (p~) of the liquefied gas within the 
permeation device. 'It is a significant effect. A 4-0.1~ change will promote 
a -4-1 to 2 percent change in SO2 calibration gas concentration at 30 to 50~ 
operating temperatures. The temperature effect is more significant with 
gases possessing larger molar heats of evaporation (AH~) because it is 
additive to the permeation device activation energy (E). This effect is not 
present in the second dilution stage since a liquid gas is not used. 

The second stage is comprised of a heated and temperature controlled 
semipermeable tube or membrane diluter. Calibration gas from the output 
of the first stage flows over the outside surface of the tube and is exhausted 
from the system. Zero air flows through a second temperature controlled 
pneumatic impedance (/2) into the second stage dilution stage compart- 
ment, and through the semipermeable tube. Calibration gas from the 
outside of the tube diffuses through the tube wall at a prescribed and con- 
trolled temperature, and mixes with the second zero air stream. The cali- 
bration gas concentration level at the exit of the second zero air stream is 

C2 = (47r2 • IOOL,L=P,,,,P,,,=PTp, (6) 
qlq2 In (ro/r01 In (ro/r02 

P,.~ = Po exp ( - E / R T )  (7) 
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As seen by Eqs 6 and 7, only the tube material permeability coefficient 
(P,~2) is affected by temperature, while both the permeation device permea- 
bility coefficient (P,,x) and the calibration gas molar heat of evaporation 
(AHo) are affected in the first stage as shown by Eq 3. Thus, temperature 
control requirements are not as stringent in the second stage as in the first 
stage, even at elevated temperatures. For example, a -4-I~ variation at a 
200~ level will promote a -4-1 percent variation in calibration gas con- 
centration at the second output. 

Equations 3 and 6 will be examined further later in reviewing Table 2. 
The multistage pneumatic/diffusion network of Fig. 5 is adapted to 

provide NO calibration gas by simply inserting a molybdenum converter 
in the line between the first and second dilution stages. It is illustrated by 
Fig. 6. All parameters remain unchanged in Eqs 3, 6, and 7, with the excep- 
tion that the second stage permeability coefficient (P,,2) is now the co- 
efficient for NO, not NO~. At 200~ the permeability coefficients for NO 
and NO~ are within 10 percent of each other, when using TFE. 

A characteristic of all permeation devices, as used to produce span gas, 
is their time rate of response characteristic, which arises from the time 
required to saturate the permeation material to an equilibrium level. 
Steady-state operation of a permeation device is achieved after it experiences 
a transient stage, which follows the charging of the permeation device 
with the liquefied calibration gas, or after a temperature change, or after a 
zero air flowrate change through the first stage. The exact same condition 
applies to the diffusion material of the second stage. The only exception is 

SEMI-PERMEABLE 1L EXHAUST 
TUBE OR MEMBRANE-~ I 

r ' / " ~ , , l " ? " ~ / - 2 n d  DILUTION 

SECONDARY GAS IMPEDANCE (121 r.;~-'---_/=/~/j~~,/~ STAGE 
TO VlU N'.,I 

VENT 

ZERO A I ~  
SOURCE I . - . J  _ ~ T E M P E R A T U R E  

.~ I ~ I CONTROLLED 
PRE. ,,~URE ~ ~ COMPARTMENT 
,~=,=u- ,~,~-> ~ I , I 

r / I  - -  r / I  ~ PERMEATION 
rA IA DEVICE 

PRIMARY GAS I " / / / / / / / I  
IMPEDANCE (Z I) w~-- Ist  DILUTION STAGE 

FIG. 6--Two-stage pneumatic~diffusion dilution NO. 
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that the saturation level is much less than that of the first stage, because the 
concentration level is much lower. In both stages, however, the total 
equilibrium time is determined primarily by the time required to saturate 
the tube wall with sample to its equilibrium concentration level, for what- 
ever reason. For radial diffusion in both stages, the time dependent cali- 
bration gas concentration is 

First  s tage 

Second  s tage 

(2~- X 106)L1P,.lp~ 
C1 = [1 - e-'"~,] 

ql In (ro/rl) l  

t~, = (ro 2 --  r : ) l  In ( ro / r i ) J2D1  

(8) 

(9) 

C~ = (4~~ X I06)L~L2P,.,P~PTp. >(f(t) (10) 
2qtq2 In (ro/ri)l  In (ro/r~)2 

f ( t )  = [1 -F { y l  - -  11 e -'/'~, q- y~ e - ' & q  (11) 

tr = (ro ~ - r?)2 In ( ro / r i ) /ZD (12) 

yl  = t c l / ( t c 2 -  tel) (13) 

Y2 = t ~ J ( t q -  to2) (14) 

Table 2 shows the application of Eqs 3-14 for the operating conditions 
listed. 

An NO2 permeation device, with the dimensions shown, operating at 
50~ will dilute the gas by a factor of 3.32 • l0 s, with 200 ml/min zero air 
flowrate. The NO2 concentration at the first stage is 3500 ppb. At the 
second stage, a TFE tube, with the dimensions shown, at 200~ and a 500 
ml/min zero air flowrate, dilutes the sample further by a factor of 1600 to 
2.18 ppb. The overall dilution factor is 5.32 X 109. It is accomplished with 
a total zero air flowrate of only 700 ml/min. The two-stage diffusion/ 
pneumatic dilution system removes a large burden from the zero air 
supply module. For example, an equivalent two-stage pneumatic/pneu- 
matic dilution system requires approximately 110 litre/min. 

The requirement for relatively small amounts of zero air permits the 
analyzer to be connected directly to calibration gas output of the second 
stage of Fig. 5, eliminating the secondary impedance element (12), and 
also back-diffusion and venting problems. Because of the relatively low 
first-stage zero air flowrate, the pressure regulator can be eliminated and 
the flow induced by a vacuum pump. 

Table 2 summarizes the equilibrium response characteristics of the 
multistage dilution systems. The pneumatic/pneumatic system response 
is relatively fast. Neglecting pneumatic line outgassing and surface adsorp- 
tions effects described earlier, the time constant of the system is approxi- 
mately 6.6 s. 
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The two-stage pneumatic/diffusion system responds much more slowly. 
However, it is only the permeation device of the first stage. It has a time 
constant of approximately 1.4 days. This time constant, however, is not 
involved in the response of the system, since the permeation device tem- 
perature is held constant during operation. It is a part of the equilibrium 
response only on initial charging of the device with liquid NO2 and warm-up 
from room temperature to 50~ or both. 

The time constant of the second dilution system is 15 s. 
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ABSTRACT: Synthetic, "homogeneous," and particulate standard samples in 
the form of deposits on filters have been developed for use in quality control of 
analytical methods and for calibration of X-ray emission spectrometers. 

The standards for X-ray emission spectrometer calibration comprise membrane 
filters with single element or multidement solutions homogeneously deposited and 
dried, and membrane filters with known amounts of single mineral powders of 
wdl-defined particle size ranges deposited and fixed on them. 

For quality control of analytical methods and laboratories, synthetic standards 
for sulfates, nitrates, and trace dements have been developed. The standards for 
sulfates, nitrates, and volatile trace elements were deposited in the form of solu- 
tions on glass fiber filters and dried. The standards for nonvolatile trace elements 
were prepared from -10-um quartz powder spiked with compounds of the 
dements and deposited from air suspension. 

KEY WORDS: air pollution, analyzing, sulfates, nitrates, trace elements, instru- 
ments, calibration, quality control, X-ray spectrometry, standard samples 

A growing demand for rapid, instrumental, multicomponent analysis of 
large numbers of air particulate samples has been created by the recent 
increased emphasis on air pollution measurement and control. Preferred 
methods of elemental analysis of air particulates are those that do not 
require dissolution of the sample or any other time-consuming sample 
preparation. Such methods are almost always instrumental and are not 
absolute. Calibration standards are required in order to relate the instru- 
ment signal to the element mass or concentration in the sample. 

Another application, for which standards are needed, is quality assurance 
of analytical methods and performance evaluation of laboratories that 
analyze air particulate samples. 
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In order to satisfy some of these current needs, synthetic standards of 
three types have been developed in our laboratories: (a) "homogeneous" 
single element and multielement samples, (b) particulate deposits made 
from single minerals or standard reference materials, and (c) particulate 
deposits made from multielement spiked quartz matrices. 

The methods of preparation, the applications, and some problems in- 
volved in preparation and use of these standard samples will be discussed 
in this paper. 

Natural and Synthetic Standards 

It is widely accepted that the best standards are those made of homog- 
enized natural materials, analyzed by different methods and by several 
independent laboratories. Standard reference materials (SRM's) have 
been developed or certified or both by the National Bureau of Standards 
(NBS) since 1906. Other organizations such as the U. S. Geological Survey 
and foreign geological surveys also produce and certify SRM's. The NBS 
has developed several SRM's certified for trace elements, such as orchard 
leaves, bovine liver, glass, and fly ash. At least one ambient air particulate 
SRM is under development and will be certified for trace metals [1]. 3 
However, it may take several years before such SRM's become available 
for distribution [2]. The process of development and certification of real 
air particulate SRM's is long and expensive. Even when available, they will 
satisfy only a part of the overall requirements. Each one will represent 
only a single type of air pollution particulate, and several may be needed 
to cover the number and concentration ranges of trace elements found. 
They will not be suitable for instrument calibration, since each trace ele- 
ment will be certified at one concentration only. Also, they will not be 
suitable for calibration of a given method for elements that interfere when 
that particular method is used. Clearly, separate standards for each mutu- 
ally interfering component would then be needed. 

Since the ambient air particulate SRM's will be in the form of loose 
powder, they will not accurately represent samples collected on a filter, for 
example, from a high volume sampler. It should be emphasized that, in the 
specific case of air particulates, beside the need for standard reference 
materials, there is a need for standard reference samples. Finally, since air 
particulate SRM's are difficult to collect, they will be available only in 
limited amounts. Therefore, their use in large-scale quality control will 
not be practicable. 

Synthetic standards can be well characterized, independently of a given 
analysis technique, by preparation from pure materials using absolute 
gravimetric or volumetric methods. Specific properties can be controlled 

3 The  italic numbers  in brackets refer to the  list o f  references appended to this paper. 
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to allow instrument calibration for one parameter at a time. For example, 
single element standards and noninterfering multielement standards can 
be made for calibration of X-ray emission spectrometers. Particulate 
samples of predetermined particle size and composition can also be made. 
Furthermore, synthetic standard samples can be manufactured in a form 
similar to that of the unknown and at the same time compatible with the 
analytical instrument to be calibrated or evaluated. Since air particulates 
are usually collected on filters, the standard samples should be prepared on 
various filter substrates. Finally, synthetic standards or reference samples 
can be produced in practically unlimited quantities for large-scale quality 
assurance programs. 

Standards for Calibration of X-Ray Emission Spectrometers 

X-ray spectrometry has proved to be a very suitable method for elemental 
analysis of air particulates, mainly because it is rapid and does not require 
sample preparation [3,4]. The majority of air particulate samples are 
collected by drawing the air through a filter. The sample then constitutes 
a thin layer of particles uniformly spread on the surface or impregnated in 
the filter with a certain concentration profile. Such samples can be analyzed 
directly on an X-ray spectrometer. Other air particulate samples, collected 
by impactors, may require some pretreatment, such as spreading uniformly 
on a filter before analysis. 

It was indicated by Winslow and Liebhafsky [5] as early as 1949 that 
interelement effects due to absorption and enhancement inherent in X-ray 
spectrometry are minimized when the analyzed sample is thin. Other ad- 
vantages of the use of thin samples are: linear instrument response to ele- 
ment mass per unit area over a wide range of concentration; simplified 
corrections for particle size effects where necessary [6,7]; and increased 
fluorescent-to-scattered ratio of X-ray intensities, which is especially im- 
portant in energy dispersive X-ray spectrometry. 

The use of the thin sample method in air particulate analysis has been 
discussed by the authors of this paper with specific reference to energy 
dispersive X-ray fluorescence analysis of air particulates [8]. For a thin 
homogeneous sample the count rate I~ of characteristic X-rays from an 
element x is 

L = S~m, (1) 

where 

S= = "sensitivity factor" for element x, (counts/s per #g/cm2), and 
m= = mass per unit area of element x, (#g/cm2). 

The S= is independent of the concentration of element x and of all other 
elements in the sample. 
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A thin sample is defined [8] as one having a total mass per unit area m, 
such that 

m < 0.1(~, cosec 0~ + ~2 cosec 0~) -~ (2) 

where 

m and #~ = average mass absorption coefficients of the whole sample 
for the incident and characteristic X-rays, respectively, and 

0~ and 02 = glancing angles of incidence and emission, respectively. 

The equation for a thin particulate sample can be written in the following 
form 

Ix = S~P~mx (3) 

where 

Px = measure of the self-absorption in a single particle con- 
taining element x [4,7,9], and 

S~ and m~ = same as in Eq 1. 

Since the rate of attenuation of X-rays increases rapidly as the charac- 
teristic X-ray energy decreases, real air particulate deposits fit the thin 
sample model for medium and high Z elements but tend to deviate for light 
elements. Both particle size and self-absorption effects in the deposit 
generally become negligible for determination of elements whose charac- 
teristic X-ray energies are above about 6 keV (for example, for K X-rays, 
iron; for L X-rays, samarium). Absorption effects in the substrate may be 
significant at higher energies, depending on the filter material and thickness. 

Determination of lighter elements can be accomplished using the thin 
sample model as long as corrections are made for particle size and for 
deviations from the model [9,10]. These corrections are usually arrived at 
by a combination of calculation and experimental measurement. For 
example, particulate standards can be used to find P~ experimentally. 

In order to satisfy the specific requirements of X-ray spectrometry, the 
following criteria for standards were considered: high accuracy in quantita- 
tive characterization of the desired amounts of single elements in a wide 
range of concentrations; feasibility of combinations of several elements 
in desired concentrations in one standard; homogeneity; uniformity of 
deposit over at least the measured area of the substrate; reproducibility; 
similarity of substrates to those of the unknowns; and mechanical and time 
stability. 

Homogeneous Standards 

Homogeneous single element standards are needed for the following 
purposes: energy calibration; optimization, element by element, of spec- 
trometer parameters such as spectral windows, background windows, two 
theta settings; establishment of calibration curves especially in nonlinear 
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regions (for example, for light elements where normal air particulate 
samples are no longer thin); storage of a library of standard spectra for use 
in stripping and fitting programs, especially in computerized energy dis- 
persive X-ray spectrometry; setting-up of correction factors for spectral 
interferences, for example, zinc K,-copper Ks, arsenic K~-lead L=; and 
establishment of correction factors for self-absorption in the substrate and 
the specimen encapsulation material, and for interelement absorption and 
enhancement effects. Multielement homogeneous standards are needed for 
quick, convenient recalibration and for monitoring batches of samples in 
automatic runs. Also, noninterfering sets of elements in one standard are 
quicker to use than several single element standards for many of the pro- 
cedures just outlined. 

Preparation of Homogeneous Standards 

Several methods can be used to obtain homogeneous standards: vacuum 
evaporation or sputtering; sedimentation or filtration of precipitates from 
liquids; filtration of powders from air suspension; and deposition and 
evaporation of solutions. If precipitates or powders are used for prepara- 
tion of homogeneous standards, they must be of very small particle size, of 
the order of 0.1 #m, so that no particle size effects occur. 

Vacuum evaporation gives high purity deposits, but accurate determina- 
tion of mass per unit area and uniform thickness over the whole area of the 
standard is difficult to obtain below 50 ug/cm 2. Also, it is not possible to 
produce multielement standards by this method, except for a few two- 
element combinations. 

Sedimentation or filtration of fine precipitates or powders is limited in 
the number of elements and feasible element combinations. Particle size 
reduction to 0.1 um is not easy without contaminating the sample. Segrega- 
tion of components of a multielement precipitate or powder can occur in 
the course of its deposition. The same limitations apply to the technique 
of filtration from air suspension. Deposits of less than about 50 ug/cm ~ 
are also hard to weigh with adequate accuracy. 

"Solution" Standards 

The technique that meets most of the requirements for homogeneous 
standards was found to be evaporation of solutions deposited on filters of 
regular shape. Solutions can be accurately standardized. The original 
aliquot can be weighed with an accuracy of 0.05 percent. Dilutions to the 
lowest desired concentration can be made with an accuracy of 0.1 percent. 
Solutions also have the advantage that many elements can be mixed to- 
gether easily, accurately, and homogeneously to produce multielement 
standards. Solution standards can be deposited on any wettable substrate 
such as filter paper, glass fiber filters, or membrane filters. 
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Standard stock solutions were prepared by dissolving pure metals in 
nitric acid, as a rule, or hydrochloric acid when unavoidable. For alkaline 
earths the metal carbonates were used. For elements occurring in the 
anionic form ammonium salts were used where possible. These stock solu- 
tions were diluted so as to provide the desired mass per unit area of the 
element in the final standard when a predetermined volume was deposited 
on the substrate. The deposition of solutions was done with the substrate 
on a special support, as shown in Fig. 1. The filters were placed on needle 
points covered with glass capillaries so that the contact area with the filter 
was negligible, to avoid losses of the deposited solution. For deposition of 
standardized solutions, a 250-ul syringe (Hamilton) with a Teflon tip plunger, 
Teflon capillary outlet, and a pushbutton dispenser was used. The syringe 
was calibrated gravimetrically, and delivered 5-~1 aliquots for each push 
of the button. 

The method of preparing standards by evaporation of aqueous solutions 
on filter paper has been described before [11-14], but poor reproducibility 
was experienced. In our experiments with evaporation of solutions from 
filter paper, it was established that the irreproducibility was caused by an 
effect of migration of ions during evaporation of the solution. In order to 
minimize these chromatographic effects the following precautions were 
taken: (a) for multielement standards, all components were added into one 
solution, and only a single deposition was made per specimen; (b) a 
"multidrop" technique was developed where the whole area of the filter was 
rapidly covered with ~5-~1 drops in a regular pattern (Fig. 2); (c) the 
amount of solution was chosen so that the filter was just wetted completely 
with no excess of solution; and (d) an infrared lamp was used for rapid 
drying, except in the case of volatile elements. These precautions improved 
the reproducibility but not to the desired degree. It was concluded that 
chromatographic effects were eliminated during deposition of the solution 
but not during the evaporation step. In order to hinder the mobility of ions 
during evaporation a high molecular weight organic polymer was added. 

The uniformity of dried solution standards was checked by cutting ten 
to twenty equal square or circular areas out of the specimens and measuring 

MEMBRANE FILTER 

~ ~ [  STEEL PINS WITH 
GLASS MANTLES 

LUCITE BASE 

FIG. 1--Apparatus for deposition of  solutions on filters. 
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57rnm DIA. $MWP 37mm DIA. THWP 

29xSpl  = 145pl I 7xSp l  = 85pl 

20 mrn DIA. SMWP 20 mm DIA. THWP 

(SxSp l )+ (4x2 .SN I )=  35ul 8 x 2  5pl= 20pl 

FIG. 2--Drop patterns used on membrane filters. 

the X-ray intensity of each piece, for each element deposited. Several single 
element and multielement standards were tested in this way, for all sub- 
strate materials and substrate diameters used. Equality of area was checked 
by weighing each piece. Uniformity of mass per unit area of different sub- 
strates was checked in preliminary experiments by weighing blanks. Relative 
standard deviations of mean weights of both blank and deposited cut-out 
areas were in the range 1.0 to 1.3 percent. Relative standard deviations of 
the means of characteristic X-ray counts from sets of cut-out areas ranged 
from 2 to 4 percent, after allowance for counting statistics (typically 1 per- 
cent), weight variations, and positioning errors on the instrument of the 
small samples (found to be 0.5 to 1 percent). No significant bias was found 
between areas cut from the center of a standard and areas cut from near the 
edge. 

Reproducibility of replicate standards was determined by measurement 
of the characteristic X-ray intensities from sets of ten standards prepared 
one after the other. Standard deviations of the means were typically in the 
range 1 to 4 percent. Any specimen having an X-ray intensity more than 
-4-5 percent from the mean of its set was rejected. Over 200 such sets have 
been prepared recently, consisting of 35 single-element standards, each 
having three to five values of element mass per unit area (listed in Table 1), 
and six multielement standards (see Table 2) each having three concentra- 
tion levels. 

Particulate Standards 

Particulate deposits are not easy to prepare with sufficient elemental 
range and concentration range to serve as primary calibration standards. 
However, they are required to provide particle size and particulate loading 
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TABLE 1--Loading ranges of  single element dried solution standards on Millipore membrane 
fitters. 

Element Loading,/~g/cm 2 Element Loading,/~g/cm 2 

F 0.34 to 34.0 Cu 0.51 to 50.6 
Na 0.10 to 52.0 Zn 0.52 to 52.1 
Mg 0.09 to 47.3 As 0.47 to 46.6 
A1 0.06 to 60.5 Se 0.65 to 54.1 
Si 0.12 to 75.7 Br 0.50 to 22.2 
P 0.06 to 52.3 Mo 0.54 to 23.2 
S 0.06 to 41.1 Rh 0.54 to 10.8 
CI 0.34 to 27.0 Pd 0.32 to 40.5 
K 0.11 to 43.2 Ag 0.47 to 46.5 
Ca 0.11 to 35.1 Cd 0.62 to 52.7 
Ti 0.09 to 67.0 Sn 0.51 to 50.7 
V 0.09 to 44.1 Sb 0.52 to 21.0 
Cr 0.10 to 33.6 Ba 0.51 to 50.7 
Mn 0.37 to 19.3 W 0.58 to 58.3 
Fe 0.46 to 45.5 Pt 0.50 to 62.7 
Co 0.49 to 48.9 Au 0.48 to 35.7 
Ni 0.56 to 46.4 Pb 0.45 to 44.9 

U 0.51 to 25.6 

NorEs---(a) Elements up to potassium are on filter Type THWP; all the rest are on SMWP. 
(b) Filter diameter, 37 mm. 

TABLE 2--Combinations of  elements in multielement dried solution standards. 

CSI Serial Number Elements 

640D5-S-MSM 
651D5-S-MTH 
666D5-S-MTH 
669D5-S-MTH 
676D5-S-MSM 
685D5-S-MSM 

K, Ca, V, Mn, Co, Cu, Cd 
Na, A1, Ti, Cr, Fe, Ni, Zn, Pd 
Ba, Hg, Pb, U 
F, P, S, CI, K, Br 
Se, Mo, W 
Rh, Sn, Sb, Pt, Au 

cor rec t ion  fac tors  for  the l ighter  elements.  A number  o f  par t icu la te  s tand-  
a rds  were p repa red  f rom the fo l lowing minera ls :  kyani te ,  cryoli te ,  quar tz ,  

do lomi te ,  ana tase ,  and  pyri te .  Only  the mos t  perfect  single crystals ,  free 
f rom inclusions of  rock  matr ix ,  were used for the  p r epa ra t i on  o f  s tandards .  
The  selected crysta ls  were first c rushed and  then g round  in an agate  m o r t a r  
to less than  30 um. Part icles  were classified by sed imenta t ion  in e thano l  in to  
three size ranges:  0 to  3, 3 to 10, and  10 to  30 ~m. One rock  s t anda rd  was 
p repa red  f rom a C a n a d i a n  syenite (S t anda rd  Reference R o c k  Sy-2) [15] for  
use as a mul t ie lement  par t i cu la te  s t anda rd  in an in t e reompar i son  s tudy [16]. 
The s t a n d a r d  rock  sample  was r eg round  to par t ic le  size less than  10 ~m and  
depos i t ed  on m e m b r a n e  filters (Mi l l ipore ,  Type  S M W P ) ,  using the me thod  
descr ibed  in the fo l lowing section. 
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Deposition of Particulates 

Several methods of deposition of particulates are described in the litera- 
ture: sedimentation [17], filtration from a liquid suspension [18,19], and 
filtration from an air suspension [20,21]. 

The preferred method for preparation of particulate standards for X-ray 
spectrometry was found to be filtration from air suspension. The method 
was developed as a modification of the technique used in this laboratory 
for mine dust analysis [22]. Figure 3 shows the all-glass device used for 
deposition of particulates on 37 and 47-ram-diameter filters. Air in the 
glass jar is sampled through a funnel base (Millipore) with a stainless steel 
screen filter support. The end of the funnel base is connected to a vacuum 
pump. Four glass tubes directed at the bottom of the jar provide air inlets 
used to produce a cloud of the powder to be deposited. The apparatus is 
operated in the following way. The sample is placed on the bottom of the 
jar, a filter is placed on the screen surface of the funnel base, the vacuum 
pump is turned on, air inlets are closed, and the top of the jar is positioned 
to evacuate the container. After a few seconds, the stopcock connected to 
the four air inlets is opened rapidly, and the incoming air stirs up a powder 
cloud which is sampled through the filter base. The baffle above the bottom 
of the jar prevents particle agglomerates from travelling directly to the 
filter. A similar deposition method has been described by Giauque et al [21]. 

The filters are weighed on an analytical balance before and after the 
deposition, to -4-5 ug. The amount of material deposited can be roughly 
controlled through the amount of powder placed in the jar and by the 
sampling time. 

~ A I R  

TWO WAY VALVE 

" VACUUM 

,AI " l \  /OROO.O.O..TCO''A. 

FILTER 

. - - A I R  JET (4) 

~ G L A S S  JAR 

BAFFLE 

"----'--- POWDER SAMPLE 

F I G .  3--Device for deposition of particulates on filters from air suspension. 
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All powder deposits were fixed by covering them with a 40 ~g/cm 2 layer 
of paraffin, as follows: a 0.2 percent weight per volume paraffin in benzene 
solution is deposited over the powder using the multidrop technique. This is 
then air dried. Shaking tests showed that particles below 10 ~m are fixed 
well on membrane filters. 

Standards for Quality Assessment 

Important elements of a quality assurance program in an air pollution 
analytical network are quality assessment of analytical methods and per- 
formance checks of laboratories and individual analysts [23]. The main 
requirements for standards for these quality assessment measures are: high 
accuracy of the standardized elements or compounds and closest possible 
similarity to the real samples. As already pointed up, synthetic standards 
are the most practical approach toward these requirements. In this labora- 
tory, standard reference samples have been developed for sulfates, nitrates, 
and trace elements. In contrast to the standards for calibration of X-ray 
spectrometers, these standard reference samples are not designed for one 
specific analytical method but are intended for use by all the usual methods 
for analysis of air particulates collected on glass fiber filters. 

As a standard procedure for ambient air [24], particulate samples are 
collected on 20.3 by 25.4 cm (8 by 10 in.) glass fiber filters from which 
20.3 by 1.9 cm (8 by ~ in.) strips are cut for chemical analyses. 

The standard reference samples for sulfates, nitrates, and trace metals 
were prepared in the form of such strips containing known amounts of the 
components. Since these strips are analyzed as they are, without being 
further divided, the distribution of the components on the strips is not 
critical. 

Solution standards were prepared for sulfates, nitrates, and lead. Com- 
bined solution and particulate standards have been developed for sulfates, 
nitrates, and trace metals. 

Solution Standard Reference Strips 

Standard reference strips for sulfates and nitrates were prepared by 
deposition of aliquots of calibrated solutions of potassium sulfate and 
potassium nitrate. Stock solutions were prepared by dissolving in deionized 
water weighed aliquots of the reagent grade compounds. The compounds 
were ground finely in an agate mortar, dried in air at 105~ and cooled 
in a dessicator before weighing. They were weighed on an analytical 
balance with an accuracy better than -4-50 ug which for the smallest aliquot 
corresponded to 0.02 percent error, approximately. The stock solutions 
were prepared in volumetric flasks of Pyrex brand, Class A. Depositions 
of 50-ul aliquots were made by using an automatic liquid dispenser. The 
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dispenser was calibrated before deposition of each type of solution by 
weighing aliquots delivered into a preweighed dish with a cover to prevent 
evaporation. Ten aliquots were weighed for each calibration. The relative 
standard deviations of these multiple weighings were in the range 0.1 to 0.2 
percent. The densities of the calibrated solutions were measured with a 
pycnometer which was calibrated with deionized water. 

The same procedure was followed for preparation of standard reference 
strips for lead. Reagent grade lead nitrate, recrystallized and dried in air 
at 105~ was used for preparation of calibrated solutions. 

In Tables 3 to 5, results are shown of chemical analyses 4 of a batch of 
standard reference strips for sulfates and nitrates and another batch of 
strips for lead. Nitrates were determined by the hydrazine reduction and 
diazotation method [25], sulfates by the Sulfaver 5 turbidimetric method [26], 
and lead by atomic absorption. 

The results for nitrates show good agreement at higher concentrations 
(except for series 4000), while for the lower concentrations the method is 
apparently not accurate enough. The data for sulfates show good agreement 
with the standard values after the blank value is subtracted, except for the 
three lowest concentrations. The results for lead show excellent agreement 
for all concentrations. 

Particulate Standards for Sulfates, Nitrates, and Trace Metals 

The requirement for these standard samples is to incorporate in a 
particulate matrix sulfates, nitrates, and the following trace metals: arsenic, 
cadmium, chromium, copper, mercury, manganese, nickel, lead, palladium, 
platinum, selenium, vanadium, and zinc in concentration ranges similar to 
national annual averages for air particulates [27]. These requirements can 
be met by spiking a particulate matrix with appropriate amounts of trace 
metals. 

Preparation of Spiked Particulate Matrix 

Pure, fused quartz (General Electric) was reduced to particle sizes 
below 10 um by grinding in an agate mortar followed by an air-jet pulverizer. 
The quartz powder was then washed with nitric and hydrochloric acids and 
with deionized water until all contamination, mainly, iron, chromium, and 
nickel abraded from the grinder, was removed. The removal of contaminat- 
ing metals was checked by energy dispersive X-ray spectrometry. Particle 
size classification was done by sedimentation from a water suspension. The 
particle sizes obtained were confirmed by microscopic examination. This 

4 The analyses have been performed by the Environmental Protection Agency, Quality 
Assurance Branch, Environmental Monitoring and Support Laboratory. Permission for 
publication of the data is gratefully acknowledged. 

5 Trademark of the Hach Chemical Co. 
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TABLE 3--Standard and analyzed values for nitrate in standard reference strips. 

Series 

Nitrate per Strip, ~g 

Standard Difference After 
Values Analyzed Values Blank Subtraction Difference, 7o 

1000 
2000 
3000 
4000 
5000 
6000 
7000 
8000 
9000 

638.3 626.3 • 20.6 --26_0 - 4 . 1  
1636.5 1668.2 • 29.2 +17 .5  +1 .1  

157.9 173.8 • 2.8 + 1 . 7  +1 .1  
962.4 868.8 -4- 26.3 --79.4 - 8 . 2  

0.0 14.2 • 2.3 + 1 4 . 2  
94.3 124.6 4- 6.7 +16.1  +17 .0  

1443.0 1383.8 --4- 34.4 --73.4 - 5 . 1  
1277.7 1247.2 + 25.3 - 4 4 . 7  - 3 . 5  
299.6 3 2 7 . 6 •  5.5 +13 .8  + 4 . 6  

TABLE 4---Standard and analyzed values of  sulfate in standard reference strips. 

Series 

Sulfate per Strip, ~g 

Standard Difference After 
Values Analyzed Values Blank Substration Difference, 

1000 
2000 
3000 
4000 
5000 
6OOO 
7000 
8000 
900O 

6382.1 6 8 3 1 . 4 +  89.9 104.0 1.6 
1537.4 1 8 9 4 . 6 •  34.3 11.9 0.8 
3948.2 4326.0 -4- 128.6 32.5 0.8 
498.0 9 3 6 . 0 •  18.6 92.7 18.6 

0 .0  345.3 • 25.0 0 .0  
2482.2 2898.5 • 65.1 71.0 2.9 

846.0 1 0 9 8 . 0 •  22.4 - 9 3 . 3  - 1 1 . 0  
5110.9 5557.6 • 111.8 101.4 2.0 

159.8 469.3 -4- 13.2 - 3 5 . 8  22.0 

TABLE 5--Standard and analyzed values of  lead in standard reference strips. 

Series 

Lead per Strip, ug 

Standard 
Values Analyzed Values Difference Difference, 7o 

100 1262 1242.4 --19.6 1.6 
200 121 121.5 + 0 . 5  0 .4  
300 1811 1810.1 --0.9 0.05 
400 804 821.6 + 1 7 . 6  2.2 
500 0 BDL a 
600 350 347.8 - 2 1 2  016 

BDL = below detection limit. 
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method was regarded as sufficiently accurate since particle size is not a 
critical characteristic of this standard reference sample. 

The trace metals were divided into two groups, nonvolatile and volatile. 
The nonvolatile ones (cadmium, chromium, copper, manganese, nickel, 
palladium, platinum, vanadium, and zinc) were used for spiking in the form 
of standard solutions of nitrates or chlorides. The standard solutions were 
prepared by dissolving pure metals in nitric or hydrochloric acid or, in the 
case of platinum and palladium, in aqua regia. All chemicals were reagent 
grade or spectral purity. 

The matrix was first ignited at 500~ for 2 h and cooled in a desiccator. 
Two 45-g aliquots were weighed using an analytical balance. Each of the 
aliquots was placed in a Teflon beaker, and a solution containing the 
appropriate quantities of the spiking elements was added in small portions. 
For each of the two aliquots, different amounts of trace metals were used. 
After each addition, the matrix was mixed thoroughly and dried in an oven. 
After all the spiking solution was added, the material was dried and ignited 
in a muffle oven at 500~ for 2 h. At this temperature, all nitric and hydro- 
chloric acids are evaporated, all nitrates are decomposed, and the nitrogen 
oxides volatilized. Chromium may remain in the form of chloride. The 
rest of the trace elements remain in the form of oxides. The spiked matrices 
were homogenized by tumbling in glass jars with several ceramic balls for 
24 h, and finally deposited on glass fiber filter strips as described next. 

The elements arsenic, selenium, 6 mercury, and lead would volatilize in 
the course of the treatment just described. Therefore, they were deposited 
on the glass fiber filter strips from solutions in the same way as the sulfates 
and nitrates. 

The representativity of the trace elements on a single strip was assessed 
by calculation of the "sampling error," C,  for a given trace element, using 
the following approximate formula [28] for the relative standard deviation 

where 

i'1 

/ w~ C, = 100 x] percent 
r l  W8 

= weight fraction of the trace element, 
Wp = weight of a single particle, and 
W8 = weight of the sample. 

(4) 

Assuming that the average particle diameter is 5 #m, the average specific 
gravity of spiked particulate is 3 g/cm a, the weight of particulate on a single 
strip is 45 mg, and the element concentration is 2 #g/strip (the lowest 
value), a value of 0.75 percent for C, is obtained. 

Selenium was eventually omitted because it was found to interfere with subsequent 
nitrate determinations. 
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The following tests were performed in order to check the uniformity of 
distribution of trace elements in the spiked matrix. Five samples of each 
spiked matrix weighing 2.50000 g each were taken and mixed with an equal 
amount of cellulose powder (Whatman, chromatography quality). Pellets 
were pressed and subsequently analyzed using wavelength dispersive X-ray 
spectrometry. Each sample was measured on both sides, which was equiv- 
alent to measuring ten samples, since the samples were "infinitely thick" 
for the characteristic X-rays of the respective elements. The results of 
measurements on the eight elements tested are given in Table 6. The 
sampling errors calculated using Eq 4 were of the order of 0.1 percent. 

Deposition Method 

The following deposition method was developed. Seven glass fiber filter 
strips, 1.9 by 20.3 cm (0.75 by 8 in.), are placed in a specially designed 
holder on top of a high volume sampler. The sampler is placed on top of a 
cylindrical deposition device (Fig. 4) facing down, and the spiked particu- 
late is placed in a small open container on the bottom of the device, in the 
center. A particle cloud is stirred up using a compressed air jet fixed in 
front of the particulate container. The sampler is switched on for a pre- 
determined time (45 s), and the particulates are deposited on the glass 
fiber filter strips. Each strip is weighed before and after deposition to 4-50 
#g using an analytical balance. The deposited weight is controlled by the 
amount of particulate used to make the cloud. The objective is to deposit 
45 4- 5 mg on each strip. In production runs, the recovery was found to be 
in the range 46 to 58 percent, and the weight of deposits ranged from 39 to 
50 mg. Single batches of seven strips showed the deviations from their 
mean weights of 1.1 to 4.7 percent. 

TABLE 6--Results of homogeneity tests of spiked particulate. 

Relative Standard Deviation, % 
Element 

and X-Ray Total (T) ~ Statistical (S) b Instrumental (I) c Homogeneity (/-/)d 

VK~ 1.29 1.20 0.22 0.42 
CrK. 2.20 2.03 0.22 0.82 
MnK~ 1.39 0.77 0.22 1.14 
NiK~ 1.19 1.07 0.22 0.47 
CuK~ 1.08 0.96 0.22 0.44 
ZnK~ 0.87 0.58 0.22 0.61 
PtL~ 2.45 2.16 0.22 1.14 
PdKa 5.27 2.18 1.29 4.62 

a Experimental value for 10 sample sides. 
b Calculated from counting statistics. 
c Determined in separate experiment. 
a Residual, determined as follows 

H = ~V / T ~ -- S 2 - 1 ~ 
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FIG. 4---Powder deposition device for glass fiber strips: (a) general view and (b) manifold 
with mask for seven strip~'. 

Use of Synthetic Standards in Intercomparison Stndies 

The dried solution standards have been used in at least three recent inter- 
comparison studies. Some 3000 of the standard reference strips containing 
sulfates and nitrates, or lead, have been employed with satisfactory results 
in the Environmental Protection Agency quality assurance programs. 
Multielement dried solution deposits have been employed in two inter- 
comparison studies designed primarily to test new X-ray spectrometric 
techniques for trace dement analysis of air particulates [16,29]. The syn- 
thetic particulate samples have not yet been used in interlaboratory com- 
parisons but are intended for that purpose. 

The multielement dried solution deposits used in the preceding two inter- 
comparisons contained 9 and 10 elements, selected (within the constraints 
of chemical compatibility) to produce characteristic X-ray lines with various 
types and degrees of spectral interference. In the first study [29], eleven 
participants used X-ray spectrometry and one, neutron activation. In the 
second [16], eighteen participants used various X-ray spectrometric tech- 
niques, two used atomic absorption, one, emission spectrometry and one, 
neutron activation. All investigators used calibration and analysis pro- 
cedures of their own choice. In both studies it was concluded that the multi- 
element dried solution deposits had adequate uniformity, accuracy, and 
stability for such studies. The estimated uniformity of both sets of standards 
was 2 to 3 percent (one relative standard deviation of the mean of the 
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monitored characteristic X-ray line intensities). The long-term stability 
was found to be at least as good as that of the X-ray spectrometer used for 
monitoring samples sent out and returned, that is, about 1 percent. No 
significant systematic bias occurred between the amounts of each element 
deposited and the reported determinations, with the exception of bromine 
in the first set of samples. Excluding a small proportion of individual results 
whose large errors could be explained otherwise, the average ratio between 
amount deposited and amount reported, for 66 element determinations in 
the first intercomparison, was 0.98 • 0.09 for deposits on Whatman 41 
filters and 1.02 -4- 0.10 for deposits on Millipore. In the second inter- 
comparison the best data were obtained by energy dispersive X-ray spec- 
trometry where 120 element determinations (spread between 15 laboratories 
and 10 elements, aluminum to gold) gave an average ratio of 1.00 • 0.11. 
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ABSTRACT: Calibrated nitric oxide (NO) sources are described using ammonia 
and nitromethane permeation followed by pyrolysis. A field carbon monoxide 
calibrator based on nickel carbonyl as the liquid fill is discussed. Two techniques 
for intercalibrating chemiluminescent NO and ozone (03) meters using the photo- 
lysis of nitrogen dioxide (NO2) are demonstrated, together with the feasability of 
a continuous check on NO, NO~, and 03 meters in ambient air, based on a 
photostationary state measurement. 

KEY WORDS: calibration, air pollution, analyzing, chemiluminescence, nitric 
oxide, carbon monoxide, nitrogen dioxide, ozone, photochemistry 

The difficulty of calibrating air pollution monitors at sub-parts-per- 
million levels is well documented. Thus, we feel that a number of tech- 
niques should be applied to one monitor to ensure reliability by redundant 
calibration. To this end, we have developed gravimetric sources of nitric 
oxide (NO) and carbon monoxide (CO), and demonstrated several inter- 
calibrations for NO, nitrogen dioxide (NO~), and ozone (03) monitors. 

The aim of the gravimetric study was to use permeation tube technology 
[1-3] 4 and quantitative chemical conversion to provide sources of such 
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species as the permanent gases NO and CO. For NO, two suitable per- 
meands were found which could be converted by pyrolisis to NO. These 
were ammonia (NH3) [4] and nitromethane (CH3NO2). For CO, no 
suitable pyrolysable compound has yet been found. Therefore, we investi- 
gated the use of nickel carbonyl as the liquid fill for a permeation tube. 
The equilibrium 

is such that, at 30 to 40~ a pressure of CO of several atmospheres is 
present. Thus, permeation of CO is expected; stable CO permeation was 
observed. However, a nonstoichiometric process makes the weight loss 
less than the observed CO output; thus, this device may not function as 
an absolute but only as a transfer standard. 

Intercalibration of NO, NO2, and 03 monitors by the NO + 03 titration 
reaction has been demonstrated previously [5]. We demonstrate two 
alternate approaches to NO/O3 intercalibration using the photolysis of 
NO2. The three fastest reactions in this system are 

1. N O ~ +  h ~ N O +  O 
2. O + O 2 + M  - - ~ O 3 + M  
3. O 3 +  N O ~ N O ~ +  02 

If low concentrations of NO2 (,-~1 ppm) in air are photolyzed, then equal 
concentrations of NO and O2 are produced [6,7]. This equality provides a 
direct NO/O3 intercalibration. The photolysis of any concentration of 
NO2 makes steady-state NO and 03 concentrations. If the photolysis lamp 
is turned off, then the stoichiometry of reaction 3 gives equal initial 
decreases of NO and 03, again an intercalibration. The pl{otolysis of NO~ 
also leads to a method for continuous field testing of NO/NO2/O3 moni- 
tors via the photostationary state equation 

kl[NO2] = k3[NO] [03] (1) 
where 

kl = instantaneous rate of solar photolysis of NO2 and 
k3 = known rate of the reaction NO + 03 --* NO2 + O5. 

We have shown recently [8] that the photostationary state, Eq l, holds 
under a wide range of conditions, and that measurement of k~ can be 
made with available equipment [9]. If Eq 1 is rewritten 

k~[NO2]/k3[NO] [03] = l (2) 

then using a k~ detector and ambient air monitoring data for NO, NO2, 
and 03, continuous calculation of the left hand side should lead to a 
steady value of 1.0. This test can give extra reliability to NO, NO~, and 03 
measurements, and deviations will indicate calibration errors in one or 
more detectors. 
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Procedure 

NO was determined by commercial or home built chemiluminescent 
NO/O3 detectors [5]. 03 was detected with the same detectors using excess 
NO and with a commercial O3/ethylene detector. NO~ was measured 
with NO as total nitrogen oxides (NOx) using various chemical con- 
verters [10] tested to ensure 100 percent efficiency. CO was determined by 
methanation gas chromatography [11]. 

Air flows were measured using calibrated soap film flowmeters. Com- 
mercial standard gas cylinders --~50 ppm were used as an original basis 
for comparison, together with several flow dilution systems based on 
calibrated syringe pumps for pure gas sources and large flows of air meas- 
ured with a wet test meter, calibrated using a bell prover. 

Weight losses were measured using a single analytical balance. 
Photolysis of NO2 in the laboratory was carried out in a 2-cm inside 

diameter Pyrex tube, centrally located between four F40 black light (BL) 
tubes (General Electric). The sampling point was typically 70 cm down the 
tube, giving 4 s of photolysis of 1-ppm NO2 (100-ppm NO2 diluted in air). 
This system and the kl detector are described elsewhere [9]. Permeation 
tubes were made by tightening Swagelok ferrules over fluorinated ethylene 
propylene (FEP) Teflon tubing with glass reservoirs. Best results were 
obtained with nylon back ferrules and brass or aluminum front ferrules. 

Results 

Permeation Sources for NO 

Many organic nitrites decompose readily to NO. We tested several 
compounds including ethyl and i-amyl nitrites; however, they were too 
unstable to be reliable permeands, apparently due to the instability of the 
parent compounds to thermal decomposition. All tubes were kept in the 
dark to minimize photodecomposition. 

For NH3, reliable permeation has already been demonstrated [2]. We 
observed reliable NH3 permeation in the 30 to 40~ range. Quantitative 
100 percent conversion of NH3 at parts-per-million levels to NO could be 
achieved over a platinum gauze packing in a stainless steel tube, at tem- 
peratures greater than 800~ Figure 1 shows this conversion in air at 
7-ppm NH3. 

As an alternate, and possibly more easily pyrolysable NO source, 
CH3NO2 was tested. In the range 30 to 40~ permeation rates were slow 
and variable. At >100~ the permeation rate was adequate and inde- 
pendent of humidity. It seems advantageous to work at or near the boiling 
point of these organic permeands. 

We have kept CH3NO2 permeation tubes at 100~ with good weight loss 
rate response for up to 45 days. Typical permeation rates are 3500 to 
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FIG. 1--Conversion of  7-ppm NH3 in air to NO as a function of  temperature on various 
substrates. 

7000 ng/min (5 to 10 mg/day) with 0.5 cm of 1~ in. inside diameter by 
~/16-in. wall FEP Teflon tubing. At these permeation rates, our tubes will 
last a year or more. 

The pyrolysis of CH3NOz was studied in detail. Typical conditions are 
shown in Table 1. 

Three pryolysis furnaces were tested for conversion of CH3NO~. A plain 
stainless steel tube reached complete conversion at 600~ a quartz tube 
with platinum gauze, at 720~ and the stainless steel tube with platinum 
gauze at 550~ Figure 2 shows the behavior of the stainless steel tube 
with platinum gauze, which was the best converter. 

In studying the pyrolysis of CH3NO~ to produce NO, the question as to 
whether NOz was also formed in this process came up. According to 
Crawforth and Waddington [12], the first step in the pyrolysis of CH3NO2 is 

CH3NOz ~ CH3 + NO~ 

Since a quantitative conversion to NO was desired, we measured the 
temperature conversion relationship for NO2 in our apparatus. The experi- 

TABLE 1--Typical conditions for CHsNO~ pyrolysis. 

Air flow 800 ml min -~ 
CHsNO2 1 ppm 
Pressure 1 atm 
Heated tube I/4 ID 30 cm long 
Residence time in hot zone <0.5 s 
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FIG. 2--Conversion o f  5-ppm CHsN02 in air to NO in a stainless steel furnace with 
platinum gauze catalyst. 

mental conditions were the same as the ones for the CH3NO2 pyrolysis 
except that the NO~ came from a gas cylinder. 

In the stainless steel converter, 100 percent conversion of 2 ppm NO2 to 
NO had occurred when the temperature reached 380~ The results indicate 
that, in a stainless steel converter, NO~ formation would not be a problem 
for our system. Since the converter operates well above 380~ any NO~ 
formed in the first stage of decomposition is converted quantitatively 
to NO. 

The pyrolysis of CH3NO2 was also studied using a gas chromatograph 
(Varian 1520) with a flame ionization detector. Since this detector is 
sensitive only to carbon compounds, the disappearance of the parent 
species could be observed as the temperature of the converter tube increased. 

The same flow system that was used with the NO detector was also used 
for this study; however, the flow rate was reduced to 50 cmS/min to con- 
centrate the sample. As a result, sample residence time in the heated 
converter tube was about 11 s. CH3NO~ had disappeared completely by 
360~ No organic products were observed when CH3NO2 was pyrolyzed. 

Thus, NO production by CHaNO2 pyrolysis was expected to be quanti- 
tative and interference free. Measured NO formation (calibrated using a 
number of standard tanks) was plotted versus calculated NO based on 
weight loss data between 1 and 25 ppm. Data were taken over a 30 day 
period with no evidence of drift, the observed slope of 1.00 -4- 0.03 indicates 
the success of this method. 

NH3 as a permeant is entirely safe. CH~NO~ is listed as a shock sensitive 
explosive at 100~ however, in our glass/Teflon systems we have had no 
problems with our 0.5-ml liquid samples. 
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Permeation Sources for CO 

The use of nickel carbonyl (Ni(COh) as a CO source was investigated, 
together with the question of whether Ni(COh itself permeates. 

Several permeation tubes containing Ni(COh were constructed similar 
to the CH3NO2 tubes. Over a period of eight months, their weight loss was 
linear, yielding 3 to 5 ~g/min at 44.4~ Calibration of the CO output 
revealed, however, that it was a constant factor of 1.95 q- 0.06 larger than 
the weight loss. This is probably clue to the inward permeation of some 
species, as yet not identified. A tentative mechanism for this process may be 

4. Ni(CO)4 ~ Ni + 4CO 
5. Ni + 1~O2 ~ NiO 
6. NiO q- CO2 ~ NiCO3 

CO --~ permeate 

where the oxygen and CO2 are supplied by the air passed over the permea- 
tion tube. The foregoing mechanism results in a ratio of permeation-to- 
weight loss of 1.87. 

To determine whether any Ni(CO)4 permeates under the conditions 
employed, two independent checks were made. The permeation tube was 
purged with air for 67 h, and the air passed through a solution of 1M 
nitric acid (HNOD. Under these conditions, any Ni(CO)4 would be con- 
verted to divalent nickel. The resulting solution was tested for nickel, 
using flameless atomic absorption. No nickel was observed at the limit of 
detection. Another tube was similarly purged, and the purge-air passed 
through a glass capillary heated to 350~ for 240 h. Since Ni(CO)4 decom- 
poses at > 160~ a nickel mirror should form in the capillary. None 
was observed. 

This permeation tube, therefore, provides a source for a constant amount 
of CO which is reproducible and safe, making it suitable as a field cali- 
bration tool. Until the chemistry is better understood, however, it cannot 
be used for an absolute calibration source due to the lack of stoichiometry. 

Intercalibration of NO and 03 

If air containing initially only NO2 is photolyzed, then by stoichiometry 
during the first minute of photolysis (at 1 ppm), equal quantities of NO 
and 03 are formed [6,7]. The flow system used for kl studies [8,9] gave an 
opportunity to study these products during the first 1 to 15 s of photolysis. 
The apparatus is shown as Fig. 2 of Ref. 9, and was used with two slight 
modifications. A potassium dichromate (K~Cr2OT) impregnated filter was 
used at the input to ensure low NO concentrations in the incoming NO~, and 
two blackened probes were inserted together into the stream, one for NO, 
the other for 03. Well calibrated NO and 03 detectors gave the same re- 
sponse within their --~l-ppb noise limitations. The residence times from 
the probes to the NO and O3 detectors were both < 1 s. With NO = 03 = 



STEDMAN ET AL ON AIR POLLUTION MONITORS 343 

0.1 ppm, the largest value we used, the decay of NO and 03 is 
1/NO-I/NO0 = 25.5/60 = 0.43 where 25.5 ppm -1 min -1 is the rate of 
reaction 3. This shows that a 4 percent decay of NO and O3 can be expected, 
but, provided the residence times are equal, the stoichiometry of reaction 3 
again ensures the equal response, as observed. Overall the foregoing method 
uses the stoichiometry of reactions 1 and 2 to produce equal NO and 03. 

The stoichiometry of reaction 3 is the basis of the gas phase titration 
(GPT) method. Using the apparatus described here, it can also be used as a 
rapid intercalibration. The system previously used produced 0.1-ppm NO 
and 03 each in 0.9-ppm NO2. If the NO input was not oxidized, some 
excess NO was always present. Further, if the input NO2 is increased, then 
an excess of NO over 03 can occur readily [6,7,9]. This arbitrary mixture 
of NO and 03 is then sampled with a dual probe. First, the sampling is 
direct as before; then NO and 03 readings are taken. Next, the lights are 
turned off, and the differences in NO and 03 are measured. Again, with 
well-calibrated instruments, these reductions in NO and 03 signals are 
equal. Since the calibrations are performed by GPT, this is not surprising, 
but it is a simple check with simpler apparatus, since only tank or permeated 
NO2 and air are required, together with 110 V power for the lamps, and no 
flows need be measured. 

The final intercalibration technique is based on the photostationary 
state, Eq 1. The ratio kl[NO~]/k3[03] [NO] can be continuously calculated, 
provided simultaneous data for NO, NO~, 03, k3, and kl are available. 
The first three are available because of the air monitoring application. 
According to Garvin and Hampson [13], ks = 9 X 10 -13 exp (-1200/T) 
cm3mol-ls-~; thus, continuous temperature data can be used to obtain k3. 
We have shown that kl can be determined using an NO2 actinometer, and 
also that kz may be adequately determined by an ultraviolet (UV) pyran- 
ometer measurement (E) with multiplication by the appropriate calibration 
factor kl (min -~) = 0.019 E(UV W M-S). Thus if kl is measured by either 
method, calculation of the photostationary equation can be performed as a 
continuous check on equipment calibration. The check is most useful 
during the day, when all parameters are measurable, and the ratio should 
stay at 1.0. At night, the equation degenerates to the solutions 

if [03] > 0 [NO] = 0 

if [NO] > 0 [03] = 0 

The validity of these terms is a check on the zeroing of NO and 03 instru- 
ments, provided the monitors are not so close to sources (< 30 s downwind) 
that steady state is not obtained. 

The validity of Eq 1 was demonstrated in downtown Detroit [8]. Con- 
tinuous values of the ratio were derived by hand from strip charts and 
shown to stay close to 1.0. We are currently extending these measurements 
to other areas and removing some of the problems associated with the 
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previous study [8]. So far, all data indicate the validity of the equation and 
its usefulness as a continuous calibration check. Notice that the photo- 
stationary state will not prove valid if there is a long residence time between 
the air sampling and NO/NO2/O3 detection equipment. Times greater than 
2 s can introduce significant concentration errors. 

Conclusions 

We have demonstrated two techniques for permeation/pyrolysis NO 
sources. These can be absolute standards. They can also be intercalibra- 
tions if an NH3 or CH3NO2 detector should be available. Ni(CO)4 proved 
to be a stable but nonquantitative CO source with no Ni(CO)4 impurity. 
This may be a useful transfer standard but is not an absolute calibrator. 

Two NO/O3 intercalibration techniques based on NO2 photolysis provide 
simple intercalibrations with portable equipment. 

The photostationary state equation has been demonstrated to be a 
feasible method for a continuous intercalibration check on NO, NO2, and 
O~ monitoring data. 
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