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Foreword

The Symposium on the Behavior of Materials at Cryogenic Tempera-
tures was conducted in two sessions at the ASTM Annual Meeting in
Lafayette, Ind., on June 14, 1965. The first session included papers pri-
marily associated with the mechanical behavior of materials. The second
session emphasized physical behavior. One of the papers presented at
the meeting, "Effect of Metallurgical Variables on the Superconducting
Properties of Metals and Alloys," by H. W. Schadler and J. W. Livingston,
has been published elsewhere and is included in this volume by abstract
only. This symposium was sponsored by the Division of Material Sciences.
Fred R. Schwartzberg, Martin Co., Denver, Colo., served as symposium
chairman and presided over the afternoon session; James E. Campbell,
Battelle Memorial Inst, presided over the evening session.
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Fred R. Schwartzberg1

Introduction

The behavior of materials at cryogenic temperatures has become an
important area of our technology during the last decade. In recent years,
a wealth of data, particularly mechanical property data, has been gener-
ated on the properties of numerous materials at very low temperatures.
These data have been primarily of a phenomenological nature; significantly
less attention has been devoted to gaining an understanding of these
phenomena.

As our first entry into the area of cryogenics, the phenomenological
approach was justified, particularly since many materials were suitable for
cryogenic service and merely required testing to determine design proper-
ties. However, future developments in the cryogenic materials field will
require more thorough fundamental understanding of behavior. The ob-
jective of this symposium was to provide the technical community with
a convenient base for developing such an understanding.

In the first paper, Kula and DeSisto review the factors governing
plastic behavior at low temperatures. Following a phenomenological
presentation of behavior, such as serrated yielding and effect of crystal
structure, the authors present fundamental discussions of the mechanisms
associated with these characteristics. Wessel presents a discussion of the
basic factors governing fracture of metals and then proceeds to show that
fracture data can be used to establish performance characteristics of
structures.

The third paper, by Reed and Breedis, is a very complete review and
bibliography on the subject of the mechanisms of low-temperature phase
transformations.

In his paper on thermophysical properties of metals, Powell treats the
properties thermal conductivity and specific heat in a theoretical manner
in order to provide a basis for prediction of materials behavior hi the
absence of great amounts of experimental data. In addition, pertinent
experimental data are given and discussed. The paper by Schadler and
Livingston on superconductivity was subject to prior publication and is
incorporated in this volume in abstract form. This paper represents an
excellent approach to superconductivity from the metallurgist's stand-
point and is highly recommended for additional reading.

1 Chief, Materials Research, Martin Company, Denver, Colorado; Chairman of
Symposium.
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E. B. Kula1 and T. S. DeSisto2

Plastic Behavior of Metals at
Cryogenic Temperatures

REFERENCE: E. B. Kula and T. S. DeSisto, "Plastic Behavior of Metals
at Cryogenic Temperatures," Behavior of Materials at Cryogenic Tempera-
tures, ASTMSTP 387, Am. Soc. Testing Mats., 1966, p. 3.

ABSTRACT: The serrated yielding exhibited by metals during tension tests
at temperatures near absolute zero is the principal consideration of this paper.
Stress-strain curves are presented for various metals including Armco iron, "K"
Monel, and titanium at temperatures from +200 to —269 C. The variations of
yield stress and ductility are shown to depend primarily on crystal structure.
At —269 C, serrated yielding occurs in many metals. This is caused by adia-
batic heating, and can occur independently of the deformation mechanism. A
partial differential equation is derived relating load to strain hardening,
strain rate, and thermal softening. At cryogenic temperatures, it is shown that
thermal softening becomes so large that maximum load is exceeded, and
discontinuous yielding occurs. During yielding, heating occurs, reducing the
thermal-softening term, and serration ceases.

KEYWORDS: cryogenics, metals, crystal structure, yield strength, serrated
yielding, strain hardening, strain rate, thermal softening

Recent years have seen a tremendous increase in studies of the behavior
of. materials at low temperatures. A prime factor has been the relative
availability of refrigeration equipment for producing liquid helium, such
as the Collins cryostat, so that low-temperature research can be carried
out in many laboratories. Many interesting phenomena and applications
of fundamental and practical significance have been discovered in the
course of such research. The equipment required to operate at these low
temperatures has led to a need for data on mechanical properties of struc-
tural materials at these temperatures.

A more important source of the demand for data on low-temperature
mechanical properties has been the development of liquid-fuel rockets.
The need for equipment to produce, transport, and contain large quan-
tities of liquid oxygen and liquid hydrogen has spurred many develop-
ment and evaluation programs on the mechanical properties of metals at
these temperatures.

1 Physical metallurgist, Materials Engineering Div., U. S. Army Materials Research
Agency, Watertown, Mass.

2 General engineer, Materials Engineering Div., U. S. Army Materials Research
Agency, Watertown, Mass.
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4 BEHAVIOR OF METALS AT CRYOGENIC TEMPERATURES

Beyond these rather practical requirements for mechanical property data
lie some rather fundamental reasons for studying mechanical behavior at
low temperatures. Changes in mechanical properties are observed with
any change in temperature, and the difference between room-temperature
mechanical properties and those at temperatures approaching absolute
zero can be rather large. Beyond the normal temperature sensitivity found

FIG. I—Load extension curves of cold-drawn and aged "K" Monel at the indicated
temperatures.

in all regions of the temperature scale, changes in deformation mechanism,
such as from slip to twinning, and phase transitions not detected by room-
temperature tests or perhaps even by cooling to low temperatures, can
occur during testing at low temperatures causing marked or unexpected
changes in properties. In fact, the low-temperature region approaching
absolute zero is probably the most interesting on the whole temperature
.scale Two factors accounting for this are the low energy available from
thermal fluctuations for thermally activated plastic deformation, and the
very low specific heat of metals at these temperatures.

 



KULA AND DeSISTO ON PLASTIC BEHAVIOR 5

Considerable data exists on the mechanical properties of metals at low
temperatures. Much of this is concerned with fracture behavior, especially
brittle fracture, which is the subject of another paper in this volume.3 One
of the most comprehensive collections of strength data for structurally
useful metals has been collected in the Cryogenic Materials Data Handbook
[7].4 This is an invaluable source of data with sections on: aluminum,

FIG. 2—True stress-strain curves of cold-drawn and aged "K" Monel at the indicated
temperatures.

stainless steels, titanium, superalloys, alloy steels, miscellaneous metals
and alloys, polymeric materials, fiber-reinforced plastics, and miscellaneous
nonmetallics.

In 1958, Rosenberg published a review of the mechanical properties of
metals at liquid-helium temperatures [2], In addition to strength, he dis-
cusses elasticity, creep, fatigue, and internal friction.

* See p. 32.
4 The italic numbers in brackets refer to the list of references appended to this paper.

 



FIG. 3—Load extension curves of annealed Armco iron at the indicated temperatures.

FIG. 4—True stress-strain curves of annealed Armco iron at the indicated temperature.
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KULA AND DeSISTO ON PLASTIC BEHAVIOR 7

A very comprehensive review has been published by Conrad [3]. He not
only surveys the mechanical properties of various commercially pure
metals at low temperatures, but considers the structural changes occurring
during deformation, and finally attempts to identify the exact dislocation
mechanisms controlling plastic flow at low temperatures.

Since Refs. [1] and [3] are up-to-date and extensive in coverage, no

FIG. 5—Load extension curves of annealed tantalum, 10 per cent tungsten at the indi-
cated temperatures.

attempt will be made here to review the voluminous data that may be
pertinent to low-temperature plastic flow. Instead, we will attempt to
show what happens to typical tensile stress-strain curves for metals of
various crystal structures as the temperature is lowered, and how some of
the properties determined from a stress-strain curve change with tempera-
ture. A brief discussion of the reasons for property changes with tempera-
ture will be made, utilizing Ref. [3] rather than the original references.
Finally, the phenomenon of serrated yielding, so prominent in tests at
liquid-helium temperature, will be discussed in some detail, and a modified
interpretation of the reasons for serrated yielding will be made.

 



8 BEHAVIOR OF METALS AT CRYOGENIC TEMPERATURES

Low-Temperature Mechanical Behavior

A series of tensile stress-strain curves for "K" Monel, Armco iron,
tantalum 10 per cent tungsten, and commercially pure titanium are pre-
sented in Figs. 1 to 8. The temperature range extends from —269 to
+200 C. For each material a load-extension and a true stress-strain curve
are shown. A diameter gage was used for the true stress-strain measure-

FIG. 6—True stress-strain curves of annealed tantalum, 10 per cent tungsten at the
indicated temperatures.

ments. The extension represents length changes over a 1%-in. reduced
section on the 0.250-in.-diameter specimens.

Figures 1 and 2 show stress-strain curves for a face-centered cubic metal,
the commercial alloy, "K" Monel. The yield and tensile strengths increase
as the temperature is lowered, and the true stress-strain curves tend to
diverge slightly. The ductility increases slightly with decreasing tempera-
ture down to —196 C, as does the strain at maximum load indicated by
the circles in Fig. 2. At —269 C the ductility is slightly lower, but, more
striking, a series of serrations appear after some strain. These are not
shown in Fig. 2, which simply shows the upper envelope of the serrations.
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Similar curves for Armco iron are shown in Figs. 3 and 4. A sharp yield
point is present at all temperatures, and the ductility is reduced at low
temperatures, so that premature fracture occurs on yielding at — 269 C.
This reduced ductility is shown not only by the reduced elongation and
fracture strain, but also by decreasing values of strain at maximum load.

This premature failure is typical of many body-centered cubic metals
at low temperatures. The behavior of another body-centered cubic alloy,

FIG. 7—Load extension curves of annealed commercially pure titanium at the indicated
temperatures.

the single-phase Ta-lOW alloy, is shown in Figs. 5 and 6. The strain at
maximum load changes very little with temperature, and the fracture
ductility is only slightly reduced at low temperature. This alloy shows a
yield point, and the yield and tensile strengths increase with decreasing
temperature. The true stress-strain curves are approximately parallel, in
contrast to the "K" Monel in Fig. 2, and the change with temperature
appears to be somewhat greater. At —269 C, serrations are observed
immediately upon yielding.

The behavior of a hexagonal close-packed metal, commercially pure
titanium, is shown in Figs. 7 and 8. The strength increases as the tempera-

 



10 BEHAVIOR OF METALS AT CRYOGENIC TEMPERATURES

ture is lowered, at a rate similar to that for the body-centered cubic metal
in Figs. 5 and 6. The ductility, especially the strain at maximum load, in-
creases as the temperature is lowered in the same manner as the face-
centered cubic "K" Monel. Again, the stress-strain curve for —269 C is
serrated.

The stress-strain curves shown in Figs. 1 to 8 exhibit features typical of

FIG. 8—True stress-strain curves of annealed commercially pure titanium at the indi-
cated temperatures.

a number of metals of the given crystal structure. Specifically, metals of
the same crystal structure often show similar rates of increase of flow stress
with decreasing temperature and similar changes of ductility with tem-
perature. Serrated yielding, on the other hand, occurs with metals of
several different structures.

Figure 9 shows the yield strength of a number of commercial-purity
metals in the low-temperature range. Where data were taken from the
literature, the source is indicated by a reference after the symbol. The
stresses are plotted against the homologous temperature, which is the ratio
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of the test temperature T to the melting point Tm . These results show that
the face-centered cubic metals, nickel and aluminum, show only a small
change of stress with temperature. The body-centered cubic metals, tan-
talum, columbium, vanadium, and iron, show a very strong rise in yield
stress, especially below a T/Tm ratio of 0.1. The hexagonal close-packed
metal titanium shows a temperature sensitivity higher than the face-
centered cubic metals, but lower than the body-centered cubic metals.
These results are typical, although within any one group variations may be

FIG. 9—Yield stress versus T/Tm for various commercially pure metals. (The numbers
in parentheses refer to references.)

found depending on grain size, impurities, stacking-fault energy, and
shear modulus. It is known from dislocation theory, for example, that the
strength should depend on the shear modulus.

This distinction between crystal structures is not restricted to high-
purity or commercial-purity metals, but also exists for many commercial
alloys. Figures 10 to 12 show plots of yield strength versus test temperature
for a number of commercial alloys. Some of the data were taken from
Ref. [1], the remainder from tests conducted at the U. S. Army Materials
Research Agency. Included in these plots are data for single-phase sub-
stitutional alloys as well as alloys where a second phase is present in the
structure. Some of the data are for alloys in various heat-treated conditions.

KULA AND DeSISTO ON PLASTIC BEHAVIOR

 



1 2 BEHAVIOR OF METALS AT CRYOGENIC TEMPERATURES

In spite of this wide variation hi composition and structure, the same be-
havior is exhibited for the pure metals. Again, the body-centered cubic
metals show the highest temperature sensitivity, the face-centered cubic
metals the lowest, and the hexagonal close-packed metals an intermediate
behavior.

One group of commercially important metals that have been excluded

FIG. 10—Yield stress versus temperature for various BCC commercial alloys.

from these plots are the metastable stainless steels. These steels are face-
centered cubic austenite at room temperature, but may transform to a
body-centered cubic martensite or hexagonal epsilon phase either on
cooling, or on straining at low temperature. Since the martensite and
epsilon are significantly stronger than the austenite, this may lead to an
apparently high variation of strength with temperature. Such a variation
with temperature is not reversible. Martensite formation in metastable
stainless steels is discussed in another paper in this volume.5

8 See p. 60.
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In describing the ductility, it is recognized that there are two separate
factors that must be considered: the reduction of area, and the elongation.
During any given test, both these quantities increase with strain. But over
a range of temperature, the elongation and reduction of area at fracture
may show rather different trends. The reduction of area, or fracture
strain, is a measure of termination of plastic flow by brittle fracture or by

FIG. 11—Yield stress versus temperature for various FCC commercial alloys.

a ductile-rupture process. It is strongly influenced by the presence of
inclusions. The elongation, on the other hand, is strongly controlled by
the strain at maximum load. On straining beyond maximum load, the
deformation is restricted to the necked region and contributes relatively
little to the total elongation. The strain at maximum load is related to the
work-hardening properties, since it is generally equal to the strain-harden-
ing exponent, «, in the power law relating stress and strain, a — k c.n

This difference is shown graphically in Fig. 13, which shows ductility of
tantalum as a function of test temperature [4], The strain-hardening ex-
ponent, n, undergoes a sharp transition below room temperature and is
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FIG. 13—Ductility of annealed tantalum.

FIG. 12—Yield stress versus temperature for various HCP commercial alloys.
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e&sentially zero below —150 C. The elongation goes through a transition
in the same temperature range, while reduction of area shows only a minor
decrease. From the point of view of elongation, tantalum is not ductile at
the lowest temperature, yet it exhibits excellent reduction of area. Such
behavior is frequently encountered at low temperatures in body-centered
cubic metals, especially if they are of high purity.

Since the strain at maximum load, or strain-hardening exponent, is a
measure of the strain-hardening behavior, it is not unexpected that metals
of the same crystal structure should show similar behavior with respect to

FIG. 14—Influence of testing temperature on the strain-hardening exponents of various
commercially pure metals. (Ni and Cu curves are from unpublished data by J. Nunes.)

temperature. Figure 14 is a plot of the strain-hardening exponent for
various high-purity polycrystalline metals. These and other data [5] show
that face-centered cubic metals generally exhibit a steady increase of
strain-hardening exponent with decrease in temperature. The body-
centered cubic metals generally undergo a transition to very low values
at the lower test temperatures. The temperature at which this transition
occurs varies from metal to metal, and in some cases may be absent, as in
the Ta-lOW alloy of Figs. 5 and 6.

The behavior of the hexagonal metals varies. Titanium shows a sharp
increase attributable to the onset of twinning at low temperatures.: If no
twinning occurs, the change with temperature is less.

In commercial alloys, the same general behavior is often found. For

KULA AND DeSISTO ON PLASTIC BEHAVIOR

 



1 6 BEHAVIOR OF METALS AT CRYOGENIC TEMPERATURES

many metals, there is an inverse relationship between strength level and
strain-hardening exponent. As the strength level is increased by solid-
solution strengthening or by precipitation hardening, the strain-hardening
exponent decreases. The increased strength level at low temperatures for
body-centered cubic metals is undoubtedly a contributing factor to the
decrease in strain-hardening exponent at these temperatures. It is not the
sole factor, however, since the data for the Ta-lOW alloy in Figs. 5 and 6
show a strong increase in yield stress with no change in strain-hardening
exponent.

The increase in strain-hardening exponent at low temperatures for the
face-centered cubic metals is also manifested in the fact that the true
stress-strain curves, such as Fig. 2, tend to diverge with increasing strain.
This means that the temperature sensitivity of the flow stress increases
with the strain at which the flow stress is measured, and that the tempera-
ture sensitivity of the tensile strength is greater than that of the yield stress
[3].

Discussion

It is well known that the crystallography of slip depends primarily on the
crystal structure [6]. Hence it is not surprising that metals of the same
crystal structure often show a similar dependence of plastic-flow proper-
ties on temperature. Face-centered cubic metals generally slip on the most
densely packed planes, {111}, in the close-packed directions, (101). Body-
centered cubic metals slip in the close-packed directions, (111). The slip
plane varies depending on composition and temperature. As the tempera-
ture increases, the slip planes tend to change from {112}, to {110}, to {123}
for some metals. In iron, however, all three slip planes are active at room
temperature. At low temperatures, slip in body-centered cubic metals may
be interrupted by deformation twinning^ Hexagonal metals generally slip
on the basal planes, (0001), in the (1120) directions if the ratio of the
lattice parameter, c/a, is higher or lower than ideal. At intermediate values
of c/a, prismatic slip, {1010} (1120), is generally encountered. At low
temperatures, twinning becomes an important deformation mechanism.
These are general behaviors, and in any given case the effects of composi-
tion, strain rate, and temperature are important.

Etch-pit studies and, especially, transmission electron microscopy have
revealed important information on dislocation structures in metals. For
face-centered cubic metals, after a small amount of deformation, the dis-
locations tend to arrange themselves in a cell structure [7]. Further strain-
ing leads to an increase in dislocation density, with most of the dislocations
in the cell walls, and a decrease in cell size. A limiting value of cell size is
reached at a given temperature. The cell size decreases as the deformation
temperature lowers.
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Most investigations have shown a linear dependence of dislocation
density p on strain

P = ke (1)

Similarly, the dependence of flow stress on dislocation density has been
found to be

a- = k'GbpW (2)

where G is the shear modulus, and b the Burger's vector.
Similar behavior has been encountered with body-centered cubic metals.

In these metals, however, while the dislocation density varies linearly with
strain (Eq 1) the variation of flow stress with dislocation density is given
by

where <TO is the extrapolated value of a at zero dislocation density.
In body-centered cubic metals such as iron, cell formation is observed

at room temperature after sufficient strain. The cell size decreases with
decreasing temperature as in face-centered cubic metals, but the strain
required for cell formation is found to increase as the temperature is
lowered. The dislocation distribution tends to be more uniform at the
lower temperatures, and the dislocations may be relatively straight and lie
on definite crystallographic planes [8].

Thus it is apparent that on a microscopic scale there are important
distinctions as to dislocation arrangements during straining metals of
different crystal structure. While there is similarity between different metals
of the same structure, important differences can also arise here based on
composition, temperature, stacking-fault energy, and so forth.

The Hall-Petch equation

has generally been used to explain the variation of flow stress, <r, on grain
diameter, d. The term <r, is a friction stress which depends on temperature
and strain rate, and k is a constant which depends only slightly on temper-
ature. The friction term, <n , in turn can be separated into two components

where a* is a thermal component depending on temperature and strain
rate, and o-,, an athermal term. This athermal term depends on tempera-
ture only through its dependence on the shear modulus, G.

An interpretation of a* and o> can be obtained in terms of dislocation
theory. The athermal component, ^ , is associated with obstacles to plastic
flow, where the energy from thermal fluctuation is not enough to over-

 



1 8 rBEHAVIOR OF METALS AT CRYOGENIC TEMPERATURES

come the obstacles. Generally there, are long-range stress fields associated
with these obstacles, which may be such things as large precipitates, or
dislocations on intersecting or parallel slip planes. The thermal component
of the stress a* is associated with short-range obstacles, where thermal
fluctuations can provide the energy to overcome the obstacles. Such ob-
stacles include the Peierls-Nabarro stress, forest dislocations, the motion
of jogs in screw dislocations, cross-slip of screw dislocations, and climb
of edge dislocations.

Recognition that plastic flow is thermally activated has stimulated
attempts to determine the rate-controlling mechanisms for plastic flow
under various conditions. A review of this area has recently been published
by Conrad [9], The macroscopic strain rate, e, can be expressed^ as a func-
tion of the dislocation velocity

where <j> is an orientation factor, about 0.5 for tensile strain; b is the Bur-
gers vector; p is the density of moving dislocations; s the average velocity
of the dislocations; v the frequency factor; H the activation enthalpy
(energy); and T = absolute temperature. By conducting tension tests
where the temperature or strain rate is changed, or creep tests where the
temperature or stress is changed, it is possible to experimentally determine
the activation energy, H, the frequency factor, v, and an activation volume,
v. The experimentally determined values can then be compared to cal-
culated values for various assumed dislocation mechanisms.

For the face-centered cubic metals it is found that the Cottrell-Stokes
law is approximately valid [10]. This states that the ratio of the flow stresses
at two temperatures is approximately constant, independent of strain.
Furthermore, the athermal part of the flow stress, <rM , is greater than the
thermal part, a* This is supported by the yield-stress curves in Figs. 9 and
11, which show that the thermal part of the flow stress is quite small. It
has not definitely been determined what the rate-controlling mechanism
is, although the intersection of dislocations is undoubtedly important. It
is also possible that the conservative motion of jogs plays a role [3].

Body-centered cubic metals show a much larger thermal component of
the stress than do the face-centered cubic metals, as is evident from Figs.
10 and 11. At low temperatures below T/Tm = 0.1, the thermal component
is larger than the athermal component, but at somewhat higher tempera-
tures, T/Tm =• 0.2, the athermal component is larger. Impurities appear to
play a minor role for iron and some metals in Group VI-A, but are less
important for the Group V-A metals, where the solubility of interstitials
is higher [3]. It is now apparent that direct impurity-dislocation reactions
are not responsible for the high flow stresses at low temperatures. The
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rate-controlling mechanism appears to be overcoming the Peierls-Nabarro
stress, presumably by the production of double kinks in straight disloca-
tion lines [11].

Studies such as this have been useful in trying to understand the rate-
controlling processes for deformation, but in most cases the exact mecha-
nisms have not been pinned down with certainty. In all cases, the experi-
mentally determined values have to be compared with values calculated
for various assumed dislocation configurations. Besides the obvious
difficulties in making theoretical calculations of this sort, it is often found
that experimentally determined values are compatible with several disloca-
tion mechanisms. Nevertheless this approach is capable of extending our
knowledge of low-temperature plastic flow.

FIG. 15—Schematic of serrations in load-extension curve at —269 C.

Serrated Yielding

Probably the most interesting phenomenon encountered during tension
testing at low temperatures is the occurrence of serrated stress-strain
curves, observed in Figs. 1, 3, 5, and 7. These serrations are somewhat
similar in appearance to serrations observed during elevated-temperature
testing of metals that are undergoing strain aging. The serrations can take
the form of many small serrations, or two or three very large serrations.
In some cases the serrations start immediately upon yielding, in other
cases only after considerable plastic deformation.

This is true discontinuous yielding, and the drop in load occurs very
rapidly, in about 1.5 X 10~4 sec [12]. Since the total distance between the
crossheads of the tensile machine remains constant during the load drop,
or increases by an amount consistent with the crosshead velocity, there
must be an elastic relaxation of the specimen and the rest of the system
between the crossheads. There must be also a plastic extension of equal
magnitude in the specimen to keep the total length constant (or increasing
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at the rate the crossheads are moving). Thus, there is an effective exchange
of elastic strain for plastic strain, and this plastic strain is generally found
to be localized at one point along the length of the specimen.

An extensometer on the specimen will measure an increase in length
caused by the plastic strain during the load drop, a-b, in Fig. 15. Further
straining will be on an elastic line, b-c, until a load is reached that is
generally slightly above the load at which the previous serration occurred.
Another serration may appear immediately, or there may be a region of
homogeneous straining along the normal stress-strain curve before another
serration appears. With succeeding serrations, the region which undergoes
localized straining may change along the length of the specimen, or the
deformation may continue to be localized in one region.

Since the plastic extension equals the elastic relaxation, the elastic stiff-
ness of the specimen and testing system determines the amount of plastic
strain occurring during a given load drop. By inserting springs in series
with the specimen, Rutherford et al were able to replace the sharp load
drops by periods of extended straining at almost constant load [73]. The
whole question of system stiffness has been extensively treated by Chin
et al [14], who showed how the stiffness influenced the character of the
serrated yielding and even the fracture stress.

There have been a number of explanations offered for the cause of these
serrations, or instabilities. Deformation twinning [75], martensite forma-
tion [16], and "burst" dislocation formation [17] have all been suggested
as possibilities, although now it is generally agreed that the serrations are
caused by adiabatic heating [12]. Strain localization by adiabatic heating
has been long recognized [18], but Basinski showed how the peculiar con-
ditions of low heat capacity and high temperature sensitivity of the flow
stress at low temperatures can lead to this being a general phenomenon
[12].

That portion of the energy of plastic deformation not remaining in the
specimen as stored energy is converted into heat. Since the heat capacity of
metals is very low at temperatures approaching absolute zero, this thermal
energy leads to a very large temperature rise, unless it can be rapidly
dissipated by conduction along the length of the specimen or through the
surface to the surrounding cooling medium. Furthermore, most metals
have a high rate of change of flow stress with temperature, da/dT, in this
temperature region. If the thermal softening caused by heating during
deformation is greater than the strain hardening, the specimen soon has
an applied load greater than necessary for continued deformation at the
then-current temperature. This is an unstable situation, and the load
suddenly drops, at a rate determined by the elastic stiffness of the system.
When the applied load has dropped below that required for continued
deformation at the then-current temperature, plastic flow ceases, and the
specimen cools down to that of the surrounding medium. The specimen is
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then loaded elastically until the flow stress is again reached, plastic de-
formation and concomitant heating occur, and the whole process repeats
itself.

For 24S aluminum alloy, Basinski calculated the length of flowing region
necessary for plastic flow under adiabatic conditions, the temperature
rise, and the magnitude of the load drops, all of which gave reasonable
agreement with measured values.

The fact that serrated yielding occurs under adiabatic conditions does
not necessarily prove that adiabatic flow is the cause of the serrations.
Some difficulty may be encountered in accepting this concept, if one thinks
in terms of gross effects instead of infinitesimal rates of change, since
the plastic deformation and temperature rise, which presumably cause the
load drop, occur after the load has started to drop. Basinski [12] and
Erdman and Jahoda [19, 20] have experimentally measured thermal
effects during serrated yielding, and have shown that the temperature
starts to rise when the load drops. Using "transient calorimetry," Erdman
and Jahoda were able to identify the location and magnitude of the heat
generated during each load drop. Basinski recognized this problem and
postulated a ''nucleating deformation" that would occur before the
serration [12].

Chin et al extended Basinski's concept and considered the relaxation of
load applied by the machine [14]. Discontinuous flow would be possible
when

dFT + dF8H ^ dFM (7)

where dFT is the load decrease caused by thermal softening, dFSH the load
increase caused by strain hardening, and dFM is the relaxation of load
applied by the machine, which is proportional to the spring constant of
the system.

Other authors neglected the area change and did not consider serrated
yielding as a true maximum-load condition leading to necking. They were
concerned with the balance between strain hardening and thermal soften-
ing. It is possible to consider serrated yielding as a series of maximum
loads, and by this to explain not only the serrations, but also the change in
position of the deforming region during straining.

The load F on a bar undergoing uniaxial straining is

F = <rA (8)

where or is the true stress, and A the instantaneous area. The incremental
load change as the bar is strained is

dF = adA + Ada (9)

where Ada is the load change due to strain hardening, and adA is the
(negative) load change due to decrease in cross-sectional area. If the
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definition of true strain

de = -dA/A (10)

is substituted, this leads to the normal condition for maximum load and
necking

FIG. 16—True stress and rate of strain hardening versus true strain for iodide titanium
at -269 C.

During straining, however, the flow stress, <r, depends not only on the
strain, but also on the temperature, T, the strain rate, e, and the structure
(if there is a transformation during straining). Neglecting any change in
structure during straining, Eq 9 can be rewritten

Substituting Eq 10 in Eq 12
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Any terms that increase the right side of Eq 13 will favor a positive dF
and hence uniform deformation, whereas terms that decrease the right side
and make it negative will promote a decreasing load and localized plastic
flow. A maximum load will occur whenever the sum of the terms within
the brackets equals zero, or

If dF becomes zero, and then sufficiently negative so that it is equal to the
relaxation of load applied by the machine

.(15)

FIG. 17—True stress and strain rate versus true strain of commercially pure titanium
at -196C.

where k is the spring constant of the system, and dl the length change
occurring during a strain dc, a plastic-elastic instability will occur, and
the load will drop at a rate determined by the elastic characteristics of the
machine, as discussed by Chin et al [14]. This is exactly analogous to the
condition for high-velocity ductile fracture or neck development at strains
exceeding maximum load when the testing machine "runs away" as de-
scribed by Orowan [21]. It should be noted that, for serrations to occur
before the normal or ultimate maximum load, dF from Eq 13 must first
become zero then so negative that it satisfies Eq 15. Beyond the ultimate
maximum load, dF is already negative, and discontinuous yielding will
occur whenever dF equals dFM. It is apparent that dF is undergoing a
series of oscillations during the course of discontinuous yielding.

The various terms that contribute to strain hardening in Eqs 13 and 14

KULA AND DeSISTO ON PLASTIC BEHAVIOR

dFM = -kdl
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will now be considered individually. The first term is the strain-hardening
term, (da-/df)e,T • This is simply the slope of the stress-strain curve, and is
shown in Fig. 16 plotted against the strain. It has very high values at
initial yielding, and decreases during straining.

The term — a is the "geometrical softening," and —arAde is the decrease
in load-carrying ability due to the decreasing cross-sectional area. When
this term is equal to the strain-hardening term (Fig. 16), in the absence of
strain rate and thermal effects, a normal maximum load and necking will
occur. When the term [(d<r/de)«,r —<r]Ade in Eq 13 is equal to the relaxa-
tion of load applied by the machine, Eq 15, high-velocity ductile failure as
described by Orowan [27] may occur.

FIG. 18—Stress-strain curves of commercially pure titanium in air and alcohol at 5
in./min.

The third term represents the effect of strain rate, (da/de)eiTde/de. The
first factor, da/di, can be obtained by changing the strain rate during a
tension test. Data reviewed by Conrad [9] and data for body-centered
cubic metals of Christian and Masters [11] show that this term is much
lower for face-centered cubic metals than for body-centered cubic metals,
but that in both cases it extrapolates to zero at absolute zero. The second
factor, de/de, represents the change of strain rate with strain during a test.
Figure 17 shows the strain rate as a function of strain during a tension test
at a constant head speed. The strain rate during initial yielding is high, but
decreases rapidly and attains a value consistent with the head speed during
homogeneous straining. Because of the increasing length of the specimen,
the strain rate is decreasing slightly, and de/de is slightly negative prior to
maximum load. After maximum load, when necking occurs, the strain rate
increases rapidly and de/de is positive. But at maximum load, when dF is
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zero, di/de is exactly zero and hence can safely be neglected in calculating
maximum load. Once a serration is underway, the product (do-/de)e,r</e/flfc
will have a small positive value and hence tend to stop the serration.

The last term in Eqs 13 and 14, (dtr/dT)€,f dT/de, represents the thermal
softening. Even at room temperature the effect of this term can be signifi-
cant, as can be seen from Fig. 18. Two specimens of commercial-purity
titanium wire 0.060 in. diameter and 7 in. long Were tested at a head speed
of 5 in./min. The specimen temperature rise may have been greater. The
other specimen was tested in alcohol in an attempt to maintain isothermal
conditions. The significant differences in dF at each strain and in the whole
stress-strain curve are apparent.

At low temperatures the effect of the thermal softening is much more
important. The factor (do-/d7%,« should be obtained by changing the
temperature during a tension test. It is extremely difficult to obtain such
data accurately at temperatures approaching absolute zero, but values can
be approximated from isothermal tests conducted at a series of tempera-
tures. As can be seen from Figs. 9 to 12 and from data in such sources as
Refs. [3] and [77], da/dT at yielding can have quite large negative values
at temperatures approaching absolute zero, especially for the body-cen-
tered cubic metals. Values may be as large as 1400 psi/deg C. Equally im-
portant, however, the values become greater (more negative) as the tem-
perature decreases.

The second factor in the thermal-softening term represents the tempera-
ture rise with strain and can be rewritten

dT/dc = aa/pc (16)

where a is the fraction of the work of plastic deformation which is con-
verted to heat and retained in the deformation region, p is the density, and
c is the specific heat. Under adiabatic conditions, the maximum value that
a can attain is one minus the ratio of stored energy to expended energy.
Appleton and Bever [22] have shown that this ratio of stored to expended
energy increases as the temperature decreases, and is in the range of 0.13
to 0.18 for a gold-silver alloy at -269 C. Erdmann and Jahoda [79, 20]
report that the ratio of stored to expended energy for copper-nickel alloys
was 0.38 to 0.49 for uniform plastic deformation, and 0.59 to 0.69 for
serrated yielding. Based on these results, the maximum value that a can
have is about 0.87 and may even be as low as 0.31. In any actual case
these values can be reduced still further if the deformation process is not
completely adiabatic.

The specific heat, c, is very low at low temperatures and extrapolates to
zero at absolute zero. In the low-temperature region, the specific heat is
proportional to the temperatures raised to the third power, so that small
increases in temperature give rise to proportionally large changes in the
heat capacity.

For the titanium shown in Fig. 16, a maximum load can occur whenever
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da/de — a is equal to the thermal softening. Using values of —360 psi/deg
Cfor da/dT, 0.5 for a, and 0.0001 cal/gdegCfor Pc, (da/dT}(dT/d^) calcu-
lates to be almost —4 X 107 psi, more than enough to ensure a maximum
load already at yielding, which was observed. Notice in this case that dF
can be negative already at initial yielding, so no prior deformation is re-
quired. It is difficult to accurately calculate the stress necessary for initia-
tion of discontinuous yielding. While V and da/de can be measured rather
precisely as a function of strain, the factors in the thermal-softening term,
dff/dT, c, and especially a, are often not known to a sufficiently high degree
of precision.

FIG. 19—Load extension and specimen profile of AISI 416 at —269 C.

Klyavin and Stepanov have recently reported on the effect of surface
condition on serrated yielding at temperatures approaching absolute
zero [23]. They compared as-machined, etched, and electrolytically pol-
ished surfaces, and found that the strain at the first serration and the
number of serrations varied with these conditions. It is generally recog-
nized that surface defects can lead to strain initiation and concentration.
Their results can be at least partially explained by considering that surface
defects can lead to the "nucleating deformation" of Basinski [12], or to an
effectively higher value of a, which increases the magnitude of the thermal-
softening term.

A load drop will stop when the load has fallen to a value less than that
required for deformation at the then-current temperature. Alternatively,
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it can be seen that the load drop will cease when the magnitude of the
thermal-softening term becomes less than da/de — a. This occurs during
the heating, since da/dT will decrease in magnitude, and c will increase
with the cube of the absolute temperature. These oscillations in the ther-
mal-softening term allow a series of maximum loads to occur during
straining.

FIG. 20—Load extension and specimen profile of AISI 416 at —269 C.

Provided that the deformation during the serration is large enough, the
specimen will appear to have formed a neck. If the true stress at the second
serration is less than do/de, or the load is greater than that at the initiation
of the first serration, the region that deformed during the first load drop
will have strain hardened sufficiently so that the load-carrying ability at
that section is greater than at other sections. The deformation during the
second load drop will therefore occur at another, weaker cross section, form-
ing a second neck. As long as the upper envelope of the load serrations con-
tinues to increase, or the stress at the initiation of a serration is less than
do/de, the location of the deforming zone will change along the length of
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the specimen. When the ultimate maximum load is reached, a will be equal
to da/de, and further deformation will be localized at one neck This will be
true for all serrations after maximum load.

This can be seen from Figs. 19 and 20, which show two stress-strain
curves for Type 416 stainless steel tested at -269 C. Several large serra-

tions are visible, and the accompanying sketch of the specimen profile
shows where the deformation has occurred during each serration It is
evident that there is a change in the location of the deformation for those
serrations occurring before the ultimate maximum load, whereas after
maximum load the deformation occurs only at one location
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Since the conditions for describing serrated yielding have been described
completely in terms of Eq 13, it appears that the deformation mechanism
plays no role. Thus whether deformation occurred by slip, twinning, or
martensite formation is not important. The deformation mechanism does
play a secondary role, in that the terms o-, da/dt, da/dT, and so forth are
influenced by the exact mechanism. But Eq 13 can be satisfied, and serrated
yielding can occur, no matter what the nature of the deformation mecha-
nism.

This can be seen by microstructural examination of specimens deformed
at —269 C. A sample of iodide titanium was deformed to a strain of 0.10,
at which point the first serration appeared. The microstructure showed
that deformation had occurred by twinning (Fig. 21) in addition to slip.
Further straining led to a series of serrations, so that the deformation
occurred almost exclusively by discontinuous yielding. Micro-examination
revealed that further twinning occurred during this discontinuous yielding.
Since twinning occurred both before and after the onset of the serrations,
twinning is clearly not a necessary condition for discontinuous yielding.

A similar conclusion can be drawn from the results of Reed and Gunt-
ner, who deformed 18 Cr-8 Ni stainless steel at — 269 C [24]. Measure-
ments revealed that plastic straining was accompanied by formation of the
body-centered cubic martensite or hexagonal close-packed epsilon phases
throughout the range of straining. Since serrations were initiated only after
a strain of about 0.15, it is obvious that the martensite or epsilon formation
contributed to the strain in the uniform-strain region as well as in the
region of serrated yielding.

Conclusions

A study of the mechanical properties of metals at temperatures ap-
proaching absolute zero is extremely interesting but presents many experi-
mental difficulties. For example, there are practically no results reported
for temperatures below —269 C, and even very few for temperatures
between the boiling points of helium and hydrogen. Temperature-
change tests are especially difficult to conduct in this range. Many ma-
terials of interest are brittle at these temperatures and fracture on yielding,
or else start to neck immediately on yielding, so that strain or strain-rate
control is difficult. More important, however, as Basinski pointed out
[12], this thermal instability at low temperatures means that it is almost
impossible to conduct tests under isothermal conditions or with controlled
strain rate.
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ABSTRACT: In this paper, factors affecting the fracture characteristics of
metals at cryogenic temperatures are reviewed, and the use of fracture
mechanics for predicting performance of defect-containing structures is
discussed. The phenomenon of serrated yielding and the effect of phase
transformations on cryogenic properties are also discussed. At cryogenic
temperatures, the resistance to plastic flow of body-centered-cubic metals
and most close-packed-hexagonal metals increases sharply. This increased
resistance causes a corresponding decrease in fracture strength. At these
subtransition temperatures, brittle fracture strength is always less than the
extrapolated yield strength, and only microscopic amounts of plastic de-
formation precede fracture. Data from smooth-tension, notched-tension,
and cracked-plate tests performed on a Ni-Mo-V forging steel indicate that
the temperature and stress at which fracture occurs is strongly dependent
on the severity of the test conditions—the size and acuity of defects. Since
fracture strength is a variable quantity, load-bearing capacity is better
evaluated using fracture toughness, a basic material parameter. Quantita-
tive predictions of load-bearing capacity can be made using the fracture-
toughness parameter with expressions relating to toughness, defect size,
applied stress, and relative geometry.

KEY WORDS: cryogenics, metals, defects, fracture toughness, fracture
mechanics

With the advent of the space age, rigorous application and design re-
quirements demand that the utmost performance be extracted from avail-
able materials. This situation requires an intimate knowledge of the per-
formance capabilities of the materials involved. In recent years it has been
recognized that the level and state of stress, the defect size and location,
and the inherent fracture resistance of the material, have profound influ-
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ence on a metal's performance characteristics, particularly fracture be-
havior. Since fracture is one of the primary items of concern in the struc-
tural application of metals at cryogenic temperatures, an understanding
of the factors controlling fracture at these temperatures is essential for
efficient and effective use of metals.

This paper will attempt an insight into the basic factors of metal fracture
at cryogenic temperatures. Equivalent emphasis will also be given to this
subject on an engineering level. In the first section dealing with basic fac-
tors, attention is focused on the inherent fracture toughness of the metal,
the effects of flaws or defects, a physical description of what is occurring in
the vicinity of flaws, and the influence of these factors upon the bulk prop-
erties of metals. Since the ultimate performance of a material is based pri-
marily upon the load-bearing capacity of a structure, one particular bulk
property, the fracture strength, is of major concern. As will be seen, the
measured bulk fracture strength is not a unique basic material property
reproducible from one situation to another. It is, rather, a highly variable
criterion that represents the gross product of complex mechanical and
metallurgical interactions.

Dealing with the subject on an engineering level, the second section will
show how fracture-strength data, properly interpreted into terms of a
basic material parameter related to fracture toughness, then properly ap-
plied with a knowledge of the prevailing defects and applied stresses can
be a useful engineering tool for quantitatively establishing the performance
characteristics of a structure. This discussion of the fracture problem on
an engineering level will emphasize the use of the recently evolved
fracture-mechanics principles, concepts, and expressions. The fracture-
mechanics approach is discussed in terms of material section, design of
components and structures, establishment of inspection procedures and
acceptance standards, and ultimate evaluation of the integrity and ex-
pected performance of the structures.

Basic Considerations of the Fracture of Metals

This section of the paper is intended to provide a general physical de-
scription of the basic factors in metal fracture. Its purpose is to explain the
fracture process to facilitate application of present knowledge to practical
engineering problems. No attempt is made to cover all details of the
atomistic and theoretical aspects of the flow and fracture processes. A brief
general discussion of fracture on the atomic scale, however, is necessary to
set the stage for subsequent discussion on fracture at cryogenic tempera-
tures.

Origin of the Fracture Strength of a Metal

The fracture strength of metals arises from the forces or bonds between
the atoms. The actual stress required to rupture these bonds is believed
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to be quite high. The theoretical fracture strength of metal containing no
defects or imperfections has been calculated [7]2 to be of the order of 0.1
to 0.5 Young's modulus. A review [2] of other estimates reveals similarly
high values of breaking strength. On this basis, in iron for example, theo-
retical fracture stresses of the order of 3,000,000 psi or greater would be
expected. Since the perfect metal with no defects or imperfections has
never been achieved, however, fracture strengths of this order of magni-
tude have never been measured. The closest approach to obtaining the
estimated fracture strengths has been in metal-whisker crystals that are
relatively free of defects or imperfections. Brenner [3] reports that, in
general, the strengths of the more perfect whiskers are equal within at
least a factor of ten to the estimated or calculated strengths of perfect
crystals.

Much speculation has centered around the discrepancies between theo-
retical and measured fracture strengths. It appears that the failure of metals

FIG. 1—Generalized concept of crack initiation by dislocation pile-up.

to achieve their respective theoretical strengths can be attributed to the
presence of defects or imperfections of one sort or another. Early con-
cepts and experiments [4] supported the idea that stress concentrations at
the tip of small inherent cracks caused the low measured values of strength.
Other types of internal flaws may similarly contribute to producing low
fracture stresses [3]. These earlier concepts based on inherent cracks have,
however, generally given way to the commonly accepted explanation that
localized stress concentrations in regions of dislocation pile-ups become
high enough to exceed the theoretical strength of the metal and initiate a
crack in some local region.

Concept of Fracture Initiation

Many detailed descriptions of the dislocation-pile-up type of crack
initiation may be found [5-9]. Generally these various concepts agree that
it is the local stresses in the vicinity of dislocation pile-ups that become
high enough to rupture the bonds between atoms and initiate a brittle

2 The italic numbers in brackets refer to the list of references appended to this
paper.
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crack. Because of the presence of these lattice-structure imperfections or
defects, the average applied stresses necessary to produce high local
fracture-causing stresses can be considerably less than the theoretical
strength.

A general qualitative description of the dislocation-pile-up mechanism
of brittle crack initiation is given in Fig. 1. As stress is applied to a metal,
some dislocation sources are activated and dislocations start to move
through the lattice. A minute amount of localized plastic strain is asso-
ciated with the movement of these dislocations through the lattice. It is
believed that such movement occurs in some favorable regions at applied
stresses well below conventionally measured yield strengths. These dis-
locations may encounter a barrier such as a grain boundary, subgrain
boundary, hard particle, hard phase, or other dislocation group, which
restricts further motion and causes the dislocations to pile up. High local
stresses develop in the regions at the head of these pile-ups. As the applied
stress is increased, one of two things can happen. The local stress concen-
trations can be relieved by local plastic deformation. This may be accom-
plished by the activation of new, formerly inactive sources in adjoining
material or by the pile-up breaking through from its barrier. On the other
hand, if the adjoining material is highly resistant to plastic flow because
of orientation, temperature, lack of sources, or other possible character-
istics, the high local stresses can exceed the inherent strength of the metal
and open up cracks. These cracks may grow catastrophically or become
stable depending upon the metal and prevailing conditions. This will be
discussed later.

It is apparent that the true origin of the strength of a metal involves the
forces or bonds between the atoms. Because of the presence of lattice de-
fects or imperfections leading to high local-stress concentrations when the
metal is stressed, however, the theoretical strength is never measured in
an actual test.

The Fracture Strength of Metals hi Simple Tension

In the light of the foregoing discussion, let us consider the nature of the
fracture strength of a metal as it is measured under simple (uniaxial)
tensile-loading conditions. Fracture and plastic deformation (yielding) can
be visualized as similar but competitive processes. One or the other must
occur if a metal is loaded to a sufficiently high stress. Since the inherent
resistance of some metals to plastic flow is highly dependent on tempera-
ture, their respective fracture characteristics must be also.

In the temperature range below about 0.2 of the melting temperature
(absolute), many metals exhibit a marked increase in their resistance to
plastic deformation. This is evidenced by a pronounced rise in the yield
and flow stresses with decreased temperature. For many of the metals of
practical interest, this behavior occurs in the cryogenic-temperature range.
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FIG. 2—Schematic of variations in fracture behavior in different temperature
ranges for bcc metals tested in uniaxial tension.

Such a behavior is characteristic of all body-centered-cubic (bcc) and some
close-packed-hexagonal (cph) metals. It is unknown in pure, single-phase,
face-centered-cubic (fee) metals where the yield strength is relatively in-
sensitive to temperature and brittle, cleavage fractures do not occur. This
strong temperature dependence of the yield strength is believed [10-13]
to be associated with increased inherent resistance to the movement of dis-
locations through the lattice. At cryogenic temperatures, the resistance to
plastic flow becomes so great that the local stresses encountered in the vi-
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cinity of dislocation pile-ups are not readily relieved by local plastic flow,
and crack formation becomes the more favorable process.

Effects of Lattice Structures

Metals having the bcc lattice structures are most susceptible to low-
temperature brittleness, so it is appropriate to discuss these first. The
general fracture-strength behavior [12] for bcc polycrystalline metals is
shown in Fig. 2. Although this is a schematic representation, it is based
on a large amount of experimental data from a large number of metals.
It is intended primarily to illustrate the rather pronounced differences
(cross-hatched areas) in fracture strength that can be observed depending
on the metal, its metallurgical condition, and the test temperature.

The subtransition range lies below 7\ of Fig. 2. A marked difference
in brittle fracture strength behavior is observed between two different
metals, or in different metallurgical conditions of one metal. The various
metals have one thing in common in this range, however: they all fail at
applied stresses below the predicted or extrapolated yield strength. In this
range, total fracture occurs during the very early stages of plastic flow (nil
amounts by conventional standards), and the measured fracture strength
can vary considerably depending upon the amount of microstrain (plastic)
occurring prior to fracture. High local stresses are relieved by local plastic
strain. Therefore, with increased amounts of plastic strain, larger applied
stresses are required before the critical local stress concentration for crack
initiation is achieved. In general, materials with very high resistance to
plastic flow fail after very little microscopic plastic flow at relatively low
applied stresses. These metals exhibit fracture strengths in the lower re-
gions of the cross-hatched area of Fig. 2. Their fracture strength generally
decreases with decreased temperature in this subtransition range. If the
resistance to plastic flow is somewhat weaker, larger amounts of micro-
scopic plastic deformation occur prior to fracture, and this in turn permits
somewhat higher levels of applied stress to prevail. Thus, metals of this
nature tend to exhibit fracture stresses lying in the upper regions of the
cross-hatched area of Fig. 2. Mild steels [14,15,18,19] fall in this latter
category and show a slight increase in fracture strength with decreased tem-
perature. Molybdenum [20] and tungsten [21] have been reported to
have a temperature-independent subtransition fracture strength, whereas
columbium [16,22] and some alloy steels [17] exhibit fracture strengths
that decrease markedly. Thus it appears that in the subtransition range
fracture stresses may be any value on the stress-strain curve between the
upper yield point and a much lower value possibly below currently meas-
urable elastic limits depending on the metal.

It is believed that in the subtransition range the first or one of the first
microcracks to be initiated leads directly to total fracture. Once a micro-
crack is formed, propagation apparently occurs with relative ease at these
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low temperatures. Several metals subjected to brittle fracture in the sub-
transition-temperature range have been examined, and no microcracks
were observed in the deformed regions of the test specimens. Cracks di-
rectly adjacent to the main fracture were occasionally found, but these
were associated with the passing of the main fracture and had not occurred
prior to the primary fracture. It is possible, however, for submicroscopic
cracks to have existed prior to the main fracture. It is also possible for
very small cracks to have closed up when the stress was relaxed by the
specimen breaking. Further work is required to establish this point on
submicroscopic cracks. Judging by the existing experimental evidence,
however, it appears that the initiation of the first microcrack of a size vis-
ible in a light microscope controls fracture in this subtransition range,
whereas, in the transition range, some metals can contain many stable
microcracks prior to total fracture.

The transition range lies at higher temperatures (between 7\ and T2 of
Fig. 2). In this range, some macroscopic amount of plastic straining always
precedes total fracture, and the applied stresses required for fracture are
always equal to or greater than the conventional yield strength of the
metal. Depending upon the metal and its particular condition, markedly
different fracture strengths and ductilities are again observed. In this
range, the temperature dependence of the yield strength is always quite
strong signifying a rapidly increasing resistance to plastic flow with lowered
temperatures.

If the resistance to crack formation is relatively low, the brittle-fracture
strengths and ductilities tend to lie in the lower region of their respective
transition-range hatched areas, and it is generally observed [14,15,19,23]
that cleavage microcracks are initiated during the early stages of plastic
deformation. In this case, the fracture strength may be independent of
temperature or even increase as the temperature decreases. Usually the
microcracks are first apparent in the region just behind the passing of the
Liiders band. During subsequent deformation and the associated increase
in applied stress, these cracks grow in size and number and develop into
a larger, more continuous network, until eventually the critical-size con-
ditions for total fracture are achieved. In this case, it appears that the
propagation of microcracks is more difficult than their initiation, there-
fore, the propagation phase controls total fracture. Large microcracks
and networks of cracks prior to total fracture have been observed in mild
steel [14,15,19], some lots of molybdenum [72], chromium [23], and
rhenium.

If, on the other hand, the material has a high resistance to crack initia-
tion, it will exhibit fracture strengths and ductilities lying in the upper
portions of the hatched areas (transition range, Fig. 2). Fracture strength
may increase, by varying degrees, with increased temperature. In this case
microcracks generally are not initiated until considerable deformation
and the associated increase in applied stress has occurred. Then, because
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of the relatively high stresses that prevail, the first microcracks to form
readily propagate catastrophically to total fracture. Some examples of
metals exhibiting this behavior are columbium [16], some lots of molyb-
denum [12,20], and alloy steels. In this transition range, it is apparent
that stable microcracks may or may not exist prior to total fracture, de-

FIG. 3—Schematic of variations in fracture behavior in different temperature
ranges for fee metals tested in uniaxial tension.

pending upon the metal, its condition, or both, and corresponding differ-
ences in fracture strength and prefracture ductility may be expected.

As will be discussed in more detail in the following paper,3 twinning
can become the preferred mode of plastic straining for many of these
metals at temperatures in the transition and subtransition ranges. For

3 See p. 60.
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simplicity in the preceding discussions, plastic strain has been considered
to be either slip, twinning, or combinations of the two. For the purposes of
illustration, the stress concentration at the ends of twins or at the heads of
slip systems are assumed to have similar effects.

In the ductile range (above T2 of Fig. 2), the temperature dependence
of the yield strength is not extremely strong, and the fracture strength and
ductility are quite high. In this range, plastic deformation is obviously more
favorable than brittle crack initiation. Gross plastic deformation, including
necking, precedes the initiation of ductile shear cracks that subsequently
propagate to produce a ductile shear rupture.4 The behaviors of various
metals or different lots of a given metal are fairly consistent in this range.

The foregoing discussions have described the general behavior of bcc
metals. The same behavior trends apply to some cph metals, but other
cph metals tend to behave like fee metals. To provide the proper perspec-
tive, some discussion of the relative behavior (uniaxial tension) of fee
metals is warranted at this time. A schematic representation of the general
behavior of fee metals is provided in Fig. 3, where the temperatures TI and
T2 correspond to those shown in Fig. 2.

The relatively pure, single-phase metals tend to exhibit only a slight
increase in resistance to plastic flow (mild temperature dependence of
yield strength) at low temperatures. Correspondingly, these metals ex-
hibit high fracture strengths and ductilities and lie in the upper portions
of the cross-hatched sections of fracture-strength and ductility ranges
shown in Fig. 3. If the temperature dependence of the yield strength (in-
creased resistance to plastic flow) is increased due to impurities, alloying,
or cold work, the fracture strengths and ductilities are reduced, and their
respective values lie in the lower regions of the ranges shown. In contrast
to the bcc metals, there is no abrupt transition to a brittle behavior, and
the fracture strength always exceeds the yield strength even at extremely
low temperatures. The only exceptions would be where the metals have a
pronounced increased resistance to plastic flow because of extreme
amounts of alloying, cold work, or impurities. In general, compositional
or microstructural changes that tend to increase the yield strength and its
temperature dependence will tend to cause these metals to behave more
and more like bcc structures. Some of the high-strength precipitation-
hardened stainless steels are examples of this latter behavior.

Other Factors Affecting the Uniaxial Tensile Behavior of Metals at Cryo-
genic Temperatures

Unconventional Modes of Plastic Flow

There is an additional factor of concern from the viewpoint of fracture
and design in the use of some metals at low temperatures although they

4 In some cases [14,17} the propagating shear crack may convert to a brittle
cleavage crack during the rupture process.
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FIG. 4—The effect of temperature on the stress-strain curves of a quenched and
tempered alloy steel.

remain quite ductile. This problem is related to an unstable type of plastic
flow observed for many metals at very low temperatures [24]. This be-
havior is illustrated for an alloy steel (bcc) by the stress-strain curves of
Fig. 4. Above — 364 F, the normal smooth type of stress-strain curve is
obtained, but a substantial decrease in work hardening with decreased
temperature is apparent. Below — 364 F, plastic flow becomes quite irregu-
lar in nature, and the stress-strain curve consists of a series of discontinu-
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ous yields (drop in load). A large amount of highly localized plastic flow
is associated with each yielding. At —452 F only one very pronounced
yielding occurs prior to total rupture. Several other tests of steels at
—452 F resulted in failure of the specimen during the first yielding. In
these cases, large reductions in area, little elongation, and ductile shear
fractures were observed. Similar behaviors have been reported in other
metals [24] and by other investigators [25-27], Smith and Rutherford [25]
report that the fracture behavior in ultra-high-purity iron tested at —452 F
had all the rapidity and outward appearances of being brittle, but an ex-
amination of the failed specimen showed a local reduction in area of 85
per cent with a ductile rupture occurring during the one sudden cata-
strophic yielding.

The bcc metals seem to be most prone to this type of low-temperature
behavior, whereas the flow instability in fee metals is much less pro-
nounced. Repeated discontinuous yielding also occurs in nickel (fee) at
—452 F, however, the magnitudes of the yields are far less pronounced
than those observed in the steels (bcc). Without going into the details of
the probable mechanism of this unstable flow, it can be concluded that
the severity of the catastrophic yieldings can be related to the ability of
the metal to work (strain) harden at low temperatures. BCC metals are
known to lose their ability to work harden at low temperatures. Hence,
once yielding starts at some local region, there is little resistance in the
form of work hardening to prevent or even slow down the catastrophic
process of flow. Undoubtedly local heating from the plastic flow also con-
tributes to the catastrophic nature of the yielding by decreasing the flow
stress of the metals being deformed. In contrast to the bcc metal, the
ability of fee metals to work harden increases with decreased temperature.
Thus, when plastic flow starts in some local region, the metal in this region
work hardens and plastic flow stops, and an increase in load is required
before any further flow can occur in this region. This process may be re-
peated many times throughout the entire specimen resulting in large
amounts of general flow. If the yield strength of an fee metal is appreciably
raised by alloying or precipitation hardening, its stress-strain curve and
work-hardening characteristics would tend to be more like the bcc metals.
It is therefore likely that these high-yield-strength fee metals would ex-
hibit a greater tendency for unstable plastic flow at low temperatures as
shown by the data of Collins et al [27] for some stainless steels.

Thus from the viewpoint of application, it appears that this form of
unstable plastic flow at low temperatures could represent as serious a
problem as does brittle fracture. For example, if the stresses were high
enough to cause plastic flow to occur at some local region, as they un-
doubtedly would be at the root of a sharp notch or defect, a sudden
catastrophic rupture could occur without an increase in load or any gen-
eral plastic straining. For the lack of a better term this type of failure is
identified as "catastrophic shear."
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Metallurgical Stability

The last general category of low-temperature problems to be discussed
is concerned with phase transformations and associated changes in me-
chanical properties. It is known that phase changes occur in some metals
at low temperatures. Such changes can occur as a result of cooling alone,
and in general, the ability to transform is enhanced when plastic deforma-
tion accompanies the cooling.

Barrett [28] has developed apparatus in which a metal can be cooled
to temperatures as low as —452 F, plastically deformed at the low tem-
perature, and examined with X-ray techniques for evidence of phase
transformations. The work that has been reported [25] has been con-
cerned with phase transformations in bcc alkali metals. Several of these
were found to transform from bcc to cph to fee when subjected to plastic
deformation at very low temperatures. Beta brass was also found to
undergo similar transformations which could be compared to correspond-
ing changes in fracture resistance as measured by notched-impact tests.

From free-energy considerations, it would appear that the general
tendency would be for transformations on cooling to proceed in the direc-
tion of closest packing. There are exceptions in metals where there are
strong magnetic effects, however. In these cases, the transformations are
in an unfavorable direction from the low-temperature mechanical-prop-
erty viewpoint. That is, upon cooling, cold plastic deformation, or both,
the changes are from the ductile fee structure to the undesirable bcc struc-
ture, where low-temperature brittleness is a problem. The iron-nickel
system has this type of behavior. The relative temperatures for transforma-
tion (fee to bcc) shown for varying amounts of nickel have been reported
by Kaufman and Cohen [29]. A number of other references to low-tem-
perature transformations may be found in Barrett's summary paper [25],
and several detailed papers describing the influence of prior mechanical
and thermal history on transformations in iron-nickel alloys have been
published [30].

These transformations can be reversible and are influenced by many
factors. Among these are: the temperatures encountered, the rates of heat-
ing and cooling, the amount of associated plastic strain (warm or cold),
general composition, and impurity effects. Undoubtedly many of these
aspects will require investigation for specific applications, particularly the
degree of transformation and the brittleness of the transformed product.
Some experimental work [26] suggests that the degree of transformation
in some commonly used austenitic stainless steels, the properties of the
transformed products, or both, do not present problems of severe brittle-
ness. On the other hand, a pronounced embrittlement is reported [37] for
austenitic Cr-Mn-N-Fe alloys as a result of the martensitic transformation.
A commercial Type 347 stainless steel tested at —452 F in notched ten-
sion (Kt = 3.2) exhibited no embrittlement even though 25 per cent of the
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material in the region of the notch had transformed [32]. Hence it is ap-
parent that the effects of martensitic-type transformations can vary be-
tween materials depending upon the many factors involved. The important
aspects are: phase transformations can occur at low temperatures and
may be reversible upon subsequent heating; these transformations are
enhanced by plastic deformation; and changes from bcc to fee should have
associated changes in fracture behavior that are in a favorable direction,
while those going from fee to bcc could produce undesirable effects.

FIG. 5—The temperature dependence of the uniaxial tensile properties of a
Ni-Mo-V forging steel.

Effects of Notches (Defects) on the Fracture Behavior

To gain some insight into the role of defects and the problem of how
metals fail in practice at very low applied stresses particularly at cryogenic
temperatures, let us consider the behavior of a given metal under various
test conditions leading to brittle fracture. Since the bcc metals are most
susceptible to low-temperature brittleness, a ferritic steel serves as a con-
venient example. The particular metal to be described is a Ni-Mo-V forging
steel. The pertinent metallurgical characteristics and detailed data have
been described elsewhere [17].

 



WESSEL ON FRACTURE 45

Simple Tension

The engineering tensile (uniaxial) data for this metal are shown in Fig.
5. Note the correspondence of these data to the generalized fracture-
strength behavior of Fig. 2. In the ductile range above —250 F, the frac-
ture strength and ductility are quite high. In the transition range between
—250 and — 380 F, total brittle fractures (cleavage) are encountered, and
ductility decreases markedly with decreasing temperature. After an abrupt

FIG. 6—The temperature dependence of the notched tensile properties of a
Ni-Mo-V forging steel.

drop upon entering the transition range, fracture strength increases with
decreased temperature, corresponding to the lower limit of the hatched
transition area of Fig. 2. Below — 380 F, in the subtransition range, frac-
ture strength decreases markedly, and the ductilities are essentially nil.
Of greatest significance in Fig. 5 is the fact that the stresses required for
brittle fracture are nowhere near the low stresses at which the type of
material has failed in practice at ambient temperatures.

Machined Notch in Tension

To take a step closer to the conditions that could prevail in practice,
a sharp notch is machined in a cylindrical tension specimen to provide a
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theoretical elastic stress concentration factor, Kt, of 10.8. A series of these
specimens tested over a range of temperatures yields the results shown in
Fig. 6. Total-cleavage fractures are now encountered at all temperatures
below about —50 F. The transition range is approximately —50 to
— 150F, the subtransition range being, obviously, below — 150F. Of
particular significance from the cryogenic viewpoint is the very pronounced
decrease in fracture strength in the subtransition-temperature range. Be-
low about —250 F, the notched-bar fracture strength is less than the yield

FIG. 7—Fracture strength and ductility in the crack-notch condition for a
Ni-Mo-V forging steel.

strength of the plain bar (Fig. 5). The rapid decrease of fracture strength
in the subtransition range is associated with the inherent increased re-
sistance of the metal to plastic flow, abetted by the general plastic re-
straint around the notch. In addition to the highly localized, atomic-scale,
stress concentrations around dislocation pile-ups, there is an additional
general, macroscopic-scale, stress concentration in the vicinity of the
machined notch. As the plastic resistance of the material increases with
decreased temperature, the general stress concentration due to the notch
also becomes greater, since there is less stress relief by plastic flow. In
effect, a larger and larger percentage of the theoretical elastic stress con-
centration factor is realized.
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The fracture processes occurring on the atomic scale are the same for
plain and notched tension. Owing to the presence of the notch, however,
an increase in the general stress concentration and a localization of the
plastic strain facilitate development of the critical, highly local stress con-
ditions around dislocation pile-ups. Therefore, fracture comes at applied
stresses much lower than those required in simple tension.

Cracked Plates in Tension

To achieve more severe test conditions, a large flat tension specimen
containing sharp cleavage edge cracks is employed. This provides ex-

FIG. 8—Fracture strength of a Ni-Mo-V forging steel for different test conditions.

tremely severe notch acuity and stress concentration. Such sharp cracks or
crack-like defects are likely to exist in large metal members and struc-
tures as weld cracks, inclusions, flakes, shrinkage cracks, forging bursts,
and so forth. The method of preparing and testing these crack-notch
specimens has been described elsewhere [17].

The pertinent results obtained when a series of crack-notch specimens
of constant geometry are tested over a temperature range are illustrated in
Fig. 7 for the Ni-Mo-V forging steel. The fracture-strength behavior is
most significant. The net section fracture strength, <TN , represents the
average applied stress required to initiate fracture at the root of the pre-
existing crack. The values are obtained by dividing the applied load at the
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onset of rapid fracture (fracture initiation) by the uncracked area between
the notches. In the transition-temperature range (approximately 100 to
200 F), <TN undergoes an abrupt drop from values above to values well
below the conventional yield strength. A corresponding loss in ductility
occurs in the same temperature range. Likewise a change in the mode of
fracture from a ductile shear tearing (fracture at an angle of about 45 to
specimen axis) to a flat brittle cleavage fracture occurs in this transition-
temperature range. The fracture strength continues to decrease in the tem-
perature range below the abrupt transition.

Comparison of Different Tests of Same Material

To see how various test conditions affect the brittle-fracture strength,
let us compare the data obtained in the three series of experiments de-
scribed in this section. Figure 8 shows the fracture strength for the plain-
tension, the cylindrical-notched-tension, and the crack-notch-plate tests.
It is seen that, as the severity of test conditions is increased, brittle frac-
tures occur at progressively higher temperatures and lower applied
stresses. Since the specimen size is essentially the same, the difference in
the fracture strength and the transition temperature, C/S, between the
plain-tension and cylindrical-notched tests (top two curves) can be at-
tributed primarily to the presence of the notch and its associated effect of
concentrating the fracture processes in a local region. The rather drastic
lowering of the fracture strength and the pronounced rise in the transition
temperature illustrated by the crack-notch data (bottom curve) may be at-
tributed to the combined effect of the more severe notch (crack) and the
increased section size.

Thus, the rather pronounced effects of mechanical variables on brittle-
fracture behavior are demonstrated. While the data provided are for a
given metal, the behavior pattern is typical of the general trend for bcc
metals. The temperature dependence of the fracture stresses for identical
test conditions can also vary between metals. Some fee and cph metals
also exhibit behavior trends similar to bcc metals with respect to notch
and section-size effects [33,34]. In view of these results, one can better ap-
preciate the contributions of cracks and defects to the brittle failures that
have occurred in practice, especially at low temperatures and at unex-
pectedly low stresses. Likewise, it is readily apparent that the measured
fracture strength of a given metal can vary markedly from one type of test
to another. Similarly, various metals or one metal in various metallurgi-
cal conditions can exhibit drastic differences in fracture strength even
when tested under identical conditions.

At this point it must be emphasized that the notch-fracture strengths
shown in Fig. 8 were obtained for particular specimen geometries and
crack-sizes. In their present form, these data cannot be used for specific
evaluation or design. They are intended only to illustrate behavior pat-
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terns and trends. It is necessary to consider the interrelationships of frac-
ture strength, crack lengths, section sizes, stress states, and possibly other
influential factors before experimental data obtained for any given set of
conditions can be utilized for specific evaluation or design. In the next
section, some consideration is given to use of fracture-strength data in de-
termining the load-bearing capacity of structures containing defects or
flaws.

FIG. 9—The relationship of fracture strength to crack size for different levels of
fracture toughness.

The Load-Bearing Capacity of Structures Containing Defects

The Fracture-Toughness (Fracture-Mechanics) Concept

The foregoing discussion has demonstrated that the load-bearing ca-
pacity (fracture strength) of a metal can be drastically affected by varia-
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tions in specimen geometry and the type of notch or defect that prevails.
How then is it possible to evaluate the load-bearing capacity of a struc-
ture or member containing known defects? The fracture-mechanics or
fracture-toughness approach to the general problem of fracture appears
to be the most promising means available for this purpose, since it fa-
cilitates quantitative estimates of the critical combinations of defect sizes

FIG. 10—The relationship of fracture strength to crack size for different levels of
fracture toughness. (For a thin disk-shaped crack of radius R embedded in a stress
field a of large extent as compared with R.) (From Ref. 45.)

and applied stresses required for catastrophic failure. This approach would
appear to be particularly suited to cryogenic applications where the sus-
ceptibility of most metals to a brittle behavior is considerably enhanced.

It is beyond the intended scope of this paper to discuss the complex
details of the fracture-toughness concept—a comprehensive review of this
subject has recently been published [35]. My primary intent is to illustrate
the practical applicability of fracture mechanics to cryogenic applications.
A brief general description of the concept is necessary, however, before
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its use can be illustrated. More specific information is available [35-42].
The basis of the concept is that the fracture toughness of a material can
be expressed as a material parameter5 analogous to yield strength. This
parameter is usually described in terms of "Gc" (critical crack-extension
force, in psi), or of "Kc" (critical stress-intensity factor, psi -y in.). Either

FIG. 11—The relationship of fracture strength to crack size for different levels
of fracture toughness. (For catastrophic failure at a = Vz YS with semi-elliptical
surface crack of geometry a/c = 0.5.) (From Ref 3.7.)

Gc or KG is commonly referred to as "fracture toughness." 6 Once prop-
perry determined under one set of conditions, the fracture toughness is ap-
plicable to other conditions of geometry, flaw size, and loading, since it

5 The evidence to date substantiates the hypothesis that the fracture toughness,
when properly measured, can be considered as a material constant for practical
engineering purposes.

6 There are many subscripts used to denote various aspects of Gc or Kc, therefore,
an intimate knowledge of this terminology is essential to the proper use of these
parameters.
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is a material parameter. Several types of specimens and loading conditions
have been successfully employed to obtain measurements of fracture
toughness [35-42],

Application of Fracture Mechanics

Expressions relating the fracture toughness and the load-bearing ca-
pacity of defect-containing structures or components are available for a
number of geometries, loading conditions, and types of defects. Such ex-
pressions nearly always involve the following terms: the fracture tough-
ness, the applied stress, the elastic modulus, the yield strength of the ma-
terial, a linear dimension of the crack or defect, and a proportionality term
dependent only on the manner of loading and the relative geometry of the
defect and structural component. Some examples of the expressions [35-
46] derived and available in the literature are: infinite or semi-infinite
plates with central or edge cracks loaded in tension [36,38,41], notched
disks or shafts in rotation [43,44], notched bars in bending [35,41],
notched cylindrical members in tension [35,39], a small flaw imbedded in
a large body in tension [43,45], and semi-elliptical surface or internal
flaws in sheets or plates in tension [35,37,40,41]. For simplicity, some of
these solutions are shown in graphical form in Figs. 9 to 11. In the case of
the semi-elliptical surface flaw (Fig. 11), boundary conditions for the
stress field and flaw geometry had to be applied for ease of simplified
graphical representation. It is, therefore, of limited applicability, but it
does serve to demonstrate the general relationship of crack size to critical
stress for the various levels of toughness, Gc.

The implementation of the fracture-toughness approach for determin-
ing load-bearing capacity is readily apparent from the graphs provided
in Figs. 9 to 11. Knowing the fracture toughness of the material in ques-
tion for the temperature range of interest and the size of the defects from
a nondestructive evaluation, it is possible to evaluate the load-bearing
capacity in terms of the average applied stress prevailing in the structure.
Conversely, knowing the toughness and applied stress, it is possible to esti-
mate the critical-defect sizes required for catastrophic failure. These, in
turn, can be compared with performance capabilities of the nondestructive
test techniques that may be employed. As seen in Figs. 7 to 9, at a given
level of toughness, G J G , the applied stress required for catastrophic frac-
ture decreases as the crack size increases. Similarly, for a given defect
size, a decrease in toughness results in a lower applied stress for fracture.
Thus, an estimate of the critical combination of defect size and applied
stress required for fracture may be readily determined if one knows the
toughness of the material and either one of the other two variables.

It should be realized that the foregoing paragraph is intended only to
provide a general idea of the application of the fracture-toughness ap-
proach and to emphasize the interplay between toughness and defect size
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FIG. 12—Comparison of the temperature dependence of Kic for a steel and a
titanium alloy.

FIG. 13—Cyclic flaw growth data of 6AI-4V titanium plate tested at —320 F
(Ref. 47).
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in determining the load-bearing capacity of a structure. For a precise
evaluation of any specific situation, considerably more detailed informa-
tion is required regarding: the temperature dependence of the fracture
toughness, KIC or G l c, in the range of interest; the location, size, shape,
orientation, and type of defect; the direction and magnitude of the ap-
plied (and possibly residual) stresses acting on the defect; the slow-growth
characteristics of a subcritical-size flaw under sustained or cyclic loading
at the application temperatures; the relative geometry of the structural
member and the defect; and the proper criterion of fracture toughness
(plane stress or plane strain and fracture mode) to be employed.

FIG. 14—Comparison of cyclic flaw growth data for various materials at —320 F
(Ref. 47).

Some good examples of the application of fracture mechanics to the
solutions of cryogenic engineering problems, particularly as related to
storage vessels, may be found [35,40,47,48}. The same considerations can
also be applied to any cryogenic structural problems. Basic fracture-
toughness data, Kic or GX c , for some materials and cryogenic temperatures
are also available [35-40,47-49].

Figures 12 to 14 are examples of fracture-toughness data for the cryo-
genic-temperature range. Figure 12 illustrates the difference in the tem-
perature dependence of Klc for metals having different lattice structures,
steel (bcc) and titanium (cph).7 The relative behavior exhibited by the

7 The TI-6A1-4V is an a + /3 alloy, but in the annealed condition and at low
temperatures the a phase is predominant. Hence it is primarily a cph-lattice struc-
ture.
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steel and titanium alloy is what would be expected from the fundamental
aspects of fracture discussed earlier in the paper. BCC metals character-
istically exhibit a strong increase in resistance to plastic flow with decreas-
ing temperature. Thus, a correspondingly strong decrease in fracture
toughness, KIO , with decreased temperature is to be expected. Conversely,
the titanium alloy exhibits a relatively mild increase in resistance to plastic
flow, hence, a mild decrease in fracture toughness.

Figures 13 and 14 illustrate the effect of the initial stress-intensity factor,
KU , upon the life of several metals under conditions of cyclic loading. A
similar behavior occurs under sustained loading conditions. For this de-
scription, the ordinate is given in terms of the ratio of the initial stress-
intensity factor, KU , to the critical stress-intensity factor, K\c, which is the
basic material-toughness parameter. As may be seen, the higher the ratio
of KU to KIC , the shorter the life expectancy of the material. In essence, this
means that the closer the initial conditions (stress and flaw size) are to the
critical conditions for catastrophic failure, the less slow-crack growth or
increased stress the metal can tolerate.

Data of the type shown in Figs. 13 and 14 are essential for evaluating
the performance and useful life of structures or components. For example,
by using an expression appropriate to the given situation of component
and defect geometry, the designer can compute KU (initial stress-intensity
factor) from a knowledge of the nominal stresses prevailing in the region
of the defect and a knowledge of the defect size, shape, and orientation
obtained from nondestructive inspection. The computed KU coupled with
a known value of KIG and appropriate slow-crack-growth data of the type
illustrated in Figs. 13 and 14 then permits the designer to quantitatively
evaluate the reliability and life expectancy of the component in question.

Summary

The origin of the fracture strength (load-bearing capacity) of a metal
involves the forces or bonds between atoms. Accordingly, the stresses re-
quired to rupture these bonds are quite high. Because of highly localized
stress concentrations brought about by the presence of atomic-scale de-
fects or imperfections, however, the theoretical strength of a metal is never
achieved.

The fracture strength of a given metal may be related to its inherent
resistance to plastic flow (plastic resistance). Since the plastic resistance of
some metals is markedly temperature dependent, their respective fracture
characteristics must be also. Such behaviors are characteristic of all bcc
metals and most of the cph metals. A strong increase in the plastic resist-
ance with decreased temperature gives rise to a brittle behavior at cryo-
genic temperatures.

As measured in a simple tension test, various metals or various lots of
a given metal may exhibit markedly different brittle fracture strengths in
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different temperature regions. Their individual behavior depends on their
particular plastic resistance characteristics. There are some features, how-
ever, that are common in the bcc metals and also in some cph metals. In
the transition-temperature range, some macroscopic amount of plastic de-
formation always precedes brittle fracture, and the brittle fracture strength
is always equal to or greater than the conventional yield strength. In this
range, stable microcracks may or may not exist prior to total fracture. At
subtransition temperatures, the brittle fracture strengths are always less
than the conventional yield strength, and only microscopic amounts of
plastic deformation precede fracture. In this range, it appears that the first
microcrack immediately grows catastrophically to total fracture. Depend-
ing upon the metal, the cryogenic-temperature range could incorporate
both the transition and subtransition behaviors.

In the more practical situation where notches or defects of a macro-
scopic nature are likely to prevail initially, the same general atomic-scale
fracture processes occur. The attainment of the critical conditions govern-
ing these processes is abetted by the general stress or strain concentrations
prevailing in the vicinity of the macroscopic defect. Consequently, the
fracture strength of a given metal as measured in a given type of notched
test is not some unique basic material property reproducible from one type
of test to another. It is, rather, a highly variable criterion representative of
the gross product of complex interactions of several influential factors,
namely: the inherent plastic resistance (toughness) of the metal at the tem-
peratures of interest; the size, shape, orientation, and acuity of the notch
or defect; the relative size and geometry of the defect and the specimen;
and the manner and rate of loading the specimen. In general, as the se-
verity of the test conditions increases to larger and more acute notches,
larger specimens, higher rates of loading, and so forth, brittle fractures
will occur at progressively higher temperatures and lower applied stresses.
In the cryogenic-temperature range, these applied stresses can be excep-
tionally low.

In evaluating the load-bearing capacity of defect-containing components
or structures, the problem of variable fracture strengths may be circum-
vented by the use of a basic material parameter that describes the inherent
fracture toughness of a material. This fracture-toughness parameter used
with appropriate expressions relating the toughness, defect size, applied
stress, and relative geometry factors make it possible to make quantitative
evaluations of the load-bearing capacity of structures containing defects.
This technique is commonly called the "fracture-mechanics" or "fracture-
toughness" approach. While the employment of fracture-mechanics con-
cepts, expressions, and data may initially appear to be quite complex to
the uninitiated designer or materials engineer, familiarity with the subject
and systematic consideration of all factors can evolve a relatively simple
and quantitative engineering procedure. The approach can be readily used
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in a quantitative manner in several areas: establishment of design config-
urations and design stresses, evaluation of materials, selection of optimum
material for a given application, establishment of required nondestructive
inspection procedures, development of inspection standards and accept-
ance limits, quality control, purchase specifications, and, ultimately, over-
all evaluation of the integrity and performance characteristics of compo-
nents and structures.
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Low-Temperature Phase Transformations
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ABSTRACT: Changes in crystallographic structures can occur solely at low
temperatures by a diffusionless, shear-type of transformation to a product
structure termed martensite. This paper presents a review of martensitic
transformations which occur in ferrous and nonferrous alloys. Specifically,
kinetic, structure, and the theoretical approaches to describing diffusionless
transformations are treated.

The kinetic characteristics pertinent to this class of transformations include
dependence upon temperature, time, applied stress, and chemical composition.
The structural aspects of martensitic transformations include their morphology
and crystallography. Four general types of martensite transformation mor-
phology have been observed in steels and in nonferrous alloys. With particular
reference to steels, the product structures may be morphologically described as
either: (1) plates, (2) sheets comprised of martensite crystals or laths, (3)
homogeneous sheets, or (4) surface martensite. Theories pertaining to mar-
tensitic transformations relate either to the initiation or to the subsequent
growth of the product. Theories employing thermodynamic analyses or
dislocation models generally are concerned with nucleation, while crystal-
lographic theories attempt to predict the mode of growth and the final orienta-
tions of the product. Both approaches are discussed.

Approximately 650 references appear in the extended bibliography which
lists almost all articles published in English after 1940, in addition to major
articles published in other languages. Tables which attempt to classify articles
are also included to simplify research of martensite literature.

KEY WORDS: cryogenics, metals, phase transformations, crystal structure,
martensite

The sole change in crystallographic structure that can occur in the solid
state at low temperatures involves no long-distance transport of the atom
species. The product of this mode of transformation is termed martensite
and has been observed to form at temperatures where kT is only 0.005 ev
or less. Theoretical understanding of the crystallography of the marten-
sitic transformation has developed to date almost independently from its
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for Materials Research, Boulder, Colo.

2 Assistant professor, Department of Metallurgy, Massachusetts Institute of Tech-
nology, Cambridge, Mass.
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thermodynamic requirements and vice versa; no complete theory for the
transformation has been formulated yet. The purpose of this review is to
discuss the present status of each approach together with the experiment-
ally observed kinetic and structural characteristics of the martensitic trans-
formation.

The martensitic transformation may be described as a reaction in which
a new crystallographic structure is produced by the coordinated shear of
many atoms through small distances relative to their neighbors. Conse-
quently, any given lattice point in the parent structure is related to a
specific point in the martensitic product lattice. This lattice correspondence
is not, in general, associated with other types of phase transitions. Implicit
with the absence of long-range diffusion is constant chemical composition
between the parent and product structures. One characteristic of a shear-
type transformation has been the production of surface relief effects or a
macroscopic shape change during transformation [104].3 Therefore the
observation of surface relief has been proposed [57,104,626] for experi-
mentally distinguishing martensitic transformations from other reactions.
This criterion is not totally exclusive, however, since surface-relief effects
have also been found for a few reactions which require some short-range
atom diffusion, such as the formation of proeutectoid ferrite [700], bainite
[707], and an Au-Cu ordering reaction [702].

It is preferable to identify a martensitic transformation as a crystal-
lographic change brought about by the coordinated shear of many atoms,
but without diffusion. The following general characteristics (with some ex-
ceptions) are typical of such a transformation:

1. A macroscopic shape change or surface relief.
2. No composition gradient between parent and product.
3. Unique crystallographic relations between parent and product.
4. Unique transformation morphology.
5. Transformation possible near absolute zero.
6. Incomplete transformation possible, even near absolute zero, in cer-

tain alloys.
7. Transformation possible over a wider temperature range by applied

elastic stress or plastic strain.
8. Accommodation stress effects in product, parent, or both.

Kinetic Characteristics

A considerable amount of experimental data has accumulated regarding
the kinetic characteristics of martensite transformations (see Tables 1 and
5). These effects can be divided into those of a general nature and those
which are influenced by a specific parameter. The parameters thought to be
the most fundamental are temperature, time, applied stress, and chemical

3 The italic numbers in brackets refer to the list of references appended to this paper.

 



TABLE 1—Classification of papers containing

Structural Change on
Cooling

fee — » hep
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fee -»<" PV\bccj

fee — » bcc

fee — > bet

Alloy System

Co

Co-Ni

Co-Fe
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Fe-Mn

Fe-Mn-C

Fe-Mn-Ni

Fe-Mn-Ni-Cr

Fe-Cr-Ni

Fe-Cr-Mn

Fe-Ru, Os, Pt,
Ir

Fe

Fe-Ni •

Fe-Ni-Co

Fe-Ni- (Ti, Nb,
V, Si)

Fe-Si

Fe-Cr

Fe-Co-W-Cr

Fe-C

F-C-N

F-C-H
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taneous Transfor-
mation, weight

per cent

g35Ni

t > lOMn
«' ^ 20Mn
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and M,a'
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g34Ni

g2Si

^15Cr

<2.5C

M, , Md , A, , Ad Data
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52, 225, 506

634, 639

26, 259, 515

182, 247, 306, 307, 310, 354,
359, 368, 470, 573, 574

63, 94, 155, 308, 310, 470,
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65,66

5, 80, 83, 108, 109, 139, 151,
156, 157, 167, 183, 184, 208,
209, 296, 312, 366, 367, 442,
443, 473, 494, 520, 607, 655

628, 645, 646

50, 105, 141, 257

19, 24, 80, 83, 95, 96, 111,
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269, 271, 290, 291, 294, 295,
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572
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176
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225, 382, 467
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294, 295, 355, 414,
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506

247, 259, 411, 515, 574,
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497
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257, 490
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297, 460

604
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369

369

2. 30, 32, 133, 158, 205,
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245

104, 141

140, 166, 602

48, 105, 141, 166, 491

314
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186, 491

143, 407

143, 423, 424

Stress

650
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16, 17, 218, 331, 414,
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...
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Particle Size

26, 206

37

39

424

Isothermal Holding

461, 616, 649, 653

20, 212-214, 578, 648

181

17, 147, 222, 235,
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404, 419, 461, 648
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404

460
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Rate
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Hg

Pu
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per cent

<6.4Mn

<12Mo
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46-52Cd
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50 Zn

l-SSNs

<3Cr

M, , Md , A, , Ad Data

143, 169
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142, 202
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508

508

510

143

132

100, 240, 452
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120, 201, 335, 376, 379, 475,
610

346, 349

380

99, 596, 597

28, 32-34, 69, 134, 135, 158,
178, 242, 341

33, 34, 135, 340, 348

238, 345, 426, 513, 586

7

660

35

105

558

504, 641

226, 413
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228

228

228

8

345

347, 349

28, 32, 34, 135 178 242

33, 34, 135
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504, 641
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kinetic martensitic transformation data.—Concluded.

Particle Size Isothermal Holding

347

33

Cooling
Rate

141

142

33

Composition

143, 169

130, 141, 143

142, 202

143

510

143

132

345, 376, 610

346, 347

380

99, 596, 597

34, 348

345, 426, 586

35

558

Temperature

132

200, 201

346, 347, 349

380

98, 99, 596

28, 32, 34, 134, 135, 341

33, 34, 135, 340

426, 498, 513

504

Tempering Effects

240

120

188

67

 



TABLE 2—Structural data for martensitic transformations.

Structural Change
on Cooling

fee — » hep

fee -» bccl
-»hcp/

Alloy System

Co

Co-Ni

Fe-Mn

Fe-Mn-C

Fe-Ni-Cr

Fe-Cr-Ni

Fe-Cr-Ni

Fe-Cr-Ni

Composition
Range, weight

per cent

<30.5Ni

18.5-20Mn

10-12Mn,
0.5-1. 1C

ll-19Cr,
7-1 6Ni

16.5Cr, 8.5Ni,
0.7Mo, 0.1C

2.3Cr, 27-30Ni

5-lOCr,
16-23Ni

Habit Plane

( l l l ) p

(H1)P

hcp( l l l )p

hcp(ll l)p
bee (259) P?

hcp(l l l )p

bcc(225) P

to (112) p

hcp(lll)p
bcc~(259)p?

Orientation Relationship

(lll)p||(00.1)M,
[ l lOlpHUl .O]^

(lll)p| |(00.1)jtf,
[110]p||[11.0]jf

(lll)p||(00.1)jf ,
[110]p||[11.0] M

(HDplKoo.!)* ,
[Il0]p||[11.0]jr

(lll)p||(00.1)jr,
[110]p||[11.0]jf

(HDplKlODar ,
[110]p||[llI]M

same as above

Internal Structure and Morphology
of Product, M

Faults. Narrow sheets on ( l l l )p ,
all four variants are found. Surface
tilts observed.

Surface tilt of product implies three
(a/6) [112] partials responsible per
sheet. Sheets on (111) p.

HCP forms in sheets, bee in plate- or

contained within ( l l l )p sheets.

Decreasing carbon promotes hep.
Thin sheets of hep.

Narrow sheets of product || to
(111) p , composed of long, lath-like
crystals. Long axis of laths || to
(110) P ± 5 deg., plane of lath || to
approximately (225) p . Adjacent
laths may be twin-related. No in-
ternal twinning. Volume within
sheets that has not transformed to
bcc is either hep or extensively
faulted fee. Definite scatter of habit
plane. Faults in hep.

same as above

BCC plate-like product is formed.
Internal twinning on {ll2}jf and
dislocation substructure along (110)
fill]*.

BCC needles or thin plate-like prod-
uct, which form almost exclusively
on the surface.

Internal Effects in
Parent, P

Faults.

BCC grows in both fee

Faults in P.

Accommodation faults
and dislocations in P.
Nucleation of M in hep
sheets, bcc grows through
both fee and hep. Higher
Ni alloys exhibit much
less faulting and little, if
any, hep.

Less faulting in P.

References

4, 51-54, 149,
173, 234, 272,
468, 527, 528

52, 173, 506, 613

110, 327, 411,

327, 386, 449, 557

80-83, 127, 128,
144, 185, 273-
275, 277, 312,
443, 523, 528

312

144

144

lath-like from. It appears that bcc and hcp. 412,557

 



fee —» bcc.

Fe-Mn-Cr-Ni

Fe-Cr-Mn

Fe-Ni

Fe-Ni

Fe-Ni

Fe-Ni

Fe-Ni-Cr

Fe-Ni

Fe

12Mn, lOCr,
4Ni

14Cr, 14Mn, 1C

29-33Ni

30Ni, 0.04C

6-25Ni

14-28Ni

2-12Cr, 16-36Ni

30Ni

hcp(ll l)p
bcc(112)p

hcp(l l l )p

~(3, 10, 15) P

to (1, 3, 4)p
(0.80, 0.57,

(lll)p:(011)* - 1 deg,
[011]p:[lll]* - 6 deg,
[ l6 l Jx : [ lT l ] j f -4 deg

(111) P: (Oil) M -2.4 deg,
[121]p:[011]* - 1 deg,

(111) P: (Oil) M -0.3 deg,
[I2l]p:[011]* -2.2 deg,
[011]p:[lll]* - 2.4 deg

( l l l )p l l (Ol l )* ,
[211]p||[0ll]*

«) (001 )P || (001)*,
[100]p||[110]*
ft)(110)p||(112)*,
[100]P||[110]*

(Hl)pl l ( lOl)* ,
UTO]p||[lll]*

Sheets || to [ l l l lp containing laths
|| to ( 1 10} p of habit plane about
(112)p . The hep contain few faults.

Plate-like product. Fragmented in-
ternal twinning on (112) *[llf] M .
Twins are usually not uniform

mately 30 to 70 A thick and spaced
approximately 100 to 400 A apart.

content. Evidence indicates {l!2Jjif
twins slip along { 1 1 1 } j|/ . Disloca-
tions on {l lO} (111) in regions where
there are no twins. Midrib com-
posed of high density of twins. Mid-
rib coherent across annealing fee twin
boundary. Deformation twins in bcc
on (112)* [111] *.

Surface martensite, forms as long ||
needles which lie on (112)p planes.

Plates not well defined. High disloca-
tion density in cell structure in M.
Adjacent cells almost twin-related.

Thin film transformation. {112JM
twins spaced about 60 A apart.

Plates with midrib. Internal twinning
and slip.

Needles || to (110)p or plates || to
(Hl)p

Preferential nucleation of
bcc in hep sheets.

Nucleation of M at twin
boundaries. Accommoda-
tion dislocations. Slip

mation. Possible slow
growth of M plates in low

Slip lines in P after trans-
formation

No faults in P.

(a) Specimen compressed
with [100] as axis.
(6) Specimen compressed
with [110] near axis.

273

459

84, 148, 185, 198,
287, 332, 357,
384, 390-393,
395 402 415
421, 472, 489,
538, 552, 570,
609

282

148, 489

375

80, 128, 385

67

25, 145, 153, 351,
362, 583

throughtout plate but are approxi-

Extent of twinning increases with Ni

lines un P after transfor-

C,29 Ni parent.

0.18

 



TABLE 2—Structural data for martensitic transformations—Continued.

Structural Change
on Cooling

fee — » bee Con-
tinued

fee — > bet . . .

Alloy System

Fe-Ni

Fe-C

Fe-C

Fe-C

Fe-C

Fe-C

Fe-NC

Fe-Cr-C

Composition
Range, weight,

per cent

31Ni

< 0.3C

0.3-0.95C

1-1.4C

1.5-1.8C

0.7-1C

1.5N

28.3Cr, 1.5C

Habit Plane

~(225)p

(225) P

(124) P

~(124)p
(0.26, 0.38, 0.89)
(0.30, 0.41, 0.86)

Orientation Relationship

(001)p||(001)jr,
[OlOIpl l t f lOJ j f
(001 ) P ||(1 10) M,
[110]p||[Ii2]jif

(lil)p||(ioi)j, ,
[iio]p| |[iiT]jK

(HWplldODjf ,
[rtO]p||[lir]jf

(110)p||(112)M,
[rioipiiiiiiiAf
(lll)p:(011)Af -3deg
[011]p:[lll]jif -2.8deg
[110]p:[lll]jf - 6.1 deg

Internal Structure and Morphology
of Product, M

Thin foil transformation. Twinning
in M.

Surface relief indicates narrow stria-
tions on (111) p. Needlelike, || to
( l l l ) j t f or(110)p. A few twins.
Number of plates increases with car-
bon. Tendency for needles to ar-
range themselves in sheets.

Lath-like product with long axis || to
( 1 10) p . Laths within { 1 1 1 } p sheets.
Some internal twinning.

Plate-like product. Twins on
{ll2}j |f . Slip on { i l l} M, some-
times two sets of { 1 12 } M twins. Mid-
rib, when present, is not prominent.
Habit plane spread.

Plates with midribs, internally twin-
ned. Habit plane spread which may
depend on transformation tempera-
ture.

Thin foil transformation.

Fine twins on { 1 12} j/ . Transforma-
tion in thin foils.

Plates with dislocation substructure.
May be more lath-like at higher
transformation temperatures. Defor-

Internal Effects in
Parent, P

Slip lines in P.

References

394

198, 276, 277, 351

198, 275-277,'
358, 482

25, 70, 78, 198,
274-277, 311,
351, 359

196, 198, 276,
325, 359

421, 482

420-422

198, 256, 281,
399, 402, 406

 



fee — * fct . .

bcc — > hep
fee

bcc — » hep
fee or
ortho-
rhombic . . .

bcc — > hep . . .

Fe-Cr-C

Fe-Ni-C

Fe-Ni-C

Mn-Cu

In-Tl

Li

Cu-Zn

Na

Zr

7.9Cr, 1.1C

20-24Ni, 0.6-1C

UNi, 1.2C

^30Cu

18-23T1

40-46 •!

45-52

(449) P

~(225)pat
-95 C
~ (259) p a t
-196C

~(259)p

(110)p

(HO)p

(441 )p

fee- (2, 11, 12) P
or orthorhombic

hep?

~(334)p or
(569) P (0.46,
0.50, 0.73)

UH)p:(011)jif - 1 deg
[011]p:[lll]M -7 deg
[101]p:[lll]M - 3 deg

(lll)p:(011)jif -5 deg
[011]p||[llf]jf

(lll)p||(101)j,,
[Il0]p||[lll]if

(lll)p:(011)M - 1 deg
[110]p:[lir]M -2.5 deg
[112]p:[10i]M -2 deg

( l l l ) p l l ( l l l ) M .
[on]pii[ori]jtf

( i i i ) p i i ( i n ) j f ,
[011]p||[011]M

(110)p||(00.1)jif ,
[lll]p||[[11.0]Af

(101)p:(lll)M -4 deg
(011)p:(lll)j|f - 10 deg
(110)p:(010)K -7 deg

(011)p||(00.1)A,,
[lll]p:[12.0]M - Ideg

Long, narrow plates with small
spikes.

Long, narrow plates with many ||
striations. Twins in M on {112} jf ,
about 100 to 1000 A apart. Twins in
some cases are continuous, in others
are fragmented.

Banded structure of continuous
twins on { 110J j|f . Bands may grow
by introducing temperature gradient.

Twinned product. Single or double
interface between P and M, movable
by temperature gradient or applied
stress. Lamellar structure || to { 110} p
containing striations also || to other
{H0}p.

FCC product is faulted and is in-
duced by cold work. HCP appears
needle-like.

1 Zig-zag array of plates. FCC phase
has (Oll)p midrib.

Faulting in hep plane. Twins or
faults in M about 25 A apart.

Diagonal sub-bands observed on
plates. Product is faulted.

Fine || striations in M, Lamellar M
appearance.

Slip lines in P.

544

193, 199, 274,
275, 277, 415,
552, 606

148, 198

37, 569

39, 72, 90, 215,
369

32, 69, 179

172, 195, 238,
241, 258, 300,
345, 426

30, 32, 243

89, 174, 180

 



TABLE 2—Structural data for martensitic transformations—Concluded.

Structural Change
on Cooling

bcc — > hep Con-

bcc — > hep or or-
thorhombic

Alloy System

Ti

Ti-Mo

Ti-alloys
(u phase)

Ti-Fe

Ti-Al-Ni

Ti-Cr

Ti-Mn

Cu-Al-Ni

Cu-Al

Composition
Range, weight,

per cent

10-15Mo

7-10Cr; lOMo;
4-5Fe; 6-9N1;
50Zr; 16V

14.4A1; 4.75N1

6Cr

4-5Mn

12.8A1, 7.7Ni

15.6A1, 9.9Ni

9-10.1A1

Habit Plane

(8,9, 12) P

(334) P and
(344) P

(Hl)p

~(334)p

(334) P

(334) p and
(344) P

/3'-(155)p

7' between
(133) P and
(144) P

~(331)p

Orientation Relationship

(110)p:(00.1)jif -0.5 deg,
[lll]p||[11.0]jr

(011)P||(00.1)ift

[lll]p~||[H.O]jf

(H0)p:(00.1)^ - 14deg,
[nO]P:[lO.Q}M - 1 deg

<110)p||(li.0)jf,
[lll]p||[00.1]*

(Ill)i»| | (00.1) jf ,
(110)p||(11.0)j*

(iio)p||(oo.i)*,
[lll]p:[11.0]M < 0.5 deg
(Il0)p:(00.1)jif - 14 deg,
[110]p:[10.0]j, - 1 deg

Internal Structure and Morphology
of Product, M

Surface stria tions in M.

Habit plane of « phase. Feather-like
product appearance, narrow plates.
Sub-boundaries in M on (01. 2) j/.
Only (344) p habit plane was found
after cooling to — 186 C.

Product forms usually as a result of
plastic deformation. Plate-like form.

Long, narrow plates.

Single interface.

Long, narrow plates. Thicker plates
formed after deformation.

No midrib. Plates composed of thin,
|| striations. Long, narrow plates.

Striations on plates. Product /?' plates
are very fine.

0' monoclinic, faults about 100 A
apart. Acicular plates may be twin-
related. Midrib corresponds to plane
normal {50l}p, twin plane down
middle. No optically observed stria-

^&^^^^^^^^^^^^^^^MMj^ijjijjjjgjjjft

Internal Effects in
Parent, P

Accommodation slip.

Accommodation slip.

References

246, 320, 352,
383, 560, 634

174, 321, 551,
566, 634

21, 22, 476, 566

219, 321

8

22, 321

320

240, 452

240, 452

191, 259, 274,
299, 302, 377,
378, 388, 389,
501, 502, 559,
615, 631, 640

 



tetragonal —»
orthorhombic.. .

bcc -»fct.

cubic —> tetra-
gonal

Cu-Al-Ni

Cu-Sn

Au-Cd

Au-Zn-Cu

U

U-Cr

FeaAl

Au-Mn

10.8-13.7A1

12.9-14.7A1

13-14.5A1, 3.8
Al

26Sn

47-49Cd

31Zn,21Cu

1.4Cr

70-80Au

~(331)p

~(221)p

(221) P to
(331)p

(133)p

(133)p

(133)pto
(01 DP

(123) P

(123) p, (144) p

(0.09, 0.88,
0.48) p

(H0)p

U10)p~|l(00.1)M,
[lfl]p|l[11.0]M

(110)p||(00.1)M,
[lll]p||[01.0]jf

(101)p||(001)M,
[010]p||[010]M

(100)p||(100)M,
[i i i ipiuiro]^
[101]P||[100]M,
[010] P || [010] M,
[101]p|| [001]*

(011)p||(001)jtf,

[Ref229, Fig. 12]

(817)p||(001)M,
(12,3, 4) P
~ll(010)j*

(110)P||(112)jr,
[lll]p||[110]Af

j3i' same as /3' except contains super-
lattice. Parent phase ordering in-
herited. May be converted to 7' by
deformation.

7' basically hep; considering super-
lattice orthorhombic. {l2l}ji/
orthorhombic, or j l l . l j j f hep
twins. Higher order twinning also
observed. Plates contain striations.
Domain structure observed.

May be single interface (7'), thermo-
elastic growth. May appear as plates.
Large plates are 7'. Fine plates are 0'.
Striations in 7'.

Long, thin plates.

Single interface.

Single interface.

Slow, isothermal plate growth.

Plate-like product.

Superlattice preserved.

Lamellar appearance with internal
striations (twins). Twins are 60 deg
from (110)p habit planes.

Considerable plastic de-
formation

191, 259, 274,
299. 302, 377,
378, 388, 389,
501, 502, 559,
615, 631, 640

191, 259, 274,
299, 302, 377,
378, 388, 389,
501, 502, 559,
615, 631, 640

8, 100, 137, 240,
323

195

99

138

229

91

338

483

 



TABLE 3—Estimated or experimentally determined energies of martensitic transformations.

Type of Energy

Interfacial, a

Strain parameter, A

A'

A

Activation energy of stabiliza-
tion

Activation energy of growth,
A/fl

Activation energy of isothermal
nucleation

Alloy System

Fe alloys

Fe alloys

Fe-Ni-C
Fe-30Ni-C

Fe-l.lC-5Ni
Fe-l.lC-5Ni
Fe-l.lC-5Ni
Fe-lC-1.5Cr

Fe alloys
Fe-6Mn-0.6C
Fe-23Ni-3.4Mn
Fe-23Ni-3.4Mn

Fe-23Ni-3.6Mn

Fe-23Ni-3.4Mn
Fe-23Ni-3.4Mn

Value

2.4 X 10-6

4.8 X 10-6

5.8 X 10-'
7.9 X 10-«

440
500 or p/38

1.24 ,1/38

1 200

11 000
15 500 ± 3 000

28 000
23 000
30 000
22 000

2 000
1 600

600
940

6 150
9 150

13 800
0, 700, 1 400
2 400, 4 700

Units

cal/cm2

cal/cm2

cal/cm2

cal/cm2

cal/cm3

cal/cm3

cal/cm3

cal/mole
cal/mole

cal/mole
cal/mole
cal/mole
cal/mole

cal/mole
cal/mole
cal/mole
cal/mole

cal/mole
cal/mole
cal/mole
cal/mole
cal/mole

Temperature,
degK,

80
130
180

223, 243, 273
120, 223

Method or Assumptions

estimation of a maximum value
from Frank's dislocation model [168]

coherent interface
core energy of screw dislocations

uniform elastic strain
elasticity theory after Kroner [625]

(M = shear modulus)
where /j, = shear modulus, from

Eshelby [627] and Christian [103]
treatment elasticity theory

uniform elastic strain

assume straight line fit of \/T versus
stabilization rate constant

0% prior martensite
~60% prior martensite
0% prior martensite
^95% prior martensite

calculated, assuming coherent growth
experimental
temperature <223 K
temperature <223 K

assumed A/ff = 0
assumed &.fg — 0
assumed Afg = 0
Afg = 600 cal/mole
A/, = 940 cal/mole

References

118
115, 283,

618
163, 301
624

618
270, 283

267

163

419
567

250
250
370
231

163
306
308
63

94, 470
94, 470
94, 470
308
63

 



Activation energy of initial iso-
thermal nucleation

Free energy change, AGP~*M , due
to applied stress

Chemical energy, AFP^M =
A fp-*M /particle volume

Chemical difference, p»-Fferrite. .

Fe-23Ni-3.6Mn

Fe-31.3Ni-5.7Co

Fe-30Ni

Fe-25.1Ni-0.26C

Fe-11.7Ni-15.1Cr

Fe

6 150
9 150

13 800

-1.42
-0.96

+0.47

-95

-175

-665

-1 700

300 ± 70

cal/mole
cal/mole
cal/mole

cal/mole
cal/mole

cal/mole

cal/mole

cal/mole

cal/mole

cal/mole

cal/mole

80
130
180

258

243

217

215

300

assumed classical rate equation
assumed classical rate equation
assumed classical rate equation

1000 psi-uniaxial tension-theoretical
1000 psi-uniaxial compression-theo-

retical
1000 psi-hydrostatic pressure-theo-

retical

from heat of transformation experi-
mental data

from heat of transformation experi-
mental data

from heat of transformation experi-
mental data

from heat of transformation experi-
mental data

from electromotive force cell of mar-
tensite and ferrite

94, 470
94, 470
94, 470

414

414
414

183

183

183

183

477

 



76 BEHAVIOR OF METALS AT CRYOGENIC TEMPERATURES

composition. The following discussion in this section relates the effects of
each of these parameters on martensite transformations.

In an Fe-29Ni-0.5C alloy, the transformation proceeds at speeds about
one third the limit of elastic wave propagation in solids [88], even at very
low temperatures. It is thought that most martensitic transformations in
other ferrous alloys and in most nonferrous alloys proceed equally as fast.
In these alloys, audible clicks are usually heard as the transformation pro-
ceeds. There is abundant evidence in some nonferrous systems, however,

TABLE 4—The suggested minor, second shears in the fee —» bcc
(bet) transformation.

Transformation Mechanism Author (s) References

(121)* , [111]* , and 8.9% in [121]AT Kelly and Nutting 277
Homogeneous deformations consisting of prin-

cipal strains (0.082, 0.082, -0.177) along
[100JA, , [010]* , and c axis [001]̂  Lagneborg 312

(112)M , [HlJAf , plus small dimensional ad-
justments Jaswon 253

6.4% [211]* , -2.3% [111]* , -2.3% [Oil]*. . Venables 523
(112)*, [111]* Bowles 70
Heterogeneous shear generated by screw dis-

locations of b = (a/2) [Oil]P on (011)P Frank 168
y%a <110>* preceded by (a/18) [121 ]P of (111)P

planes Bogers and Burgess 627

TABLE 5—Reference guide for martensitic transformation—review papers.

Subject References

Thermodynamic 270, 303, 533
Crystallographic 58,59,71, 221, 336, 542
Electron microscopy 80
Entire subject 28,29,57, 114, 387, 440, 514, 619, 626,

652, 654
Ferrous alloys 777, 270, 220, 305, 416, 435-437, 600
Strength of martensite 776, 777
Kinetics 270,298, 301-305, 533, 598, 638
Other 36, 104,285, 337, 398, 468, 605

that the rate of transformation is much slower. In these systems (Au-Mn,
Au-Cd, In-Tl, Mn-Cu, Cu-Al-Ni) the transformation rate is proportional
to the rate of cooling; the single interface connecting the transformed and
untransformed regions advances or retracts as the temperature is lowered
or raised.

The product retains the chemical composition of the parent phase, at
least initially. Stabilization and isothermal transformation observations
suggest, however, that the interstitial concentrations are not preserved and
that interstitial diffusion does occur between product and parent.

The transformation in many systems never proceeds to completion, and

 



REED AND BREEDIS ON LOW-TEMPERATURE PHASE TRANSFORMATIONS 77

in other systems a transformation range of over 200 K is needed for com-
plete conversion of the parent to martensite. The amount of transforma-
tion product is primarily dependent on the temperature, and not upon the
time held at a given temperature. At a particular temperature, martensite
may form in the morphology of plates, laths, or needle-shaped crystals.
Normally, transformation proceeds via the process of nucleation and
rapid growth to a final size. Subsequent transformation proceeds also by
nucleation followed by growth and does not proceed by continued growth
of previously formed crystals. Exceptions to this are found in the Au-Mn,
Au-Cd, In-Th, Mn-Cu, and Cu-Al-Ni alloys mentioned earlier. In these
alloys, the position of a given transformation interface can be controlled
by an elastic stress or temperature gradient. Another exception occurs in
the U-Cr system, where martensite plates grow while the temperature is
held constant.

Nucleation usually controls martensitic reactions. The possible sites at
which the transformation is initiated have been the subject of considerable
speculation. Many have reported that, in ferrous alloys, the product pre-
fers to form at annealing twins, stacking faults, or at the hexagonal close-
packed phase found in low stacking-fault energy materials. Further, small
amounts of prior strain may enhance the transformation. The transforma-
tion in fine powder specimens of Fe-Ni alloys was entirely suppressed on
cooling [24,95,206,261]. Presumably this was caused by a lack of nuclea-
tion sites. These results imply that the nucleation event is heterogeneous.

Temperature Dependence

The temperature at which martensite begins to spontaneously form on
cooling (athermal transformation) in a time-independent manner is called
the Ms temperature. This temperature is well defined for a given chemical
composition, provided that isothermal transformation is not present. In
all systems, the amount of transformed product is dependent on the temper-
ature. In some alloys, however, martensite can form isothermally above
the Ms temperature [229,29(5,306,305,470]. Factors which influence the Ms

temperature for a given alloy are listed below. (References can be found
in Table 1 under Ms Data.)

1. Thin foils and films exhibit Ms temperatures which are higher than
those of bulk materials.

2. Transformation at free surfaces occurs at temperatures higher than
the bulk Ms temperature.

3. Austenitizing time-temperature treatments influence the Ms tempera-
ture.

4. The Ms temperature is usually independent of the cooling rate, ex-
cept in some cases such as low-carbon steels [577], pure iron [50], and ti-
tanium [48], where rapid rates suppress this temperature. Conversely,
very slow cooling may suppress the Ms temperature if stabilization occurs.

 



78 BEHAVIOR OF METALS AT CRYOGENIC TEMPERATURES

5. Decreasing grain or particle size lowers the Ma temperature.
6. Prior plastic deformation above the Ms temperature can either

suppress or raise the Ma temperature.
1. The application of hydrostatic pressure depresses the Ms temperature.
8. Neutron irradiation usually lowers the Mg temperature [427,486,576].
9. In ferrous alloys, the application of a magnetic field raises the Ms

temperature [167,454].
The same factors that influence the Ma temperature also influence in a

similar manner the amount of transformation which occurs below the Ms

temperature.
A martensitic transformation is reversible, with a temperature hysteresis

which depends on the alloy system. The exception to this is the Fe-C sys-
tem, where diffusion-controlled nucleation and growth of carbon precipi-
tates occur below As, the temperature at which the original parent phase
begins to form on heating. In single interface transformations such as
Au-Cd, Ag-Cd, and In-Tl, the temperature hysteresis is slight (2 to 50 C);
however, in ferrous alloys the hysteresis is as much as 600 C.

Time Dependence

Two time-dependent transformation phenomena are: (1) stabilization,
and (2) isothermal transformation.

1. Stabilization—When an alloy is held at a given temperature either
slightly above or below the Ms temperature, the subsequent amount of
transformation may be retarded. This phenomenon of product retardation
is termed "thermal stabilization." Since it has been found to occur above
the Ms temperature, accommodation stress relaxation at potential nuclea-
tion sites cannot be the general mechanism involved in thermal stabiliza-
tion. Woodilla et al [567] and Bogaceva and Sadovskij [648] have demon-
strated the absence of stabilization in ferrous alloys substantially free of
interstitial solutes. Izumiyama [250] indicated that the activation energy
associated with the stabilization process is apparently a function of amount
of prior martensite. The activation energy in Fe-C alloys with no prior
transformation is close to the activation energy for diffusion of carbon in
austenite (about 30,000 cal/mole), while the energy for nearly 100 per cent
prior martensite approximately equals the activation energy for diffusion
of carbon in martensite (about 21,000 cal/mole). Table 3 lists some experi-
mentally determined activation energies. Therefore, it seems reasonable to
account for thermal stabilization in terms of interstitial diffusion. Mechani-
cal stabilization, or product retardation by strengthening the parent
matrix, is discussed in the next section, on Stress Dependence.

2. Isothermal Transformation—The transformation of martensite at
constant temperature (below and sometimes above the Ms temperature)
has now been reported for practically all alloy systems (Table 1, Isothermal
Holding). Isothermal transformation exhibits typical C-curve behavior
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when plotted as temperature versus time for a constant amount trans-
formed. In general, the amount of martensite formed athermally is greater
than that formed isothermally. However, the transformation has been re-
ported to proceed entirely in an isothermal manner in Fe-Mn-C [306],
Fe-Ni-Mn [94,308,470], and U-Cr [229,377] systems. With the exception
of the U-Cr system, the isothermal transformation occurs by the formation
of new plates, and not by the growth of existing plates.

Stress Dependence

Applied stress influences diffusionless transformation in three basic
ways: (1) If the temperature is below T0, the chemical equilibrium tem-
perature, the application of stress provides another driving energy to pro-
mote the transformation. (2) If the applied stress is above the yield stress
of the parent material, the parent phase will strain plastically and work
harden. The increased density of defects in the parent material acts to in-
crease the restraining energy on the transformation. (3) In some materials
sufficient heterogeneous nucleation sites are not available, and small
amounts of plastic deformation evidently provide these sites through the
introduction of more imperfections. These three effects are sometimes
singularly apparent, but usually all are present. Their contributions result
in the following general characteristics. (For a comprehensive list of refer-
ences see Table 1 under Stress.)

Depending upon the state of elastic stress [125,164,414], martensite can
form above the Ms temperature. Below this temperature, it can form in
larger amounts than when it is in the stress-free state. In some cases, such
as beta-brass [444] and In-Tl [90], stress-induced plates disappear with the
removal of the stress. This behavior is not observed in iron alloys. Nuclea-
tion of the martensitic transformation under elastic stress has been re-
ported in many ferrous systems. Recent work [83] determined the varia-
tion of the resolved shear stress for yielding with temperature for Fe-Ni
and Fe-Cr-Ni single crystals above the Ms temperature. It was found
that the Fe-Cr-Ni alloy exhibited a drastic reduction in the apparent re-
solved shear stress above the Ms temperature, while the resolved shear
stress of the Fe-Ni alloy did not decrease. Presumably the difference in
behavior under stress between the two alloys can be explained by more
detailed knowledge of their transformation mechanisms.

The application of plastic strain to the parent phase may alter the trans-
formation characteristics in several ways. If the parent phase is strained
plastically below T0 but above M , the transformation is induced. The
amount of martensite formed increases with larger strains and with lower
deformation temperatures. The highest temperature at which transforma-
tion can occur during extensive plastic strain is called the Md temperature.
This temperature has been associated with T0. Below the Mg temperature,
plastic strain produces additional transformation at the straining tempera-

 



FIG. I—The dependence of the martensitic transformation temperatures on chemical composition: for Co-Ni according to Bibring et al [52], Hess
and Barrett [225], and also Takeuchi and Honna [506]; for Ag-Cd according to Masson [346]; for Li-Mg according to Barrett and Trautz [34].
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ture. Lowering of the deformation temperature does not necessarily lead
to more complete transformation, because suppression at very low tem-
peratures may result [441]. Regardless of the temperature of plastic de-
formation, subsequent spontaneous transformation produced on cooling
is usually suppressed. This suppression, associated with hardening of the
parent phase, is called mechanical stabilization.

FIG. 2—The dependence of the martensitic transformation temperatures on chemical
composition: for Cu-Al according to Nakanishi [376-379], Swann and Warlimont [502],
and Wilkens and Warlimont [559]; for Cu-Zn according to Massalski and Barrett [345]
and Pops and Massalski [426]; for Au-Mn according to Smith and Gaunt [483]; for Au-
Cd according to Chang and Read [99] and Koster and Schneider [596].

Small plastic deformations can act to stimulate martensitic transforma-
tion in certain alloys, however [81,157,312,443,636]. In Fe-Cr-Ni alloys,
this stimulation has been correlated with dislocation substructure [81].
Planar dislocation arrays and Lomer-Cottrell barriers are more prevalent
in lower stacking-fault-energy alloys, and long-range shear stress fields on
(111)fee slip planes exist after deformation. These stress concentrations
are throught to aid the nucleation process, since increased transformation
of up to 500 per cent occurs on cooling after 2 to 6 per cent strain. No en-
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FIG. 3—The dependence of the martensitic transformation temperatures on chemical
composition: for Fe-C according to Bibby and Parr [50], Kaufman and Cohen [270],
and Troiano and Greninger [514]; for Fe-Ni according to Kaufman and Cohen [269] and
Swanson and Parr [503], see also Yeo [571] and Jones and Pumphrey [259]; for Fe-Ru
according to Blackburn et al [625], Raub and Plane [644], Fallot [645], and Martelly
[646]; for Fe-Mn according to Jones and Pumphrey [259] and Troiano and McGuire [515].

hancement of the transformation on subsequent cooling is observed in
alloys that form cell structures during deformation. Stimulation of the
transformation does not continue indefinitely but is maximum in Fe-Cr-Ni
alloys after polycrystalline specimens are elongated approximately 3 to 6
per cent. Depending upon composition and temperature of deformation,

 



FIG. 4—The dependence of the martensitic transformation temperature on chemical composition; for Fe-Ir according to Fallot [645] and Mar-
telly [646]; for Fe-Os according to Fallot [645] and Martelly [646]; for Fe-Pt according to Fallot [645] and Martelly [646].
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suppression of the transformation does not occur until the plastic strain
exceeds 8 to 14 per cent.

Prior plastic deformation of the parent phase can influence the crystal
lography of the transformation on cooling below the Ms temperature. After
the release of an applied stress in Fe-31.7Ni single crystals strained 30
per cent at room temperature [611], transformation occurred in bursts at
slightly higher M, temperatures (—49 to — 32 C). Furthermore, large

FIG. 5—The dependence of the martensitic transformation temperature on chemical
composition: for Ti alloys according to Duwez [143] and Srivastava [491]; for Ti-Zr
according to Duwez [142]; for In-Tl and In-Pb according to Guttman [215] and Moore
et al [369]; for Zr-U according to Douglas et al \132\.

volumes in the strained single crystals transformed in cooperative fashion
to groups of four habit plane variants most closely aligned with a given
(110)fee direction (discussed in the following section).

Work in Li-Mg alloys has produced some peculiar results compared with
ferrous alloys [34]. In these materials, the stress-induced transformation
from bcc to hep and fee can be initiated at temperatures about 40 C higher
than the As temperature. Therefore, it would appear that the Md tempera-
ture may be considerably higher than T0 in some alloy systems.

Recent experiments show that application of hydrostatic pressure as the
specimen is cooled suppresses both the Ms temperature and the amount of
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(a) Plate martensite. Fe-3Cr-27Ni. Magnification 1000 X. (Ref. 144.}
(b) Lath martensite. Fe-18Cr-8Ni. Magnification 1200X.
(c) Sheet martensite. Fe-19Ru. Magnification 500X.
(d) Surface martensite. Fe-7.5Cr-19Ni. Magnification 500X. (Ref. 144.)

FIG. 6—Various types of ferrous alloy martensite morphologies.

athermal and isothermal transformation [271,430,434,497,616,628]. The
transformation was entirely suppressed at 76 K in Fe-30Ni alloys (Mg

temperature about 127 K), held under 25 and 50 kilobars hydrostatic pres-
sure at high temperatures (550 to 650 C), then cooled under pressure to
room temperature. If the initial pressure was applied at temperatures of
500 C or below, however, no suppression occurred. The transformation on
cooling between 100 and 0 C was apparently stabilized in an Fe-0.75C

 



TABLE 6—Reference guide for martensitic

Structural Change
on Cooling

fee — » hep . . . '

-> /hcpl
\bcc/

fee — » bee

fee — > bet

Alloy System

Co

Co-Ni

Co-Fe

Cu-Si

La

Fe-Mn

Fe-Mn-C

Fe-Mn-Cr

Fe-Mn-Ni

Fe-Mn-Cr-Ni

Fe-Cr-Ni

Fe, Ru, Os, Pt,
Ir

Fe

Fe-Ni

Fe-Ni-(Ti, Nb,
V, Si, Al, Cu,
Mo)

Fe-Ni-Co

Fe-Si

Fe-Cr

Fe-Co-W-Cr

Fe-C

Electron Microscopy:
Transmission,

Replica

51. 68, 527, 528

51

524

387, 449, 537, 539

459

273

79-81, 127, 128,
273, 274, 275, 277,
312, 372, 373, 522,
523, 529, 531

562

80, 118, 144, HI,
238, 274, 275, 289.
292, 375, 391-394,
395. 415, 421, 447,
472, 489, 537, 538,
643

488, 488

1. 25, 274-277, 276.
421, 517, 629

Optical Microscopy

4, 52-54, 173, 272,
634

52, 173, 506, 613

630, 633

26, 110, 412

110, 247, 359, 400,
481, 539, 557, 573-
575

110, 236, 459

63, 94, 110

65, 66

44, 45, 80, 82, 83,
108, 109, 128, 139,
157, 170, 183, 294,
312, 360, 364, 400,
404, 441, 443, 473,
607

47, 50, 358, 490,
543, 583, 616

80, 83, 84, 95, 110,
119, 176, 183, 198,
282, 289, 290, 332,
333, 355, 357, 359,
370, 384, 385, 402,
409, 415, 464, 570,
609, 611, 616

509

616

505

1, 26, 50, 70, 78,
194, 196, 197, 222,
224, 235, 237, 248,
319, 322, 325, 351,
356, 359, 363, 370,
434, 482, 511, 600

X-ray

4, 149, 150, 173,
234, 272, 492, 516

225, 613

584, 642

110, 259, 327, 411,
412, 515

110, 247, 327, 359,
373, 400, 485, 557,
573, 574

110, 459

110

43, 44, 61, 80, 83,
108, 109, 139, 183,
185, 207, 208, 211,
288, 312, 313, 400,
441, 443, 473

583

24, 67, 80, 83, 84,
95, 110, 119, 146,
183, 185, 198, 249,
259, 261, 287, 292,
294, 295, 357, 375,
384, 385, 402, 609

488

9, 145, 196, 216,
233, 311, 319, 359,
359, 417, 418, 448,
455, 462, 482, 555,
556, 591, 593

Resistivity

633

247, 354, 470

470

157, 296, 366

628

19, 88, 269,
291, 295, 333,
355, 414, 427,
567, 611, 614

428

86
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Magnetic

182, 306, 307, 310, 573,
576

463

308, 310, 497

5, 18, 43, 61, 81, 106-109,
139, 156, 167, 209, 211,
309, 312, 360-362, 373,
429, 441-443, 494, 495,
520

645, 646

88, 96, 250, 261, 427, 512

443

250, 454, 593, 649

Dilatometry

272, 382, 467

506

634, 639

259

247, 461, 574

94

65, 66

43, 45, 151, 364,
438

111, 146, 250,
259, 571, 648

572

250, 276, 511

Other

49

576

183, 209

152, 257, 374,
477, 616

88,176,183,261,
271, 594, 616

183

176

176, 616

64, 194, 203,
224, 231, 363,
553, 594

Lattice
Parameters,
Ultrasonics

468, 587, 634

642

411. 412, 515

^55

108, 157, 184,
185, 400, 443

521

184, 185, 375,
402. 409. 512

184

46, 116, 233,
295, 319, 374,
439, 448, 455,
493, 534, 555

Mechanical
Properties

705, 557, 634

368, 481, 557,
573

463

5, 43, 44, 81, 83,
106-108, 211,
288, 360-362,
364, 494, 520,
529, 530, 607

50, 105, 260

19, 83, 119, 290,
295. 464. 489

488

505

1, 50, 248, 274,
428, 457, 511,
593

Single Crystals

173, 382, 634

173

43, 45, 151, 364,
438

583

67, 282, 287, 384,
611

87
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TABLE 6—Reference guide for martensitic

Structural Change
on Cooling

fee — > bet Continued

/hCP\fee — > < )
IfccJ

fee — > fct

fct -» fct

bee — » hep . . . .

Alloy System

Fe-C-N

Fe-C-H

Fe-N

Fe-Cr-C-H

Fe-Cr-Ni-C

Fe-Cr-Mo-Si-
Ni-Mn-C

Fe-Ni-C-H

Fe-Cu-C

Fe-Cr-Ni-Mo-
C-H

Ce

Mn-Cu

In-Tl-Li

In-Tl

In-Pb

Na

Zr

Tl

Hf

Ti

Ti-O, N, H

Ti-Al

Ti-Cu

Ti-Co

Ti-Cr

Electron Microscopy:
Transmission,

Replica

420, 421

223, 343

274, 275, 277, 415,
552

Optical Microscopy

153

604

20, 26, 42, 86, 113,
212-214, 222, 237,
256, 274, 281, 343,
354, 399, 402, 406,
419, 544, 578

404

190, 496

86, 148, 149, 183,
187, 190, 193, 197,
218, 331, 400, 404,
410, 431, 446, 451,
456, 577

189

297

37, 569

39, 72, 90, 215, 369

30, 243, 244

89, 174, 180

48, 246, 383, 560,
561, 565, 634

3,314

595

186, 491

500

407

X-ray

604

207, 231, 256, 279,
359, 399, 402, 544

183, 193, 197, 359,
400, 453, 485, 555,
564, 577

353

37

369

39, 72, 215, 369

369

32

89, 174

140

352, 383, 560, 634

595

500

21, 22, 407

Resistivity

419, 578

354

331, 414, 554,
564

460

2, 133, 136,
205, 242

585

585, 602

595

186
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transformation—experimental papers.—Continued.

Magnetic

604

20, 206, 419, 589

616, 526, 650

16, 17, 250

466

Dilatometry

181

604

181, 419, 438,
461

461, 535, 648

181, 250, 278,
331

204, 634

166, 525, 585

166

85, 166

21

Other

616

16, 183, 331, 430

41, 158, 339, 342

141, 491, 585

141

140

85, 141

314

491

143

Lattice
Parameters,
Ultrasonics

604

145. 279, 402.
462. 544

184, 555

204. 353

37, 466

369

72, 215. 369

369

32

89, 166, 326

166

166, 246, 491

21

Mechanical
Properties

381

604

20, 214, 343, 578

218, 446, 453,
554, 564, 576

474

466

242

105

105

48, 105, 561, 565

314

500

Single Crystals

39

22
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TABLE 6—Reference guide for martensitic

Structural Change
on Cooling

bcc — » hep Continued

(monoclinicl
bcc — > \ ortho- \ . .

[rhombic J

/hcp\
bCC

ccP)

bcc — » ?

Alloy System

Ti-Fe

Ti-Mn

Ti-Mo

Ti-Ni

Ti-Zr

Ti-Ta, Nb, W, V

Ti-Mo-Cr

Ti-V

Ti-Al-V

Ti-Al-Mo-V

Ti-Al-Cr

Zr-U

Zr-Nd, Y, Dy,
Ho.Er

Cu-Al-Fe

Cu-Al-Ni

Cu-Al

Ag-Cd

Li

Li-Mg

Cu-Zn

Cu-Ga

Cu-Zn-Ga

Cu-Sn

Au-Zn

Electron Microscopy:
Transmission,

Replica

274, 388, 389, 501,
502, 559, 615, 630,
631

238, 239, 258

Optical Microscopy

219, 423, 424

169, 230, 320, 328

130, 174, 228, 334,
551, 566

425

202

228

228

508

508

132

262

8, 100, 137, 240,
452, 651

120, 191, 200, 201,
280, 299, 335, 376-
378

69, 179, 243

172, 195, 241, 258,
345, 426, 444, 586

344

344

7, 195, 651

660

X-ray

423

21, 320

551, 566

425

508

508

137, 240, 323

191, 280, 376-379,
559, 610, 640

346, 347, 349

27, 28, 32, 34

33, 34, 348

31, 172, 195, 258,
300, 344, 345, 586,
612

188, 344

195

660

Resistivity

202

508

508

245

377, 379, 475

134-136, 242

135

426, 498, 513
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transformation—experimental papers.—Continued.

Magnetic

377

Dilatometry

202

201, 379

599

Other

143

143

141, 143

142

143

508

508

376, 475

34, 41, 131, 158

34, 340

426

Lattice
Parameters,

Ultrasonics

510

137

349

27, 28, 32, 34

34, 348

31 586

Mechanical
Properties

423, 424

230, 328

228

228

228

508

508

432

120, 475

178, 242, 599

34

498

Single Crystals

8, 137, 323

300
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TABLE 6—Reference guide for martensitic

Structural Change
on Cooling

fortho-
bcc — » i rhombic j- . . .

[tetragonal]

bcc — > orthorhom-
bic

hep — » fee

tetragonal!
(c /a<l ) 
tetragonal!
(c/a > 1)J

tetragonal -> ortho-
rhombic

rhombohedral — > bet. .

hexagonal — » mono-
clinic

Possible Transforma-
tions:

face centered ortho-
rhombic — > mono-

cubic — > fct

monoclinic — > tri-

bcc — > hep

(« phase)

Alloy System

Au-Cd

Au-Cd-Cu

Au-Cu-Zn

A-N2

Au-Mn

U

U-Cr

Hg

VjO6

MnsSi

Pu

FesAl

WOs

Ti-V

Ti-Cr

Ti-Mn

Be-8Ni

Electron Microscopy:
Transmission,

Replica

338

Optical Microscopy

98, 99

138

483

371

91, 229

129

507

320, 328

410

X-ray

97, 99, 596, 597

138

35

483

91, 229

536

129

226, 413, 603

507

476

21, 22

21, 320

410

Resistivity

99

380

alloy under high pressure (42 kilobars) after about 30 per cent completion.
Lower-carbon alloys were not stabilized by such a treatment.

Chemical Composition Dependence

The chemical composition influences diffusionless phase transformations
through changes in the relative chemical and nonchemical energy differ-
ences between the parent and product phase. Figures 1 through 5 give the

bcc

bcc bcc

clinic

clinic

clinic
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transformation—experimental papers.—Concluded

Magnetic

483

Dilatometry

555

21

Other

465, 504, 641

Lattice
Parameters,
Ultrasonics

97. 596

138

465

536

338

476

21

410

Mechanical
Properties

99

105

328

Single Crystals

138

22

variation of the Ms, As, and Md temperatures (when available) as a func-
tion of the amount of alloying element. The Ms temperature is depressed
in all cases by alloying in binary systems. There appears to be a slight
discrepancy between the extrapolated Ms temperature values of pure iron
and iron alloys. The Ms temperatures for very dilute Fe-C alloys have re-
cently been measured [750], and these results imply that the Ms tempera-
ture rises very abruptly below about 0.005 per cent C. This abrupt rise
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would put the Fe-C extrapolated Ms at about the same temperature as for
the other iron alloys.

Structural Aspects of the Martensitic Transformation

The morphology and the crystallographic aspects of martensitic trans-
formations are dependent upon the structures of the parent and product
lattices and their composition. These structural aspects of the martensitic
transformation will be discussed in this section and are compiled in Table
2.

Martensite Morphology

Most interest has centered upon martensitic transformations which oc-
cur in a variety of iron alloys. Four general types of transformation mor-
phology have been observed in steels. These product structures can be de-
scribed as: plates (Fig. 6a), sheets comprised of martensitic crystals in
the shape of laths (Fig. 6b), sheets (Fig. 6c), or surface martensite (Fig.
6d). Martensite plates are formed in iron alloys containing approximately
1.1 weight per cent carbon or more, or at least 25 weight per cent nickel
[540], and in Ni-C, Cr-C, Mn-C, and certain Ni-Cr steels (Table 2). In
both types of sheet martensite, the plane of the sheets is parallel with
{111} planes of the parent austenite. Sheet martensite which contains
many small, slender bcc crystals has been reported in Fe-Cr-Ni, Fe-Ru,
Fe-Mn, Fe-Mn-Ni, and Fe-Mn-Cr alloys. The sheets can also contain an
hep structure in regions between the martensite crystals. It has been sug-
gested that the hep structure found in Fe-Cr-Ni alloys arises from faulting
of the austenite during transformation to martensite [128,144]. On the
other hand, some [82,108,110,312,313,443] have suggested that the hep
structure may form prior to any bcc martensite in this system. Both ap-
proaches agree that this close-packed structure can act to nucleate trans-
formation.

Martensitic transformations which are confined to surfaces have been
reported for Fe-Ni and Fe-Cr-Ni alloys. The appearance of surface marten-
site in the latter case is illustrated by Fig. 6d. In Fe-Ni alloys, individual
surface martensite crystals were observed to grow at speeds many orders
of magnitude slower than martensite plates forming within bulk speci-
mens [570]. The surface martensite crystals extended to depths of 30 to lOO/*
from the surface.

The formation of martensite plates demands that the macroscopic shape
change accompanying transformation closely approximate an invariant
plane strain. The interfacial boundary (or habit plane) of the plate is the
invariant plane. Since the lattice deformation associated with the change
in crystal structure is not usually an invariant plane strain, a second or
lattice invariant shear (also called an inhomogeneous shear), such as slip
or twinning, is required. Transmission electron microscopy has played a
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(a) Fragmented twins. Electron transmission, Fe-31Ni.
(b) Continuous twins. Electron transmission, dark field using (002)m twin reflection

{112\m twins, Fe-33Ni.
(c) Uniform dislocation structure. Electron transmission, Fe-3Cr-27Ni. (Ref. 140.)
(d) Cellular dislocation structure. Electron transmission, Fe-8Cr-16Ni. (Ref. 144.)

FIG. 7—Internal structures of ferrous alloy martensite.

significant role in determining the character of the internal deformation
structure of martensite. The studies of alloys and pure metals in which mar-
tensitic-transformation products have been examined with this technique
are referenced in Table 6.

The internal deformation structure of martensite plates can be comprised
of thin twins, approximately 100 A or less in thickness, in beta brass and in
certain iron alloys. Twinned structures in Fe-Ni martensite are illustrated
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by Figs, la and Ib. In view of the crystallographic theory for the martensitic
transformation, it is reasonable to consider that the continuous twinning
represents the lattice invariant shear accompanying transformation. How-
ever, fragmented twins and variable twin densities and spacings within
given martensite plates have been reported in Fe-Ni [144,472,538] and in
certain Fe-Ni-Cr [144] alloys. In numerous cases, twin densities are found
to be highest near the central region of the martensite plate. Patterson and
Wayman [475] have suggested that the uniformity of internal twinning is
dependent upon the temperature at which a martensite plate forms in Fe-Ni
alloys. Increased carbon content (increased martensite tetragonality) also
favors more complete twinning, according to these investigators. More or
less regular arrays of dislocations appearing as a cross-hatched pattern (Fig.
7c) occur in those portions of martensite plates not containing twins.
Analysis [144,538] of the dislocation substructure in martensite plates sug-
gests that the active slip systems are of the type {110} < 111). The dislocation
substructures can be associated with either accommodation effects or with
the lattice invariant shear. Dislocations producing the lattice invariant
shear would comprise the interface, and they can react with dislocations in
the surrounding austenite to produce dislocations such as those shown in
Fig. 7. The reasons behind the choice of twinning or slip to produce the
lattice invariant shear are not established.

Martensite sheets comprised of many crystals or laths have been studied
by electron microscopy in Fe-Cr-Ni [128,144,277,312,523]. Martensite in
Fe-18Cr-9Ni is exhibited in Fig. 6b. The plane of the sheets is parallel with
a (111)fcc plane; the martensite crystals are lath-like or needle-like in ap-
pearance and contain high densities of randomly arranged dislocations.
The long axes of the crystals deviate up to 5 deg from {110)fcc directions.

Based upon observations of foils prepared from transformed bulk speci-
mens, Speich and Swann [489] have observed another type of martensite
morphology in Fe-Ni alloys containing between 6 and 25 weight per cent
nickel. Surface relief not unlike plate martensite is observed. Upon etch-
ing, blocky transformed regions are observed, which are comprised of large
cells, some of which appear to be twin-related. This type of microstructure
has also been observed [144] in Fe-8Cr-16Ni. The latter is illustrated in
Fig. Id. Each martensite unit consists of high dislocation densities which
do not possess the regularity found in the martensite plates discussed previ-
ously. Under the assumption that the surface relief is associated with this
internal morphology and that there is no complication with surface mar-
tensitic transformations, this structure is considered to result from another
martensitic-type transformation. The results of Swanson and Parr [503]
on the influence of quenching rates upon the mode of transformation sup-
port the presence of martensitic transformations at such low nickel con-
tents.

In addition to twinning and slip, the lattice invariant shear can also ap-
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pear as deformation faults. This mode is illustrated by the ordered bcc
(|8) to distorted hep (monoclinic 0') martensitic transformation in Cu-Al
alloys. The martensitic plates were considered to be either randomly
[502] or nonrandomly [559,637] faulted. In particular, Nishiyama and
Kajiwara [631] suggested that the fee structure of 0i martensite is faulted
every three layers.

Electron microscopy is not required to determine the nature of the lattice
invariant shear in all cases. For instance, twins can be directly observed in
the light microscope in martensites found in Au-Cd [98,99,318], Au-Mn
[483], and In-Tl [39,72,90,275,392].

Martensite Crystallography

In addition to possessing characteristic morphologies and shape dis-
tortion, martensite products have definite lattice orientation relationships
and a specific interfacial (or habit) plane with the parent structure. The
most significant aspect of these crystallographic features is that they are
not represented by rational Miller indices of planes and directions. An
example of the irrational nature of the transformation crystallography is
illustrated in iron alloys. The earliest works on the fee to bcc or bet mar-
tensitic transformations implied that the only lattice orientation relation-
ships which exist were either the Kurdjumov-Sachs relationship:4

(111), parallel to (101)*,
[110]p parallel to [111]*

or the Nishiyama relationship:
(l l l )p parallel to (101)*
[12l]p parallel to [101]*

These relationships were found in certain Fe-C and Fe-Ni steels, where
the habit planes were given the rational indices, {225} P and {259} P,
respectively. Precise measurements have shown that actual orientation re-
lationships lie between these two extremes (which in cubic martensite are
related to one another by a rotation of 5.27 deg about the [101 ]* direc-
tion). Similarly, interface planes for martensite plates are observed to lie
in the vicinity of and between {225}P and {135}P , which are separated by
approximately fourteen degrees. Interface planes are more logically ex-
pressed in terms of the direction cosines of their normals rather than by
angular deviations from some neighboring plane having rational Miller
indices. There appears to be a true scatter in measured interface plane di-
rection cosines, which is beyond the limits of experimental error [84,406,
443]. The most pertinent measurements of martensite crystallography are
those where the orientation relationship is determined from a martensite
plate whose particular interface plane direction cosines are known [84,193].
A complication is the irregular appearance of the interface plane when

4 The symbols P and M refer to parent and product lattices, respectively.
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viewed in the light microscope. A typical example is presented in Fig.
6a. In contrast, the interface in Au-Cd is perfectly planar. The reasons for
deviation from planar interfaces in iron alloys have not been rationalized.
Light microscopy of etched plates reveals that midrib planes are consider-
ably more planar than interfacial planes. Therefore, some have restricted
their measurements to the plane of the midrib [84,198]. In Fe-Ni alloys,
the interface plane is not necessarily continuous where the martensite
plate crosses an annealing twin boundary, but the midrib is always con-
tinuous across this coherent boundary [84]. This may imply that the mid-
rib represents a thin planar region in which transformation begins.

The crystallographic aspects of the transformation to sheets containing
lath-like or needle-like martensite are more complicated. The orientation
relationship determined for stainless steel [82] is close to the Kurdjumov-
Sachs relationship. Some have proposed that the individual crystals are in
the form of laths (Fig. 6b). The habit plane determined for this shape of
crystal is close to {225} P (Ref. [443]), {112} (Ref. [273]), or both.

The orientation relationship has been determined for austenitic Fe-Mn
and Fe-Mn-C alloys which transform to sheets of hep martensite. This
lattice relationship is given in Table 2. This relationship is also found be-
tween equivalent parent and product structures in Fe-Cr-Ni [82,634],
Co-Ni [613], and Co [4,149]. The hep structure in all cases forms parallel
to {111} P planes.

Transformation in Thin Foils

Spontaneous transformation during the preparation of thin foils for
electron microscopy has been reported in certain iron alloys [80,171,537]
and in metastable beta-brass [239]. The morphological appearance of
martensite formed during electrothinning is similar to the transformation
structure observed in evaporated films [375,421,422]. The spontaneous
transformation during thinning is confined mostly to the thinnest regions
of the foil and is recognized through an accompanying shape distortion.

With the accuracy possible in electron diffraction, Pitsch [421,422] found
the same orientation relationship and morphology in three evaporated iron
alloy foils containing approximately 1.5 N, 1 C, 30 N. The Pitsch orienta-
tion relationship can be written:

{110}P parallel to {112}M

(110)p parallel to (111)^
The orientation relationship in the first two alloys is different from that
observed in the Fe-Ni alloy when transformation occurs in bulk specimens.
A second orientation relationship, termed the Bain relationship, which is
written:

{110}P parallel to {100}M

<100>P parallel to (100)^
was also found in thin foil martensites in iron alloys. While more precise
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measurements may demonstrate that they are variants of the same rela-
tionship, recent work by Bogers [627] indicates that these represent two
distinct orientation relationships.

On the other hand, the transformation in certain Fe-Cr-Ni alloys is
suppressed during rapid quenching or slow cooling in foils thinner than
4 ± IM [79,50]. This stabilization phenomenon, which has been attributed
to the destruction or modification of transformation nuclei during thin-
ning, has been observed thus far only in steels that transform to lath-type
martensite.

THEORETICAL APPROACHES TO DIFFUSIONLESS TRANSFORMATIONS

Theories pertaining to martensitic transformations relate either to the
initiation or to the subsequent growth of the product. Theories employing
thermodynamic analyses or dislocation models generally are concerned
with nucleation, while crystallographic theories attempt to predict the
growth pattern and the final orientations of the product. Thermodynamic
and crystallographic theories have been covered rather extensively in past
reviews (Table 4). A brief review of these theories is presented, pertinent
newer developments are considered, and other theoretical approaches are
discussed.

Thermodynamic Theories

All thermodynamic theories attempt to apply classical equilibrium the-
ory to diffusionless, nonequilibrium, solid-state transformations. Therefore,
the Boltzmann equation and thermodynamic equilibrium conditions are
assumed, enabling one to use the terms and standard expressions for free
energy, driving force, etc. While such formulations are not rigorously
correct, new experimental results or new theories have not supplanted
them.

Classical Nucleation

The hypothesis that martensitic transformations are described by classi-
cal nucleation theory analogous to homogeneously nucleated condensed
vapor systems has been expressed mainly by Fisher, Hollomon, Turnbull,
and Kurdjumov (see Table 5 for references). Reviews of classical nuclea-
tion have been presented by Kaufman and Cohen [270], Hollomon and
Turnbull [232], and Walker and Borland [533].

According to classical nucleation theory, the total free energy change
in the transformation from the parent phase, P, to the martensitic prod-
uct, M, is given by

The interfacial free energy is represented by 27rr2<r, where r is the radius
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of a thin oblate spheroid product plate and a is the specific interfacial free
energy. The next term is the expression for the strain free energy, 4/3(7ir2c)
is the volume of the particle of width c, while A » /x/38. (The shear modulus
of the parent structure is n, and Ac/r is the strain energy per unit volume of
product phase. The parameters p. and a are always positive.) The last term,
4/3(7r/*2c A/), is the available chemical energy. The term A/represents the
difference in free energy between martensite and the parent phase, (fu —
fp, per volume of product. It is assumed that the free energy of martensite
equals the free energy of equiaxed ferrite when applied to ferrous alloy
transformations. Below T0, A/is negative.

Critical values of the free energy and embryo sizes obtained by minimiz-
ing Eq 1 with respect to r and c are

where N0/V is the number of atoms per cubic centimeter and v is the lattice
vibration frequency equivalent to the number of attempts to scale the free
energy barrier, AF*, per second per atom. The Ms temperature is identified
as the temperature at which N = 1 nucleus/cm3 sec. Thus, the Ms temper-
ature is the temperature at which the rate of martensitic transformation
becomes relatively appreciable and the nucleation process is essentially an
isothermal process. Equation 3 predicts C-curve behavior for the nuclea-
tion process.

Several assumptions of classical theory should be emphasized. First,
the energy for nucleation is assumed to be supplied from either thermal
vibrations or from a temperature change (making A/ more negative).
Second, the energy needed for growth of the embryo is assumed to be
negligible; that is, the term exp (—&fg/kT) in which &fg is the activation
energy per unit growth step is assumed equal to unity. Third, the positive
energy terms in Eq 1 are usually large. Therefore, a large negative free-
energy difference is required for nucleation. In interstitial alloys, such as
Fe-C, it is assumed that the embryos form in carbon-free regions. If the
volume of such a region exceeds V* with radius, /•*, and thickness, c*, a
nucleus is formed which will evolve rapidly into a plate. Transformation

If the nucleation process is assumed to be random, the rate of nucleation
may be expressed as
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will cease when nuclei are no longer available. At lower temperatures, the
critical nucleus size, V*, is decreased, thus enabling smaller embryos to
become nuclei.

The application of classical nucleation theory to diffusionless transforma-
tions has been criticized by Kaufman and Cohen [270]. They point out
that calculations of the activation energy of nucleation, AF*, for Fe-30Ni,
using a = 200 ergs/cm2, AF = — 44 cal/cm3 or —315 cal/mole, A = 2 X
1010 ergs/cm3, and an oblate spheroid product geometry, give values for

TABLE 7—Reference guide for martensitic transformation—theoretical papers.

Subject References

Thermodynamic:
Classical nucleation 772, 159-164, 232, 303, 518, 519, 618,

656, 658
Operational nucleation 103, 113, 115, 118, 165, 183, 267-271,

329-331, 333, 414, 433, 477-479, 521,
616

Free energy versus composition or ver-
sus temperature calculations 259, 264-266, 396, 408, 484, 568, 608,

659
Other 92, 126, 154, 227, 408, 477-479, 582,

590, 592, 601

Crystallographic:
Dislocation models 38, 55-57, 78, 93, 101, 121, 168, 252-

254, 277, 312, 468, 469, 489, 506, 524
Wechsler-Liebermann-Read theory 702, 316-318, 401, 403, 405, 540, 541,

544, 545-549
Bowles-MacKenzie theory 73-78, 102, 103, 403, 487, 540, 541, 606
Coherent-lattice-rearrangement theory.. 70-75
Bullough-Bilby-Crocker theory 60, 87, 122-124
Lattice-orientation-relationship theories 23, 39, 70, 72, 89, 97,193, 199, 225, 255

577, 324, 384, 421, 422, 445, 613
Geisler theory 40, 175, 588
Other 725, 332, 334, 458, 499, 581, 642, 657

Quantum mechanical 737, 133, 136, 397, 617

Other 62, 224, 315, 563, 580, 581, 621-623, 625

AF* of 9 X 10~9 ergs/nucleus or 13 X 107 cal/mole. This value is ex-
tremely large, and the probability tjiat thermal fluctuations can provide
this amount of energy is very low.

On this basis, heterogeneous nucleation must be assumed. However, it
is not consistent to combine heterogeneous nucleation with classical theory.
Fe-Ni-Mn isothermal data [94,470] indicate a range of activation energies
from 6000 to 15,000 cal/mole, while the computed AF* values range from
8 X 107 to 1.4 X 107 cal/mole in the same temperature region [116]. If
heterogeneous nucleation is assumed, and the proper size embryo parame-
ters are assumed to correlate the data for one temperature, these same
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embryos are found to be impotent at all other temperatures. However,
isothermal transformation occurs over a considerable temperature region
(60 to 200 K) for this alloy. This implies that thermal fluctuations alone
cannot account for martensite kinetics, but that the embryo size (energy)
must also be a variable. The operational nucleation model initiated by
Knapp and Dehlinger [283], endorsed and expanded by Kaufman and
Cohen [270], Christian [103], and Kaufman [267], and reviewed by Walker
and Borland [533] is such a model.

Operational Nucleation

In this approach (see Table 7 for references) it is assumed that the free
energy of nucleation, AF*, is too large to be reached by thermal fluctua-
tions and that heterogeneous nucleation is necessary. These existing
embryos (nucleation sites) are presumed to transform via a dislocation
mechanism.

The total energy change of the transformation &WP^M is defined as the
difference between the chemical (driving) and the nonchemical (restrain-
ing) energies. For an embryo in the form of an oblate spheroid, this energy
is given by

The nonchemical terras represent the interfacial energy, a, the strain energy,
and a dilatation correction term, AgA • Kaufman, using Christian's gener-
alized work, has calculated the strain energy constant A' to be

where : v is Poisson's ratio, e is the homogeneous shear strain, £ is the strain
normal to the habit plane, and A is the uniform dilatation. A further dis-
cussion of the terms e, £, and A is given in the Bowles-Mackenzie series of
papers [73-77].

The positive term AgA represents the correction for the dilatation, A,
and is given by the expression

The requirements for minimizing AW with respect to the volume parame-
ters and the dilatation are
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Applying the first two partials, one obtains

Equation 8£ is very similar to the expression obtained by Goldman and
Robertson [183], AF = —5/2(c/r)A', if AgA is assumed to be negligible.
Both Kaufman and Goldman and Robertson have suggested a small value
of AgA in the neighborhood of 0.1 to 4 cal/mole.

Dividing the volume restraining energy expression (Eq. 4) by the em-
bryo volume and using Eq 8a yields

If AgA is small, this indicates that about 60 per cent of the restraining
energy is surface energy, while 40 per cent is elastic strain energy.

If Eq 86 is substituted into Eq 9, one obtains

Since AgA is negligible, Agmin « -5/4(A/).
The estimated value of A' is between 1 and 1.28 times /x/38 (Table 3).

By measuring the heat of transformation (Table 2) and the shear moduli,
/z, of several ferrous alloys, Goldman and Robertson have applied their
expression, nearly equivalent to Eq 86, to estimate the c/r ratios. They ob-
tained values of c/r = 1/75, 1/50, and 1/15 for Fe-31.3Ni-5.7Co, Fe-30Ni,
and Fe-25.1Ni-0.26C alloys, respectively.

Activation energies must be estimated before operational nucleation
theory can be applied to available kinetic athermal and isothermal data.
If Eq 4 is minimized with respect to the product phase radius and thickness,
then

It is argued that every embryo must have this energy above the Ms tem-
perature, since the energy is too great (approximately 108 cal/mole) to be
supplied by thermal activation.

Therefore, the embryo must attain another critical raidus greater than
r* in order to transform spontaneously. Operational nucleation theory sup-
poses that this larger embryo size, but smaller activation energy, is con-
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trolled by dislocation motion. The embryos are thought to contain inter-
face dislocations, which provide the crystallographic matching between the
parent and product lattices. Frank's analysis [168] envisions that the mar-
tensite embryo interface for the (225) habit plane consists of long circum-
ferential dislocations spaced every sixth close-packed plane. For an em-
bryo to grow spontaneously, the chemical free energy minus the strain
energy (neglecting AgA) must be sufficiently large to move the interface

FIG. 8—Illustration of operational nucleation theory parameters.

dislocations, overcoming their line tension and shear resistance. The energy
of a given dislocation loop equivalent to the equally spaced circumferential
loops is given by

where: nb2/2 is the dislocation line tension (b is the magnitude of the
Burger's vector of this loop), and r is the shear stress on the loop and equals
A/ — cA'/r (the chemical driving force minus the strain energy per unit
volume). Maximizing Eq 12 with respect to r, one obtains
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An embryo that has a radius rt* or greater will grow spontaneously at
a given temperature. Embryos larger than r* but less than ri* will lower
their total energy by growing but are not sufficiently large for their inter-
face dislocations to propagate spontaneously (Fig. 8). As the temperature
is lowered, the critical radii will decrease and enable smaller embryos to
become active.

Thermal activation is needed at a given temperature for embryos with
sizes between r* and ri* to grow. This growth process is considered as the
expansion of the interface dislocations in unit growth steps, that is, in
units of 1 Burger's vector, as in slip. The energy for this incremental
growth step is given by

(15)

Embryos with sizes greater than r+ but less than n* will need corre-
spondingly less energy for each unit growth step. Embryos with sizes be-
tween r* and r+ will need correspondingly more thermal energy for growth
each step. Figure 8 shows the relative magnitude and embryo size depend-
ence of the various energies.

To summarize, heterogeneous nucleation is necessary, since the overall
energy barrier is much too large to be surmounted by chemical and thermal
energy. Therefore, preexisting nucleation sites having a distribution of
sizes must be present in the parent material, even above T0 . Athermal
nucleation is explained by hypothesizing that the embryos are crystal -
lographically matched with the parent material by a series of predomi-
nantly screw dislocation loops which completely surround martensite
embryos. For the embryo to grow, the loops must expand, and the embryo
critical radius required for spontaneous growth is ri*, which is approxi-
mately 2r*. Embryos with radii larger than rt* at a given temperature will
grow spontaneously. At a lower temperature rt* decreases, therefore
more embryos will be available to grow spontaneously, unless previous
isothermal transformation has occurred at higher temperatures. Isothermal
transformation is explained by considering the growth process for embryos
having radii larger than r* but smaller than rt*. The growth process is the
unit expansion of the dislocation loops. Since this growth requires thermal

where d is the average separation between interface dislocations. The maxi-
mum value of this energy is

when
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energy, fewer embryos of critical radius n * are produced at low tempera-
tures.

Several suggested alterations to the operational nucleation theory have
been made. These are listed below.

1. Singh and Parr [477] obtained a value for the free energy difference

(Curve 7) Assumes Kaufman et al calculations [659] of AF versus T for constant
concentrations and assumes Swanson and Parr's Ms values.

(Curve 1) Assumes Kaufman and Cohen's calculations [269] and Fig. 3 representa-
tion of Ms temperatures [269, 503].

FIG. 9—Free-energy change versus composition for Fe-C and Fe-Ni alloys.

between iron ferrite (a) and iron martensite (M) of 300 ± 70 cal/mole at
300 K. If this value is correct, then the previous calculations which assume
that Fa = FM are in error, though this value is only about one third of the
calculated free energy difference [269] (Fp - FM « 1050 cal/mole) be-
tween the austenite P and the martensite M at 300 K.

2. The rapid quenching experiments in iron-nickel alloys by Swanson
and Parr [503] indicate that the M, temperature is lower by about 150 C
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than that previously found by Kaufman and Cohen [269]. In the low-
nickel alloys, the Ms values obtained by the latter investigation coincide
with the massive transformation results of Gilbert and Owen [776]. Using
Kaufman and Cohen's [269] free energy versus temperature data and
Swanson and Parr's Ms data, compatible values of the free energy differ-
ence &FP^M at the Ms temperature are not obtained for iron-nickel alloys
(Fig. 9).

3. The same type of adjustment is needed in the Fe-C system. Bibby and
Parr [50], using very pure iron specimens, have obtained Ms temperatures
up to 750 C. Using Kaufman's calculations of &FP^M versus temperature
for pure iron, one obtains values of about 90 cal/mole (Fig. 9). This is
considerably less than the constant value assumed for all carbon contents,
290 cal/mole. By varying the cooling rate, Yeo [577] has found a critical
dependence of the Ms temperature on carbon content in the Fe-Ni system.
This dependence on cooling rate is apparent only for low carbon concen-
trations (<0.15 weight per cent C).

4. As a result of the simplifications employed in estimating the expres-
sions for a and A', only elastic moduli are used. A great deal of plastic de-
formation occurs in the course of the transformations, however, particu-
larly in ferrous alloys. It would appear that consideration should be given
to the stress required to move appreciable numbers of dislocations through
the parent material. This is suggested by the behavior of Fe-18Cr-8Ni
alloys [441] below the Neel temperature, about 40 K. In this case, the
yield strength increases, the shear modulus decreases, while the stress-
induced transformation is retarded.

Dislocation Models

Embryos of the product phase have been predicted with diameters up to
1000 A, although Bilby and Christian (57) have estimated their sizes to be
as low as several atoms across. The large embryos should easily be seen
with transmission electron microscopy. No conclusive evidence has yet
been presented to substantiate their presence. Yet, if it is true that the em-
bryo size is as low as 7 to 10 A, then individual dislocations, combinations
of several dislocations, or stacking faults may serve as nucleation sites.
This seems much more likely, and several models are discussed below.

FCC-HCP—It is generally agreed that the dissociation of an edge dis-
location having a Burger's vector of a/2 [110] into its partials, a/6 [211]
and a/6[121], is the probable mechanism of martensite nucleation, since
an hep stacking of atoms exists between the partial dislocations. The energy
to separate the partials is supplied by a reduction in the surface tension
between the hep and fee atom arrangements; this energy is usually assumed
to be the chemical free energy difference between the fee and hep struc-
tures. This difference does not need to be negative to achieve partial separa-
tion, however, since a repulsive force exists between the two partials of
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FIG. 10—Illustration of operation of a pole mechanism for the fee -»hep transformation.

FIG. 11—Illustration of reflecting partial dislocation mechanism for the fee
transformation.

hep

approximate magnitude equal to ^a2/24irr, where n is the shear modulus,
a is the lattice parameter, and r is the distance of separation of the two
partials. Presumably, below T0 the interfacial energy is negative, and the
partials can separate until some barrier is met. An additional growth
mechanism must operate for a macroscopic hep plate or sheet to form.
Alternate (111) fee planes must fault to form a thick hep product. Random
nucleation by partial separation would not produce an hep product.
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Three different mechanisms have been proposed: pole mechanism, dy-
namic dislocation multiplication, and stacking-fault collisions.

1. In the pole mechanism model proposed by Bilby [56] and Seeger
[468], the partials sweep in opposite directions about an anchored pole.
One example of a pole is a dislocation lying in the [111] direction with a
Burger's vector of a/1 [211]. This dislocation has the required screw com-
ponent of 2a/\/3 in the [111] direction and an edge component of a/\/6
in the [211] direction. As the partials sweep around the pole and meet
each other on the other side, their separation in the [111] direction will
now be 2/\/3 a, which is the distance between alternate (111) planes.

FIG. 12—Illustration of moving partial-stacking fault collision mechanism for the
fee —>• hep transformation.

One partial dislocation spirals upward, while the other spirals downward.
This is illustrated in Fig. 10. Growth proceeds, provided that the partial
dislocations can overcome their mutual repulsion after one revolution.

2. Dynamic dislocation multiplication mechanisms forming an hep
structure from a fee parent by means of dynamic nucleation of new dis-
locations have been proposed by Christian [707] and Bollmann [68].
Christian's model employs the hypothesis by Frank [620] that high-speed
dislocations can be reflected from free surfaces. Bollmann's model visual-
izes stress-induced reflections of partial dislocations from stacking faults.

Christian proposed that partial dislocations will tend to reflect back into
the crystal one or two planes from the original slip plane. When reflection
occurs on alternate planes, an hep product will be formed; if the reflection
is only one plane away, an fee twin is formed. Figure 11 illustrates this
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process. The process requires high-speed dislocations which impart mo-
mentum to the slip plane atoms in the direction of the moving partial but
which also produce overswing in the direction opposite to those atoms in
the adjacent planes.

3. Bollmann [68] has pointed out that the radius of the extended disloca-
tion needed to produce spontaneous growth and therefore high speed is of
the order of several microns, which corresponds to the average grain size.
He proposes that, if a moving extended dislocation collides with a stacking
fault, a region of high local stress is created around the intersection. This

FIG. 13—Atomic representation of fee —* bcc transformation.

may be relieved by the production of a new fault lying parallel to the previ-
ously mobile extended dislocation. For the reflection process to continue,
the newly created partial traveling in the opposite direction must obtain
sufficient kinetic energy to collide with another fault, thereby creating an-
other partial which moves back toward the original stable stacking fault.
This process is illustrated in Fig. 12. In favor of this mechanism are the
electron-microscope pictures of partial hep transformations by Boll maim
[68] and Votava [527]. Both authors show pictures of frequent narrow
sheets of hep bounded on both sides by stacking faults lying on another
(111) set of planes.

FCC-BCC—Many authors have proposed that the fee to bet or bcc
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ferrous alloy transformations nucleate from stacking faults. In particular,
Venables [523], Breedis [144], Reed [443], and Lagneborg [372] have sug-
gested this as a result of experimental data. First Zener [581], followed by
Bowles [70], Frank [168], Jaswon [253], and later by Venables [523],
Kelly and Nutting [277], and Lagneborg [372] proposed basically the same
crystallographic mechanism to produce the bcc (M) phase from fee (P).
Zener originally proposed that a shear along (111)P[121]P within a twin
or fault region would produce, with small adjustments, the bcc structure.
Jaswon put this shear in dislocation terminology by suggesting that the
shear can be obtained by dissociation of a Shockley partial.

This dissociation would be energetically feasible when the free energy of
the bcc (area enclosed within the split partials) is less than the free energy
of the fee phase (below TO). It is not expected that the partials begin split-
ting as TO is reached, since the parent material must be strained to accom-
modate the small atomic adjustments necessary to produce a bcc structure
after the [121] shear. There have been many suggestions regarding the
minor second shear, and these are listed in Table 3. It is probable that the
second shear occurs along (110)^ , (112)M , or both, since the intermediate
structure is bet. Figure 13 illustrates the general atom movements in-
volved in the transformation. It is interesting to note that, with some ad-
justment after the first shear in (111)P[121]P , the Nishiyama orientation
relationship exists, and that after the second shear, the Kurdjumov-Sachs
relationship exists.

Frank [168] has proposed a dislocation model for growth of the product
into the fee lattice. In this model, the interface is essentially a tilt boundary
composed of screw dislocations on every sixth (Oil) plane, each with a
Burger's vector of a/2 [Oil]. These misfit dislocations move into the fee
on a (110)P slip plane, but lie on {112} A, bcc planes. Venables [523]
has suggested a dislocation combination in which [112]P partials can dis-
sociate to form split partials and [011]P screw dislocations. The reactions
are

Bogers and Burgers [627] have suggested a different shear mechanism to
achieve the bcc structure. If the magnitude of the (111)P[121]P displace-
ment is one third of the twin shear (instead of one half as suggested above),
and if the minor second shear is along (110) in the intermediate lattice, a
final bcc structure is formed.
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Application of Elastic Constants and Elastic Moduli to Thermodynamic
Martensite Theory

The magnitudes of the elastic constants of the structures affect the inter-
facial and strain energies. Kroner [625], Eshelby [621-623], and Christian
[103] have applied elasticity theory and have attempted to predict the as-
sociated strain energy as a function of known elastic constants or moduli.
Zener [581] has related the elastic constants to chemical instability in the
fcc-bcc system, and Nutkins [397] has derived an expression for the chemi-
cal free energy in terms of the elastic constants.

Zener has pointed out the following relationships relating elastic con-
stants to thermodynamics. The elastic shear constant for a (110) [110]
shear equals 2(,Sii — 5i2) with Sn and S^ being elastic constants. When the
elastic shear constant for the (110) [110] system in bcc materials is low,
the thermally induced atomic vibrations in the [110] direction will be larger.
This high amplitude of vibration corresponds thermodynamically to a
high entropy. From the relationship F = E — TS, where F is the free
energy, E is the internal energy, S is the entropy, and T is the temperature,
a high entropy implies that the free energy will increase markedly as the
temperature is lowered. This unusually high increase of free energy for the
bcc phase may mean that the free energy of another phase, having a lower
entropy of vibration, will be lower.

Corresponding to this free energy argument is the geometric fact that a
shear on (110) bcc planes in the [110] direction will produce an atomic
arrangement that is nearly fee. If the elastic shear constants are very low
for this system, this shear will require little driving energy. Following
Zener's work, Barrett [27,30,32] and Barrett and Trautz [34] found such
bcc-fcc transformations in lithium and sodium.

Using a quantum mechanical approach, Nutkins [397] calculates the
elastic constants for the fee and bcc for sodium. A relationship is then
derived for the free energy of the phases as a function of temperature and
the elastic constants. Assumed in this treatment is a free electron model
and a given energy gap from the Fermi surface to the Brillouin zone bound-
ary. Nutkins's final expression for the free energy, F, of either the bcc or
fee phase is

where k is Boltzmann's constant, h is Planck's constant, T is the absolute
temperature, and V is the atomic volume. The characteristic temperature,
ed , is given by dd = h/k(l6/9 K/)-1/3, where

/ = T/»/28[14Su + 9/2(5!! - Su) + 8/3(5u + 2S12)],

/? is the density, and Su , Si2, and S44 are elastic constants. The function
Z is expressed as an incomplete gamma function
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where St- = 544, l/2(5n - 512), and 1/3(511 + 25J2). The function Z -> 0 as
r —>• 0. Nutkins applied this expression to sodium after solving also for the
ground state energy, and predicted an equilibrium temperature in the
range of 50 to 80 K, depending on the Fermi energy-Brillouin zone energy
gap.

Although the elastic constant calculations depend on the electronic
structure, the free energy expression is derived solely on the basis of the
statistical mechanical relationship between the free energy and the lattice
vibrations. This is valid if it is assumed that only the lattice vibrations con-
tribute significantly to the temperature-dependent free energy. The free
energy expression is solved in terms of the elastic constants. This approach
provides fundamental chemical free energy versus temperature relations,
provided that the elastic constants of the parent and product material are
known.

Crystallographic Theories

Martensitic transformation mechanisms were thought at first to involve
a sequence of lattice shears followed by suitable minor adjustments of
interatomic distances. Such models were proposed for steels by Kurdju-
mov and Sachs [311], Nishiyama [384], and Bain [23]. These mechanisms
did not produce all of the observed crystallographic features of the trans-
formation, however. The present theoretical understanding of transforma-
tion crystallography stems from the critical observations reported in 1949
by Greninger and Troiano [193]. They were the first to show that the ob-
served shape change, which corresponds to a shear of approximately 10"1,
cannot by itself convert the parent lattice into the martensite lattice in its
proper orientation. The requirement of an additional heterogeneous shear
on a fine scale to accomplish the total transformation is basic to the most
recent formulations of transformation crystallography. Inhomogeneous
distortion at the transformation interface to prevent accumulation of misfit
strains is also preferred energetically to a homogeneous distortion where
misfit strains can be large [318].

The phenomenological treatments of transformation to martensite were
introduced independently by Wechsler et al. [547] and by Bowles and Mac-
kenzie [73,74] over ten years ago. Both methods, reviewed recently by
Wayman [542], are essentially equivalent, and no substantial changes have
been made during this period. The transformation can be analyzed using
matrix algebra, since the macroscopic change in shape accompanying trans-
formation is equivalent to a homogeneous deformation. This type of defor-
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mation can leave a particular plane (the interfacial or habit plane) neither
rotated nor distorted. This is the basic assumption in the formulation by
Wechsler et al. Using matrix algebra, the parent and product structures can
be represented as a total lattice deformation, D, which is comprised of two
parts. The first part is a pure strain, P, which is responsible for the change in
crystal structure; the second is a rigid body rotation, R, between the prod-
uct and parent lattices. The total lattice deformation can be written in
matrix form as

D = RP (22)

The characteristic feature of the martensitic transformation is the existence
of a correspondence of planes and directions between the parent and
product structures. Jaswon and Wheeler [255] were able to show that the
Bain correspondence [23] best represents the pure strain component, P,
for the fee to bet or bcc transformation in steels, since it involves the small-
est possible atomic displacements. Total lattice deformations are not usu-
ally invariant plane strains. An exception is the transformation in cobalt
from fee to hep which can proceed by faulting on alternate {111} fcc planes.
Usually, a critical amount of lattice invariant deformation, S, is combined
with the total lattice deformation to yield an invariant plane strain which
represents the total shape deformation, F.

F = RPS (23)

Theory does not distinguish among lattice invariant deformations which
are accomplished by slip, faulting, or twinning. Following convention, the
lattice invariant deformation occurs before the structure change in the
mathematics. It is actually immaterial whether the pure strain or lattice
invariant deformation is mathematically treated first. Both are assumed to
occur concomitantly during actual transformation. There are, in general,
four solutions of Eq 23 which are not crystallographically equivalent.
Each represents an irrational habit plane, an irrational orientation rela-
tionship, and a total shape deformation. The preferred solution is that
which minimizes either the total shape change, the lattice invariant de-
formation, or both.

At this point the Wechsler et al approach and the Bowles-Mackenzie
approach are identical, and both successfully predict transformation crys-
tallography in In-Tl and Au-Cd alloys and in steels where the habit plane
is close to {135} f c c .  T h e  B o w l e s - M a c k e n z i e  a p p r o a c h  h a s  g r e a t e r  f l e x i -
bility, since it can account for other transformation crystallographies with
the use of an adjustable scalar quantity, 8. This parameter represents a
uniform dilation in the interfacial plane and serves to uniformly adjust the
lattice spacings of the parent and product structures in this plane. The
dilatation parameter is included in the above formulation by multiplica-
tion with the matrix for the pure shear, or as 3P. The predicted habit plane
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direction cosines now vary along a great circle on a stereographic projec-
tion. In steels, the predicted habit plane direction cosines lie approximately
between {135}fcc (5 = 1.000) and {225} fco (5 = 1.018). Furthermore, the
orientation relationship can be predicted from the theory with expressions
such as [84,256]

for planes. The corresponding expression relating directions is

where T denotes the transpose of a matrix.
Use of a dilatation parameter in the crystallographic theory has been

justified on thermodynamic requirements [103,267]. The total free energy
can be minimized by including an additional dilation when transformation
occurs under constraints by the parent structure. The dilation within the
interface is otherwise independent of the overall volume change of the
transformation which can be accommodated by an expansion or contrac-
tion normal to the interface. Therefore, the crystallographic features of
martensitic transformations can be predicted by specification of the lattice
pure strain, the elements of the lattice invariant deformation, and the
dilatation parameter. The permutation of the habit plane direction cosines,
the specific variant of the orientation relationship, and the specific elements
of the lattice invariant deformation are rigidly related to one another.
Therefore, the most significant information for use in a theoretical treat-
ment involves the determination of all the crystallographic parameters
from a single plate of the product phase [316].

Through determination of the habit or midrib plane direction cosines
and the orientation relationship of specific martensite plates, the same mode
of the lattice invariant deformation is found in steels in which plate mar-
tensite forms. This mode of deformation is found theoretically to be
{112}bcc (Hl)bcc or {101} fcc ( lOl) fcc , if related to the parent structure
through the lattice correspondence, in Fe-7.90Cr-l.llC (habit plane ~
{225} fee) [544], Fe-31Ni (habit plane ~ {135}fcc) [84], and in Fe-3.09Cr-
1.51C [256], where the habit plane lies between these two extremes. Twins
have been observed on {112}bcc planes in martensite plates in most steels
and on the required {112}bCc plane (with regard to the particular habit
plane and orientation relationship variants) in Fe-3Cr-27Ni [144].

Using transmission electron microscopy, Kelly [273] was able to deter-
mine the habit plane of a martensite lath and the specific orientation rela-
tionship variant in stainless steel. For the variant of the Kurdjumov-Sachs
relationship given in this section, the habit plane was found to lie close to
(112)fee. For this orientation variant, the internally twinned martensite
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plates discussed above would have an irrational habit plane close to
{225} f c c , which is nearly 65 deg from (112)fcc. The crystallography of
lath martensite, which is not internally twinned, can be understood through
use of the Bowles-Mackenzie approach if the lattice invariant deformation
is (111)fCc [121]fcc [273]. This particular choice for shear plane and direc-
tion is preferred energetically to other possible modes, since it gives the
minimum shape strain.

In general, the phenomenological theories predict rather well the ob-
served crystallography of martensitic structures. The scatter observed in
habit plane direction cosines over an area in a stereographic projection
cannot be rationalized in terms of an isotropic dilation in the interface.
Anisotropic dilations have been investigated by Otte [403] and by Mac-
Kenzie in an unpublished work summarized by Wayman [542]. It is not
clear at the present time whether the reasons behind such discrepancies
with theory arise through more complex forms of the lattice invariant
deformation or through a more general interface distortion than an invari-
plane strain. In particular, Crocker and Bilby [123] have suggested
that many experimental results could be explained if the lattice invariant
deformation occurred on two or more planes in two or more directions.
The resultant lattice invariant deformation can then be equivalent to shear
on an irrational plane in an irrational direction. Finally, the influence of
constraints by the parent lattice (which may not be inconsequential) have
not as yet been included in the theory.

The phenomenological theories and the well known rapidity with which
martensite plates form suggest that the martensite interface is comprised
of a glissile array of dislocations. Bullough and Bilby [87] have considered
a boundary comprised of parallel glissile dislocations of like but arbitrary
Burgers vector which produces the total shape deformation as it moves into
the parent lattice. Their treatment, which is equivalent to the Wechsler
et al approach and the Bowles-Mackenzie approach, can predict the di-
rection cosines of the interface plane, the orientation relationship between
the phases, and the shape deformation. As in the Wechsler et al approach,
Bullough and Bilby provide for no distortion within the interface. Frank
[168] and Suzuki [499] have proposed two-dimensional models for a mar-
tensite interface which are comprised of specific dislocation arrays. Both
models imply slight distortions in the interface which are not uniform in
all directions. The nonuniformity in distortion arises from the need to
accommodate the difference in lattice parameters of both structures by
some distortion in the [110]fcc direction. The Bullough-Bilby approach,
which focuses attention on the structure of the interface, is also closely
related to the prism matching method of Bilby and Frank [60]. Certainly,
future work will attempt to describe in detail the precise nature of the
parent-product interface.
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Summary

The authors' purpose has been to present a critical survey of the litera-
ture pertaining to the martensitic transformation and to build upon the
several comprehensive surveys already in print. While the characteristic
features of the martensitic transformation are well known and documented,
no unified theory for the mechanism involving growth of martensite crys-
tals has yet been formulated.
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Effect of Metallurgical Variables on the
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ABSTRACT2

This paper reviews the present understanding of the effects of metal-
lurgical variables (composition, mechanical and thermal history, state of
strain, etc.) on the superconducting properties of metals, alloys, and inter-
metallic compounds.

The discovery of the persistence of superconductivity to high magnetic
fields in 1961 initiated a revolution in the understanding of supercon-
ductivity. Previously, any materials departing from the simple behavior
of "soft" or Type I superconductors were called "hard" superconductors,
and their properties, although sometimes characterized, were never ex-
plained or exploited. We now realize that some of this "hard" behavior
resulted from Type II superconductivity, some from a superconducting
surface sheath, and some from specimen inhomogeneities. These con-
cepts are reviewed briefly, and the effects of metallurgical variables on
superconducting properties are explained in terms of these concepts where
possible.

The extreme structure sensitivity of superconducting properties has
illuminated the need for further understanding of structure-property re-
lations in superconductors and has given the metallurgist a unique oppor-
tunity to contribute both to the understanding and to the economic use of
superconducting materials.

1 General Electric Research Laboratory, Schenectady, N. Y.
2 This paper is published in Progress in Materials Science, Vol. 12, No. 3, Decem-

ber, 1964.
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ABSTRACT: This paper is concerned with the specific heat and thermal con-
ductivity of metals at cryogenic temperatures. A review of previous studies is
complemented by the author's experience. Two internal energy forces affect
specific heat—lattice interactions and electronic interactions. Since the lattice
specific heat is related to T3, it is very small at very low temperatures. The total
conductivity of a metal is the sum of the electron thermal conductivity and the
lattice thermal conductivity. Two factors that reduce electronic thermal con-
ductivity are scattering of conduction electrons by thermal vibrations in the
lattice, and scattering of electrons by defects and impurities present in the lat-
tice. It is not yet possible to accurately predict thermal conductivity from fun-
damentals, but it is possible to make adequate predictions from thermal prop-
erties or electrical resistance of similar materials.

KEY WORDS: cryogenics, aluminum alloys, specific heat, thermal conduc-
tivity

The mechanical and fabrication properties of solids are of paramount
importance for design of efficient cryogenic equipment for the chemical,
military, and aerospace industries. The thermophysical properties are
also important whenever heat loads, refrigeration, thermal fluctuations or
stresses, or boiling cryogenic fluids must be considered. There is a rela-
tively large amount of information available on the mechanical and struc-
tural properties of solids at cryogenic temperatures [7],2 but unfortunately
the opposite is true for thermophysical properties.

The solid materials for which there are complete thermophysical data
are only a minor fraction of the total number that are important and
commercially available. This dearth of information will undoubtedly con-
tinue in the future, in spite of increased interest, activity, and financial
support for cryogenic research, because of the considerable difficulty and

Supervisory physicist, Cryogenics Div., Institute for Materials Research, Na-
tional Bureau of Standards, Boulder, Colo.

2 The italic numbers in brackets refer to the list of references appended to this paper.
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expense of the actual experimental measurements. It is, therefore, of the
utmost importance that a design or materials engineer be able to estimate
accurate values for new or untested materials. Unlike many mechanical
or fabrication properties, the thermophysical properties (except thermo-
electricity) for a given material may often be predicted from theoretical
or semiempirical knowledge combined with data on similar materials.

This presentation stresses the basic phenomena and the fundamental
concepts and assumptions. Each property is discussed with emphasis on
temperature dependences and contributions to the total observed effect.

FIG. 1—Typical heat capacity and internal energy curves for metals.

Also noted are the interrelations between the various properties and the
value of those interrelations as aids in prediction. Besides the usual refer-
ences to articles and books, information is given on useful compilations
and sources of specialized up-to-date bibliographies and data collections.

Because of the breadth of subject and limitations of space, it is imprac-
tical to give in this paper either a complete review of the data on various
thermophysical properties of solids or a detailed explanation of the under-
lying assumptions and theories. To make the following discussions more
manageable, the solid materials are limited to metals, and the thermo-
physical properties are limited to specific heat and thermal conductivity.
As this is a review article, the subjects will not be confined to our own
experimental programs and results.

Specific Heats

The specific heats of metals and alloys are fitted very well by existent
theories, at least as far as engineering data are concerned. Therefore, it is
common either to tabulate experimental values or to represent them on a
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common, reduced temperature graph. Figure 1 is such a graph, but with-
out specific metals or temperatures represented. The essential experimental
problem is to ascertain the characteristic temperature, 6. Conversely,
given values of the characteristic temperatures, values for specific heat are
easily obtained.

The specific heat at constant volume of a metal may be defined as: Cv =
(dU/dT}v, where U is the total internal energy of the metal or alloy system
and T is the absolute temperature. The theoretical problem is then to
determine the variation of the energy with temperature. There are two
main types of energy variation. In the first type, the energy and conse-
quently the specific heat are slowly varying functions of temperature, as
shown in Fig. 1. In a metal, the internal energies of the ionic lattice and of
the free or conduction electrons are typical examples. In the second type,
a particular type of internal energy changes significantly only over a re-
stricted temperature range. The energies of transformation for phase
changes and magnetic ordering are examples of the latter type. The specific
heat contribution for the transformation in these processes is observable
only over the same restricted temperature range as the energy change. The
restricted temperature range or anomalous specific heats are of tremendous
importance for physics and chemistry research, but usually are not of
great significance in commercial materials. In the following discussion, the
anomalous specific heats will be omitted.

The lattice specific heat is much larger than the electronic specific heat
at most temperatures. It will be discussed first. Einstein's representation
of the ionic lattice as a system of independent oscillators led to the equa-
tion: Cv = 3RE(6E/T), where 6 is a characteristic temperature, R is the
gas constant, and E is the Einstein function as defined by: E(6/T) =
(9/T)2eeiT/(eeiT — I)2. This gives a good fit at and above room tempera-
tures, approximating the earlier observed Dulong-Petit universal value
for heat capacity at high temperatures. It does not fit well at low tempera-
tures, however.

The lattice of ions is known to interact. When this is taken into considera-
tion and some simplifying approximations are made for the distributions
of energies, the Debye theory is obtained. This theory is almost too good;
its predictive ability was so successful that theoretical refinements were
not considered seriously for many years. The Debye specific heat (for
the lattice) is: Cv = 3RD(6D/T), where the Debye function, D, is defined
as:

The Einstein and Debye specific heat and energy curves are shown in Fig. 1.
The main characteristics of the Debye curve are easily seen. At low

temperatures the specific heat varies as T3; at high temperatures it is ap-
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FIG. 2—Thermal conductivity of several solids.

proximately constant. The theory was developed for isotropic, homogene-
ous metals; how does it apply to alloys?

Near room temperature, the specific heat of an alloy is obtained quite
well by the Kapp-Joule rule: the total specific heat is a linear combination
of the specific heats of the constituents, each weighted according to its
relative abundance. At low temperatures, one can either combine addi-
tively the actual specific heats of the constituents or take a weighted average
of the characteristic temperatures. Either procedure will give approximately
correct results.
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The electronic specific heat is small compared to the lattice contribu-
tion at high temperatures, but it is linear in its temperature variation.
Since the lattice term decreases as T3, the electronic term will become
significant only at the lowest temperatures. It is usually not significant for
engineering applications.

The detailed theories for specific heat have been given in many refer-
ences. The elementary discussions are covered in most solid-state text-
books; a recent review with emphasis on low temperatures has been given
by Rosenberg [2]. Articles in the Handbuch der Physik by Blackman [3]
and Keesom and Pearlman [4] are more thorough. Tables of the Einstein

FIG. 5 — Electrical analog for thermal conduction. (The dashed lines with arrows indi-
cate resistances that depend on the same basic scattering phenomena.)

and Debye functions have been given by Landolt-Bornstein [5], Beattie
[6], and by Rogers and Powell [7].

Actual experimental values for either the specific heat or the charac-
teristic temperature have been given by Corruccini and Gniewek [8]
and the NBS low-temperature compendium [9]. The Thermophysical
Properties Research Center at Purdue University and the Cryogenic Data
Center at the National Bureau of Standards in Boulder, Colo, are sources
for current bibliographies and tabulated values.

Thermal Conductivity

The thermal conductivities of several solids are represented in Fig. 2.
The variations in temperature dependences and absolute values are
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obvious. Again restricting the materials to metals, Fig. 3 gives values for
pure and commercial aluminums; Fig. 4 gives values for aluminum alloys.
Even within those restrictions, there is considerable variation. Is it possi-
ble to make order out of this variety; is it possible^ to be able to predict
reasonably well the thermal conductivity for new or untested materials?
It is, if one utilizes knowledge of the fundamental phenomena.

Two parallel interdependent mechanisms are primarily responsible for
the transport of heat in a metal at low temperatures. The first and most
important is the electronic thermal conduction-, the transport of thermal
energy by the motion of conduction electrons. The second is the lattice
thermal conduction, the transport by directional cooperative quantized
vibrations (called phonons) of the thermally excited interacting lattice
ions. These are the same phonons that are responsible for the observed
specific heats and thermal expansions in metals. For pure metals and dilute
alloys, the lattice thermal conductivity is insignificant compared to the
electronic thermal conductivity. For alloys with several per cent, or more,
of additives, the decreased electronic thermal conductivity allows the
lattice contribution to become significant, though it is still small com-
pared to the electronic contribution. For most metals and alloys, the total
conductivity, K, is the sum of two terms, the electronic conductivity, Ke,
and the lattice conductivity, Kg, (the subscript g stands for Gitter, the
German word for lattice), that is, K = Ke + Ka. This equation is anal-
ogous to the one used in electrical circuit theory for the total conductance
of two conductances in parallel. Both conduction mechanisms, Ke and
K g , are limited by various scattering processes, each process acting addi-
tively as a separate resistance in series. A representation of the analog
is given in Fig. 5.

There are two main scattering processes that limit the electronic con-
ductivity in the above expression. The first is the scattering of conduction
electrons by thermal vibrations of the lattice (the phonons again), as
represented by the electron-phonon resistivity, WL , a characteristic prop-
erty for a given metal. This scattering is most important at intermediate
temperatures (about 40 to 80 K) and higher. The second process is the
scattering of conduction electrons by imperfections (both impurity atoms
and lattice defects), as represented by the electron-defect resistivity, W0 •
This scattering is most important at the lower temperatures. The reciprocal
of the total electronic thermal conductivity, Ke, is the total electronic
thermal resistivity, We, which is assumed to be the sum of the two re-
sistivities, WL and W0, plus a small deviation term, WLO, that is, \/Ke =
We = WL + Wo + WLO. This equation is analogous to the one used in
electrical circuit theory for the total resistance of resistances in series.

The deviation term has been studied theoretically by Kohler [70] and
independently in experiments by Powell et al [11]. It is of the form:
WLO = aWLW0-/(^WL + yW0), where a, 0, and 7 are constants of Order 1

 



FIG. 6—Matthiessen's rule for conductivities.

and can be determined experimentally. Though theoretically significant,
the term is numerically important only for very pure metals.

Whenever the interaction term WLO is negligible, the thermal equivalent
of Matthiessen's rule for electrical resistivity, We = WL + W0, is approxi-
mately correct. A graph of this relation and its equivalent for conductivity
are given in Fig. 6. With knowledge of the two separate terms, prediction
of the total electronic thermal resistivity becomes reasonable.
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Both theoretical and experimental research have led to expressions for
magnitudes and temperature dependences of the electron-phonon and
electron-defect resistivities: WL = ATn (n « 2 to 3, T < 40 K); WL tas a
constant (near room temperatures); W0 = B/T (at all temperatures).
The constant A in the electron-phonon resistivity term is related to the
intrinsic properties (including the characteristic temperature, 0} of a given
metal and will not change for minor additions of chemical impurities or
physical imperfections; B in the electron-defect resistivity term is related
to the given amount of imperfections and residual electrical resistivity of
the specific specimen. Above 40 K, the electron-phonon resistivity ap-
proaches a constant value, often labeled Wx .

Figures 3 and 4 clearly show the effects of adding more impurities to a
given metal, thereby increasing W0. A detailed analysis would show that
the electron-phonon term, WL , did not change, that is, it is really intrinsic
to aluminum. At low temperatures, the curves are parallel, with the higher
impurity alloy lying lower. At higher temperatures, the curves approach
each other, the differences decreasing approximately as l/T. The detailed
methods of analysis and techniques for separation of electronic components
of thermal resistivity have been outlined in a previous paper by Powell
et al [12].

The shapes of the curves for aluminums in Fig. 3 are typical of pure
metals: electronic conductivity is predominant, lattice conductivity is
negligible. For a metal specimen with no chemical impurities or physical
defects, the electron-phonon scattering component caused by the thermally
excited ionic lattice, WL, governs the temperature dependence of the
conductivity. As the temperature is lowered, the resistivity decreases in
approximate proportion to T2; the conductivity rises equivalently. Super-
imposed on this decreasing ideal of electron-phonon resistivity is the elec-
tron-defect resistivity which increases as the temperature is decreased. At
a minimum in the resistivity curve or maximum in the conductivity curve,
the two scattering mechanisms are approximately equal. At higher tem-
peratures, electron-phonon scattering is predominant; at lower tempera-
tures, electron-defect scattering is predominant. The defects that limit
conductivity at low temperatures can be quite varied: chemical impurities,
inclusions, vacancies, interstitial atoms, dislocations, grain boundaries,
external surface boundaries, and so on. Fortunately, for all but the last
defect the scattering resistivity has the same temperature dependence,
the B/T mentioned earlier. The boundary scattering is difficult to investi-
gate and can be observed only in extremely pure metals at very low tem-
peratures.

At the present, it is not possible to predict accurately the thermal con-
ductivity of pure metals on the sole basis of their chemical analyses or
physical specifications. The effect of each kind of chemical impurity is
specific. Among other things, it depends on magnetic interactions and the
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differences between host and impurity in ionic mass, ionic volume, and
valence electrons. A great deal of work has been done on the specific effects
of impurities in electrical resistivity, but little has been done in thermal
conductivity. Sometimes even a chemical analysis is not of great help; a
given impurity is much more effective as a scatterer if it is in solid solution
rather than segregated at grain boundaries or in inclusions. This segrega-
tion effect is very pronounced in coppers [13]. Similar interpretive diffi-
culties arise for physical defects.

The variations of thermal conductivity caused by relatively minor chemi-
cal impurities or physical imperfections are in sharp contrast to the rela-
tive insensitivity to defects observed in thermal expansions or specific
heats. Successful prediction of thermal conuctivity, within about 10 to 20
per cent, is dependent on a skillful analysis of the probable scattering
mechanisms and the availability of experimental results on a very similar
metal or alloy. As will be shown later, low-temperature electrical resistivity
data are also very valuable for predicting thermal conductivity.

Much of the pioneering experimental work on the separation of thermal
conductivity components for pure metals was done at the Clarendon
Laboratory, Oxford, by Rosenberg [14] and others. Research on com-
mercial alloys of cryogenic importance is reported in References [77,72,75,
16]. There has been little additional experimental research on commercial
alloys in the last few years. Reviews of the theoretical aspects of electronic
conductivity and, in particular, basic expressions for the coefficients A
and B have been given by Klemens [77] and Jones [18] in the Handbuch
der Physik series, and by Rosenberg in his recent monograph [2].

Recently Cezairliyan and Touloukian [79] made a valuable contribution
to the problem of engineering prediction of thermal conductivity with
their original application of the principle of corresponding states. They
simplified and separated the two main components of conductivity and
expressed the results in easily used, graphic form. Their electron-phonon
term was expressed as a function of reduced temperatures, T/Tm, where
T is the absolute temperature and Tm is the experimentally determined
temperature of maximum conductivity for a given metal.

In many low-conductivity alloys, the lattice thermal conductivity, Kg,
is also measurable, and the separate scattering components for it may be
resolved. For most alloys, there are three main processes that limit the
lattice conductivity. The first process is scattering of the lattice waves by
conduction electrons, as represented by the phonon-electron resistivity,
WE . This is the converse of electrons being scattered by phonons. The
second process is scattering by dislocations, the phonon-dislocation re-
sistrvity, WD . The third is scattering by point imperfections, the phonon-
point imperfection resistivity, WP. The first two processes will limit the
lattice conductivity at lower temperatures; the third will limit it at higher
temperatures.
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The phonon-electron and phonon-dislocation resistivities have the
same temperature dependence. Therefore, for one specimen, the two
scattering mechanisms may not be unambiguously separated. For annealed
specimens, the two resistivities will be of about the same magnitude; for
unannealed specimens, the dislocation resistivity will greatly outweigh the
phonon-electron resistivity. Below about 40 K, the lattice conductivity
can be represented by: l/Ka = Wg = WE + WD + WP = (E + D}T~* +

FIG. 7—Electrical resistivity of aluminums.

PT. Because of the T~2 dependences of the phonon-electron and phonon-
dislocation resistivities, they are dominant at low temperatures and negligi-
ble at high temperatures. The maximum in lattice conductivity usually Will
occur between 50 and 100 K for most alloys. Above those temperatures,
however, the lattice conduction cannot be easily separated experimentally
from the electronic conduction because the latter has a much greater
magnitude.

The shapes of the curves for aluminum alloys in Fig. 4 are typical;
electronic conductivity is dominant, but lattice conductivity is observable.
Again, the effects of additional impurities are clear. The detailed methods
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of analysis and techniques for separation of electronic and lattice conduc-
tivity components and further separation of the various lattice resistivity
terms have been outlined in a previous paper [12]. For aluminum alloys,
the lattice conduction may be about 10 per cent of the total; for some
nickel or iron alloys, it may be much higher. Discussions of the theoretical
aspects of lattice conductivity in metals have been given by Klemens [17]
and Rosenberg [2] in their general reviews and by Klemens [20] in a special
review article.

FIG. 8—Lorenz ratio for aluminums.

If there is no direct information on the thermal conductivity of a metal,
then data on the electrical resistivity may be very helpful. The electrical
resistivity may be related to the electronic thermal resistivity by means of
the Wiedemann-Franz-Lorenz law: p = LWeT, where L is the Lorenz
ratio, assumed to be a fundamental constant given by the Sommerfeld
value: L = (ir%)(K/e)2 = 2.44 X I0~8 [watt-ohm/(deg K)2].

A discussion of the separation of components and scattering mechanisms
for electrical conductivity follows almost exactly that given above on the
electronic thermal conductivity. The total electrical resistivity, p, is as-
sumed to be the approximate sum of two separate resistivities, the intrinsic
or electron-phonon resistivity, pL, and the residual or electron-imperfec-
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tion resistivity, p0. In other words, Matthiessen's rule for electrical re-
sistivity, p = pL + po, is assumed to be approximately correct.

The expressions for the temperature dependences of the intrinsic and
residual terms have been found to be given approximately by: pL = aT"
(n « 4 to 5, T < 40 K); PL = aT (T near 300 K); Po = 0 (constant). A
graph of the separation of electrical resistivity components for a general
metal is given in Fig. 6. Theoretical reviews and expressions for the
coefficients a and ft have been given by MacDonald [21], Gerritsen [22],
and Rosenberg [2]. Experimental results for a typical series of alloys are
given in Fig. 7.

Lorenz ratios may be calculated for the aluminums and aluminum alloys
given in Figs. 2, 3, and 7. The numbers calculated, and shown in Fig. 8,
express the ratios of the electrical resistivities to the total thermal resis-
tivities. The extrapolated values L0, however, should represent ratios of
electronic terms only because the lattice contribution to the total thermal
conductivity is greatly reduced at the lowest temperatures. A graph for
Lorenz ratios for a general metal is given in Fig. 6.

It is seen that the Lorenz ratios for the high-conductivity specimens
extrapolate to approximately the Sommerfeld value at 0 K but fall con-
siderably below it at higher temperatures. The behavior of the low-con-
ductivity alloys is different: the values between about 10 and 60 K are
higher, but above 60 K the values are again lower. The regions where the
ratios are above the Sommerfeld value indicate temperature ranges where
lattice conductivity is important.

The Lorenz ratio should be constant if the conduction electrons are
scattered elastically. That condition is approximately true at high tempera-
tures, where there is a large amount of thermal vibration giving rise to
large electron-phonon scattering, and at low temperatures, where the
residual term is predominant in the electrical resistivity. At intermediate
temperatures, the condition of elasticity no longer holds, and Lorenz ratios
decrease considerably from the Sommerfeld value, if the lattice thermal
conductivity is negligible. Any significant amount of lattice thermal con-
ductivity will raise the Lorenz ratio above the value it would have had if
only the electronic term in the thermal conductivity were considered.

Very little research has been reported on the Lorenz ratio of commercial
alloys. Whenever electrical resistivities for a special material and Lorenz
ratios for the general class of materials are available, however, reasonable
predictions for thermal conductivity can be obtained.

It has been shown that at the present time it is not possible to accurately
predict thermal conductivities for metals and alloys from the funda-
mentals. It is possible to make adequate predictions, however, if there are
data on the thermal or electrical resistivities of similar materials and if
one uses proper interpolation formulas and a knowledge of the effects of
minor changes in the chemical impurities or physical imperfections. It is
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imperative, of course, that good compendiums of experimental data exist.
Fortunately, they do.

A convenient (but now out-of-date) desk pamphlet was published earlier
by Powell and Blanpied [23]. More up-to-date but less thorough tables are
included in the American Institute of Physics Handbook [24] and in the
NBS low-temperature compendium [9]. Cezairliyan and Touloukian's
report [79], which was mentioned earlier, has many valuable graphs on
metals and dilute alloys. The giant of them all, a library hi itself, is Thermo-
physical Properties Research Center Data Book [25], edited by Touloukian
and his staff at Purdue University. These are exhaustive, containing ther-
mal conductivities of all materials, in all phases, at all temperatures, wher-
ever there is any reliable information. They are kept current with regularly
issued addenda.
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