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v

New sensor technologies are used in fatigue, fracture, and mechanical testing to 

determine a variety of properties that are subject to ASTM standards.  As these stand-

ards are used in practical applications, issues with existing and new sensors specif ed 

in the standards need to be resolved.  

T e 4th Symposium on the Evaluation of Existing and New Sensor Technologies  is 

intended to provide a forum to disseminate state-of-the-art advances in sensor tech-

nology, as well as to identify the limitations of existing sensor technology as it applies 

to fatigue, fracture, and mechanical testing.  T is symposium is the fourth in a series 

of symposia addressing issues with existing sensors and development in new sensor 

technologies for fatigue, fracture, and mechanical testing.

In the last decade,  digital image correlation (DIC)  has been seen as a rapidly 

growing noncontact strain-measuring technique and has been used extensively in 

many applications.  T e f rst four papers ref ect this trend.  Bruhis et al.  demonstrate 

how to use DIC to measure mechanical properties of f llet arc T-welded aluminum 

alloy AA7xxx extrusions.  Kang and Gong show the use of DIC to determine frac-

ture behavior of AA6060 aluminum alloy extrusion in specimens with a wide range 

of stress triaxiality.  Williams et al.  present an application of DIC in assessing yield 

and forming limit criteria for sheet material deformation and forming.  T e f nal 

paper in this section by Barhli et al.  reviews recent work on the analysis of 2D and 

3D damage in engineering materials,  and describes developments in quantitative 

analysis of defects by 2D and 3D image correlation.  

T e next three papers address new developments in potential drop techniques 

for crack-length monitoring in fracture-toughness testing.  Tarnowski et al.  present 

an experimental investigation that quantif es the apparent crack extension, purely 

as a result of plasticity,  in the absence of physical crack growth in a variety of speci-

men geometries when using potential drop techniques.  Chen et al.  show results of 

applying direct current potential drop techniques to derive the J-integral versus a 

crack-growth-resistance curve (J–R curve)  for fracture-toughness characterization 

of structural materials.  T e third paper in this section by Glasser et al.  presents an 

experimental technique using surface strain gauges to determine a calibration curve 

in terms of strain range versus crack length as a function of loading cycles.  By using 

multiple strain gauges across the width of the specimen, it is possible to map out the 

crack front and its change in position as a function of loading cycles.

Overview
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T ere have been continuous ef orts in exploring new applications using various 

sensors.  Cuadra et al.  present a hybrid optico-acoustic approach combining DIC and 

acoustic emission (AE)  to account for both surface and volume ef ects and to pro-

vide cross-validation when using in situ nondestructive evaluation (NDE)  methods.  

Sebastian et al.  describe an optical sensor that utilizes an extrinsic Fabry–Perot inter-

ferometer to measure thermal and mechanical strain on a variety of substrates at 

temperatures up to 870°C.

T e last two papers discuss sensors for use in elevated-temperature applications.  

Bailey discusses the use of infrared thermography for the measurement of tempera-

ture during fatigue testing and a method to adjust the test frequency using an adap-

tive frequency control algorithm to keep the specimen temperature constant.  In the 

last paper, Jones et al.  demonstrate the use of infrared thermography as a noninvasive 

temperature-measurement technique, and use it in cyclic high-temperature loading.  

T ey demonstrate that it is important to coat the specimens with a thin layer of mate-

rial that has a stable emissivity to obtain accurate temperature measurements.

It is interesting to note that some existing technologies,  for example, the potential 

drop technique, have been in practice for a long time but yet need standardization.  

In the meantime, some new sensor technologies, for example, DIC, need guidance in 

practice; thus, the interpretation of results could be fairly compared and understood 

well.  It is the intent of the Sensor Technologies Task Group (E08.03.03)  within ASTM 

E08.03 to revisit the existing corresponding standards and work together with their 

peers within ASTM to develop new ASTM standards in suitable areas to better serve 

the fatigue, fracture, and mechanical testing community.  T is symposium has, no 

doubt, provided a timely opportunity to stimulate critical thinking and planning.  

T e  editors express their gratitude to all of the authors and co-authors respon-

sible for the papers included in this STP and the presentations made during the 

symposium.  We also thank all of the reviewers for their great ef orts and profession-

alism ensuring the high quality of this STP.  Finally, the editors are grateful for the 

ASTM planning and to the editorial staf  for their tireless assistance in making this 

symposium and STP a great success.  

Jidong Kang

David Jablonski

David Dudzinski



T is compilation of Selected Technical Papers,  STP1584, Evaluation of Existing and 

New Sensor Technologies for Fatigue,  Fracture and Mechanical Testing,  contains 11  

peer-reviewed papers presented at a symposium held May 7–8, 2014 in Toronto, 

Ontario, Canada. T e symposium was sponsored by ASTM International Committee 

E08 on Fatigue and Fracture and Subcommittee E08.03 on Advanced Apparatus and 

Techniques.

T e  Symposium Chairpersons and STP Editors are Jidong Kang, Canmet 

MATERIALS, Hamilton, Ontario,  Canada, David Jablonski,  T ermo Fisher 

Scientif c,  Tewksbury,  Massachusetts,  USA, and David Dudzinski,  Derivation 

Research Labora tory,  Inc.,  Ottawa,  Ontario,  Canada.

Foreword





Digital  Image Correlation and Its Applications

Measuring Mechanical  Properties of Fi l let Arc T-Welded Aluminum Alloy 

AA7xxx Extrusions Using Digital  Image Correlation 3

M.  Bruhis,  J .  Dabrowski ,  and  J.  R.  Kish

Determination of Fracture Behavior of AA6060 Aluminum Alloy Extrusion 

Using Digital  Image Correlation 13

Jidong  Kang  and  Kevin  Gong

Advanced Characterization of Sheet Metal  Deformation and Forming 

using Digital  Image Correlation 32

B.  W.  Wil l iams,  K.  P.  Boyle,  L.  Blaga,  and  J.  McKinley

Advanced 2D and 3D Digital  Image Correlation of the Full-Field  Displacements 

of Cracks and Defects 56

S.  M.  Barhl i ,  D.  Hol l is,  B.  Wieneke,  M.  Mostafavi ,  and  T.  J .  Marrow

Crack Length Monitoring Techniques

The Infl uence of Plasticity on Crack Length Measurements using the 

Potential  Drop Technique 73

K.  M.  Tarnowski ,  C.  M .  Davies,  D.  W.  Dean,  and  K.  M.  N ikbin

Application of Direct Current Potential  Drop for the J-integral  vs.  Crack 

Growth Resistance Curve Characterization 97

Xiang  (Frank) Chen,  Randy K.  Nanstad,  and  Mikhai l  A.  Sokolov

Determination of Calibration Function for Fatigue-Crack Propagation 

by Measurement Surface Deformation 1 13

B.  Glaser,  N .  Gubel jak,  and  J.  Predan

Contents



Various Sensors

A Hybrid  Optico-Acoustic NDE Approach for Deformation and Damage 

Monitoring 135

Jef erson  Cuadra,  Prashanth  A.  Vanniamparambil ,  Kavan Hazel i ,  

I .  Bartol i ,  and  Antonios Kontsos

Static and Dynamic Strain  Measurement at Ambient and Elevated 

Temperatures Using an Extrinsic Fabry-Perot Interferometer (EFPI)  

Optical  Strain  Sensor 147

James Sebastian,  Wi l l iam Boles,  and  James Taylor

Sensors for Elevated Temperature Applications

Use of IR Temperature Measurement and Thermography for Control  and 

Monitoring of Fatigue Tests 169

P.  B.  S.  Bai ley

Assessment of Infrared Thermography for Cyclic High-Temperature 

Measurement and Control  186

J.  P.  Jones,  S.  P.  Brookes,  M.  T.  Whittaker,  R.  J.  Lancaster,  and  B.  Ward



DIGITAL IMAGE CORRELATION 

AND ITS APPLICATIONS





M. Bruhis, 1 J. Dabrowski , 1 and J. R. Kish 1

Measuring Mechanical Properties

of Fi l let Arc T-Welded Aluminum

Alloy AA7xxx Extrusions Using

Digital Image Correlation

Reference

Bruhis, M., Dabrowski , J ., and Kish, J. R., “Measuring Mechanical Properties of Fi l let Arc T-

Welded Aluminum Alloy AA7xxx Extrusions Using Digital Image Correlation,” Evaluation of

Existing and New Sensor Technologies for Fatigue, Fracture and Mechanical Testing, STP 1584,

Jidong Kang, David Jablonski , and David Dudzinski , Eds., pp. 3–12, doi : 10.1520/

STP158420140050, ASTM International , West Conshohocken, PA 2015.2

ABSTRACT

There has been an increasing interest in fabricating automotive components

from copper (Cu)-lean 7xxx-series aluminum (Al) al loys because of their

relatively high strength, toughness, energy absorption, weldabi l ity, and

formabil ity. Fusion arc welding is a preferred process to join these al loys to other

Al al loys during assembly. A study was undertaken to characterize the

mechanical (tensi le-shear) response of single-sided fil let arc T-welded joints

between Cu-lean AA7xxx extrusions and AA6063 sheet made using the gas

metal arc-welding (GMAW) process and ER5356 fil ler wire. Strain measurements

were made using an ARAMIS system based on digital image correlation (DIC).

An upper-bound analysis (UBA) was conducted to derive an empirical model of

the upper-bound strength of the arc-welded joints. The good agreement

between the predicted and experimental results shows that the empirical model

can be used to evaluate the tensi le-shear response of the dissimilar Al al loy

arc-welded joint.
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Introduction

In response to more stringent global emission standards, automotive manufactures

are turning to lightweight alloys to reduce emission and improve fuel efficiency.

There has been an increasing interest in fabricating automotive components from

copper (Cu)-lean 7xxx-series aluminum (Al) alloys because of their relatively high

strength, toughness, energy absorption, weldability, and formability [1 ] . Fusion arc

welding is a preferred process to join these alloys to other Al alloys during assembly.

A well-characterized performance of such welds is critical to safety design and life

prediction efforts [2–4] .

Fusion arc welding of Cu-lean AA7xxx (Al-Zn-Mg) alloys (which is typically

done using ER5356 filler wire) is a complex process. The fluctuation in temperature

during arc welding causes a decrease in the mechanical properties of both the base

material and fillet weld. The ultimate strength of fillet weld loaded in shear depends

on the strength of the fillet weld material and the direction of loading. It is well

know that Al-Mg alloys (to which ER5356 belongs) often fail by localization of flow

into shear bands [5,6] . The mechanical properties of the fillet weld measured per-

pendicular to the direction of loading (transverse fillet) at large strain is of consider-

able interest in the effort to design and model fusion arc fillet-welded joints. The

tensile-shear test method to evaluate the tensile properties of the arc-welded joints

has been successfully used in this regard [7] . The digital image correlation (DIC)

method has been widely used to measure strain evolution (deformation and damage

mechanisms) during uniaxial tension testing [8,9] . However, an effort has not been

made hitherto to combine the DIC method with tensile-shear testing at large strains

to study the deformation and damage mechanisms of fusion arc fillet-welded joints.

The purpose of this study was to characterize the tensile-shear properties of

single-sided fillet-welded T joints between Cu-lean AA7xxx extrusions and AA6063

sheet made using the gas metal arc-welding (GMAW) process and ER5356 filler

wire. A novel instrumented testing approach using an ARAMIS strain measurement

system based on digital image correlation (DIC) was developed to measure the

tensile-shear properties of fillet-welded T-joint coupons. An upper-bound analysis

(UBA) was also conducted to derive an empirical model of the upper-bound

strength of the welded joints. This paper presents and discusses the result of this

effort.

Experimental

The materials used to fabricate the single-sided, fillet-welded T-joint coupons are

Table 1 along with the nominal chemical composition of each. The two

4 STP 1584 On Evaluation ofExisting andNew Sensor Technologies



Cu-lean AA7xxx alloys were provided as extrusion profiles heat-treated to the T6

temper. The AA6063 was provided as sheet product heat treated to the T6 temper.

Arc welding was conducted using the GMAW process according to the procedures

specified in the GM Global Weld Design Standard GWS-1C, Section C; specific

details were not provided. The single-sided fillet weld was applied in a direction

parallel to the extrusion direction of the AA7xxx flange component and perpendic-

ular to the rolling direction of the AA6063 web component. A post-weld heat treat-

ment was not applied. A schematic drawing of the as-received welded T-joint

coupon complete with nominal dimensions is shown in Fig. 1(a). The modified “dog

bone” coupon geometry used in the tensile-shear tests is shown in Fig. 1(b). This

modification was deemed necessary to minimize the so-called “prying forces” that

arise during the outward deflection of a relatively thin flange [10] and the tendency

for the web to bend when tensile testing single-sided fillet-welded coupons.

Figure 2 shows both a schematic drawing and corresponding photograph of the

custom designed and fabricated clamping device deemed necessary to enhance the

test-to-test reliability of tensile-shear measurements. The upper and lower grips

were independent units that were coupled to the tensile frame material testing

TABLE 1 Chemical compositions (wt. %) for aluminum al loys.

Alloy Si Fe Cu Mn Mg Cr Zn Zr

AA7003-T6 0.30 0.35 0.20 0.30 0.50–1 .0 0.20 5.0–6.5 0.05–0.25

AA7018-T6 0.10 0.10 0.05 0.05 0.7–1 .4 - 4.5–5.5 0.12–0.25

AA6063-T6 0.2–0.6 0.35 0.10 0.10 0.45–0.90 0.10 0.10 -

ER5356 0.25 0.40 0.10 0.05–0.20 4.5–5.5 0.05–0.20 0.10 -

FIG. 1 Sch em a ti c d ra wi ng com pl ete wi th n om i na l d i m en si ons i n m m of (a) th e a s-

recei ved of wel d ed T-j oi n t cou pon, a n d (b) m od i fi ed “d og bon e” g eom etry u sed

i n th e ten si l e-shea r test.

BRUHIS ET AL., DOI 10.1520/STP158420140050 5



system (MTS). The upper grip was fixed to the tensile frame, whereas the lower pair

of grips was able to slide along with the moving actuator. A spring-loaded ball-bear-

ing mounting mechanism was used to facilitate linear axial motion while minimiz-

ing the bending of the web component during tensile-shear testing.

Tensile-shear testing was carried out using a 250-kN MTS tensile machine

at a cross-head speed of 1 mm/min (equivalent to a nominal strain rate of

8 ? 10?4 s?1) . The openness of the clamping device was intentional to allow the use

of the DIC method for strain measurement. A random ink speckle pattern was

deposited on the modified welded T-joint coupons prior to tensile-shear testing.

The fillet weld itself was continuously monitored using a charge-coupled device

(CCD) camera to measure the shear angles in situ. The error associated with the

strain measurement was calibrated to be randomly distributed with a maximum

absolute error of less than 0.25 % regardless of the measured strain [9] .

Additional uniaxial tensile and compression testing of the ER5356 material was

also conducted; the data from which was required to validate the upper-bound

stress model derived below. Both uniaxial loading experiments were conducted

using an Instron 5566 Electro-Mechanical testing machine with a 10-kN load cell at

a cross-head speed of 1 .0 mm/min (equivalent to a nominal strain rate of

1 .3 ? 10?3 s?1). The uniaxial tensile test was conducted using a 127-mm-long cylin-

drical sample with a 2.38-mm gauge diameter and 12.5-mm gauge length that was

prepared from an ER5356 filler wire with a 3.175 diameter. The uniaxial compres-

sion test was conducted using a rectangular (8.8 ? 3.6 ? 3.2 mm) sample that was

cut out of an arc fillet weld using one of the welded T-joint coupons. A set of three

FIG. 2 Schematic drawing and corresponding photograph of the custom designed and

fabricated clamping device.

6 STP 1584 On Evaluation ofExisting and New Sensor Technologies



configurations, ER5356 filler wire, and ER5356 weld zone. The force versus dis-

placement curve in each test was continuously recorded. The DIC method for strain

measurement described above was used in both cases. The ER5356 filler wire was

heat treated at 450?C for 1 h to reduce the Vickers microhardness (50-g load with
10-s dwell time) from a value of 114 (in the as-received condition) to 74, which

agreed well with the Vickers microhardness value of 73 measured in the as-welded

material. A reasonable agreement between the ER5356 filler wire and weld zone

material was necessary to permit a meaningful validation of the empirically derived

upper-bound stress model.

Upper-Bound Analysis

A simulations concept for the testing of the single-sided fillet-welded T-joint cou-

pons loaded in shear was developed using the upper-bound analysis (UBA). This

analysis of the limit load was derived on the basis of a simplified deformation field

constructed by the UBA. This approach involving kinematic admissible velocity

fields is an effective method of solving forming process problems [10,11 ] . The plas-

tic instability was expected to occur along a single shear plane. The shear displace-

ment and bending moment were expected based on the expected eccentricity of the

applied forces resulting from the discontinuity in the welded T joint. Therefore, the

deformation in the weld material was assumed to be a non-steady-state process. An

upper-bound solution of this flow problem was derived by considering only the

most critical point in time: the initiation of fracture, as proposed by Avitzur [11 ] .

The dimensionless relationship for the critical average deformation stress at the

point of fracture initiation is given as:

p

k

?
¼ sin b

cos a ? cosðb ? aÞ(1)

where:

p*¼ the critical average deforming stress,
k¼ the applied shear stress, and
a and b¼ the angles as defined in Fig. 3(a).

According to the von Mises yield condition for an isotropic material, k is given

as:

k ¼ re
ffiffiffi

3
p(2)

where:

re¼ the effective stress in tension.
If the angles a and b are assumed to be 45? (p/4), then the relationship for the

dimensionless critical average deformation stress (Eq 1) reduces to:

p?

k
¼ 1 :0(3)

BRUHIS ET AL., DOI 10.1520/STP158420140050 7



Combining Eqs 2 and 3 yields the following relationship:

p? ¼ k ¼ re
ffiffiffi

3
p ? 0:577 ? re(4)

It follows that the critical collapse load, F*, for a single-sided fillet-welded T-joint

coupon can be determined from the following relationship:

F? ¼ A0 ? p? ¼ 0:577 ? L ? lBC ? re(5)

where:

Ao¼ the shear plane area,

L¼ the weld length, and

lBC¼ the effective throat length.

The latter is given by the following relationship:

lBC ¼ lAB ? cos arctan
lAB

lBD

? ?? ?
(6)

where:

lAB and lBD¼ the leg lengths of the weld (as defined in Fig. 3(a)) .

Rearranging Eq 5 yields the following relationship:

re ¼ F?

0:577 ? L ? lBC(7)

It follows that an effective stress (re) can be calculated for a given applied load (F) if

L and lBC) are known. Thus, Eq 7 represents the

FIG. 3 (a) Schematic drawing of the single shear plan expected during tension-shear

testing of the welded T-joint coupon, (b) corresponding hodograph, and (c) l ight

optical microscopy image of the welded T joint observed in cross-section.

8 STP 1584 On Evaluation ofExisting andNew Sensor Technologies



empirically derived upper-bound stress model. A similar expression for a welded

joint has been derived by Kamtekar [12] .

Results and Discussion

A visual examination of the welded T-joint coupons after tensile-shear testing

revealed that the failure occurred by shearing at the minimum section: at the throat

of the weld. Figure 4 shows a set of three DIC strain maps approaching the collapse

(maximum) load for both welded T-joint coupons tested. It was evident that in

both welded T-joint coupons, the shear failure mode of the weld propagated along

the throat shear plane. Furthermore, the strain maps revealed that shear bands did

not develop prior to the collapse load being applied.

FIG. 4 DIC shear strain distribution maps acquired prior to the col lapse (max) load

being appl ied during tensi le-shear testing of the (a) welded AA7003/AA6063

T-joint coupon, and (b) welded AA7108/AA6063 T-joint coupon.

BRUHIS ET AL., DOI 10.1520/STP158420140050 9



The corresponding shear stress–shear strain curve for both welded T-joint cou-

pons was calculated based on the load-displacement curves recorded during the

tensile-shear test. The shear strain values (in term of the shear angles) were

obtained from the DIC strain maps. The shear angle calculations were based on six

to eight selected points along the throat shear plane. The measured shear angles (a)

were averaged over the entire shear zone and then converted to shear strain (c)

using c¼ tan(a) for each load step recorded (as shown in Fig. 4) . The shear

stress–shear strain curve calculated for both welded T joints is plotted in Fig. 5.

Ideally, these two curves should overlap. The observed difference between the two

curves is likely a consequence of the various weld defects present. As an example,

Fig. 3(c) shows two types of defects present: porosity and lack of penetration.

The microstructure of the fusion zone (Fig. 3(c)) was a typical cast structure, in

which in-plane isotropy is usually reached [13] . Assuming this to be true, the von

Mises yield criterion was used to convert the shear stress and shear strain to effec-

tive stress and effective strain using the following relationships:

re ¼
ffiffiffi

3
p

? s(8)

ee ¼ c
ffiffiffi

3
p(9)

Such calculations were necessary to help validate the empirically derived upper-

bound stress model (Eq 7). The validation involved comparing the calculated effec-

tive stress of the ER5356 weld material with the effective stress–effective strain

curve obtained during the uniaxial tensile test of the heat-treated cylindrical

ER5356 weld wire and the uniaxial compression test of the rectangular ER5356

sample. This comparison is shown in Fig. 6. Ideally, these curves should overlap.

Again, the observed difference between the set of curves is likely a consequence of

FIG. 5 Calculated shear strain–shear stress curves for the welded T-joint coupons

corresponding to the appl ied load-measured shear angle data.

10 STP 1584 On Evaluation ofExisting andNew Sensor Technologies



response of the uniaxial tensile sample lies above the remaining curves. The behav-

ior is expected because the weld wire is essential free of weld-induced macro- and

micro-scale defects. It is noted that the effective stress–effective strain curve of the

uniaxial compression sample followed the curve measured for the AA7003/AA6063

T-joint coupon very closely. It is this good agreement, albeit restricted to an effec-

tive strain up to about 0.16, that gives a level of confidence that the experimental

approach derived in valid.

Conclusions

1 . A novel technique for tension-shear testing of single-sided fillet arc-welded

T-joint coupons was developed using an empirically derived upper-bound

stress model coupled with DIC strain measurements and the use of modified

welded T-joint coupon geometry.

2. The experimental results of single-sided fillet arc-welded AA7xxx/AA6063

T-joint coupons were successfully validated against the effective stress–

effective strain behavior exhibited by uniaxial tensile and compression testing

of the ER5356 material.

3. Tensile-shear testing of single-sided arc-welded fillet AA7xxx/AA6063 T-joint

coupons showed that failure occurred along the ER5356 weld throat shear

plane. The variation in the effective tensile strengths of the ER5356 welds

observed was likely a consequence of the various macro- and micro-defects

present.
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ABSTRACT

The dependence of fracture strain on stress triaxial ity has been recently

recognized as an important factor that controls the fracture of aluminum al loys.

A number of experimental programs have been reported to determine fracture

strains in a wide range of stress triaxial ity using a variety of types of specimens.

However, because of the lack of direct measurement of local strains near the

fracture zone, indirect estimations of fracture strain are commonly used. The

errors in determining fracture strain are uncertain. In this study we use the digital

image correlation (DIC) method to determine the fracture strains in AA6060

aluminum extrusion material . This material is often used in automotive crash

management systems. A commercial ly avai lable DIC system was used to fol low

the deformation occurring during the tests of a set of newly designed specimens

with a wide range of stress triaxial ity; thus, the inception of instabi l ity and

fracture can be captured and distinguished precisely. More importantly, post-

experiment analysis in DIC al lows strain calculations at macroscopic levels at
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varying step sizes, thus, the dependence of fracture strain on gauge length has

been determined in each testing condition. The fracture locus of AA6060

aluminum extrusion has been successful ly determined and the concept of

“scaled fracture strain” has then been proposed to ensure consistency of the

fracture locus in both the experiment and in model ing.

Keywords

fracture criteria, stress triaxial ity, digital image correlation, aluminum extrusion,

AA6060

Introduction

Driven by the fuel economy and governmental regulations, the utilization of light-

weight structural components, such as aluminum crash management systems

(CMS), to replace steel ones is increasingly seen in more and more vehicle applica-

tions. However, fracture in the crash management system, e.g., a bumper beam

fracture during a high-speed crash, has serious implications in meeting federal safety

regulations. Unlike sheet metal forming, prediction of failure in aluminum extrusion

structures has not received much attention until recently. The failure prediction of

CMS in the development stage becomes so important because it will not only shorten

the design and development time, but also drastically reduce the cost for full vehicle

tests and often result in additional weight saving. Therefore, it is very critical to de-

velop a reliable prediction ofsystem failure to streamline the development process.

For sheet materials, the fracture forming limit diagram (FFLD) has been

accepted as a standard practice to determine fracture limits under different strain

paths that contain in-plane deformation modes. It is interesting to note that FFLD

of metallic materials may simply fall into a straight line in the space of principle

strains [1 ,2] where strain paths, such as uniaxial tension, plane–strain, and biaxial

tension, are commonly used. Since the publication of the classical work of Bridg-

man on the influence of hydrostatic stress on fracture [3] , a wealth of data have

been reported on many aspects of ductile fracture from different points of view of

researches [4–8] . More recently, in the equivalent strain–stress space, the depend-

ence of fracture strain on stress triaxiality has been recognized as an important

factor that controls the fracture of aluminum alloys [9,10] . A number of experimen-

tal programs have been reported to measure fracture strains in a wide range of

triaxiality using a variety of types of specimen designs [9–14] .

However, it is interesting to note that there still lacks direct measurements of

fracture strains during testing, and errors in determining fracture strain are uncer-

tain. In some specimen designs, the fracture strains are determined using the reduc-

tion of area measured by scanning electron microscopy or optical microscopy

[2–4] . The measured fracture strains vary largely with the specimen geometry and

size. In the other cases, the fracture strains are determined through combination of

measurement and finite-element simulation, where a predetermined failure point is

9,10] . The accuracy of the determined fracture
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strains is widely affected by the elements selected for the calculation because of the

non-uniform distribution of stresses and strains in the fracture zone. Moreover, the

size dependence of the finite-element mesh could result in even larger errors. In any

of these techniques, the fracture strains are not directly measured during testing

and errors in determining fracture strain are uncertain. For crash management

systems made of aluminum extrusions, there is also a strong need to incorporate

appropriate range of stress triaxiality that replicate the events occurring during the

impact testing.

In this contribution, we focus our effort on determination of fracture strains in

AA6060-T6, an aluminum extrusion material that is often used in automotive crash

management systems. A set of newly designed specimens with a wide range of stress

triaxiality is developed. Digital image correlation (DIC) is used to follow the defor-

mation occurring during the tests, thus, the inception of instability and fracture can

FIG. 1 Specimen design: (a) drawings, and (b) specimens (from left to right): A,

compression; B, shear; C, rotated shear; D, uniaxial tension; E, notched tension;

and F, plane–strain tension.
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be captured and distinguished precisely. The dependence of fracture strain on gauge

length will be determined in each testing condition. The concept of “scaled fracture

strain” is then proposed to ensure consistency of the fracture locus in both the

experiment and in modeling.

Experimental

The material used in the present study was AA6060-T6. After an intensive literature

review of the existing specimen designs, a set of six types of specimens, as shown in

Fig. 1 , were developed in the present study, namely compression, shear, rotated

shear (i.e., the axis of the shear zone is 20? with regard to the tensile axis), uniaxial

tension, tensile specimen with a pair of notches in the radius of 4 mm (referred to

FIG. 2 Experimental setup of compression test: (a) actual setup, and (b) contact

surface of the platen showing the circular carbine plate in the center. The

compression specimen is 4 mm wide and 6 mm long.
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as notched tension hereafter), and plane–strain tension. These specimen designs

cover large stress triaxiality ranges occurring during the events of the impact testing

in aluminum crash management systems. At least two valid tests were conducted

and reported for each testing condition.

A new compression test was designed using a rectangular specimen of 6 mm

long and 4 mm wide (Fig. 2) . To ensure smooth and parallel surfaces of compressive

platens, carbine plates were inserted into platens using adhesives (Fig. 2(b)) . An

extensometer was used to measure the displacement evolution during the testing.

No lubricant was used in the contact areas between the specimen and the top and

bottom platens.

A modified shear specimen [15,16] was used in the shear and rotated shear

tests. In this new shear test specimen geometry, as in the appendix of ASTM

B831-14 [16] , a pair of notches 0.25 mm thick on both sides of the specimen were

machined using sinker electrical discharge machining to ensure a simple shear state

in the shear zone. In the meantime, as the thickness of the shear zone is reduced,

the width of the shear zone is accordingly reduced from 1.6 mm, as specified in the

main text of the ASTM standard, to 1 .2 mm to prevent buckling of the specimen.

The notched tension specimen was used in the present study to obtain higher

traixiality than uniaxial tension. Care has been taken in specimen design to ensure

that strain distribution in the minimum cross section between the notches is as

uniform as possible when approaching fracture. In other words, when fracture

occurs, the strains at the notch tip and in the center of the minimum cross section

are sufficiently close.

The plane–strain tension specimen is similar to the one used in Ref 17, except a

400 width, is used to ensure true plan strain condition (Fig. 1(a), specimen F).

FIG. 3 Calculated stress triaxial i ty using finite-element analysis.
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2D or 3D elastic–plastic finite-element analysis was performed to determine

stress triaxiality up to large strains using LS-DANA [18] . The results are shown in

Fig. 3. As reported in the earlier studies, stress triaxiality is usually not constant dur-

ing the deformation processes [9–14] . An average value of the stress triaxiality was

then calculated for each testing condition as follows [9] ,

g ¼ 1

??f

ðef

0

rm

?r
d?e(1)

where:

?e, ef , rm, and r¼ equivalent strain, equivalent strain to fracture, hydrostatic

stress, and equivalent stress, respectively.

All tests were carried out using a hydraulic test frame. A nominal strain rate of

6 ? 10?6/s was used by controlling the cross-head movement speed during the tests.

FIG. 4 Strain calculation in digital image correlation using Aramis: (a) 3 ? 3

neighborhood for 2D strain calculation, and (b) shear strain calculation [19] .
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A commercially available optical strain mapping system based on DIC, was used to

follow deformation occurring during each test. The principle of DIC is based on the

fact that the distribution of grayscale values of a rectangular area (facet) in the ini-

tial image corresponds to the distribution of grayscale values of the same area in the

destination image [19] . Prior to the testing, a black-and-white ink pattern was spray

painted on the specimen surface. A cumulative strain map can be obtained by com-

paring each current deformed image with the initial image. The DIC measurements

were made from a set of snapshots collected automatically at a frame rate of one

frame per second during the tests. After the tests, the captured images were further

processed to obtain the full-field strain maps using the DIC system. A calibration

procedure was established, which ensured that the measuring error in strain is dis-

tributed randomly with a maximum error of 0.25 % over a range of in-plane dis-

placement from 3 to 3 mm and out-of-plane displacement from 0.6 to 0.6 mm. In

all the experiments we carried out, the parameters for DIC calculations have been

carefully chosen such that the smallest step size used is equivalent to a 0.25-mm

gauge length on the real specimens. The overlap of the facet size and step size is

20 %.

Strain is the measure for the deformation of a line element and can be defined

as [19–21 ]

k ¼ lim
l!0

l þ Dl

l

? ?
(2)

FIG. 5 Engineering-stress–engineering-strain curve of AA6060-T6 from the

compression test. Also shown is the actual compression specimen before and

after the testing.
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FIG. 6 Measured fracture strains in a shear specimen using different virtual gauge

lengths: (a) 0.5 mm, and (b) 1 .0 mm.
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where:

k¼ the relative elongation of an infinitesimal line element, i.e., a local gauge

length.

Engineering strain eeng and true strain et can then defined as

eeng ¼ k ? 1(3)

et ¼ lnðkÞ(4)

FIG. 7 Measured fracture strains in a rotated shear specimen using different virtual

gauge lengths: (a) 0.5 mm, (b) 1 .0 mm, and (c) actual fractured specimen

showing that fracture occurs in shear mode.
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In DIC strain measurements, a number of neighboring points are usually used to

calculate the strain field [21 ] . For example, a typical 3 ? 3 neighborhood is used for

the 2D strain calculation (Fig. 4(a)). As such, the local gauge length is then the spac-

ing between the left and right points in Fig. 4(a), i.e., double of the spacing of the

immediate neighboring points, or the step size, as it is referred to in Ref 21 . One

can simply vary the step size in the DIC calculations to vary the local gauge length;

for example, to use 5 ? 5, 7 ? 7, or 9 ? 9 neighborhood points. In the present study,

FIG. 8 Engineering-stress–engineering-strain curve of AA6060-T6 al loy extrusion.

FIG. 9 Line scan of strain distribution in the middle of a uniaxial tensi le specimen.
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local gauge lengths of 0.5 mm, 1 .0 mm, 1 .5 mm, and 2.0 mm were used for all tensile

tests (i.e., uniaxial tension, notched tension, and plane–strain tension), and 0.5 mm

and 1.0 mm for the shear and rotated shear tests.

It is noted that the shear strains were measured through the shear angles

[16,21 ] . The shear angle is defined as the change of an angle of 90? in the unde-

formed state to a new angle in the deformed state (Fig. 4(b)) . Note that, in Fig. 4(b),

the shear angle h¼ hxþ hy. The measured shear angles, h, were averaged over the

entire shear zone and then converted to shear strain, c, using c¼ tan(h).

Results and Discussion

It is interesting to note that no fracture occurs in the compression tests at very large

strain (Fig. 5). Note that 75 % strain, as shown in Fig. 5, was the measuring limit of

the extensometer used. DIC was initially used to follow the deformation until a

strain of 20 % and then the spray ink pattern cannot be tracked any more. There-

fore, a traixiality of?0.25 and a fracture strain of 0.7 was taken for the compression

testing based on the strain measurement using the extensometer.

FIG. 10 Measured instabi l i ty strains in a uniaxial tensi le specimen using different virtua l

gauge length (a) strain to diffuse necking, and (b) strain to local ized necking. In

labels, 0.5 mm, 1 .0 mm, 1 .5 mm, and 2.0 mm represent the virtual gauge length

used in the strain calculations.
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For both the shear and rotated shear tests, fracture occurs in shear mode as

shown in Figs. 6 and 7. As discussed in the previous study [15] , simple shear state is

realized in the shear specimen geometry used, we define fracture as the point where

the shear force reaches its maximum value. Fracture strain is then reported as the

effective strain converted from the measured shear strain at maximum load based

FIG. 11 Measured fracture strains in a uniaxial tensi le specimen using different virtual

gauge lengths: (a) 0.5 mm, (b) 1 .0 mm, (c) 1 .5 mm, and (d) 2 mm.
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on the von Mises yield criteria. For the rotated shear specimen, i.e., the shear zone

rotated 20? with regard to the loading axis, it also fractures in shear in nature. Thus,

the in-plane shear strain at maximum load is used to report the fracture strain

based on von Mises yield criteria as well.

From the tensile stress–strain curve and DIC maps (Fig. 8), it is clear that the

AA6060-T6 extrusion used in the present study shows progressive diffuse necking

at maximum loading, localized necking, and final fracture during the test, as shown

FIG. 12 Measured instabi l ity strains in a notched tensi le specimen using different virtual

gauge lengths: (a) 0.5 mm, (b) 1 .0 mm, (c) 1 .5 mm, and (d) 2 mm.

KANG AND GONG, DOI 10.1520/STP158420140058 25



in other aluminum alloy sheets, such as AA5754 [22] . The strain to either the dif-

fuse necking or the localized necking is often called strain to instability. Noticeably,

it is more evident to distinguish localized necking from diffuse necking when using

strain distribution on line scan in the center of the specimen (Fig. 9) . In other

words, it is more convenient in practical applications to use strain to maximum

FIG. 13 Measured fracture strains in a notched tensi le specimen using different virtual

gauge lengths: (a) 0.5 mm, (b) 1 .0 mm, (c) 1 .5 mm, and (d) 2 mm.
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loading to define strain to instability in all tensile cases. Figure 10(a) and 10(b) shows

the measured strains to diffuse necking and localized necking, respectively. The

fracture strain in uniaxial tension is determined as the final step prior to any visible

fracture appearing on the specimen surface (Fig. 11) .

When designing the notched tension specimen, it is hoped that the strain distri-

bution is sufficiently uniform at the minimum cross section when approaching frac-

ture. From the actual DIC strain maps, it is interesting to note that even strain at

the notch tip is the highest at maximum load (Fig. 12) , fracture strain becomes more

uniform when approaching fracture (Fig. 13) . These results confirmed that the meas-

ured fracture strain represents the location where the highest stress triaxiality exists

in the notched tension specimen used in the present study.

In the plane–strain tension specimens, shear banding appears at maximum

loading (Fig. 14) leading to the final fracture (Fig. 15) . Fracture strain is then defined

as the strain at the initiation of the fracture.

Generally speaking, for all the virtual gauge lengths (0.5 to 2.0 mm) used in the

present study, instability strains vary slightly with gauge length in uniaxial, notched,

and plane–strain tension cases (see Figs. 10, 12, and 14). The instability strains at a

FIG. 14 Measured instabi l i ty strains in a plane–strain tensi le specimen using different

virtual gauge lengths: (a) 0.5 mm, (b) 1 .0 mm, (c) 1 .5 mm, and (d) 2 mm.
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virtual gauge length of 0.50 mm are, therefore, plotted versus stress triaxiality in

Fig. 16.

Also shown in Fig. 16 is the plot of the relationship between the experimental

fracture locus versus stress triaxiality at a virtual gauge length of 0.5 mm. Following

the approach used by Bao and Wierzbicki [9] , and the vertical asymptote assump-

tion at stress triaxiality of?1/3 [23,24] , the experimental fracture locus is fitted into

three equations as follows,

ef ¼ 0:86 ? g þ 1

3

? ? ?0:85

for ? 1

3
< g ? 0(5)

ef ¼ 2:31g2 þ 0:41g þ 0:22 for 0 ? g ? 0:33(6)

ef ¼ 5:31g2 ? 5:75g þ 1 :92 for 0:33 ? g ? 0:577(7)

When plotting fracture strains versus gauge length for the three tensile cases, i.e.,

FIG. 15 Measured fracture strains in a plane–strain tensi le specimen using different

virtual gauge lengths: (a) 0.5 mm, (b) 1 .0 mm, (c) 1 .5 mm, and (d) 2 mm.
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strains vary nonlinearly with gauge length differently in each case (Fig. 17) . The fit-

ting equations shown in Fig. 17 can be used to calculate the “scaled fracture strains,”

thus, fracture strain can be compared experimentally and numerically if different

gauge lengths are used. This is an important but often neglected fact in practice.

FIG. 17 I nfluence of virtual gauge length on measured fracture strains.

FIG. 16 Measured strains to instabi l i ty and fracture strains versus stress triaxial ity

relation in AA6060.
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Conclusions

A set of specimens with a wide range of stress triaxiality have been designed for

AA6060 aluminum extrusion material to replicate the events occur during the

impact testing of aluminum crash management systems. Digital image correlation

has been used to determine fracture strains in the specimens; thus, the inception of

instability and fracture can be captured and distinguished precisely. The fracture

locus of AA6060 aluminum extrusion has been successfully determined and the

concept of “scaled fracture strain” has then been proposed to ensure consistency of

the fracture locus in both the experiment and modeling.
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ABSTRACT

Advanced testing methods are required in order to accurately characterize the

deformation and fai lure behaviour of anisotropic sheet metals. Ful l-field strain

mapping techniques using digital image correlation (DIC) offer improved spatial

and temporal measurement of material deformation, which al lows yield and

forming l imit criteria to be assessed with greater fidel ity. In the current work, ful l-

field strain mapping was appl ied to characterize the biaxial flow response of

anisotropic sheet metal . Ful l-field strain measurements, combined with analytical

methods, al lowed for the flow response to be measured for pure biaxial stress

paths. I t was found that the DIC strain data could be used to accurately predict

the biaxial hardening response of sheet materials to high levels of effective

strain, much higher than the uniform strain obtained from a tensi le test. To

adequately describe the hardening response of the material at these high levels

of strain it was necessary to account for the anisotropy of the sheet. Ful l-field

strain mapping techniques were also used to study forming response of
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anisotropic sheet metal . Advantages of DIC included the capabi l ity to determine

the forming response at strain-rates approaching those in stamping operations

and the abi l ity to vary the gauge length in the strain measurement for analysis

after the test was performed.

Keywords

biaxial bulge, anisotropy, yield function, r value, forming

Introduction

Wrought sheet alloys that are being considered to reduce vehicle weight and fuel

consumption include advanced high strength steel, aluminum, titanium, and

magnesium alloys. The deformation behaviour of these alloys can be complex

and there is the requirement to develop more advanced testing methodologies to

calibrate and validate constitutive material models. For example, both magnesium

and titanium alloys have a hexagonal closed packed (hcp) crystal structure with

a pronounced anisotropic and tension/compression asymmetric behaviour

that requires advanced yield functions to describe the accurate deformation

behaviour [1–4] .

It is often necessary to extrapolate the tensile stress versus strain behaviour to

high levels of strain to describe the hardening behaviour in material models. The

biaxial stress versus strain response of sheet metal was shown to describe the flow

response of sheet material to higher strains than obtained in a tensile test [5] .

Recently, a draft International Organization for Standardization (ISO) standard

was proposed for the measurement of the biaxial stress versus strain curve meas-

ured using digital image correlation (DIC) systems [6] . One advantage to the use

of full-field strain mapping DIC in the biaxial test is that the deformation of the

sheet can be accurately measured to high levels of deformation, compared to most

previous methodologies that relied partly on the deformation (specifically, the

radius of curvature) being described by theoretical equations. One drawback of

the biaxial flow test is that the stress versus strain behaviour must be adjusted to

account for the anisotropy of the sheet in order to accurately describe the flow

behaviour [5,7] .

To characterize the anisotropy of sheet metal it is important to measure r values

of the sheet during deformation. Chamanfar and Mahmudi [8,9] studied the effect

of gauge length and specimen geometry on r values of interstitial free (IF) steel and

Grade 2 commercially pure titanium (CP–Ti) sheet. It was found that gauge length

and specimen geometry could influence the calculated r value for IF sheet with a

measured range from 2.0 to 2.6. For Grade 2 CP–Ti, the r value could range from 2

to 7, depending on the gauge length, specimen geometry, and strain level [7,9] . One

advantage of DIC strain measurement is that the gauge length can be modified in

the strain calculations after the test is performed, to study the influence of gauge

length on r value.
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Another challenge in the study of lightweight sheet metals is the comparison of

forming limits measured for different materials that can experience diffuse necking,

localized necking, or brittle fracture [10] . In the current work, full-field strain map-

ping DIC techniques are used to measure the forming behaviour of anisotropic

sheet metals. The advantage of DIC is that the gauge length used to compute the

strain can be varied, allowing the influence of gauge length on the forming limit to

be studied. Using traditional methods [11 ] to measure the forming limit also

requires the test to be stopped upon the onset of necking, which results in forming

limit curve being measured at strain-rates much lower than in stamping operations.

Another advantage of DIC strain measurement is that the forming behaviour can

be measured at strain-rates representative of stamping operations, which is of

advantage for sheet metals that are strain-rate sensitive, such as magnesium alloys,

at warm forming temperatures [12] .

The objective of the current work is to measure the biaxial stress versus strain

response and correctly adjust for the anisotropy of the sheet metal. Both interstitial

free steel sheet and commercially pure titanium sheet are considered. The Hill48

and Cazacu-Barlat 2004 [1 ,4] yield functions are used to capture the anisotropic

deformation behaviour of the sheet materials. Additionally, the forming behaviour

under pure biaxial and near plane strain conditions are studied for anisotropic sheet

metals, specifically commercially pure titanium sheet and a ZEK100 magnesium

alloy sheet. The influence of varying the gauge length utilized in the strain computa-

tion on the forming behaviour is studied.

Experimental Method

MATERIALS

Three sheet materials were used in the current study, a 0.92 mm thick ASTM B265

Grade 1 commercially pure titanium (CP–Ti) sheet, a continuously annealed

0.83 mm thick interstitial-free steel sheet and a 1 .65 mm thick ZEK100 magnesium

alloy sheet supplied in the O temper. Tensile and biaxial bulge tests were carried

out using the CP–Ti sheet. Biaxial bulge tests were also performed using the IF steel

sheet. The forming behaviour response was characterized for the CP–Ti and

ZEK100 sheet.

UNIAXIAL TENSILE TESTING

Room temperatures tensile tests were conducted on CP–Ti in the sheet rolling

direction at an initial strain-rate of 0.001 s?1 , which was based on the displacement

rate of the test divided by the gauge length of the sample. Testing at a strain-rate

0.001 s?1 was also conducted on samples machined at different orientations relative

to the rolling direction of the sheet, including orientations of 22.5, 45, 67.5, and 90? .
The tensile specimens had a gauge length of 40 mm and a width of 10 mm and two

13] was used to measure

34 STP 1584 On Evaluation ofExisting andNew Sensor Technologies



the major and minor strain during the test. Strain was also measured in the loading

direction using an extensometer with a 25.4 mm gauge length.

BIAXIAL BULGE TEST

Hydroforming using a 500-ton Interlaken press was used to carry out room temper-

ature biaxial bulge tests on CP-Ti and IF sheet. To reduce the amount of bending at

the pole, a 150 mm die aperture diameter was used in the design as opposed to the

more commonly-used 100 mm die aperture diameter. The corner radius of the die

was 6.35 mm. The sample was first clamped with a force of about 300-ton followed

by hydroforming to failure. If a constant volume of water was applied during the

test, then the strain-rate would vary during the test as the specimen deforms. In the

current work, the volume of water was varied during the test by changing the water

cylinder stroke to achieve an approximately constant strain-rate, as will be shown

in the section “Biaxial Bulge Test Results for IF Steel and Commercially Pure

Titanium.” The DIC system was located at a distance of about 1 m from the sample

and a mirror was used to project the image at 45? (see Fig. 1) . To verify that the DIC

system was providing accurate displacement measurements, bulged samples (that

were not failed) were also measured using a laser profilometer. A qualitative com-

parison of the bulge measured by the DIC system and the laser profilometer are

shown in Fig. 2, indicating good agreement.

The true biaxial stress, rb, can be calculated according to Ref. [14]

rb ¼ qP

2t
(1)

where:

q¼ the radius of curvature,

P¼ the applied pressure, and

FIG. 1 Depiction of biaxial bulge test setup in hydro/gas forming press.
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t¼ the current thickness of the sheet, which can be determined by

t ¼ t0 exp ezzð Þ(2)

where:

ezz¼ ?(exxþ eyy) as the thickness strain, and

t0 ¼ the initial sheet thickness.

In these equations, x, y, and z correspond to the rolling, transverse, and thick-

ness directions, respectively. The xyz coordinates measured by DIC are then used to

calculate the a, b, c coefficients of an ellipsoid described by

x2

a2
þ y2

b2
þ z2

c2
¼ 1(3)

by performing a least-squares regression analysis. For pure biaxial conditions, in

which the in-plane stress in the rolling direction is equal to the stress in the trans-

verse direction (stresses due to bending are assumed negligible), the parameter

a¼ b. The radius of curvature can then be determined using geometry relationships

for an ellipsoid. Although the die was 150 mm in diameter, only DIC data within a

diameter of 80 mm was used in the least-squares regression. Alternatively, the ra-

dius of curvature can be computed from theoretical relationships. A relationship

used in the current work for comparison with the radius of curvature calculated

from the DIC data is given by [14,15]

q ¼ r2
c þ h2

d

2hd

FIG. 2 Com pa ri son of xyz m ea su rem en ts of th e form ed d om e u si ng ARAM I S (yel l ow)

a nd l a ser profi l om eter (bl u e) (a) yz- pl a ne, (b) xz-pl a ne, (c) l i n e secti on from

cen tre of sa m pl e on yz-pl a ne, a nd (d) l i n e secti on from cen tre of sa m pl e on

xz-pl a n e.
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where:

rc¼ the radius of the die (75 mm), and

hd¼ the deformed height of the bulged sheet.

The deformed height of the sheet was based on the height of the pole of the

bulged dome which was measured from DIC. Instead of calculating strain from

DIC data, the effective strain can also be determined using the following equation

developed by Hill [15] :

?e ¼ 2In 1 þ h2d
r2c

? ?
(5)

Equations 4 and 5 were used in the current work to provide a comparison to the

stress versus strain response predicted from the DIC data.

MARCINIAK TEST

The forming behaviour was obtained under pure biaxial and near plane strain con-

ditions using the Marciniak test method [16] , in which in-plane deformation is

achieved through the use of a flat punch and a carrier blank. Deformation was

measured in situ using full-field strain mapping. Forming limits could be obtained

from DIC using the procedure outlined in the ISO 12004-2 standard, although lim-

its are not reported using this procedure in the current work [16] . One advantage of

DIC is that the gauge length can be varied in the strain computation. Consequently,

the forming behaviour was studied at various gauge lengths in the current work.

Another advantage ofDIC is that the forming behaviour can be measured at strain-

rates more representative of stamping operations, as the test does not need to be

stopped upon the onset of necking, but prior to failure as is required in Ref. [11 ] . In

the current work, the frame rate of the DIC system was specified at 50 frames per

second for higher rate tests and 10 frames per second for lower rate tests. Room

temperature CP–Ti tests were carried out at punch displacement rates of 0.1 and

5 mm/s. Room temperature ZEK100 tests were carried out at a displacement rate of

1 mm/s. In all cases, the samples were oriented such that the major axis corre-

sponded to the rolling direction of the sheet.

Stress Versus Strain Response of Commercial ly

Pure Titanium Sheet

Room temperature tensile tests were conducted at 0, 22.5, 45, 67.5, and 90? with

respect to the rolling direction of the sheet at a strain-rate of 0.001 s?1 . Figure 3

compares both the engineering and true stress versus plastic strain curves, where

the true stress was plotted only to the maximum load measured during the test. The

total elongation for each orientation was similar with failure occurring between

plastic strains of about 0.42–0.45. The plastic strain at maximum load varied from

about 0.2 in the rolling direction to 0.11 in the transverse direction. The true hard-

ening response at the 67.5 and 90? orientations is slightly higher than at the 0?
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orientation, whereas the response at 22.5 and 45? is slightly lower than at 0? . A

four-parameter Voce-type hardening law, given by Ref. [17] , was used to capture

the materials hardening response (?rflow) based on the true stress versus strain

response in the rolling direction of the sheet

?rflow ¼ A ? ðA ? rYSÞexpð ? B?e cÞ½ ?
_
e
*

_
e
*

0

 ! m

(6)

where:

rYS ¼ the yield stress,

?e¼ the effective plastic strain,
_?e¼ the effective plastic strain rate,
_?e0 ¼ a reference effective strain-rate,

m¼ a strain-rate sensitivity parameter, and

A, B, and C¼ materials parameters.

Previously [17] , the parameters for the CP–Ti sheet used in the current work

were determined to be rYS¼ 222.4 (MPa), A¼ 1550.7 (MPa), B¼ 0.32, C¼ 0.52,
_?e0 ¼ 0.001 (s?1) , and m¼ 0.015. The strain-rate parameter, m, was based on tests

performed at strain-rates of 0.001 , 0.01 , and 0.1 s?1 . The effective stress versus plas-

tic strain curve obtained with these parameters is also shown in Fig. 3 as “Fit to Roll-

ing Direction.”

The major and minor strain measured from the ARAMIS DIC system were

r value at the various orientations which was described by

FIG. 3 Room temperature stress versus plastic strain curves for Grade 1 CP titanium at

various orientations with respect to the rol l ing direction (0?).
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r ¼ ? eminor

emajor þ eminor

? ?(7)

where:

eminor¼ the true strain in the width direction, and

emajor¼ the true strain in the loading direction.

Two input parameters that can be varied by the ARAMIS software in the calcu-

lation of strain are the grid spacing (GS) and gauge length (GL). The grid spacing is

the spacing between xyz data points, while the gauge length is the original length

(l0) used to calculate engineering strain (e¼ Dl/l0), which is then used to calculate

true strain. The r value was determined over a specified length and is compared in

Fig. 4 at various grid spacing (0.5, 1 .3, and 1 .9 mm) and gauge lengths (1 .3, 1 .5, 5.7,

and 7.6 mm). The results show that using a small grid spacing combined with a

small gauge length produces data with a lot of scatter. Increasing the grid spacing

and gauge length decreases the scatter in the data. Below about 5 % strain, the r

value tends to vary considerably for different combinations of grid spacing and

gauge length. To reduce the scatter, it was deemed reasonable to calculate the r

value with a grid spacing of about 1 .3 mm and a gauge length of about 7.6 mm for

the 10-mm wide, 0.92-mm thick tensile specimen.

The r values measured at the five tensile orientations are shown in Fig. 5, indi-

cating that the r value is reasonably constant between strains of 5 and 20 %. The r

values were not calculated above the maximum load (shown in Fig. 3) due to the

FIG. 4 Comparison of r values based on various grid sizes and gauge lengths from DIC

for a room temperature CP–Ti tensi le specimen conducted at a strain-rate of

0.001 s? 1 in the rol l ing direction.
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potential for the onset of necking. The average r value at each orientation was calcu-

lated to be 1 .1 , 1 .5, 2.4, 3.3, and 3.6 at 0, 22.5, 45, 67.5, and 90? , respectively, which
is based on the average r value from 5 % strain to maximum load.

There is considerable range of the r values reported in literature for commer-

cially pure titanium sheet (either Grade 1 or 2), ranging from 1.5 to 5.8 at various

orientations [7,9,18,19] . DIC techniques were used in some of this previous work to

compute the r value and the sheet thicknesses ranged from 0.5 to 1 .8 mm. In the

current work, the r value of 1 .2 calculated for the rolling direction is less than r val-

ues reported in literature for this direction, but the r values determined for the other

directions fall within the reported ranges.

Yield Functions for Commercial ly Pure

Titanium Sheet

As discussed above, an anisotropic yield function needs to be used to compute the

pure biaxial flow stress versus strain response for CP titanium sheet. The tensile

results above were used to calculate the coefficients of the Hill48 yield function,

which is given by [20]

/ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

F r22 ? r33ð Þ2þG r33 ? r11ð Þ 2 þH r11 ? r22ð Þ 2 þ Lr2
23 þ Mr2

31 þ Nr2
12

q
(8)

where F, G, H, L, M, and N are parameters that can be calculated from r0, r45, and

determined from the tensile data according to the following equations [20] :

FIG. 5 Comparison of r values at various tensi le orientations relative to the rol l ing

direction (0? ) of the sheet.
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r11 ¼ r23 ¼ r31 ¼ 1 ; r22 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r90 r0 þ 1ð Þ
r0 1 þ r90ð Þ ;

s
r33 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r90 r0 þ 1ð Þ
r0 þ r90ð Þ

s
;

r12 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

3r90 r0 þ 1ð Þ
2r45 þ 1ð Þ r0 þ r90ð Þ

s(9)

with

F ¼ 1

2

1

r222
þ 1

r233
? 1

r211

? ?
; G ¼ 1

2

1

r233
þ 1

r211
? 1

r222

? ?
; H ¼ 1

2

1

r211
þ 1

r222
? 1

r233

? ?

L ¼ 3

2r223
; M ¼ 3

2r231
; N ¼ 3

2r212

(10)

In these equations, r11, r12, and r22 correspond to r0, r45, and r90, respectively. The

measured r values are compared to the theory in Fig. 6(a), while the measured stress

versus strain curves are compared to the predicted curves in Fig. 6(b). The results show

that if r values are used to calculate the coefficients in the Hill48 yield function, then

the stress versus strain response is not captured, particularly at the 67.5 and 90? orien-

tations. It could also be shown that if the stress versus strain curves were used to calcu-

late the Hill48 coefficients, then the r values would not entirely be predicted correctly.

Cazacu and Barlat [1 ] , proposed an asymmetric and anisotropic yield surface,

which will be referred to as CB2004, to better capture the deformation behaviour of

hexagonal closed packed (hcp) alloys such as CP–Ti. The CB2004 yield function

was used in the current work as an alternative to the Hill48 yield function to

describe the behaviour ofCP–Ti. The yield function is given by [1 ,4]

FIG. 6 Comparison of Hi l l48 theory and measured (a) r values and (b) stress versus

strain curves obtained at various orientations.
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/ ¼ 3 a22 þ a23 þ a2a3
? ? 3=2?k a2 þ a3ð Þa2a3

h i ?1=3
J
3=2
2 ? kJ3

h i 1=3
(11)

where:

k¼ the tension/compression asymmetric response, and

J2 and J3¼ the second and third invariants of the transformed deviatoric stress

tensor, R¼ Lr, where L is a fourth order linear transformation tensor.

The anisotropy coefficients, ai (where i¼ 1 .6), are used to describe L. The yield

function parameters calculated by Nixon et al. [4] for high purity a-Ti (99.999 %)

were used in the current work to represent the CP–Ti alloy and are given in Table 1 .

These coefficients were determined for a 15.87 mm thick cross-rolled disc [4] . For

reference, k¼ 0 with all ai¼ 1 , which is equivalent to the isotropic and symmetric

von Mises response. Although the current work focuses only on tensile behaviour

and not compression, the asymmetry parameter, k, is still required as it helps

describe the shape of the yield surface even in the tension–tension quadrant of

stress space (as is the stress state for the biaxial bulge test).

The r values and hardening responses obtained from the CB2004 model are

compared to measured values in Fig. 7. The figure shows that the CB2004 parame-

ters do not adequately describe the r value of the CP–Ti sheet, but the stress versus

strain response is somewhat captured by the yield function parameters with the dif-

ference in the maximum and minimum stress for a given level of effective plastic

strain being about 25 MPa in both the experimental and predicted cases.

The yield surfaces predicted from the Hill48 and CB2004 models are shown in

Fig. 8 for an effective plastic strain ranging from 0 to 0.25, in increments of 0.05.

The effective strain increment, d?e was calculated using the principle of plastic work

according to

d?e ¼ rxxdexx þ ryydeyy

?r
(12)

where ?r is the effective stress obtained from the yield function. The shear stresses

were zero (rxy¼ 0) for the yield surfaces shown in Fig. 8. Also shown in the figure

are the corresponding experimental points in the rolling, transverse, and pure biax-

ial (calculated using Eq 1) orientations. Figure 8(a) demonstrates that the Hill48

yield function over predicts the transverse response, as was also shown in Fig. 6(b).

TABLE 1 Yield function coefficients for high purity ti tanium [4] .

?e a2 a3 a4 k

0.000 0.9186 1 .9985 1 .3286 ?0.3975

0.025 0.9071 1 .7270 1 .3972 ?0.4202

0.050 0.8343 1 .6477 1 .3651 ?0.3422

0.075 0.8576 1 .6193 1 .4135 ?0.3746

0.100 0.8902 1 .6062 1 .4490 ?0.5142

0.200 0.9443 1 .4246 1 .4262 ?0.9685
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From the experimental biaxial bulge test, it was seen that exx¼ eyy (which will be

shown in “Biaxial Bulge Test Results for IF Steel and Commercially Pure

Titanium”), which indicates that Eq 1 can be used to predict the biaxial stress in the

bulge test with rxx¼ ryy, which correspond to the rolling and transverse directions

of the sheet. When exx¼ eyy, the normal to the yield surface must be at 45? relative

FIG. 7 Com pa ri son of CB2004 theory a n d m ea su red (a) r va l u es a n d (b) stress versu s

stra i n cu rves obta i ned a t va ri ou s ori enta ti ons.

FIG. 8 Com pa ri son of H i l l 48 a nd CB2004 yi el d su rfa ces for a n effecti ve pl a sti c stra i n

ra n g i n g from 0 to 0. 25 i n i n crem en ts of 0. 05, rxy¼ 0 (experi m en ta l d a ta poi nts

i n th e RD a n d TD d i recti on s sta rt a t a n effecti ve pl a sti c stra i n of zero a n d

i ncrem ent by 0. 05; experi m enta l d a ta poi n ts from the bi a xi a l bu l g e test sta rt a t

a n effecti ve pl a sti c stra i n of 0. 05 a nd i n crem en t by 0. 05).
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to the rolling direction. However, it can be seen in Fig. 8(a) that the normal to the

yield surface is not at 45? for the pure biaxial case and it could be shown that

exx¼ 2.9eyy for the Hill48 yield function. In other words, the major strain would be

2.9 times the minor strain during the bulge test, which is not the case from experi-

ment. Figure 8(b) shows that the CB2004 yield function with the Nixon et al. [4]

parameters significantly overpredicts the pure biaxial response.

Biaxial Bulge Test Results for IF Steel and

Commercial ly Pure Titanium

Figure 9 shows the biaxial stress versus strain curves for CP–Ti sheet and two IF

steel tests from the same batch of sheet. The effective stress and strain were calcu-

lated based on von Mises deformation. Figure 10 shows the corresponding major

and minor strain versus time. The major strain was essentially equal to the minor

strain for CP–Ti #1 , IF Steel #1 , and IF Steel #2, such that Eq 1 was applied to pre-

dict the biaxial stress. For IF Steel #1 , the major strain-rate was reasonably constant

at about 0.0003 s?1 , except at the end of the test. This strain-rate was achieved by

varying the applied stroke-rate of the water cylinder during the test. Without vary-

ing the stroke-rate of the cylinder, a non-constant strain-rate would result as seen

for IF Steel #2 where the strain-rate varied from about 0.0004 s?1 at the start of the

test to 0.001 5 s?1 at the end of the test. This strain-rate variation had only a small

influence on the biaxial hardening response of the IF steel as seen in Fig. 9. For

FIG. 9 Biaxial bulge test results for IF steel and CP–Ti sheet based on von Mises

deformation.
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CP–Ti #1 , the major strain-rate was about 0.0008 s?1 , which was again obtained by

varying the applied stoke-rate of the water cylinder during the test.

The biaxial hardening response shown in Fig. 9 was calculated using the radius

of curvature determined from the ellipsoid curve fit (Eq 3) to the DIC data. The

goodness of fit of the experimental data to Eq 3 was determined by examining the

R2 coefficient (coefficient of determination), which for the CP–Ti #1 test ranged

from 0.91 to 0.99, with an average of 0.97. Alternatively, the biaxial response can be

obtained from the radius of curvature determined from Eq 4 and the effective strain

from Eq 5. The biaxial stress versus strain curves predicted using Eqs 4 and 5,

referred to as Hill50, are compared to the responses obtained from DIC data in

Fig. 11 for IF Steel #1 and CP–Ti #1 . The von Mises effective strain was calculated

using the major and minor strain data, also from DIC. The biaxial response

obtained from Hill50 (Eq 4) is significantly different from the response obtained

using the DIC data (Eq 5) for which the goodness of fit average about R2¼ 0.97.

This indicates the improved accuracy of the radius of curvature obtained through

DIC measurements. Future work could consider alternative equations to better fit

the DIC data for further improvement of the goodness of fit and accuracy of the

radius of curvature.

Chamanfar and Mahmudi [8] measured the r values of IF steel sheet with a

thickness of 1 mm and reported values ranging from 2.0 to 2.6 depending on the

gauge length used in calculation. In the current work, an r value of 2.0 was used for

the IF sheet in the Hill48 yield function, as r value data was not available for the

specific IF steel sheet at the 0, 45, and 90? . Figure 12 compares the effective stress

FIG. 10 Major and minor strain versus time for biaxial bulge tests IF Steel #1 and #2 and

CP–Ti #1 .
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versus strain response from the biaxial test, calculated based on both the von Mises

yield function and the Hill48 yield function (Eq 8) with an r value of 2.0. The yield

function was used to calculate the effective stress, ?r, in Eq 1 2. The response from a

tensile test is also shown. The tensile specimen was oriented such that the loading

direction was oriented in the rolling direction of the sheet and was performed at an

effective strain-rate of 0.008 s?1 . The effective strain-rate of the biaxial bulge test is

about twice the major strain-rate of 0.0003 s?1 (Fig. 10) . If the IF steel were isotropic,

then it would be expected that strain hardening response of both the biaxial bulge

test and tensile test would match. However, the results in the figure show that using

an isotropic yielding response (von Mises) will result in a large over prediction of

the effective stress versus strain response for IF sheet. Using Hill48 with an r value

of 2.0 yields an effective flow response that matches the effective hardening

response from the tensile specimen. The effective strain at maximum load for the

tensile specimen was 21 %, whereas the flow behaviour in the bulge test remained

stable to an effective strain of about 1 20 %. This indicates that the accurate radii of

curvature determined from DIC can be used to describe the strain hardening

response of the sheet metal to very high levels of plastic deformation. Further exper-

imental data, such as r values at various orientations with respect to the rolling

direction, would be required to verify whether the Hill48 yield function with an r

value of 2.0 is best suited to describe the IF steel sheet.

The biaxial bulge and tensile flow curves are compared for the commercially

pure titanium sheet in Fig. 13. The biaxial bulge response was calculated using von

FIG. 11 Comparison of biaxial hardening response obtained from DIC and theoretical

equation for IF steel and CP–Ti .
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section “Yield Functions for Commercially Pure Titanium Sheet.” The Hill48 (Eq 8)

and CB2004 (Eq 11) yield functions were used to calculate the effective stress, ?r, in

Eq 12. As with the IF steel bulge test, the applied volume expansion during the test

was varied to achieve an effective strain-rate of approximately 0.002 s?1 (which is

FIG. 12 Comparison of biaxial bulge and tensi le stress versus strain response for IF

steel .

FIG. 13 Comparison of biaxial bulge and tensi le stress versus strain response for Grade 1

commercial ly pure titanium sheet.
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approximately twice the major strain-rate of 0.0008 s?1 shown in Fig. 10) . The effec-

tive strain rate for the rolling direction tensile test was 0.001 s?1 . Again, the von

Mises response overpredicts the flow behaviour of the sheet. The Hill48 is in rea-

sonable agreement with the flow behaviour obtained from the tensile specimen.

Although the stress versus strain behaviour was reasonably captured using the

Hill48 model, the pure biaxial strain ratio was poorly predicted (exx¼ 2.9eyy) com-

pared to the experimental case (exx¼ eyy, as seen in Fig. 10), as detailed in the section

“Yield Functions for Commercially Pure Titanium Sheet.”

For the CB2004 yield function, the effective stress was calculated using Eq 11

with the stress in the rolling direction equal to the stress in the transverse direction,

both of which were equal to the biaxial stress calculated from Eq 1. The CB2004

predictions shown in Fig. 8(b) indicated that under pure biaxial loading (rRD¼ rTD) ,

the stresses calculated from experiment (using Eq 1) were significantly less than the

pure biaxial stresses calculated according to the CB2004 yield function. Conse-

quently, using the lower experimental biaxial stresses (from Eq 1) leads to an effec-

tive stress versus strain response which underpredicts the flow response of the

sheet, as indicated in Fig. 13. Although the effective stress versus strain response is

underpredicted for the pure biaxial case, the strain ratio is correctly predicted com-

pared to experiment (which is given in Fig. 10) with exx¼ 0.97eyy.

The results show that both the Hill48 and CB2004 yield functions can capture

some of the deformation behaviour of the CP–Ti sheet, but neither yield function

can accurately describe the entire deformation response of the alloy. Alternative

yield functions, such as the CPB06 yield function [2,3] , could also be explored to

better capture the deformation response of CP–Ti. As with the IF steel case, the

effective strain at failure from the bulge tests is much higher than the effective strain

at maximum load from a tensile test. For CP–Ti, the maximum uniform effective

strain from a tensile test occurs at about 20 %, whereas the maximum effective

strain from the bulge test reached about 130 % before failure in the bulge test (based

on the Hill48 flow response). Also presented in Fig. 13 is flow response predicted

from Eq 6, which was based on extrapolating the tensile data to higher strains [17] .

The extrapolated result was similar to the strain hardening response of the material

based on the biaxial bulge response with CB2004.

Influence of Gauge Length on Definition of

Forming Response

The localization behaviour of various sheet metals can vary greatly from little to no

necking, localized necking, to diffuse necking before failure. As mentioned above,

the gauge length used to calculate the strain components can be varied in the DIC

analysis. The current section examines whether modifying the gauge length can be

used to indicate changes in the localization response of sheet metal. No attempt is
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necking, or failure. In addition, the analysis is mainly restricted to pure biaxial load-

ing conditions, with some plane-strain analysis.

The major strain versus length for a section taken through the centre of the

sample from a pure biaxial Marciniak test of CP–Ti sheet tested at a punch rate of

0.1 mm/s is shown in Fig. 14. The major strain was calculated based on the grid size

from the DIC data, which was about 1 .1 mm. Figure 14(a)–14(c) show the strain state

prior to failure and Fig. 14(d) shows the strain state just after failure. The figure

shows that the in-plane stretching resultant from the pure biaxial Marciniak test

produces a fairly consistent strain profile, prior to strain localization. Since the

strain profile obtained from in-plane stretching during the Marciniak test is reason-

ably consistent, it was deemed reasonable to study the effect of varying gauge length

on strain for sections measured at or near the point of failure. Figure 14(b)–Fig. 14(d)

show that the strain begins to localize near the centre of the sample, which would

affect the strain measured from different gauge lengths, but only after the localiza-

tion. Future work should consider strain paths other than pure biaxial, to determine

if the strain response remains reasonably consistent across a specified section in the

Marciniak test.

The influence of varying the gauge length was studied to determine whether

any deviations in the strain response could indicate the onset of necking. CP–Ti

and ZEK100 sheet were studied as they demonstrate various failure responses, such

FIG. 14 Major strain versus section length from Marciniak test of CP–Ti sheet tested at

0.1 mm/s in the pure biaxial condition (a) before necking, (b) close to the point

of diffuse/local ized necking, (c) at or near the point of the onset of local ized

necking, and (d) after fai lure.
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as diffuse necking, localized necking, or fracture without necking. The effective

strain (von Mises) versus time profile is shown in Fig. 15 for room temperature Mar-

ciniak tests performed at a punch displacement rate of 0.1 and 5 mm/s for CP–Ti

sheet and 1 mm/s for ZEK100 magnesium sheet, for the pure biaxial condition. As

opposed to the strain data in Fig. 14 which was calculated based only on the grid

size from DIC, the strain data in Fig. 15 was calculated based on the gauge length.

The effective strain at each time increment was calculated after the test based on

the surface strain at or near the location at which the material eventually failed dur-

ing the test. The strain was calculated using a gauge length (GL) of either 3.3 or

4.4 mm. The effective strain-rates obtained are about 0.004, 0.025, and 0.22 s?1 for

punch displacement rates of 0.1 , 1 .0, and 5.0 mm/s, respectively. This demonstrates

that DIC can be used to obtain forming behaviour at strain-rates more representa-

tive of stamping operations which would be important for materials that demon-

strate strain-rate sensitivity.

Room temperature Marciniak test results conducted at a punch displacement

rate of 1 mm/s are shown in Fig. 16 for ZEK100 magnesium sheet for both pure

biaxial and plane strain conditions. The effective strain (von Mises) calculated for

three gauge lengths of 1 .1 , 3.3, and 6.6 mm is compared. Again, the effective strain

was measured along a line that passed through the location of failure and the gauge

length would span the failure crack such that the measured strain appears to drasti-

cally increase upon failure. The grid spacing was about 1 .1 mm in all of the calcula-

tions. The results for ZEK100 indicate no deviation of the strain response with

FIG. 15 Effective strain versus time profiles obtained from Marciniak tests for the pure

biaxial condition for various levels of strain-rate.

50 STP 1584 On Evaluation ofExisting and New Sensor Technologies



FIG. 17 Comparison of effective strain versus time determined based on different grid

spacing and gauge lengths for pure biaxial and plane strain conditions for CP–Ti

tested at 0. 1 mm/s.

FIG. 16 Comparison of effective strain versus time determined based on different grid

spacing and gauge lengths for pure biaxial and plane strain conditions for

ZEK100 tested at 1 mm/s.

WILLIAMS ET AL., DOI 10.1520/STP158420140056 51



gauge length. Moreover, there is no localized necking observed in the data, as the

strain increases vertically at the point of failure (which is an artifact of the gauge

length spanning the crack). Consequently, varying the gauge length utilized in the

strain calculations wound not change the forming limit of room temperature

ZEK100 under pure biaxial and plane strain conditions.

The pure biaxial and plane strain Marciniak test results presented in Fig. 17 and

Fig. 18 are for CP–Ti sheet conducted at a punch displacement rate of 0.1 and

5 mm/s, respectively, and compared at three different gauge lengths. Figure 17 shows

that the effective strain-rate for the plane strain case is greater than that for the

pure biaxial case for the slower punch rate of 0.1 mm/s. However, Fig. 18 shows that

the effective strain rate for the plain strain case is less than that of the biaxial case

for the tests performed at 5 mm/s, indicating that strain-rate can influence strain

path. The plane strain case in Fig. 17 shows a change in the strain response between

the three gauge lengths that is indicative of the onset of localized necking (given by

the sudden rise in effective strain, which again is an artifact of the gauge spanning

the localized region that eventually failed by a crack). For the pure biaxial case,

there was little difference in the strain response, which was indicative that the mate-

rial underwent little to no localization prior to failure. For both the plane strain and

pure biaxial tests conducted at 5 mm/s, which are shown in Fig. 18, there was a

change in the strain response between the three gauge lengths, which was also in-

FIG. 18 Comparison of effective strain versus time determined based on different grid

spacing and gauge lengths for pure biaxial and plane strain conditions for CP–Ti

tested at 5 mm/s.
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Conclusions

The biaxial stress versus strain response was measured for interstitial free (IF) steel

and Grade 1 commercially pure titanium (CP–Ti) sheet. It was found that the effec-

tive stress versus plastic strain response from the bulge test could not be accurately

predicted when considering an isotropic (von Mises) yielding response, indicating

both IF steel and CP–Ti are to some degree anisotropic. For IF steel, adjusting the

flow curve using the Hill48 anisotropic yield function with an r value of 2.0 was suf-

ficient to yield a flow response in agreement with the corresponding flow response

from a tensile test. Moreover, it was shown that the radius of curvature of the sheet

obtained from DIC measurements was accurate to high levels of plastic deforma-

tion. The flow behaviour from the bulge test reached a high effective strain of about

1 20 % before failure compared to 21 % effective strain achieved at the point of

instability in the tensile test. For CP–Ti sheet, the flow response was adjusted using

both Hill48 and CB2004 yield functions. Coefficients for the Hill48 model were

determined based on the r values from tensile tests in which DIC was used to mea-

sure the major and minor strain. The CB2004 yield function was applied using

parameters from literature for a 1 5.87 mm thick cross-rolled pure titanium disk to

represent the CP–Ti sheet. The results showed that both the Hill48 and CB2004

yield functions captured some of the deformation behaviour of the CP–Ti sheet,

but neither yield function could accurately describe the entire deformation response

of the alloy. As with IF steel, a high effective strain was achieved in the bulge test

for CP–Ti of about 1 30 % before failure compared to the tensile test with an effec-

tive strain at instability of about 20 %. It can be concluded that the biaxial flow test

is a valuable test to characterize the deformation of anisotropic sheet metal at high

effective strains. The localization behaviour of various sheet metals was studied by

varying the gauge length utilized in the DIC analysis after the test was conducted.

The study was mainly limited to pure biaxial loading conditions where it was shown

that for sheet metal with low ductility, varying the gauge length had no effect on the

predicted strain profile. For materials with high ductility, the strain profiles could

deviate near the end of the test. This deviation could be indicative of the onset of

localized necking, but further work is required to determine if this deviation corre-

sponds to a localized neck on the sheet material.
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ABSTRACT

Full-field mapping of displacements between successive images by digital image

correlation is a powerful and well-established technique, used in fields as diverse as

geo-tectonics, engineering mechanics, and materials science. Analysis of three-

dimensional images, such as computed x-ray tomographs, is also becoming routine.

These techniques provide new ways to study and quantify deformation and failure

processes; recently, they have been applied to detect and study cracks and defects

in engineering materials, for instance, by coupling the displacement analysis with

finite-element codes to readily extract the crack propagation strain energy release

rate (J-integral). Such analyses increase the richness of the data obtained, for

example, providing information on the mode of loading and are suitable for the

analysis of engineering components under complex states of stress. This work has
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highlighted areas where the development of image-correlation methods that are

optimized for analysis of discontinuities would be beneficial for better detection of

small cracks and the early development of damage against the background

displacement field, improved precision in crack-displacement field measurement by

intell igent “masking” or analysis algorithms, and better integration with finite-

element software packages to make use of advanced tools for 2D and 3D

deformation analysis. This paper reviews some of this recent work on the analysis of

2D and 3D damage in engineering materials, and describes developments in

quantitative analysis of defects by image correlation. The examples covered include

brittle crack propagation in nuclear graphite, fatigue loading in magnesium alloys,

and indentation damage in brittle and ductile materials.

Keywords

digital image correlation, computed tomography, digital volume correlation,

fracture mechanics, damage mechanics

Background

Digital image correlation (DIC) is a powerful tool to measure the full-field displace-

ment distribution on the surface ofspecimens. The gradients ofthe displacement field

can be used to derive the strain field, which then may be employed for early detection

of fracture nuclei [1 ,2] ; cracks are revealed by artificially high levels of strain (i.e., sig-

nificantly in excess of the elastic limit) because of their opening displacements. The

effective surface lengths of observed cracks can be obtained directly from the DIC

data using image segmentation of the strain map [2] ; these lengths will include some

contribution from the crack-tip plastic zone. The depth of the cracks also may be esti-

mated from their opening displacements, for instance, with the assumption of elastic

properties and a semi-elliptical crack geometry [1 ,2] . By these methods, DIC has been

applied to study crack behavior in a broad range ofmaterials (e.g., Refs 1–3).

For instance, in stress-corrosion studies, analysis in this manner ofdisplacement

fields obtained by DIC has proved very useful for the investigation of crack initiation

and propagation in a range ofenvironments in which cracks are conventionally diffi-

cult to study [4,5] . In the case of atmospheric stress corrosion of stainless steel, DIC

analysis of optical images discerned crack growth beneath salt layers and adherent

corrosion product deposits; crack development could be monitored over long peri-

ods of time [6] (Fig. 1) . Precise measurements of crack-opening displacements have

also supported the study of short fatigue crack growth [7] and stress-corrosion initia-

tion [8] in studies of a thermally sensitized stainless steel in high-temperature, high-

pressure water (Fig. 2) , via DIC ofoptical images obtained in a windowed autoclave.

Three-dimensional in situ observation of damage within materials has become

possible through high-resolution x-ray computed microtomography (lXCT) (e.g.,

Refs 9–11), aided by the brilliance of synchrotron sources. Digital volume correlation

(DVC) can map relative changes in displacement between tomographic datasets

[12] , allowing quantitative observations of the three-dimensional deformations that
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occur within materials when they respond to loads. In suitable microstructures, the

displacement resolution is sub-voxel (a voxel is the three-dimensional equivalent of

a pixel), and both elastic and plastic deformations can be studied [13,14] .

Some recent work conducted on the joint engineering, environmental, and

processing (I12 – JEEP) beam line at the diamond light source is described here,

where the objective is to show how damage may be characterized by analysis of the

three-dimensional displacement fields obtained from lXCT data. The examples

presented include crack propagation in a quasi-brittle porous material (polygranu-

lar graphite), sub-indentation cracking in a brittle polycrystalline ceramic (alu-

mina), plastic deformation and damage development underneath indentations in a

ductile metal (Al-SiC composite), and fatigue crack-opening behavior in a magne-

sium alloy, the latter using lXCT data obtained at beamline ID19 of the European

Synchrotron Radiation Facility.

Three-Dimensional Damage Analysis Using

Displacement Fields

Polygranular Gilsocarbon graphite is the artificial graphite used in the United King-

FIG. 1 Stress-corrosion crack nucleation in austenitic stainless steel beneath a chloride

salt deposit (under a tensi le static stress): (a) Optical images at 1500 h, 1668 h,

1836 h, and 2004 h (left to right). (b) Strain map (cal ibrated to show relative

crack-opening displacements) relative to first image (1500 h) at 168 h, 1836 h, and

2004 h (left to right). The final image includes the strain map from 1836 h

overlaid on optical image of the fai led specimen [6] .
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and reflector. The graphite studied was in the virgin, i.e., non-irradiated, condition,

and is a model quasi-brittle material; crack propagation is accompanied by the de-

velopment of a microcracked fracture process zone (FPZ) [15,16] . Through the

combined use of lXCT and DVC, the deformation of the fracture process zone has

been measured; full details of the experiment and analysis are provided in Ref 16,

and a brief summary is given here. A short bar chevron notch specimen was used to

achieve stable crack propagation (Fig. 3). X-ray tomographic images of the notched

region were first obtained in the undamaged condition. A sharp wedge was then

driven progressively toward the base and into the notch to initiate and propagate a

crack; tomographic images were recorded at intervals as the crack propagated and

then analyzed using digital volume correlation. The three-dimensional crack-open-

ing displacement (COD) profile is obtained from the relative displacements of the

faces of the crack. This shows there is a zone with a length of approximately

1 .5 mm, in which the material is less stiff and displaces more than expected from

linear elastic behavior. This is the fracture process zone where microcracking dam-

age increases the strains in response to the crack-tip stresses; it can be simulated

successfully using a cohesive zone finite element (FE) model (a form of strip yield

model).

FIG. 2 Visual izations at different time intervals of an intergranular stress corrosion

initiated in austenitic stainless steel , observed in situ in high-temperature water.

The crack openings are represented as strains calculated from the digital image

correlation measured displacements. The crack initiation site is indicated by the

red rectangle. The strain map is superposed on an optical observation of the

sample at the end of the test. The strain scale is qual i tative and indicates the

magnitude of crack-opening displacement; dark blue represents low strain and

red represents high strain. The maximum crack opening increased from 0.2 lm

at day 22 to 0.9 lm at day 26 [8] .
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Hardness testing has long been used to interrogate materials to understand

their deformation behavior and to infer the processes of deformation that have

occurred underneath the indenters (e.g., Ref 17). With appropriate assumptions or

understanding of deformation processes, hardness tests on small samples can be

used to evaluate the effects of changes in microstructure on the mechanical proper-

ties of engineering components. Hardness testing is a surface characterization

technique and, except in transparent materials, it provides no direct observation of

the assumed damage and deformation processes. Indentation in a model ductile

metal, an aluminum–silicon carbide composite (Al-SiC, 15 % volume fraction rein-

forcement), has been studied using DVC of lXCT data to measure the subsurface

displacement field in three dimensions. As with the graphite example, only brief

details are presented here; full details including the parameters of the DVC analysis

are provided in Ref 18. The sample was examined (1) before, and (2) in situ during

indentation. The specimen was indented with a 5-mm radius ZrO2 ball with an in

situ loading rig. The reference tomograph was recorded under a small pre-load to

reduce rigid body movement, with the second tomograph under the indentation

load. A vertical lXCT slice shows the composite’s texture (Fig. 4) and, although

individual particles are not resolved, DVC operates successfully on the contrast

from microstructure heterogeneity. Further post-processing to fully remove rigid

FIG. 3 Measurement of crack-opening displacement profile by synchrotron

tomography in polygranular graphite; HR, SR denote high-resolution (1 .8 lm

voxel) and standard resolution (3.6 lm voxel) data. The measured profiles are

compared with elastic FE and cohesive fracture FE simulations for the observed

3.6-mm crack length. The fracture process zone has the effect of increasing the

crack opening, such that the crack behaves equivalent to a longer elastic

crack [16] .
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be able to consider its components with respect to the coordinate system of the in-

dentation field, which is not necessarily aligned with that of the observations; this is

particularly important in indentation experiments because of the small displace-

ments within the sample and the high loads that can cause sample movements that

are significant compared to these, even with a stiff loading rig.

Hence, following DVC analysis, fine rigid body movements and rotations of the

displacement data matrix were corrected to obtain the displacement field around

the indention; a novel and efficient algorithm, reported briefly in Ref 18, and

described in more detail in Ref 19 was used. In brief, using the 3D matrix of dis-

placement vectors, the body translation is first isolated and corrected using an aver-

aging technique. The rotation matrix is then determined by inverting the

displacement matrix to find its Euler angles, which are used to apply a corrective

rotation. Following correction of the rigid body movements, the displacement field

has radial symmetry; hence, to simplify the displacement data presentation, they

are transformed to polar coordinates, with the axis of the indentation as origin, to

obtain average radial displacements. Except close to the indentation, the displace-

ment field and the reaction force agree well with an elastic–plastic FE simulation of

the indentation, using the measured indentation depth and properties from tensile

tests of the same material. A reverse-modeling analysis via FE simulation can then

be applied to extract material properties from such observations to investigate the

elastic–plastic behavior of ductile materials [19] .

During indentation of brittle materials, a system of subsurface radial cracks is

generated to accommodate the indentation strain. Lateral cracks, which are approx-

imately parallel to the surface, arise from the residual strain field surrounding the

indentation plastic zone as the sample is unloaded. Understanding indentation

FIG. 4 Vertical section of the lXCTdata of Herzian indention in Al-15 % SiC composite

(left). The DVC-measured vertical stra in is shown as a contour map (right) with

vectors of the displacement field superposed [18] .
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cracking in hard, brittle materials is important, because indentation damage con-

tributes to certain forms ofwear [20] . Although it is routine to study the surfaces of

indented materials to characterize surface cracking, there are very few observations

of indentation cracking below the surface. Such studies are usually destructive, and

may modify the residual stress state during observation. The combined lXCT/DVC

methodology has been applied recently to investigate the cracks that develop in a

model brittle material, polycrystalline alumina, during indentation. Brief details are

described here; further information including the parameters of the DVC analysis is

provided in Ref 21 . The polycrystalline Al2O3 sample was indented using a standard

Vickers pyramidal diamond; the sample was imaged by lXCT (1) before indenta-

tion, with small pre-load to fix the sample position; (2) in situ at the maximum in-

dentation load; and (3) after removal of the load. The lXCT images provide a

limited description of the cracking; Fig. 5(a) shows a vertical section (peak load and

after unloading) in which one of the four radial cracks is visible by phase contrast.

The horizontal displacement component for the same section is below, showing the

relative opening of the radial crack decreases on load removal. The DVC data there-

fore provide a means to study crack opening. Vertical displacements close to the

top surface (Fig. 5(b)) reveal the uplift from the development of lateral cracking after

radial cracking, such that lateral cracks are bounded by the radial cracks. The

FIG. 5 Vicker’s indentation of Al2O3 ceramic: (a) Tomographic vertical cross-sections of

sample under load and unloaded. The corresponding maps of the horizontal

displacement in the area presented by a dashed rectangle are shown below; and

(b) maps of vertical d isplacements in a horizontal plane under the indentation,

showing the indentation deformation and the upl ift from lateral cracking. The

radial cracks are indicated [21] .
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with the indentation’s residual stress field. Such observations may support models

that predict the stability and development of contact-induced cracks during wear.

Cracks interact with the three-dimensional microstructure of the material as

they develop. These interactions are particularly important for microstructural

short cracks, which are short relative to microstructure length scales, such as grain

size; knowledge is required of crack growth rates within grains and the resistance to

crack growth presented by features, such as grain boundaries. Non-destructive 3D

grain mapping techniques such as synchrotron x-ray diffraction contrast tomogra-

phy (DCT) can complement lXCT by providing a description of grain shape and

crystal orientation in polycrystalline materials [22] . Short fatigue crack growth

behavior in a cast magnesium alloy (Elektron 21 ), studied using a combination of

DCT and lXCT [23] , showed that crack propagation occurred most rapidly along

the basal crystal plane, with crack retardation occurring at grain boundaries that

required tilt and twist of this plane for continued growth. More recently, using the

same tomography data, a DVC analysis measured the displacements between the

original undamaged material and the opening of the crack under load. Conse-

quently, the local modes of crack opening were determined for the first time in a

short fatigue crack in 3D (full details are provided in Ref 24). Visualizations of the

displacements and the maximum principal strain field in two orthogonal sections

across the crack are shown in Fig. 6; the largest displacements are in the vertical

z-direction, parallel to the applied load, and the strain is obtained from the gra-

dients of the displacement field. These images, which are composites of different

FIG. 6 Vi su a l i sa ti on s of d i g i ta l vol u m e- correl a ti on m ea su rem en t of cra ck-open i n g

beh a vi or for a short fa ti g u e cra ck i n M g a l l oy, observed by synch rotron x-ra y

tom og ra phy: (a) z-d i spl a cem ent; a nd (b) m a xi m u m pri nci pa l stra i n . The sca l e i s

q u a l i ta ti ve (h ot col ors a re hi g her va l u es) [24] .
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data types, are not fully quantitative; hot colors indicate larger displacements and

cold colors smaller displacements with the same range for each figure. Quantitative

analysis of the data showed the maximum crack-opening displacements to be

around 1 lm; the basal plane cracks propagated with mixed mode opening.

Advanced Analysis of Crack-Displacement

Fields

The studies of cracks that were described in the previous sections have used the

measurement of the crack-opening displacements only, provided by two- or three-

dimensional digital image-correlation analysis. However, it has also been shown,

for two-dimensional analysis so far, that the displacement fields around cracks can

be used, in particular to calculate the stress field via direct FE solution [25] . From

this, the elastic strain energy release rate (i.e., J-integral) associated with crack

growth may be obtained. The J-integral describes the thermodynamic driving force

for crack propagation, which is a critical parameter in any study of fracture or fa-

tigue. The technique is based on the contour integral method, and the energy

release rate is calculated by taking contours of the calculated strain field around the

crack tip. DIC observation of displacement fields, therefore, has the potential to

measure the parameters that control crack propagation. A key issue, however, is the

need to obtain accurate displacement fields close to cracks; these interfaces and con-

ventional DIC algorithms are prone to error under such conditions. Solutions to

this are needed before three-dimensional analysis of cracks, and then the driving

force for their development under complex states of stress can be studied. In addi-

tion to improved precision in crack-displacement field measurement, for instance,

by intelligent “masking” or analysis algorithms, better integration with FE software

packages is also needed to make use of the available tools for 2D and 3D deforma-

tion analysis. Advanced image-correlation methods may also aid in detection of

small cracks and the early development of damage against the background displace-

ment field.

To support the development of these tools, it is necessary to have a reliable

method that can deform images, using the known deformation field of a crack, to

assess the quality of the measurement of that deformation field by digital image cor-

relation, and the subsequent calculation of parameters such as the J-integral that

depend on this displacement field. As part of this process, a tool (ODIN) has been

developed; this is a MATLAB code that allows one to accurately distort a 2D image in

an arbitrary manner; a 3D code is under development. Using an input FE element

nodal displacement field that describes the required deformation, ODIN interpo-

lates a pixel-wise displacement field using the shape function of the elements,

changing the positions of points of known intensity in the original image to new

positions in the deformed image. A cubic interpolation algorithm is then used to

create the final deformed image, which has a regular pixel array; a B-spline interpo-
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process are not readily measurable, but an assessment using deformations with

known mathematical functions (i.e., sine waves) gives an average relative error of

0.05 % in the distorted image pixel intensity values when using the cubic interpola-

tor with a 16-bit image. The maximum relative error was 0.1 %.

Errors in the displacement field that is measured after DIC analysis of the

ODIN-deformed image, relative to its original, arise from the combined effects of

the ODIN deformation and the usual measurement errors that occur from the DIC

algorithms; the latter may be quantified by the conventional comparison of dis-

placed images, but not the former. An example that illustrates the magnitude of the

errors and their sensitivity to the DIC parameters is presented for a mode I center-

cracked plate model, which was chosen to obtain the crack’s elastic strain energy

release rate from a DIC analysis of the displacement field. The reference model is a

60 mm? 60 mm plate with a center crack of 10-mm length loaded in tension; the

linear elastic analysis uses the material properties of steel (E¼ 270 GPa, Poisson’s

ratio¼ 0.33) with a regular FE size of 0.20 mm (ABAQUS, CPS4 elements; four-node

plane stress quadrilateral with full integration).

The FE-obtained displacement field was used, with ODIN, to deform an image

(Fig. 7) . This was a digitally modified picture of a concrete surface, chosen as it pro-

vides a good degree of heterogeneity over a wide range of length scales; the image

size was 1800 ? 3870 pixels2. The DIC analysis to obtain displacement and strain

fields was performed using the LaVision StrainMaster software that was also used

for the other image-correlation analyses described in this paper; a multi-pass

approach was applied with final pass interrogation window or subset sizes of 128,

96, 64, 48, and 32 pixels at 75 % overlap. An arbitrary rectangular mask was applied

to the crack; the mask was 20 pixels wide and extended to 5 pixels beyond the

crack-tip position. Calculation of the J-integral from the DIC result was achieved by

importing the obtained displacement fields into ABAQUS, using a Python code to

create the required input file. To quantify the relative effects of the DIC analysis pa-

rameters, the obtained J-integrals, calculated using only contours that did not touch

the image border, were then normalized by the J-integral that was obtained in the

original FE simulation.

Visual comparison of the strain fields of the original FE model and those

obtained by DIC of the deformed images (Fig. 8) shows good agreement; however,

some periodic noise appears as the final interrogation subset size decreases. There

is also data loss adjacent to interfaces, i.e., the crack tip and image borders, which

is usual in DIC with conventional algorithms. The periodicity is considered, at

present, to be because of effects of interference between the ODIN interpolator

and the interpolation algorithms used in the DIC analysis; the effect increases as

the window size decreases because the strain is evaluated on smaller subsets that

reduce the effect of averaging. Nonetheless, comparison of the displacement fields

found that typically the relative error in strain was less than 0.09 % for 90 % of

the dataset, with errors approaching 1 % at positions close to the masked

crack tip.
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FIG. 7 Original image from picture of a concrete surface and ODIN-distorted image,

with zoomed image of the crack shown.

FIG. 8 Comparison between the orig inal FE strain field , and example extraction of the

field fol lowing DIC of deformed images; the strain component paral lel to the

appl ied stress is shown: (a) Orig inal FE field; (b) DIC analysis, 96 ? 96 pixels2

interrogation subset; and (c) DIC analysis, 32 ? 32 pixels2 interrogation subset.
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The J-integrals were contour independent, with an error that depends on the

interrogation subset or window size (Table 1) . Some of this error can be attributed to

the loss of displacement data closest to the crack tip, where the strain energy density

is highest; the increasing loss of its contribution to the J-integral, thus, becomes

more significant as the relative subset size increases. With decreasing window size,

the error in the displacements also becomes larger, and this causes a progressive

loss in accuracy. Further work is in progress to evaluate improved methods for DIC

analysis, for instance, using anisotropic interrogation subsets aligned with the dis-

placement field and subset splitting [26] to improve the displacement measure-

ments close to the crack. The aim is to identify the required experimental and

analysis conditions that reliably achieve an error of better than 10 %, which will be

acceptable for engineering property measurements.

Conclusion

Digital image-correlation analysis provides a useful tool for the measurement of the

displacement fields associated with cracks, which can be mapped in two or three

dimensions. In principle, fracture mechanics parameters such as the J-integral can

be extracted, given a sufficiently accurate, high-resolution mapping of the displace-

ments. However, the effects of image-correlation parameters are complex; signifi-

cant underestimation of the J-integral can occur if the displacements close to the

crack tip are not sufficiently measured. Simulation of image deformation provides a

means to evaluate the effects of image-correlation parameters, and so provides a

tool to support image-correlation algorithm development and also to experiment

with design. Use of these methods with DVC applied to tomographic images would

allow the accurate characterization of 3D cracks as a three-dimensional object, and

enable their study under complex states of loading.
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ABSTRACT

The potential drop (PD) technique is one of the most common methods for

determining crack growth; however, other factors can also change the resistance

of the specimen, which may erroneously be interpreted as crack extensi on. I n

tough, ductile materials, plastic strain can cause a significant change in PD. This

paper presents an experimental i nvestigation which quantifies the apparent crack

extension due to strain pri or to the onset of physical crack growth and considers

ways to miti gate it. Compact tension, C(T), and single edge notch tension, SEN (T),

specimen geometries are considered with a range of crack lengths. The influence

of probe locati on i s also considered. The results identify apparent crack extensions

of up to 1 .0 mm i n the absence of any physical crack extension. This can be

reduced through careful selection of probe locations. Appropriate locati ons are

suggested for the geometries considered. I t is also shown that high constraint

geometry can significantl y reduce the influence of plasticity on PD.
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Introduction

The potential drop (PD) method is one of the main techniques used for measuring

crack growth in the laboratory. One of the key advantages of the technique is its

suitability to a wide range of applications including creep [1 ] , fatigue [2] , creep-

fatigue [3] , and fracture toughness testing [4] . The technique works on the principle

that a constant current flowing through a specimen generates an electrical field that

is sensitive to changes in the geometry of the specimen, in particular crack exten-

sion. The crack extension can therefore be estimated by measuring the potential

drop between two probes located either side of the crack and using a suitable cali-

bration curve.

It is widely accepted that factors other than crack growth can also change the

resistance of a test specimen. This may be erroneously interpreted as a change in

crack length. Such factors include:
• Change in temperature [5,6]
• Drift in amplifier gain [5]
• Strains [7–9]

Nomenclature

A ¼ crack length as defined in ASTM E1457-13 [1 ]

a0 ¼ initial crack length as defined in ASTM E1457-13 [1 ]

A, B, C ¼ polynomial coefficients

B ¼ specimen thickness as defined in ASTM E1457-13 [1 ]

Bn ¼ net specimen thickness, including side-grooves, as defined in ASTM

E1457-13 [1 ]

KI ¼mode I stress intensity factor

L ¼ specimen length, SEN(T) only, as defined in ASTM E1457-13 [1 ]

PD ¼ potential drop

PD0 ¼ initial potential drop, corresponding to a0
R ¼ resistance

R0 ¼ initial resistance, corresponding to a0
rp ¼ plastic zone size

W¼ specimen width as defined in ASTM E1457-13 [1 ]

b ¼ constant which depends on the stress conditions at the crack tip

Da ¼ crack extension (Da¼ a? a0)

DPD ¼ change in potential drop (DPD¼ PD? PD0)

DR ¼ change in resistance (DR¼ R? R0)

ry ¼ yield strength

74 STP 1584 On Evaluation ofExisting and New Sensor Technologies



• Thermal aging [6,7]
• Electrical contact between the crack faces [6,7]
• Material texture [10]
• Residual stress relaxation [11 ]

Where these factors affect the resistance of the entire specimen, such as a change

in ambient temperature, their influence can be minimized by normalizing the PD

with respect to a reference measurement taken at a location that is not influenced by

crack extension. This approach is not appropriate for factors which only cause a local

change in resistance. Where such local factors have a significant influence on PD

measurements, it is important to try and develop alternative ways to mitigate them.

One source of local changes in resistance in tough, ductile materials is the large

strains associated with plasticity and creep, which predominately accumulate at the

crack tip [7,9,12] . The aim of this paper is to quantify the apparent crack extension

due to strain, in the absence of any physical crack growth, for the simple case of a

monotonically loaded specimen at room temperature. An approach to minimize

this strain induced change in PD to help differentiate it from actual crack extension

is discussed. A review of the relevant literature is presented in the following section.

THE INFLUENCE OF STRAIN ON PD MEASUREMENTS

It is known that strain can influence the electrical behavior ofmaterials. Indeed it is

this effect which is measured in a typical strain gauge [10] . It is therefore no

surprise that many authors have identified strain (elastic, plastic, or creep) as a

potential source of error when estimating crack length using the PD technique.

Saxena [13] used direct current potential drop (DCPD) to monitor crack

growth at elevated temperatures. Constant load line displacement rate tests were

performed on compact tension (C(T)) and centre crack tension (CC(T)) specimens

manufactured from ASTM grade A470 class 8 steel and a type 304 stainless steel.

Discrepancies of up to 1 .7 mm were identified between the crack extension esti-

mated using PD and measured from the fracture surface. This was the equivalent to

?11 % of the actual crack extension. The discrepancy was attributed to strain effects
such as specimen deformation and crack tip blunting.

Freeman and Neate [7] reviewed the use of DCPD for measuring crack

extension at elevated temperatures in materials of varying ductility. They identified

deformation at the crack tip, bulk specimen deformation, microstructural changes,

and bridging between the crack surfaces as potential sources of PD change in addi-

tion to crack extension. In low ductility materials, where small strains produce a

negligible change in PD measurements, an initial reduction in PD was identified

due to microstructural changes attributed to dislocation rearrangement during pri-

mary creep and changes in precipitate size and spacing. This resulted in a minimum

in the PD measurement. It was suggested that any subsequent increase in PD may

indicate crack initiation and can be used to calculate crack extension using standard

room temperature calibration curves, although bridging across the crack faces may

cause the crack length to be underestimated.
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In high ductility materials, such as type 316 stainless steel, Freeman and Neate

[7] showed that the initial increase in PD due to strains can be of the same order of

magnitude or larger than the reduction in PD due to microstructural changes. This

can give rise to significant increases in PD prior to initiation, making it difficult to

identify the onset of creep crack growth from the PD signal alone. It is also sug-

gested that any change in PD subsequent to initiation will continue to be influenced

by the time dependent nature of the creep strain field, thus precluding the use of

room temperature calibration curves. For high ductility materials, any change in

PD due to conduction across the crack faces is likely to be negligible even at small

loads due to the relatively large displacements.

Lowes and Fearnehough [9] identified that the change in PD due to plastic

deformation in the absence of crack growth was directly proportional to crack

opening displacement (COD). They used this relationship to identify the onset of

slow crack growth in monotonically loaded 3 point bend Charpy specimens manu-

factured from C–M structural steels. It was suggested that initiation of crack growth

occurred where a plot of DCPD against COD deviated from its linear trend. They

confirmed their results by interrupting tests at various loads and inspecting the frac-

ture surface. This approach was successfully used by other authors. A review of this

work was presented by Wilkowski and Maxey [8] .

Bakker [12] used DCPD to monitor crack initiation and subsequent crack

growth during ductile fracture tests on mild steel ST52-3 SEN(B) specimens.

Deformation, blunting, and void growth were identified as potential sources of

changes in the PD signal in addition to crack growth. After the initiation of crack

growth, it was suggested that for relatively small variations in crack length, the

influence of these factors would be small compared to the influence of crack

growth; thus the associated error in the PD measurement would remain approxi-

mately constant. By identifying the PD at the point of initiation using the method

developed by Lowes and Fearnehough [9] and subtracting it from all subsequent

measurements, the majority of the error due to plasticity could be removed. Dis-

crepancies of up to 0.69 mm were identified between the crack extensions esti-

mated using PD and measured from the fracture surface. The PD method

typically underestimated the crack length by less than 10 %, although errors of up

to 28 % were identified. At the point of initiation, PD measurements equivalent

to 0.37 mm of crack growth were recorded. Bakker [12] also commented on diffi-

culties in identifying the point of initiation from the small change in gradient on

a plot of DCPD against COD.

In summary, significant errors in crack length estimates were attributed to

strains. The literature suggests that the majority of strain effects occured prior to

the initiation of crack growth and that for monotonically loaded specimens, there is

a linear relationship between the change in PD and crack mouth opening displace-

ment (CMOD) during this incubation period. Deviation from this linear trend was

successfully used to identify the onset of crack extension; however, other authors
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changes in gradient. Despite this, there is currently no best-practice for using the

PD technique in the presence of large strains in the ASTM standards.

In this paper, the influence of strain on PD measurements in the absence of

any physical crack growth is examined for incrementally loaded specimens manu-

factured from ex-service type 316H stainless steel. This is a tough, ductile mate-

rial of particular interest to the power generation industry. A range of specimen

geometries, initial crack lengths, and probe locations were considered to identify

whether these factors influence the change in PD due to strain. The probe loca-

tions were selected based on finite element analysis sensitivity studies. Numeri-

cally derived calibration curves were used to convert the change in PD due to

strain to an apparent crack extension to compare the susceptibility of each speci-

men and probe arrangement to strain induced changes in PD. The results were

used to provide recommendations for using the PD technique to monitor initia-

tion and crack extension in similar tough, ductile materials. The subsequent sec-

tions discuss different aspects of the experimental setup followed by a description

of the methodology.

The PD System

There are two main types of PD technique: DCPD and alternating current potential

drop (ACPD). ACPD can be further categorized into low frequency and high fre-

quency. In this paper, a low frequency ACPD system is used. At low frequencies,

the skin depth associated with ACPD is large compared with the specimen geome-

try; the skin effect is thus negligible and the current distribution is the same as

DCPD. The conclusions in this paper are therefore directly applicable to DCPD.

The low frequency ACPD system used implements a lock-in amplifier to signif-

icantly improve the signal-to-noise ratio compared to DCPD. This makes it ideal

for monitoring small changes in PD. It also has the advantage of not being sensitive

to amplifier drift or thermal electromotive force (EMF) [14] , unlike DCPD. Unlike

high frequency ACPD, it is not sensitive to small changes in magnetic permeability

[10] ; however, it is capable of monitoring any discontinuous cracking ahead of the

crack tip [13,15] .

Specimen Geometry

Two specimen geometries were considered which provide different levels of con-

straint: a high constraint, thick, C(T) specimen with side grooves, and a lower con-

straint, thin, single edge notch tension (SEN(T)) specimen without side grooves.

The geometry of these specimens is provided in Figs. 1 and 2, respectively. These

specimen geometries are within the guidelines provided in ASTM E1457-13 [1 ]

with the exception of the pin hole diameters, which were increased from 12.5 to

13.0 mm to accommodate PVC insulation tape applied to the loading pins. This is

discussed in more detail in the section “Experimental Setup.”
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Four SEN(T) specimens were manufactured with a/W ratios of 0.30, 0.38,

0.54, and 0.70. Two C(T) specimens were manufactured with a/W ratios of 0.45

and 0.55. The pre-crack was produced by electrical discharge machining (EDM).

FIG. 1 C(T) specimen geometry based on guidance in ASTM E1457-13 [1 ] .
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the C(T) and SEN(T) specimens are summarized in Table 1 and Table 2,

respectively.

Materials

All specimens were manufactured from ex-service type 316H austenitic stainless

steel. This is a tough, ductile material, which will promote significant plastic defor-

mation at the crack tip prior to any crack extension. The relevant room temperature

material properties are summarized in Table 3. An engineering stress-strain plot is

provided in Fig. 3.

Probe Locations

A wide range of probe arrangements were initially considered for this investigation.

These were reduced to a selection of preferred probe locations which were used in

the experiment. An overview of the process for selecting measurement probe

FIG. 2 SEN(T) specimen geometry based on guidance in ASTM E1457-13 [1 ] .

TABLE 1 C(T) specimen critical d imensions.

Specimen ID a/W a0 (mm) W (mm) B (mm) Bn (mm)

CT45 0.45 22.5 50.0 25.0 20.0

CT55 0.55 27.5 50.0 25.0 20.0
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locations and reference probe locations is provided in the following two sections,

respectively. Finally a discussion of the preferred probe locations is provided. For

brevity, the details of all locations initially considered have not been provided.

MEASUREMENT PROBE SELECTION PROCESS

Static finite element models of the two specimen geometries shown in Fig. 1 and

Fig. 2 were generated using COMSOL multi-physics finite element software [16] .

The C(T) model had an initial crack length, a0, of 25.0 mm (a/W¼ 0.5) and the

SEN(T) model had an initial crack length of 7.5 mm (a/W¼ 0.3). The crack was

then extended in increments of 0.5 mm for a total of 10 mm of crack extension. For

each probe location, the change in PD, DPD, was recorded and a third order poly-

nomial regression fit calibration curve was generated from the normalized crack

extension, Da/a0, and the normalized change in PD, DPD/PD0, where PD0 is the

PD at the initial crack length, a0. The crack extension and the change in PD were

normalized to generate calibration curves which are independent of material,

current and specimen thickness.

The COMSOL analyses were then repeated with the probes moved from their

nominal locations by 1 .0 mm to simulate probe misplacement as shown in Fig. 4(a).

For each “misplaced” probe arrangement, the change in PD was recorded at each

crack increment and the crack extension was estimated from the calibration curve

derived from the nominal probe locations. This was compared to the actual crack

extension in the model. The difference between the two values provides the error

due to probe misplacement, as shown schematically in Fig. 4(b). For each nominal

probe arrangement, multiple analyses were performed with probes misplaced in dif-

ferent directions (see Fig. 4(a)) to identify the maximum probe misplacement error.

The maximum probe misplacement error and the sensitivity to crack extension

were used to select the preferred probe locations. The sensitivity to crack extension

was calculated from the initial gradient of the nominal calibration curve.

TABLE 2 SEN(T) specimen critical d imensions.

Specimen ID a/W(mm) a0 (mm) W (mm) B (mm) L

SENT30 0.30 7.5 25.0 6.25 50.0

SENT38 0.38 9.5 25.0 6.25 50.0

SENT54 0.54 13.5 25.0 6.25 50.0

SENT70 0.70 17.5 25.0 6.25 50.0

TABLE 3 Room temperature material properties of ex-service type 316H stainless steel .

E (GPa) eu r0.2 % (MPa) rUTS (MPa)

205 0.530 292 626
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REFERENCE PROBE SELECTION PROCESS

As discussed in ASTM E647-13a [2] , a reference measurement should be taken at a

location where it is not influenced by crack extension. This is used to remove any

global changes in specimen resistance from the measurement signal such as those

caused by temperature fluctuations. The reference probes may be attached to the

test specimen or to another specimen experiencing identical conditions to the test

FIG. 3 Engineering stress–strain plot for ex-service type 316H stainless steel .

FIG. 4 Schematic representation of (a) the nominal and misplaced probe locations and

(b) the error due to a “misplaced” probe arrangement.
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specimen. The magnitude of the reference signal should be greater than or equal to

the signal measured across the crack.

When the reference probes are attached to the test specimen, it can be difficult

to achieve a signal that is greater than or equal to the signal measured across the

crack. When the reference probes are attached to another specimen, it is difficult to

obtain identical test conditions. The requirement for the reference signal to be

greater than or equal to the measured signal is to avoid the introduction of excessive

noise when normalizing the measured signal with respect to the reference signal.

This requirement is less significant when using the proposed low frequency ACPD

due to its high signal-to-noise ratio. For this reason, the reference probes have been

attached directly to the test specimen. COMSOL finite element analyses were

performed to identify suitable probe locations which were not influenced by crack

extension while maximizing the magnitude of the reference signal.

An alternative approach to those discussed above is to measure the PD across

the crack at two different locations and divide one signal by the other. This

approach was proposed by McCartney et al. [17] and was successfully implemented

by Merah et al. [18] . It avoids the problem of finding a location on the specimen

where a suitably large reference measurement can be obtained that is not influenced

by crack extension. Moreover, both signals will be sensitive to local conditions at

the crack tip so the ratio of these two signals should suppress some of the local

effects at the crack tip such as crack tip strain.

The main disadvantage of this approach is that because both signals are

sensitive to crack extension, the ratio of these two signals will suppress some of this

sensitivity in the same way that it will reduce the sensitivity to other local effects at

the crack tip such as strain. It is not obvious whether the reduction in sensitivity to

crack extension or the reduction in sensitivity to other local crack effects will be

more significant. The approach was proposed by McCartney et al. [17] and has

therefore been considered to see if it suppresses the influence of strains on the PD

measurements.

PREFERRED PROBE LOCATIONS

The preferred probe locations for the C(T) specimens are shown in Fig. 5 and sum-

marized in Table 4. Probe labels with the prefix “I” are current injection probes.

Probe labels with the prefix “C” are electrical potential sensing probes. Locations

C1, C3, and Ctip all use injection probe I1 and are shown in Fig. 5(a). Sensing probe

location C2 uses injection probe I2 as shown in Fig. 5(b). The sensing and injection

reference probes, Cref and Iref respectively, are shown in Fig. 5(c).

The maximum probe misplacement error and the sensitivity to crack extension

for the preferred probe locations are provided in Table 5. In this table, the sensitivity

to crack extension was normalized with respect to the most sensitive probe location

(Ctip) to make the results independent of applied current and material resistivity.

The locations C1 , C2, and C3 were the least sensitive to probe misplacement whilst
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FIG. 5 C(T) specimen preferred probe locations (a) C1 , C3, and Ctip; (b) C2; (c) Cref.

TABLE 4 Summary of preferred probe locations for C(T) specimens.

Probe Location Description

I 1 Current injection for sensing probes C1 , C3 and Ctip.

I2 Current injection for sensing probe C2. Location from ASTM E1457-13 [1 ] .

I ref Current injection for reference sensing probe, Cref.

C1 Sensing probe with low sensitivity to probe misplacement & high sensitivity to

crack extension.

C2 Sensing probe with low sensitivity to probe misplacement & high sensitivity to

crack extension. Location from ASTM E1457-13 [1] .

C3 Sensing probe with low sensitivity to probe misplacement & high sensitivity to

crack extension.

Ctip Sensing probe with highest sensitivity to crack extension, but also sensitive to

probe misplacement.

Cref Reference sensing probe.

C31 (C31 ¼ C3/C1) Sensing probe arrangement with low sensitivity to probe

misplacement & high sensitivity to crack extension.
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recommended in ASTM E1457-13 [1 ] . The location Ctip is in-line with the crack tip

and therefore varies depending on the initial crack length in the specimen. This

location is the most sensitive to crack extension, although the calibration curve is

also very sensitive to probe misplacement.

McCartney et al. [17] used the ratio of C3 and C1 to monitor crack extension.

This arrangement was also considered here. The ratio of C3 and C1 is subsequently

labelled C31 .

The preferred probe locations for the SEN(T) specimens are shown in Fig. 6

and summarized in Table 6. Probe labels with the prefix “I” are current injection

probes. Probe labels with the prefix “S” are electrical potential sensing probes.

TABLE 5 C(T) probe location selection cri teria for preferred locations.

Probe

Location

Normalized Sensitivity to Crack

Extension

Maximum Error in Crack Extension (Due to 1 mm

Probe Misplacement) (mm)

C1 0.63 0.16

C2 0.49 0.06

C3 0.31 0.02

Ctip 1 .00 2.38

FIG. 6 SEN(T) specimen preferred probe locations (a) S1 , S2, S3, and Stip; (b) Sref.

84 STP 1584 On Evaluation ofExisting and New Sensor Technologies



Locations S1 , S2, S3, and Stip are shown in Fig. 6(a). These all use injection probe

“I1 .” The sensing and injection reference probes, “Sref” and “Iref,” respectively, are

shown in Fig. 6(b).

The maximum probe misplacement error and the sensitivity to crack extension

for the preferred probe locations are provided in Table 7. In this table, the sensitivity

to crack extension was normalized with respect to the most sensitive probe location

(Stip) to make the results independent of applied current and material resistivity.

The location S1 is least sensitive to probe misplacement but is very sensitive to

crack extension. It is also the location recommended in ASTM E1457-13 [1 ] . Loca-

tions S2 and S3 also have low sensitivity to probe misplacement and are sensitive to

crack extension. They have been included to investigate the influence ofmoving the

sensing probes away from the crack plane. The location Stip is in-line with the crack

tip and therefore varies depending on the initial crack length in the specimen. This

probe location is the most sensitive to crack extension, although the calibration

curve is also very sensitive to probe misplacement.

TABLE 6 Summary of preferred probe locations for SEN(T) specimens.

Probe Location Description

I 1 Current injection for sensing probes S1 , S2, S3 and Stip.

I ref Current injection for reference sensing probe, Sref.

S1 Sensing probe with low sensitivity to probe misplacement & high sensitivity to

crack extension. Location from ASTM E1457-13 [1 ]

S2 Sensing probe with low sensitivity to probe misplacement & high sensitivity to

crack extension.

S3 Sensing probe with low sensitivity to probe misplacement & high sensitivity to

crack extension.

Stip Sensing probe with highest sensitivity to crack extension, but also sensitive to

probe misplacement.

Sref Reference probe.

S32 (S32 ¼ S3/S2) Sensing probe arrangement with low sensitivity to probe

misplacement & high sensitivity to crack extension. Approximately l inear

cal ibration curve.

TABLE 7 SEN(T) probe location selection cri teria for preferred locations.

Probe

Location

Normalized Sensitivity to Crack

Extension

Max. Error in Crack Extension (Due to 1 mm Probe

Misplacement) (mm)

S1 0.91 0.15

S2 0.65 0.30

S3 0.47 0.21

Stip 1 .00 1 .45
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The ratio of S3 and S2 (subsequently labelled S32) was also considered. It is

also of note that the calibration curve is approximately linear for a large amount of

crack extension.

Cal ibration Curves

For each of the specimens listed in Tables 1 and 2, calibration curves were derived

using COMSOL [16] . For each specimen, the crack was extended in 0.1 mm incre-

ments for a total of 1 .0 mm of crack extension. A calibration curve was generated

from a third order polynomial regression fit to the normalized crack extension and

normalized change in PD in the form of Eq 1 . The coefficients A, B, and C of the

derived calibration curves are provided in Table 8, Table 9, and Table 10 for each of

the probe arrangements and specimen geometries. It is important to note that these

calibrations curves only account for crack extension and not the influence of strain.

This is similar to most calibration curves available in the literature. They are also

only applicable to 1 .0 mm of crack extension.

Da

a0
¼ A

DPD

PD0

? ? 3

þB DPD

PD0

? ? 2

þC DPD

PD0

? ?
(1)

The probe locations selected for the SEN(T) specimens correspond to those

used by Johnson [19] to derive an analytical calibration curve for a CC(T)

TABLE 8 Cal ibration curve polynomial coefficients for specimens CT45 and CT55.

CT45 CT55

Probe Location A B C A B C

C1 204.6560 ?7.4032 2.7683 ?79.0438 1 .2272 2.1216

C2 5.3168 ?0.7965 0.8569 0.4858 ?0.3938 0.7364

C3 2.1480 ?0.8058 0.9382 ?0.9128 ?0.3384 0.6970

Ctip 0.4806 ?0.1939 0.2866 0.0453 ?0.0591 0.2218

C31 ?3.8964 ? 1 .0849 1 .4193 ? 1 .0785 ?0.7370 1 .0380

TABLE 9 Cal ibration curve polynomial coefficients for specimens SENT30 and SENT38.

SENT30 SENT38

Probe Location A B C A B C

S1 ?0.6063 ?0.0164 0.9975 ?0.4288 ?0.1251 0.9272

S2 ?3.2925 ? 1 .4545 2.2289 ?0.3152 ? 1 .0652 1 .6322

S3 ?64.9840 ? 14.9895 6.1487 3.2000 ?8.2815 3.9068

Stip 0.171 1 ?0.2168 0.4982 0.1341 ?0.1695 0.3897

S23 ? 14.4007 ?0.8513 3.4962 ?3.6382 ?0.3109 2.8035
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specimen. This is because a CC(T) specimen is geometrically equivalent to two mir-

rored SEN(T) specimens joined along the cracked faces [20] . To validate the use of

COMSOL for deriving calibration curves, Johnson’s calibration formula was com-

pared to the polynomials presented in Table 9 and Table 10 with excellent agreement.

Method

The experimental setup is shown in Fig. 7 for a SEN(T) specimen. The same setup

was used for all specimens. PVC insulated Chromel wires (0.81 mm diameter) were

spot welded to each specimen at the probe locations shown in Fig. 5 and Fig. 6. Each

pair of wires was twisted together to reduce electromagnetic interference. A clip

gauge was used to monitor the CMOD. For the C(T) specimens, the knife edges for

mounting the clip gauge were machined into the specimen as shown in Fig. 5. For

the SEN(T) specimens, studs were spot welded onto the surface of the specimen

and knife edges were firmly attached to these studs to ensure they could not move

during the experiment as shown in Fig. 7. The knife edges were positioned 6 mm

from the specimen surface.

Preliminary investigations on C(T) specimens demonstrated a non-linear

reduction in PD with an increase in CMOD contrary to the linear increase

expected. This reduction was attributed to the loading pins, which were not insulted

from the specimen. As the applied load was increased, plastic deformation of the

holes in the specimen increased the area of contact with the loading pins, providing

an alternative path for the applied current and reducing the measured resistance.

To prevent this, the loading pins and the shackles were insulated using PVC insula-

tion tape as shown in Fig. 7. This resulted in slightly larger diameter loading pins, so

the diameter of the pin holes in the specimens was increased from 12.5 (as recom-

mended in the ASTM standards) to 13.0 mm.

A constant 3 mA AC was applied using the low frequency ACPD system and

the specimen was loaded in small increments in displacement control. At each in-

crement, with the load applied, any change in resistance was recorded and the

apparent crack extension was calculated using the calibration curves provided in

Tables 8–10. It is of note that the low frequency ACPD system records resistance

TABLE 10 Cal ibration curve polynomial coefficients for specimens SENT54 and SENT70.

SENT54 SENT70

Probe Location A B C A B C

S1 ?0.1209 ?0.2797 0.7766 0.0501 ?0.3739 0.5907

S2 0.1005 ?0.6687 1 .0407 0.1651 ?0.551 1 0.6907

S3 3.3497 ?2.9246 1 .9256 1 .2715 ? 1 .4253 1 .0446

Stip 0.0781 ?0.1068 0.2630 0.0856 ?0.1003 0.1927

S23 ?3.9074 0.5665 2.2645 ? 1 1 .8777 0.5048 2.0382
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rather than PD; however, the two quantities are directly proportional when using a

constant current. At each increment, the specimen was partially unloaded and

reloaded to identify any crack extension from the elastic unloading compliance.

Each test was stopped after significant plastic deformation had occurred but before

any crack extension was predicted. The specimen was heat tinted and broken open

with liquid nitrogen to confirm that no crack extension had occurred. A summary

of the maximum applied load, limit load, and maximum stress intensity factor

applied to each specimen is provided in Table 11 . For the high constraint C(T) speci-

mens, the calculation of limit load and stress intensity factor (corrected for plastic

zone size) is based on plane strain conditions. For the lower constraint SEN(T)

specimens, the calculations are based on plane stress conditions.

The applied frequency of the AC was 2 Hz. To ensure that this frequency was

low enough to avoid any significant skin effect, the resistance at each probe location

FIG. 7 Typical experimental setup.
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No frequency dependence was identified in the resistance measurements, confirm-

ing the results are directly applicable to DCPD.

Results

SEN(T) SPECIMENS

For each of the SEN(T) specimens, the fracture surface showed no visible signs of

crack extension. Figure 8 compares the change in resistance with CMOD for the

different probe locations on the SENT30 and the SENT70 specimens. It confirms

the linear relationship observed by Lowes and Fearnehough [9] prior to the initia-

tion of crack growth for the two extremes of crack length considered. It also dem-

onstrates that sensing probes located closer to the crack tip (S1 and Stip) tend to

experience a larger change in resistance for an applied CMOD. This is possibly

because the resistance measured at these locations will be dominated by the highly

strained material at the crack tip, while probes further away from the crack tip will

tend to measure more of an average across the entire ligament.

While resistance measurements taken close to the crack tip are more sensitive

to strain, they are also more sensitive to crack extension. Selection of a probe

TABLE 11 Experimental parameters for each specimen.

Specimen ID Maximum Load (kN) Limit Load (kN) Maximum KI (MPaHm)

CT45 52.9 44.4 93.1

CT55 34.1 28.2 81 .6

SENT30 33.8 23.4 66.4

SENT38 25.0 17.6 67.4

SENT54 14.0 8.6 75.1

SENT70 5.8 3.1 70.5

FIG. 8 Change in resistance against CMOD for (a) specimen SENT30 and (b) specimen

SENT70.
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location in the presence of large strains is a balance between these two factors. To

identify the optimum probe location, the change in resistance was converted into

an apparent crack extension using the calibration curves provided in Table 9 and

Table 10. Figure 9 shows the relationship between apparent crack extensionand

CMOD for all four SEN(T) specimens tested. All probe locations recorded an appa-

rent crack extension of at least 0.18 mm prior to any actual crack growth. At the

worst-case location, a change in resistance was equivalent to 0.50 mm of crack

extension was recorded. This is for probe location S3 on specimen SENT30.

The influence of probe location is more significant for smaller crack lengths.

For specimen SENT30, there is a wide range of apparent crack extension at a given

CMOD for different probe locations. For specimen SENT70, however, the apparent

crack extension at a given CMOD is very similar for all probe locations considered.

The following discussion focuses on the results from specimen SENT30, where it is

easier to differentiate between the different probe locations.

The apparent crack extension is smaller for a given CMOD when the probes

are located close to the crack tip (S1 and Stip). Any deviation from the linear trend

on a plot of PD against CMOD, indicating the onset of crack extension, will there-

fore be easier to identify for these probe locations. Location S23 also demonstrates a

relatively low apparent crack extension. This location has the advantage of a linear

FIG. 9 Apparent crack extension against CMOD for (a) specimen SENT30, (b)

specimen SENT38, (c) specimen SENT54, and (d) specimen SENT70.
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estimating actual crack extension using the linear interpolation approach discussed

in ASTM E1 457-1 3 [1 ] . It also does not require an additional reference

measurement.

Probe locations S1 and S23 demonstrate similar levels of apparent crack exten-

sion due to strain and both of these locations are suitable for estimating crack

extension in ductile materials because the calibration curves are not sensitive to

probe misplacement. When using a calibration curve to determine crack extension,

S1 would be more suitable. When using linear interpolation to determine crack

extension, S23 would be more suitable.

The calibration curve for Stip is very sensitive to probe misplacement and is

therefore not suitable for estimating crack extension; however, this location has

slightly higher sensitivity to crack extension than S1 , so it may make it slightly eas-

ier to identify the onset of crack growth using the method proposed by Lowes and

Fearnhough [9] .

C(T) SPECIMENS

For both of the C(T) specimens, the fracture surface showed no visible signs of

crack extension. Figure 10 compares the change in resistance with CMOD for the

different probe locations on CT45 and CT55. Similar to the SEN(T) specimens, in

the absence of crack extension, the relationship between these two quantities is

approximately linear. Probe locations C1 and Ctip experience the largest change in

resistance for an applied CMOD for both values of a/W considered, whereas C2

and C3 demonstrate the smallest change in resistance. The change in resistance at

location Ctip is most likely for the same reason as postulated for the SEN(T) speci-

men: the measurement is predominately sampling the high strained material at the

crack tip. The change in resistance at location C1 , however, is particularly high,

especially for the CT45 specimen. This is probably because it is not only influenced

by plasticity at the crack tip, but also by additional plasticity in the thin section of

material between the pin hole and the notch.

FIG. 10 Change in resistance against CMOD for (a) specimen CT45 and (b) specimen

CT55.
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To identify the optimum probe location for measuring crack extension in the

presence of significant plasticity, the change in resistance was converted into an

apparent crack extension using the calibration curves provided in Table 8. Figure 11

shows the relationship between apparent crack extension and CMOD for both C(T)

specimens. All probe locations recorded an apparent crack extension of at least

0.25 mm prior to any actual crack growth. At the worst-case location, a change in

resistance equivalent to ?1 .0 mm of crack extension was recorded at probe location

C1 on specimen CT45.

The apparent crack extension due to strain is small for a given CMOD when

the probes are located at Ctip, although the associated calibration curve is sensitive

to probe misplacement. Probe locations C2 and C3 experience slightly more appa-

rent crack extension but the associated calibration curves are much less sensitive to

probe misplacement. Any deviation from the linear trend on a plot of PD against

CMOD, indicating the onset of crack extension, will therefore be easier to identify

for these probe locations. Location C1 experiences relatively large apparent crack

extension, particularly for a/W¼ 0.45. As discussed previously, this is probably due

to plastic strain in the thin section between the pin hole and the machined notch.

C1 is therefore not considered a suitable probe location for measuring crack exten-

sion in the presence of plasticity.

Location C31 (the ratio of C3 and C1) demonstrates small apparent crack

extension for both values of a/W; however, it is dependent on C1 and therefore

dependent on the interaction between the loading pin and the specimen. This inter-

action may be variable from specimen to specimen due to small machining imper-

fections or contamination of the contact surfaces. For this reason, location C31 is

not considered suitable for measuring crack extension in the presence of plasticity.

Locations C2 and C3 appear to be the most suitable for estimating crack exten-

sion; however, C2 is more sensitive to actual crack extension and is therefore con-

sidered the most suitable location for measuring crack extension in the presence of

E1457-13 [1 ] .

FIG. 11 Apparent crack extension against CMOD for (a) specimen CT45 and (b)

specimen CT55.
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The location Ctip demonstrates slightly less apparent crack extension than C2 and is

even more sensitive to actual crack extension. This may make this probe location

suitable for identifying the onset of crack growth using the method proposed by

Lowes and Fearnhough [9] ; however, it is not suitable for estimating subsequent

crack extension due to the sensitivity of the associated calibration curve to probe

misplacement.

INFLUENCE OF a/W

Figure 12 is a plot of the variation in apparent crack length with mode I stress inten-

sity factor, KI, for the four SEN(T) specimens with different a/W ratios. It only con-

siders probe location S1 . At low values of KI, when the applied load is small and

there is little plasticity in the specimen, the influence of a/W is small. At higher

loads and higher values ofKI, when significant plasticity occurs, the apparent crack

extension is larger for smaller a/W ratios. At the maximum value of KI considered,

the apparent crack extension for a/W¼ 0.30 (specimen SENT30) is approximately

double that for a/W¼ 0.70 (specimen SENT70).

The plastic zone size, rp, ahead of the crack tip can be approximated from Eq 2,

where ry is the material yield strength and b is a constant which depends on the

stress conditions at the crack tip. For plane stress conditions, b is 1 , and for plane

strain conditions, b is 3. The trend in Fig. 12 suggests that, for a given value of KI,

the plastic zone size is reducing as the a/W ratio increases. The value of b

must therefore be increasing due to a higher level of constraint associated with

larger a/W ratios.

FIG. 12 The influence of a/Won apparent crack extension for SEN(T) specimens, based

on probe location S1 .
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rp ¼ 1

bp

KI

ry

? ? 2

(2)

INFLUENCE OF SPECIMEN GEOMETRY

Figure 13 compares the apparent crack extension with KI for the two geometries con-

sidered, C(T) and SEN(T). The comparison is for the probe locations most suitable

for measuring crack extension in the presence of plasticity; these are S1 for SEN(T)

specimens and C2 for C(T) specimens. Only the specimens with the smallest initial

crack length are included, CT45 and SENT30.

At low values of KI, when there is little plasticity, the influence of specimen

geometry is small; however, at high values ofKI, when significant plasticity occurs,

the apparent crack extension is much larger for the SEN(T) specimen than for the

C(T) specimen. Similar to the effect demonstrated in Fig. 12, this is probably due to

the level of constraint. The thick C(T) specimen with side grooves provides more

constraint than the thin SEN(T) specimen without side grooves. This additional

constraint promotes stress tri-axiality at the crack tip, reducing the size of the plas-

tic zone and the influence of plasticity.

Conclusions

Up to 1 .0 mm of apparent crack extension was recorded by the PD technique with

no actual crack growth in the specimen. By careful selection of the PD probe loca-

tions, this can be significantly reduced; however, in tough ductile materials, the

apparent crack extension prior to the onset of physical crack growth will remain

FIG. 13 The influence of specimen geometry on apparent crack extension.

94 STP 1584 On Evaluation ofExisting and New Sensor Technologies



The most appropriate probe locations for measuring crack extension in the

presence of significant plasticity are those recommended in ASTM E1457-13 [1 ] ,

namely S1 for SEN(T) specimens and C2 for C(T) specimens. SEN(T) probe

arrangement S23 also demonstrates reduced sensitivity to plasticity and has the

additional benefit of an approximately linear calibration curve. When selecting

probe locations on ductile specimens, care should be taken to avoid sources of

plasticity other than the crack tip such as the loading holes on a C(T) specimen

(e.g., probe location C1).

Probes attached at the crack tip may make the identification of the onset of

crack growth slightly easier; however, this location should not be used for meas-

uring crack extension because the calibration curve is extremely sensitive to small

discrepancies in probe location.

The level of constraint and therefore plastic zone size influences the apparent

crack growth due to strain in tough, ductile materials. The use of high constraint

geometry is therefore beneficial.

As identified by Lowes and Fearnehough [9] , the relationship between CMOD

and PD is linear prior to the initiation of crack growth. This relationship can be

used to reduce the error in crack length measurements in the presence of significant

plasticity. At the onset of crack growth, a plot of CMOD against PD will deviate

from linear and any change in PD prior to this point can be ignored. Using high

constraint geometry and the probe locations recommended above should make the

identification of this point easier. While this approach will reduce the influence of

plasticity, it will not remove it entirely. As the crack continues to grow, further error

may be introduced to the PD signal from sources such as variations in the plastic

zone size and the influence of the plastic wake behind the crack tip.

References

[1] ASTM E1457-13: Standard Test Method for Measurement of Creep Crack Growth Times in

Metals, ASTM International , West Conshohocken, PA, 2013, www.astm.org.

[2] ASTM E647-13: Standard Test Method for Measurement of Fatigue Crack-Growth Rates,

ASTM International , West Conshohocken, PA, 2013, www.astm.org.

[3] ASTM E2760-10e2: Standard Test Method for Creep-Fatigue Crack Growth Testing,

ASTM International , West Conshohocken, PA, 2010, www.astm.org.

[4] ASTM E1820-1 1 : Standard Test Method for Measurement of Fracture Toughness, ASTM

International , West Conshohocken, PA, 2011 , www.astm.org.

[5] Venkatsubramanian, T. V. and Unvala, B. A., “An AC Potential Drop System for Monitor-

ing Crack Length,” J. Phys. E: Sci. Instrum. , Vol . 17, No. 9, 1984, pp. 765–771 .

[6] Hartman, G. A. and Johnson, D. A., “D-C Electric-Potential Method Appl ied to Thermal/

Mechanical Fatigue Crack Growth,” Exp. Mech. , Vol . 27, No. 1 , 1987, pp. 106–1 12.

TARNOWSKI ET AL., DOI 10.1520/STP158420140055 95



[7] Freeman, B. and Neate, G., “The Measurement of Crack Length During Fracture at Ele-

vated Temperatures Using the D. C. Potential Drop Technique,” The Measurement of

Crack Length and Shape During Fracture and Fatigue, C. J. Beevers, Ed., Engineering

Materials Advisory Services Ltd., Worcester, UK, 1980.

[8] Wilkowski , G. and Maxey, W., “Review and Appl ications of the Electronic Potential

Method for Measuring Crack Growth in Specimens, Flawed Pipes and Pressure Vessels,”

Fracture Mechanics: Fourteenth Symposium—Volume II: Testing and Applications, ASTM

STP 791, J . C. Lewis and G. Sines, Eds., ASTM International , West Conshohocken, PA,

1983, pp. 266–294.

[9] Lowes, J. M. and Fearnehough, G. D., “The Detection of Slow Crack Growth in Crack

Opening Displacement Specimens Using an Electrical Potential Method,” Eng. Fract.

Mech. , Vol . 3, No. 2, 1971 , pp. 103–104.

[10] Madhi , E. and Nagy, P. B., “Sensitivity Analysis of a Directional Potential Drop Sensor for

Creep Monitoring,” NDT& E Int. , Vol . 44, No. 8, 201 1 , pp. 708–717.

[1 1 ] Madhi , E. and Nagy, P. B., “Material Gauge Factor Of Directional Electric Potential

Drop Sensors For Creep Monitoring,” AIP Conf. Proc. , Vol . 1335, 2011 , pp. 1233–1240.

[12] Bakker, A., “A DC Potential Drop Procedure for Crack Initiation and ft-Curve Measure-

ments During Ducti le Fracture Tests,” Elastic–Plastic Fracture Test Methods: The User’s

Experience, ASTM STP 856, E. T. Wessel and F. J. Loss, Eds., ASTM International , West

Conshohocken, PA, 1985, pp. 394–410.

[13] Saxena, A., “Electrical Potential Technique for Monitoring Subcritical Crack Growth at

Elevated Temperatures,” Eng. Fract. Mech. , Vol . 13, No. 4, 1980, pp. 741–750.

[14] Wei, R. and Brazi l l , R., “An Assessment of AC and DC Potential Systems for Monitoring

Fatigue Crack Growth,” Fatigue Crack Growth Measurement and Data Analysis, ASTM

STP 738, S. J . Hudak and R. J. Bucci, Eds., ASTM International , West Conshohocken, PA,

1981 , pp. 103–119.

[15] Merah, N., “Detecting and Measuring Flaws Using Electric Potential Techniques,” J. Qual.

Main. Eng. , Vol . 9, No. 2, 2003, pp. 160–175.

[16] COMSOL Ltd., COMSOL, v4.3a, COMSOL Ltd., Cambridge, UK, 2012.

[17] McCartney, L. N., I rving, P. E. , Symm, G. T., Cooper, P. M., and Kurzfeld, A., “Measurement

of Crack Lengths in Compact Tension and Single Edge Notch Specimens Using a New

Electrical Potential Cal ibration,” National Physical Laboratory Report: DMA(B)3, National

Physical Laboratory, Middlesex, UK, 1977.

[18] Merah, N., Bui-Quoc, T., and Bernard, M., “Cal ibration of DC Potential Technique Using

an Optical Image Processing System in LCF Testing,” J. Test. Eval. , Vol . 23, No. 3, 1995,

pp. 160–167.

[19] Johnson, H., “Cal ibrating the Electric Potential Method for Studying Slow Crack Growth,”

Mater. Res. Stand. , Vol . 5, No. 9, 1965, pp. 442–445.

[20] Schwalbe, K.-H. and Hel lmann, D., “Appl ication of the Electrical Potential Method to

Crack Length Measurements Using Johnson’s Formula,” J. Test. Eval. , Vol . 9, No. 3, 1981 ,

pp. 218–221 .

96 STP 1584 On Evaluation ofExisting and New Sensor Technologies



Xiang (Frank) Chen, 1 Randy K. Nanstad, 1 and

Mikhai l A. Sokolov1

Appl ication of Direct Current

Potential Drop for the J-Integral

vs. Crack Growth Resistance

Curve Characterization

Reference

Chen, Xiang (Frank), Nanstad, Randy K., and Sokolov, Mikhai l A., “Appl ication of Direct

Current Potential Drop for the J-Integral vs. Crack Growth Resistance Curve Characterization,”

Evaluation of Existing and New Sensor Technologies for Fatigue, Fracture and Mechanical

Testing, STP 1584, Jidong Kang, David Jablonski , and David Dudzinski , Eds., pp. 97–112,

doi :10.1520/STP158420140057, ASTM International , West Conshohocken, PA 2015.2

ABSTRACT

The dc potential drop (DCPD) technique has been appl ied to derive the

J-integral versus crack growth resistance curve (J–R curve) for fracture

toughness characterization of structural materials. The test matrix covered three

materials including type 316LN stainless steels, Ni-based alloy 617, and one ferritic-

martensitic steel, three specimen configurations including standard compact,

single edge bend, and disk-shaped compact specimens, and temperatures ranging

from 20 to 650?C. When compared with basel ine J–R curves derived from the

ASTM E1820-13 normalization method, the original J–R curves from the DCPD

technique yielded much smaller JQ values due to the influence of crack blunting,

plastic deformation, etc., on potential drop. To compensate these effects, a new

procedure for adjusting DCPD J–R curves was proposed. After applying the new

adjustment procedure, the average difference in JQ between the DCPD technique

and the normalization method was only 5.2 % and the difference in tearing

modulus was 7.4 %. These promising results demonstrate the applicabil ity of the

DCPD technique for J–R curve characterization especially in extreme
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environments, such as elevated temperatures, where the conventional elastic

unloading compliance method faces considerable challenges.

Keywords

J–R curve testing, normalization method, DCPD

Introduction

To improve thermal efficiency, next generation nuclear reactors aim at operating in

more severe environments, such as elevated temperatures and higher stress levels,

than current reactors. Therefore, the characterization of mechanical properties of

structural materials for next generation nuclear reactors in extreme environments

becomes vitally important from both an engineering design and safety management

point of view [1 ] . Among different mechanical properties of materials, the

J-integral versus crack growth resistance curve (J–R curve) is a useful tool for evalu-

ating material structural integrity in the presence of pre-existing defects. To date,

extensive efforts have been devoted to the development of simplified and reliable

methods for determining material J–R curves. A widely accepted practice for con-

ducting J–R curve testing is ASTM E1820-13 [2] , in which the elastic unloading

compliance (EUC) method is the reference method for online crack size measure-

ment. However, the EUC method becomes impractical for elevated temperature

testing due to material stress relaxation resulting in nonlinear unloading–reloading

curves (shown in Fig. 1(a)) and enhanced friction between the specimen, pins, and

clevises, which results in a back-up shape of the J–R curve (shown in Fig. 1(b)) . In

addition, the EUC method may underpredict the crack extension for standard disk-

shaped compact (DC(T)) specimens, which further limits its applications for J–R

curve determination in small specimens [3] .

In order to address these issues associated with J–R curve determination with

the EUC method, ASTM E1820-13 Annex 15 [2] introduces the normalization

method as an alternative J–R curve characterization method. The normalization

method was initially developed by Herrera [4] and Landes et al. [5] and later on

studied by Joyce [6] and Lee [7] . In contrast to the EUC method, the normalization

method does not rely on the compliance measurement for on-line crack size mea-

surement. Instead, the normalization method solely requires a force–displacement

record together with initial and final crack size measurements from the specimen

fracture surface to derive the material J–R curve. Because of the elimination of the

compliance measurement, the force–displacement curve in the normalization

method does not require the unloading–reloading portion as in the EUC method,

which significantly simplifies the test and reduces the test time. Despite these

advantages, the normalization method requires that the final physical crack exten-

sion in a J–R curve test cannot exceed the lesser of 4 mm or 15 % of the initial

uncracked ligament [2] . Since the real-time crack extension is not available in a J–R

curve test using the normalization method, it can be a great challenge to fulfill the
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In order to develop a J–R curve test method suitable for extreme testing condi-

tions and with reliable online crack size measurement, the dc potential drop

(DCPD) technique is investigated in this study. As another alternative J–R curve

test method [8–12] , the DCPD technique combines advantages of both the EUC

method and the normalization method. It does not require the unloading compli-

ance measurement, so the issues of elevated temperature testing using the EUC

FIG. 1 I ssues in elevated temperature J–R curve testing using the EUC method: (a)

material stress relaxation resulting in nonl inear unloading-reloading curves; (b) a

back-up shape of the J–R curve induced by friction between the specimen and

loading devices.
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method are not experienced in the DCPD technique. In addition, the DCPD tech-

nique provides experimental real-time crack size measurements in contrast to the

normalization method. Figure 2 illustrates the crack size measurement principle in

the DCPD technique. As a constant dc passes through the specimen, the subsequent

voltage generated across the uncracked ligament in the specimen is measured. Once

a crack propagates in the specimen, less area is available for the passage of the same

constant current, resulting in increases of the effective electrical resistance and the

potential drop measurement. Thus, the potential drop measurement in DCPD can

be used to derive the real-time crack size if the correlation between the potential

drop and the crack size is known.

In this work, material fracture toughness based on the J–R curve was character-

ized by the DCPD technique and results were compared with J–R curves derived

from the ASTM E1820-13 normalization method. The test matrix covered a wide

range of materials, specimen configurations, and testing temperatures to evaluate

the applicability of the DCPD technique for J–R curve characterization.

Experimental

MATERIALS AND SPECIMENS

Three different materials, covering a broad range of metallic materials including

type 316LN stainless steel (MatA), Ni-based alloy 617 (MatB), and one ferritic-

martensitic steel (MatC), were selected in J–R curve testing.

Specimen configurations used in J–R curve testing include 0.5T standard com-

pact (C(T)), 5 by 10 mm and 10 by 10 mm single edge bend (SE(B)) , and 0.18T

DC(T) specimens. The detailed specimen designs are shown in Fig. 3. Each

specimen was fatigue pre-cracked until the initial crack size equaled 50 % of the

specimen width and then side-grooved to remove 10 % of specimen thickness from

each side of the specimen.

FIG. 2 The crack size measurement principle in the DCPD technique.
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FIG. 3 Specimen configurations for (a) C(T), (b) SE(B), and (c) DC(T). The red arrows

indicate the current probe locations and the green dots indicate the potential

probe locations.
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TEST CONDITIONS AND EXPERIMENTAL SETUP

The test matrix is summarized in Table 1 . All tests were performed with a quasi-

static loading rate such that the rate of increase of the stress intensity factor (dK/dt)

during the initial elastic portion was 2 MPaHm/s. Test temperatures cover a wide

range from 20 to 650?C, representing conventional room temperature and elevated

temperature J–R curve tests. For each test, force–displacement data and DCPD sig-

nals were acquired from the same specimen so that a comparison of J–R curve

results between the DCPD technique and the normalization method was made on

the same specimen to avoid any influence due to specimen to specimen variations.

The experimental setup for performing J–R curve testing has been described

previously [3,13] . In summary, servo-hydraulic test frames were employed for load-

ing specimens. For SE(B) and DC(T) specimens, the load-line displacement was

measured, whereas, for C(T) specimens, crack mouth opening displacement

(CMOD) on the specimen front face was measured (see Refs. [14,15] )3. For the

DCPD data acquisition, current probes and potential probes were spot welded to

each specimen configuration as shown in Fig. 3. The current probes were spot

welded at one half of the specimen width and thickness location. The potential

probes were spot welded diagonally across the starter notch to average measure-

ments from non-uniform crack fronts if any [16] .

Results and Discussion

The normalization method, described in more detail in Refs. [2,13] , is applied in

this study to determine the baseline J–R curves. Then results are compared with

J–R curves derived from the DCPD technique to evaluate the applicability of the

DCPD technique for J–R curve characterization.

J–R CURVE DETERMINATION BY THE DCPD TECHNIQUE

The DCPD technique derives experimental real-time crack sizes based on the

potential drop measurement across the uncracked ligament in the specimen. A

number of constitutive equations are available for converting the potential drop

TABLE 1 Test matrix in J–R curve testing.

Material Specimen Type Temperature ( ?C)

Type 316LN stainless steel

(MatA)

0.18T C(T) 24, 500

Ni-based al loy 617 (MatB) 0.5T C(T) 24, 250, 500, 650

Ferritic-martensitic steel (MatC) 0.5T C(T), 5x10 mm & 10x10 mm

SE(B)

24, 1 14, 300, 500, 600

3

14,15] .
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measurement into crack size in the DCPD technique. Among those constitutive

equations, Johnson’s equation [17,18] has been widely used and is given by:

a ¼ 2W
p
cos?1

coshðpy=2WÞ
coshfðU=U0Þ cosh?1 ½coshðpy=2WÞ= cosðpa0=2WÞ ?g(1)

where:

a¼ crack size corresponding to potential drop U,
y¼ one half of the potential gage span (i.e., 4.445 mm for C(T), 2.5 mm for

SE(B), and 1 .27 mm for DC(T) per Fig. 3) ,

W¼ specimen width,
a0¼ initial crack size, and
U0¼ initial potential drop measurement.
Once the crack sizes in a J–R curve test become available, J-integral can be

calculated by:

Ji ¼ K2i ð1 ? ?2Þ
E

þ Jpli(2)

where:

Ki¼ stress intensity at the ith data point,
?¼ Poisson’s ratio,
E¼ Young’s modulus of the material, and
Jpli¼ plastic component of Ji for the ith data point.
The equations for calculating Ki for C(T), SE(B), and DC(T) specimens, respec-

tively, are:

Ki ¼ Pi

ðBBNWÞ 1=2

?
2 þ ai

W

? ?
0:886 þ 4:64

ai

W

? ?
? 13:32 ai

W

? ? 2
þ 14:72 ai

W

? ? 3
?5:6 ai

W

? ? 4? ?

1 ? ai

W

? ? 3=2
(3a)

Ki ¼ PiS

ðBBNÞ 1=2W3=2

?
3

ai

W

? ? 1=2
1 :99 ? ai

W

? ?
1 ? ai

W

? ?
2:15 ? 3:93 ai

W

? ?
þ 2:7

ai

W

? ? 2? ?? ?

2 1 þ 2
ai

W

? ?
1 ? ai

W

? ? 3=2(3b)

Ki ¼ Pi

ðBBNWÞ 1=2

?
2 þ ai

W

? ?
0:76 þ 4:8

ai

W

? ?
? 11 :58 ai

W

? ? 2
þ 11 :43 ai

W

? ? 3
?4:08 ai

W

? ? 4? ?

1 þ ai

W

? ? 3=2(3c)
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where:

Pi¼ force at the ith data point,

B¼ specimen thickness,

BN¼ specimen net thickness,

ai¼ crack size at the ith data point, and

S¼ distance between specimen supports for SE(B) specimens.

The equation for calculating Jpli is given by:

Jpli ¼ Jpli?1 þ
gpli?1
bi?1

Apli ? Apli?1
BN

? ?
1 ? cpli?1

ai ? ai?1

bi?1

? ?
(4)

where:

Jpli?1 ¼ plastic part of J-integral for the (i-1 )-th data point and Jpl0¼ 0,

bi?1 ¼ uncracked ligament for the (i-1)-th data point and is equal to W? ai ? 1 .

gpli?1 ¼ a dimensionless parameter that relates plastic work done on a specimen

to crack growth resistance defined in terms of deformation theory J-integral [19]

and equals 1 .9 for SE(B) specimens and 2.0þ 0.522bi?1/W for C(T) and DC(T)

specimens, and

ci?1 ¼ a function to correct the J-integral evaluated by gpli?1 parameter in the

crack growth situation [20] and equals 0.9 for SE(B) specimens and 1 .0þ 0.76bi?1/

W for C(T) and DC(T) specimens.

The quantity Apli ? Apli?1 is the increment of plastic area under the force ver-

sus plastic load-line displacement record between lines of constant plastic displace-

ment vpli and vpli–1 and can be calculated from the following equation:

Apli ? Apli?1 ¼
ðPi þ Pi?1 Þ ðvpli ? vpli?1 Þ

2
(5)

where vpli is the plastic part of the ith load–line displacement data point and is given

by:

vpli ¼ vi ? PiCLLi(6)

where:

vi¼ the load-line displacement at the i-th data point and CLLi is the equivalent

compliance corresponding to ai and for C(T), SE(B), and DC(T) specimens. CLLi is

calculated as:

CLLi ¼ 1

EBe

W þ ai

W ? ai

? ? 2

? 2:163 þ 12:219
ai

W

? ?
? 20:065

ai

W

? ? 2

? 0:9925
ai

W

? ? 3
?

þ 20:609
ai

W

? ? 4

?9:9314
ai

W

? ? 5
?

(7a)

CLLi¼ 1

EBe

S

W? ai

? ? 2

? 1 :193? 1 :98
ai

W

? ?
þ 4:478

ai

W

? ? 2

?4:443
ai

W

? ? 3

þ1 :739
ai

W

? ? 4
? ?
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CLLi ¼ 1

EBe

W þ ai

W ? ai

? ? 2

? 2:0462 þ 9:6496
ai

W

? ?
? 13 :7346

ai

W

? ? 2

þ 6:1748
ai

W

? ? 3
? ?

(7c)

where the effective thickness Be¼ B – (B – BN)
2/B.

Based on the crack size calculation in Eq 1 and the corresponding J-integral cal-

culation in Eq 3, one example of the original DCPD J–R curve for a 0.18T DC(T)

specimen made from MatA is shown in Fig. 4. The initial portion of the J–R curve

in Fig. 4 indicates fast crack growth and does not follow the construction line

closely, resulting in a relatively low JQ value. Indeed, as noted in the work of Bakker

[21 ] , the material potential drop can also result from deformation, crack blunting,

and void growth in the process zone ahead of the crack during J–R curve tests. If

the influences of these factors are not accounted for in the crack size prediction, the

DCPD technique does not predict crack size accurately and can result in much

lower JQ values. Therefore, adjustment of the original DCPD J–R curve is needed.

In early DCPD adjustment methods [22,23] , a slope change point, counted as the

critical point distinguishing crack blunting from the onset of slow stable crack

growth, is identified by visual inspection of the displacement–potential drop curve.

However, the slope change point in a displacement–potential drop curve may not

be clearly identified on occasion and the selection of the critical point tends to be

arbitrary, resulting in poor repeatability of the analysis. In a more recent work by

Chen et al. [24] , new DCPD adjustment methods were developed with improved

repeatability and excellent match with the EUC and normalization methods in

FIG. 4 The original DCPD J–R curve of a 0.18T DC(T) specimen from MatA. rY is equal

to the average of material yield and tensi le strengths.
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terms of JQ values. The major drawback in that method is that the adjusted DCPD

tearing modulus results show an average difference of 17 % from the EUC and nor-

malization results. A possible explanation for that result is that, since the potential

gage span in that work was relatively large, the potential drop signal was measured

from a large volume of material, which enhanced the influence of plastic deforma-

tion on the DCPD measurement.

In order to address these issues, the distance between two potential probes was

reduced as much as possible but was kept large enough to cover the starter notch of

a specimen and not to interfere with any displacement measurement devices. In

addition, a newly-developed semi-empirical DCPD adjustment procedure is pro-

posed. The DCPD adjustment procedure is mainly composed of two steps. The first

step aims at identifying the critical point distinguishing crack blunting from the

onset of slow stable crack growth. To achieve this, the first order derivative of the

original DCPD J–R curve coupled with Savitzky–Golay [25] second order polyno-

mial smoothing with 19 points of window is applied as shown in Fig. 5(a). The peak

point in Fig. 5(a) represents the data point from which the slope of the original

DCPD J–R curve starts to decrease and is indicative of the onset of slow stable crack

growth. Therefore, the peak point is selected as the critical point. The combination

of first order derivative of the original DCPD J–R curve and Savitzky–Golay

smoothing eliminates the ambiguity in the selection of the critical point and greatly

suppress the noise, if any, in the original DCPD J–R curve data for the critical point

selection. Once the critical point is identified, all data points prior to and including

the critical point itself from the original DCPD J–R curve are shifted left onto the

construction line since these data points correspond to the plastic deformation and

crack blunting stage of the specimen (Fig. 5(b)) .

After crack initiation, stable crack growth dominates the increase in the poten-

tial drop although material deformation and specimen shape change may still influ-

ence the potential drop measurement. To address the influence of those factors on

DCPD-predicted crack size during the stable crack growth stage, the second step of

the DCPD adjustment procedure covers data points between the crack initiation

point and the last point in a J–R curve. The concept of the second step adjustment

is to force the final crack size prediction from the DCPD technique to match the

optically measured final crack extension so that the final crack size prediction from

the DCPD technique is correct. Assuming the crack size at crack initiation is correct

after the first step adjustment in the DCPD technique, data points between the

crack initiation point and final crack size measurement in an adjusted DCPD J–R

curve should represent the crack size of a specimen during the stable crack growth

stage. To implement this concept, crack sizes for data points subsequent to the criti-

cal point in the original DCPD J–R curve are adjusted such that the final crack

extension prediction from the DCPD technique matches the measured final crack

extension (Fig. 5(b)) . To do so, the crack size of the ith data point subsequent to the

critical point in the original DCPD J–R curve is adjusted according to the following

21 ] :
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apdi0 ¼ Dapdcritical0 þ Dapdi ? Dapdcritical

? vpdi ? vpdcritical

vpdfinal ? vpdcritical
ðDapdfinal ? Dapdcritical ? Da0Þ(8)

FIG. 5 (a) Critical point selection based on the peak point of the first order derivative of

the orig inal DCPD J–R curve with Savitzky–Golay smoothing; (b) two-step

adjustment of the original DCPD J–R curve.
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where:

Dapdcritical0 ¼ crack extension of the critical point after the first step adjustment,

Dapdi ¼ original DCPD crack extension for the ith data point,

Dapdcritical ¼ original crack extension of the critical point,

vpdi ¼ displacement value for the ith data point,

vpdcritical ¼ displacement value for the critical point,

vpdfinal ¼ displacement value for the last data point in the J–R curve, and

Dapdfinal ¼ original DCPD crack extension for the last data point in the J–R

curve.

Da0 is defined by:

Da0 ¼ Dameasured ? Dapdcritical0(9)

where Dameasured is the optically measured final crack extension.

Once the updated crack sizes from the two-step DCPD adjustment procedure

become available, they are used to recalculate J-integral values since J-integral also

depends on the crack size. Combining the recalculated J-integral and updated crack

sizes yields the final DCPD J–R curve. One example of the comparison between the

original DCPD J–R curve, the adjusted DCPD J–R curve, and the J–R curve from

the normalization method is shown in Fig. 6. After adjustment, the DCPD J–R curve

follows the construction line initially resulting in a much more reasonable JQ value

compared with original DCPD J–R curve. In addition, the adjusted DCPD J–R

curve is almost identical to the J–R curve from the normalization method.

FIG. 6 Comparison of the orig inal DCPD J–R curve, the adjusted DCPD J–R curve, and

the normal ization-method J–R curve of a 0.18T DC(T) specimen from MatA.
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COMPARISON OF J–R CURVES DETERMINED BY THE NORMALIZATION

METHOD AND THE DCPD TECHNIQUE AFTER ADJUSTMENT

The comparison of major J–R curve test results, namely the JQ value and the J–R

curve slope between the two exclusions lines, are shown in Fig. 7. Excellent agree-

ment is observed between J–R curves from the normalization method and adjusted

DCPD J–R curves in most tests. The average differences for JQ and J–R curve slopes

FIG. 7 Comparison of JQ and dJ/da derived from the normal ization J–R curves and

adjusted DCPD J–R curves.
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between the normalization method and the DCPD technique after adjustment are

only 5.2 and 7.4 %, respectively. Considering the variety ofmaterials, specimen con-

figurations, and testing temperatures investigated in this study, the DCPD tech-

nique and the newly-developed DCPD adjustment procedure show very promising

results for J–R curve characterization.

Conclusions

J–R curve testing was performed on a wide range of materials, specimen configura-

tions, and testing temperatures to evaluate the applicability of the DCPD technique

for J–R curve characterization. Results are compared with baseline J–R curves

derived from the ASTM E1820-13 normalization method. The original J–R curves

from the DCPD technique yielded much smaller JQ values than the normalization

method due to the influence of crack blunting, plastic deformation, etc., on poten-

tial drop. To compensate these effects, a new procedure for adjusting DCPD J–R

curves was proposed. After applying the new adjustment procedure, the average dif-

ference in JQ between the DCPD technique and the normalization method was only

5.2 % and the difference in tearing modulus was 7.4 %. These promising results

demonstrate the applicability of the DCPD technique for J–R curve characteriza-

tion, especially in extreme environments, such as elevated temperatures, where the

conventional EUC method faces considerable challenges.
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ABSTRACT

Components and structures exposed to elastic dynamic loading respond with

elastic strains on the surface of the material . Mechanical response could be

monitored by deformations on the surface. The measurements and monitoring of

these parameters could be performed with electronic devices for on-l ine

measurements, control led by computerized systems. Fatigue-induced flaw

growth was monitored on a four-point specimen, loaded by cycl ic dynamic bend

forces. The flaw growth was monitored by strain gauges with a standard

resistance of 120 X. After performance of fractal–graphical measurements, a

flaw-growth analysis was performed to determine the shape, propagation, and

cross sections of the crack. To determine the stress-intensity factor, a numerical

model was developed based on measured crack shapes, material properties, and

cycl ic loading data of the actual tested specimen. The investigation results

showed that the derived cal ibration curve could be used to predict surface

deformations as a result of crack propagation and growth, but not crack

initiation. With the determination of surface deformation, one could fol low the
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crack transition from the semi-el l iptical surface crack to the through-thickness

crack. The stress-intensity factor has been determined numerical ly by using the

finite-element method for five different fatigue-crack fronts. Results show that

fatigue crack on the surface of specimens propagated under an almost constant

stress-intensity factor value. Consequently, in our case, the fatigue-crack growth

rate was constant during transition from a surface semi-el l iptical crack to a

through-thickness crack front. The aim of this paper is to describe methodology

and results based on experimental and numerical model ing during crack

propagation and potential use of this technique for onl ine monitoring purposes.

Keywords

fatigue-crack growth, surface deformation measurement

Introduction

Conservatism of fatigue-crack propagation can stop further service of cracked com-

ponents and, consequently, unnecessary financial losses. Continued on-line monitor-

ing can significantly contribute to safe exploitation without risk of failure. When a

short fatigue semi-elliptical surface crack has been detected during the inspection

process, on-line monitoring of fatigue-crack propagation can be established,

especially when service conditions are changed and standard techniques for

nondestructive investigation are not possible, e.g., ultrasonic or x-ray techniques. On-

line monitoring of fatigue-crack propagation is a possible solution using strain

gauges, which use the strain gauge relaxation technique (SGRT), as proposed by Cha-

petti and Jaureguizahar [1] . The fracture mechanics approach for damage tolerance

based on fatigue life as the number of loading cycles consists of the fatigue initiation

life of macroscopic crack size 1 mm in depth and subsequent fatigue-crack propaga-

tion until final fracture at critical crack length. The traditional approach provides the

number of cycles by integration of the Paris–Erdogan crack growth relationship [2] :

da

dN
¼ CDKm

(1)

where:

m and C¼ constants of the material, and

DK¼ stress-intensity factor range.

The stress-intensity factor range DK is given by general Eq [3] :

DK ¼ Y ? Drn
ffiffiffiffiffiffiffiffiffi

p ? ap
(2)

where:

Drn¼ nominal applied stress loading range,

a¼ the crack length, and

Y¼ function of crack size and crack shape (e.g., semi-elliptic surface crack or

through-thickness crack provided for semi-elliptical surface crack in the finite plate

3 (Fig. 1) .
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For engineering purposes, it is recommended to consider different stress-

intensity factor (SIF) functions for KI solutions depending on crack size and geome-

try. Regarding a semi-elliptical surface crack in a plate of finite dimensions for a

bending load, usually two SIF values are considered: one for the deepest point, and

the second for the surface point. The third SIF function was used for through-

thickness crack in a plate of finite dimensions for pure (four-point) bending. All

SIF functions are given in the FITNET compendia of stress-intensity factors [3] .

In this paper, we have performed the finite-element method (FEM), and found

the KI,max distributions along the perimeter of the measured semi-elliptical crack

for three different crack geometries.

In the traditional approach, the threshold stress-intensity-factor range DKth is

considered as constant for macroscopic visible cracks, so-called long cracks. The

main part of fatigue lifetime belongs to microscopic crack initiation of short fatigue

cracks. The short crack effect occurs until crack length depends on the effective

stress ratio, R, usually in the range from 0.5 to 1 mm for structural steels. In this

range of cracks, the crack closure and other effects are not fully developed, and the

threshold for fatigue-crack propagation is lower than that corresponding to long

cracks for the same load ratio, R (see Fig. 2) . The Kitagawa and Takahashi diagram

is used for fatigue-crack initiation from surface or from a notch (Fig. 3) [4] .

Figure 3 shows that threshold for crack initiation from the notch (dashed line)

is higher than from a crack from the surface (solid line) in the range of micro-

cracks or short cracks. The fatigue threshold stress is a function of crack length, as

shown in Fig. 3.

In the case of fatigue-crack initiation from the notch, the fatigue-crack propa-

gation becomes similar only in case of a large crack. In this case, the fatigue crack

propagates only if the applied loading range is higher than the fatigue-crack-

propagation threshold:

da

dN
¼ C ? ðDK ? DKthÞm(3)

FIG. 1 (a) Semi-el l iptical crack, and (b) through-thickness crack.
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where:

m and C¼ experimentally determined material constants [5] ,

DK¼ stress-intensity factor range, and

DKth¼ threshold stress-intensity factor.

The constants m and C (m¼ 3.01 and C¼ 1 ,11 ? 10?14) are determined experi-

mentally by fatigue-crack growth testing on three-point specimens of used struc-

tural steel S690, according to ASTM E647-05 [6] . The material threshold for crack

propagation as a function of the long cracks is defined by an empirical equation in

Ref 7 as:

DKth?0:1 ¼ ?0:021 ? ru þ 8:4(4)

where:

ru¼ ultimate tensile strength (MPa).

Experimental Preparation

To estimate the fatigue-crack propagation from the surface notch, the experimental

methodology is implemented for detection and monitoring of crack initiation and

propagation by surface-strain behavior. The multi-strain-gauges technique (five

FIG. 2 Fatigue-crack growth rate versus stress-intensity factor range for short and long

cracks [4] .
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initiation, as is schematically shown in Fig. 4. Figure 5 shows photography with

details of a specimen, instrumented with multiple strain gauges.

The four-point bend specimens were made of S690 grade steel with a yield

stress of 695 MPa and tensile strength 854MPa. A shell-notched specimen was sub-

jected to four-bend cyclic loading with a long span distance S1 ¼ 200 mm and a

short span distance S2¼ 90 mm. The central notch length of 15 mm and depth of

0.5 mm was machined. Specimens were fatigue tested by using a servo-hydraulic

FIG. 3 Fatigue-crack propagation threshold as initiation from surface and from notch

as a function of crack length [4] .

FIG. 4 Schematic view of the strain-gauge distribution and fatigue-crack fronts of

semi-el l iptical cracks.
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dynamic testing machine (INSTRON 1 255) at a frequency of 1 0 Hz, as shown in

Fig. 6. The position of strain-gauge sensors near the notch is essential for under-

standing strain behavior. Sensors near the notch are affected with crack propagation

in different ways than sensors at the bulk of the specimen. Figure 7 shows the sen-

sor’s position, whereas the typical strain lines on the surface during applied bending

are shown in Fig. 8. Figure 8 also shows deviations of strain lines at the surface of the

specimens caused by surface notches. The electronic measurement system for strain

during dynamic loading has been made as a compact independent electronic unit,

supported by “Dynastrain” computer software, as shown in Fig. 6. The measure-

ment system consists of strain-gauge sensors, a microcontroller system for sampling

and data acquisition, and amplification of measured values.

Experimental Results of Fatigue Testing of a

Specimen

The test procedure started with electronic device calibration. The known applied

FIG. 5 Measurement on specimen with strain gauges; right strain gauge is reference

strain gauge at distance 38.9 mm.
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FIG. 6 Four-point bending fatigue testing of specimen with multiple strain gauges with

an electronic device.

FIG. 7 Strain-gauge measure locations.
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on strain-measured channels. The reference channel was calibrated for Fmax and

Fmin parameters with a relative scale from 0 to 100. Based on calculated stress, the

read values from Dynastrain could be transferred to micro-strain units. The main

calibration was done on reference strain-gauge No. 5. The typical recorded response

is shown in Fig. 9(a) and 9(b).

The applied dynamic load was then sequentially applied with high amplitude

of force Fmax, R¼ 0.1 , for a short number of cycles and lower amplitude forces

for a larger number of cycles. The amplitude of strains was collected each 1000

cycles, with an acquisition frequency of 900 samples per second. Tests were per-

formed at ambient temperatures by frequency of dynamic loading 10 Hz for all

regimes. The signals were not smooth sinusoidals as applied by Instron hydraulic

test device because of the dynamic effects of strain-gauge fixation on the surface

and noise at the four-point fixation system. The main frequency and periodiza-

tion remain as expected in line with applied loads. Each strain gauge has its own

characteristics of response regarding to their position from notch or crack. In

our case, we are considering strain gauges No. 2 and No. 3 as relevant for recog-

nition of crack growth and crack-depth estimation. Because of different crack

depth below SG2 and SG3, different strain amplitudes were obtained as shown

in Fig. 9(b). Figure 10 shows the performed fatigue regime with maximum forces.

It is possible to recognize increasing strain during fatigue under constant maxi-

mum force, F¼ 6 kN. Each maximum force area has its own strain range of

loading. The strain (SG5) starts to decrease with number of cycles after more

than 1 .8 ? 106 cycles. To apply uniform strain, the measured values were divided

FIG. 8 Surface distribution of stress.
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FIG. 9 (a) and (b): Typical response signals from Dynastrain in 1 s during loading with

Fmax¼ 5 kN.
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Results Analysis

FRACTOGRAPHIC FATIGUE-CRACK PROPAGATION ANALYSIS

The experimental assumption was that stress distribution is likely to be equal at the

position of reference sensor (SG5), and mostly affected on the position of strain

gauges (SG1–SG4) behind notch. Strain gauge SG5 is the reference sensor, because

its position is remote from the notch and its strain amplitude will be less affected by

crack extension than strain gauges (SG1–SG4) near the notch. We were assuming

that they were subjected to the highest tension load at the beginning of bending the

sensors, and, consequently, their cyclic strain amplitude is higher. During the crack

propagation their strain amplitude starts to decrease. The relationship between

crack length and strain (amplitude and mean value) could be shown at points on

the curve as the so-called calibration curve. With crack growth, the strain is going

to decrease. The exact crack length/depth can be determined by fractographic inves-

tigation in post-testing analyses. The curve crack extension versus number of cycles

is the so-called crack growth curve. The calibration curve provides information on

crack length with regards to strain change, an essential tool for establish on-line

monitoring of dynamic loading components. The dynamic loading was conducted

several times until final failure of specimens occurred at the critical average crack

length, ac¼ 6.96 mm.

At the end of fatigue loading, the specimen was broken and fractographic

FIG. 10 Performed fatigue loading with strain during each sequence of loading.
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measured to verify fatigue-crack growth. The fractured surface of the specimen is

shown in Fig. 11 . To interpret fatigue-crack growth scenarios, two different fatigue-

loading regimes (under the same loading ratio, R¼ 0.1 ) should be considered. The

higher Fmax¼ 8 kN contributes to higher fatigue-crack growth rate with good agree-

ment with experimentally measured parameters (m¼ 3.01 and C¼ 1 .11 ? 10?14)

of Paris–Erdogan’s law. The fatigue-crack growth rate on specimens subjected to

lower Fmax¼ 5 kN, because the plastic zone of higher loading becomes lower. It is

evident that the C value becomes lower (C¼ 3.85 ? 10?15) than experimentally

measured (C¼ 1 .11 ? 10?14). The results shown on the log–log scale in Fig. 12 are

typical linear functions of crack growth versus range of stress-intensity factor. It

seems that the exponent m is almost the same, whereas the C parameter is shifted

to a lower value corresponding to cylic plastic zone size at the tip of a fatigue crack

tip. The fatigue-crack growth for middle crack tip was determined by using a Paris

fatigue relationship with obtained C and m parameters by using Eq 3 for whole-

crack propagation but different maximum loading. The obtained curve is given in

Fig. 13. The detailed microscopic review of the break recognizes few typical locations

of frontal lines during elliptical crack growth. Figure 13 was created backward, start-

ing at the last experimentally measured fatigue-crack length. Because the number of

cycles and crack extensions are known, the parameters of crack growth equation C

and m are used. The crack extension was obtained by integration of Eq 3 for per-

formed number of cycles. Each step of loading with higher loading amplitude shows

a steep increase of crack growth until the stage where crack increments were too

small. The higher fatigue growth rate appeared under shorter number of cycles but

under higher loading amplitude. One can conclude that the initiation stage for

fatigue-crack propagation starts around 1 .3 ? 106 of cycles, but strain starts to

FIG. 11 Cross section of fractured specimen and location of strain-gauge sensors,

magnification ?5.
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FIG. 12 Fatigue-crack growth rate versus appl ied range of SIF for both fatigue-loading

regimes.

FIG. 13 Fatigue-crack growth curve for a crack tip point at the middle of the specimen.
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decrease after 1 .8 ? 106 of loading cycles. This leads to two possibilities: that fatigue

crack starts to grow under a higher number of cycles, or strain gauges are not sensi-

tive to crack initiation of short fatigue cracks because the SGs are remote for more

than 4 mm from the notch.

However, during fatigue loading, the plastic zone at the crack tip appeared where

the crack initiation process starts, as explained. It important to distinguish between

the crack initiation stage and macro fatigue-crack propagation textbook [7,8] . Also,

it makes it difficult to distinguish the start of fatigue long-crack growth as well. The

fatigue cracks can also start growing in different points along the notch. It does not

fit to models where only average crack length was considered by using given Eqs 1–4.

The macro fatigue-crack propagation and final failure appeared under higher fatigue

loading levels. Therefore, with the presented technique, it is possible to estimate the

number ofcycles for the initiation stage ofcreating a fatigue crack.

From Fig. 10, showing number of cycles versus strain and crack extension, it is

possible to create a crack length versus strain curve, the so-called calibration curve.

Fatigue was performed with different amplitudes of applied forces. Because the

fatigue loading is in the elastic mode of material behavior, the measured maximal

strain was normalized by applied maximum stress. Figure 14 shows the change of

maximum measured strain versus average fatigue-crack length. Fatigue-crack front

shape is schematically shown by an additional sketch above the plot. During

FIG. 14 Cal ibration curve strain versus crack length.
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fatigue-crack propagation, the maximum strain decreases when the crack tip passes

away from the strain-measuring zone. The strain decrease rate depends on crack

behavior below each strain gauge. Therefore, strain decrease is a clear signal that

fatigue-crack growth and the crack itself is going to be fatal for fracture. Because

the strain behaviors were recorded for known fatigue cracks, during each change of

the loading regime, it is possible to connect strain magnitude and crack length in

the form of the so-called “calibration curve.” SG4 at the edge of the specimen shows

significant strain drop at the moment when the cracks pass the surface. There were

just a few points recognized within this experiment, probably because of insufficient

difference in amplitude of cyclic loading and same frequency applied at both

sequences. At the same number of loading of cycles, the strain also decreased at the

reference strain gauge (SG5) and slightly increased on the opposite edge for SG4

and SG2, as a consequence of redistribution of strain on the surface of the speci-

men. Figure 14 also shows that remote strain (measured by SG5) is not sensitive on

crack extension to depth, because in the range of crack length from 1 to 5.5 mm,

strain was similar. Figure 14 shows longer crack extension in points below SG3 (next

to SG4) than SG2 and SG1. Therefore, we can assume that the crack was propa-

gated asymmetrically.

Observing Fig. 13, one can conclude that fatigue-crack extension is proportional

to the number of cycles in the case of lower Fmax¼ 5 kN loading amplitude of sev-

enth and eighth loading proportional relationships between crack extension and

number of cycles for surface point. It seems that fatigue-crack transformation from

semi-elliptical crack to through-thickness crack can appear with a constant fatigue-

crack growth rate. However, it is necessary to prove it by numerical analysis of the

SIF along the fatigue-crack tip front. If SIF is not changed significantly along the

crack profile during fatigue-crack extension, it seems that fatigue-crack growth rate

is constant and, therefore, crack extension is proportional to the number of cycles.

FINITE-ELEMENT MODELING OF STRESS-INTENSITY FACTOR

Semi-elliptical and through-thickness crack has been modeled by a program for fi-

nite element modeling (FEM) combining tetrahedral and hexagonal elements in the

vicinity of the crack front. The crack configuration of tested specimens was meas-

ured. Fatigue-crack profiles are created by connection of measured points. Litera-

ture review [5] shows that transition from semi-elliptical cracks in a finite plate to a

single-edge surface crack in a finite plate under bending is not solved. Therefore,

FEM analysis has been employed to determine the actual SIF for measured fatigue-

crack fronts. FEM analysis was provided for specimens with semi-elliptical surface

crack, and after fatigue-crack propagation for specimens with through-thickness fa-

tigue crack, as shown in Fig. 15. SIF has been calculated for different fatigue-crack

fronts between seventh and 11th fatigue loading with maximum load Fmax¼ 8 kN

and loading ratio R¼ 0.1 . Figure 16 shows SIF for all five fatigue-crack fronts shown

in Fig. 15. Figure 16 shows also that Kmax and, consequently, DK are the almost the
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FIG. 15 Fatigue-crack profiles measured for semi-el l iptical surface crack and through-

thickness crack between seventh and 1 1 th fatigue loading by Fmax¼ 8 kN.

FIG. 16 Stress-intensity factor distribution along fatigue-crack profile in the four-

bending specimen between seventh and 1 1 th fatigue loading by Fmax¼ 8 kN.
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for semi-elliptical cracks. This means that crack propagation appears under almost

constant fatigue-crack growth rate da/dN until the crack achieved edge of the speci-

men. This corresponds to an almost linear relationship between crack extension

and the number of cycles.

However, when the fatigue crack achieves the edge of the specimen, and

fatigue-crack front becomes through-thickness crack, the fatigue-crack growth rate

exponentially increases with the number of cycles, because DK is increasing as well.

Figure 15 shows that the highest values of SIF appear on the free surface of the

specimen, especially when cracks propagate in full through-thickness front, as it is

in the case of ninth, tenth, and final 11th front cracks. In spite of longer cracks in

the middle of the specimen, the SIF values are half the value than at the edge of the

specimen. This is actually an effect of plane-stress condition at the surface and

plane-strain condition in the middle of the specimen. Arbitrary crack SIF corre-

sponds to average crack length under plane-strain conditions. The standard stress-

intensity solution for single-edge surface crack can be taken in account, available in

standards or textbooks [8,9] . FEM analyses were used for equivalent stress analysis

along actual fatigue-crack fronts. The three different fatigue-crack fronts have been

analyzed, semi-elliptical surface crack (Fig. 16), semi-elliptic surface crack (reached

one edge of specimen), and through-thickness crack. The highest von Mises stresses

occurred at the crack tip at the surface (for semi-elliptical surface crack), as shown

in Fig. 17. During continued four-bend fatigue loading with maximum load,

Fmax¼ 8 kN, the fatigue-crack tip reaches the edge of the specimen (Fig. 18) , where

the highest plastic zone occurred, and SIF values decreased at the crack tip just

before the edge (see Fig. 16) .

FIG. 17 Elastic–plastic stress distribution in the four-bending specimen at the end of

seventh fatigue loading with semi-el l iptical surface crack.
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FIG. 18 Elastic–plastic stress distribution in the four-bending specimen at the end of

eighth fatigue loading with crack tip at one edge.

FIG. 19 Elastic–plastic stress distribution in the four-bending specimen after 1 1 th fatigue

loading at the moment of final fai lure of specimen.
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Because the SIF are higher on the other side, one could expected that fatigue-

crack growth rate under SG1 and SG2 is higher, until fatigue-crack front does not

achieve another edge of specimen and fatigue-crack front spreads through the

whole thickness, as shown in Fig. 19. In this case, the compressed plastic zone also

occurred on the upper surface of the specimen, as shown in Fig. 19.

Conclusions

This paper presents a technique for determination of the calibration curve in terms

of strain-crack length during fatigue-crack propagation on a four-point specimen.

Technique is based on fatigue-crack growth law and observation of strain amplitude

change versus the number of loading cycles. In the case of different loading ampli-

tudes, the strain should be normalized by applied stress, and corresponding param-

eters of fatigue-crack growth rate should be taken into account. The strain

redistribution occurred on the surface of the specimen during fatigue-crack propa-

gation. Strain redistribution is recognizable as change of strain on SG, with regard

to their position on the surface and crack location. The scenario of crack growth is

possible to be determined in post-test analysis. The experimental results of strain

monitoring show that sensitivity of strain on crack growth strongly depends on SG

positions with regard to growing cracks. This makes it difficult to distinguish

moments between initiation and fatigue-crack propagation number of cycles. The

numerical analysis of the SIF along the fatigue-crack tip front shows that, in our

case, fatigue-crack transformation from semi-elliptical crack to through-thickness

crack can be treated at constant fatigue-crack growth rate. The numerical analysis

shows that stress-intensity factors are not changed significantly along the crack pro-

file during fatigue-crack extension. It seems that fatigue-crack growth rate is con-

stant and crack extension is proportional to number of cycles. The fatigue-crack

propagation of through-thickness crack appeared with exponentially increasing

fatigue-crack extensions versus the number of cycles. This experimental research

and investigation demonstrate the capability of continuous flaw growth measure-

ment during the operation on critical places in the mechanical construction. In case

of evident deviation from normal operating conditions, proper response is expected

to prevent failure of the construction and future failure prevention.

ACKNOWLEDGMENTS

The writers acknowledge the support of Nuclear Power Plant Krško for founding this
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ABSTRACT

To account for both surface and volume effects and to provide cross-val idation

when using in situ nondestructive evaluation (NDE) methods, a hybrid optico-

acoustic approach combining digital image correlation (DIC) and acoustic

emission (AE) was developed, val idated, and tested. The designed system

includes hardware and software l inkages between the two sensing modal ities

with feedback both from the mechanical testing device as wel l as from other

complementary NDE methods including ultrasonic testing (UT) and infrared

thermography (IRT). This hybrid monitoring approach targets the early

identification of damage precursors which vary depending on the material

tested. To corroborate the rel iabi l ity of the hybrid setup, various tensi le, fracture

and fatigue testing procedures were implemented for different types of

materials. Of interest herein was the evaluation of each individual NDE method’s

monitoring capabi l ities of deformation and damage in conjunction with their
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spatial and temporal resolutions. In carefully designed metal al loy microstructures

with wel l-characterized mechanical properties, AE validated DIC-observed strain

band formations on the sample’s surface, which further enabled targeted

microscopic analyses that proved the origin of the NDE findings. In the case of

fracture, DIC and UT validated AE information regarding both crack initiation and

growth in Mode I testing of metall ic alloy samples. Final ly, in fatigue loading of

fiber reinforced composites, IR measurements confirmed DIC indications of early

damage formation consistent with AE recordings. Post-processing of NDE

datasets combined with actual loading information allowed the calculation of

mechanical parameters (elastic–plastic transition stress, strain local izations,

traction separation laws, energy dissipation, localized Poisson ratios) that have

been used to construct physics-based computational models for multi-scale

deformation and damage evolution, as wel l as remaining l ife-estimations.

Keywords

nondestructive evaluation, digital image correlation, acoustic emission,

ultrasonic testing, infrared thermography, damage monitoring

Introduction

Nondestructive evaluation (NDE) techniques have successfully been implemented for

higher reliability and stringent structural health monitoring (SHM) [1–12] , material

characterization [13–20] , as well as manufacturing applications [21,22] . With techno-

logical advances, NDE techniques have become and have served as essential methods

to inspect, quantify, and characterize damage for various materials and components;

thus supplying the need for reliable damage monitoring and quantification. These

advances in NDE techniques suggest that robust coupled NDE monitoring systems

based on periodical, triggered, or continuous inspections are able to detect and identify

in a multiscale whether the current condition of a material or structural component

has deviated to a damage state. In addition, data post-processing and integration, also

identified as data “fusion,” may be inherently constructed in the harvesting part of the

system or is applied in post mortem. Data-fusion may also occur at the post-

processing level in which heterogeneous sensing units provide inputs that are then

classified by the data acquisition system using intelligent schemes including, e.g.,

machine learning [23] , as well as neural/fuzzy/probabilistic networks [16,24] . Difficul-

ties associated with classification of recorded information may be avoided by statistical

pattern recognition (SPR) techniques such as novelty or anomaly detection [2,25,26] ,

which establishes whether or not a critical structural component is unreliable due to

deterioration from its normal service conditions. Such methods and techniques for

SHM data and others such as the principal component analysis [27,28] have been

employed for damage detection. Although NDE data are typically extracted using a

single technique without real time or post mortem validation, in some structural appli-

cations, data extraction from high frequency guided ultrasonic waves (GUW) [1 ,8,12] ,

acoustic emission (AE) waveforms, and low frequency vibrations [6,11] have been
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The NDE monitoring approach in this paper is based on the parallel use of two

different type of techniques, i.e., optical and acoustic, which include digital image

correlation (DIC), infrared thermography (IRT), ultrasonic testing (UT), and AE to

quantify the damage and corroborate the modalities consistency. These techniques

described for completeness provided complementary surface and volume informa-

tion, and can thus be effectively used to infer the developing damage stages in three

different components/materials for remaining life analysis and reliably constructing

damage-specific information for a modeling framework.

Sample Preparation and Experimental

Procedure

Three different type of testing setups for three different materials were performed

in order to corroborate the efficacy of the hybrid NDE setup which included: uniax-

ial static compression of Mg alloy, compact tension mode I of Al alloy and a

tension–tension fatigue of a fiber reinforced polymer composite. The compression

specimens were fabricated from a soft annealed 25 mm rolled plate of a commercial

magnesium alloy AZ31 (Mg- 3 % Al- 1 % Zn). Additional procedures to homoge-

nize microstructure and remove residual stresses are provided in detail in previous

work by the authors [15] . The cylindrical compression samples were machined

using electrical discharged machining (EDM) with dimensions according to ASTM

E9-09 [29] , as shown in Fig. 2(b). Monotonic compression tests were carried out at

constant strain rate of 4.5 ? 10?4 s?1 at ambient temperature with a MTS hydraulic
load frame. The experimental specifics of the compact tension were in detail in

Ref. [9] , and therefore are only briefly described herein for completeness. A com-

pact tension (CT) specimen was prepared from an Aluminum alloy plate (Al2024)

and was machined based on ASTM E1820-06 [30] (Fig. 4(a)) . Before applying Mode

I loading, the CT specimen was cyclically pre-cracked using a 600–6000 N loading

profile at a rate of 10 Hz in accordance with ASTM E647-08 [31 ] . The pre-crack

was continuously monitored by a digital camera and the fatigue test was terminated

when the crack visible on the front surface appeared to have a length ?3 mm, in
accordance again with the specifications described in the used testing standards.

Subsequently, the CT specimen was loaded in Mode I at a constant displacement

rate of 0.5 mm/min and monitored using the NDE setup shown in Fig. 1 . A glass

fiber reinforced epoxy laminate consisting of E-glass fibers and epoxy resin with

dimensions 200 by 23 by 1 .48 mm (Fig. 6(a)) was tested at 3 Hz with R values of

0.1 in accordance with ASTM D3039/D3039M-08 [32] .

During the loading process, the novel optico-acoustic was recorded simultane-

ously. DIC in all testing setup was implemented to extract full-field displacements

and strains using a 3D system ARAMIS, GOM equipped with two 5-megapixel

cameras. A calibration block was used for sharply focusing the camera lenses to the

field of view (FOV) and to determine the position of the cameras relative to each

other, as well as their distance from the sample in the 3D space. Specifically, the
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cameras with a focal length of 50 mm were positioned 485 mm from the sample and

had a separation of 176 mm to achieve a FOV 65 by 55 mm2 and a resulting resolu-

tion of 325 lm/pixel. A stochastic speckle pattern was placed on the surface of the

specimens and a few pretest images were taken to determine the displacement and

strain field sensitivities, which were calculated to be 62 and 6 150 lm/m, respec-

tively [33] . In static loading (i.e., the compression and compact tension test), the

acquisition rate was 1 frame per second and for the cyclic setup was 29 frames per

second with a time delay determined by the in-house AE triggering algorithm. AE

was recorded using a four-channel system (AEWin DiSP, MISTRAS) and two to

three piezoelectric sensors (PICO) mounted at specific locations depending on the

specimen and type of testing setup [34] . All the details of the AE/UT setup were pre-

viously explained in detail for the compression test in Ref. [15] , crack monitoring in

Ref. [9] and fatigue test in Ref. [14] . A FLIR A325sc thermal camera with spectral

range of 7.5–13 lm, 320 by 240 pixel resolution and maximum 60 Hz frame rate

acquisition and a Fluke Ti55 IR FlexCam camera system operating in the 8–14 lm

range were utilized to quantify full field temperature on the sample surface [35,36] .

Results and Discussion

The novel optico-acoustic testing setup was essential to identify critical stages of

deformation mechanism initiation at the onset of plasticity in Mg AZ31 . The TD

orientation sample (referring to the parallel to the rolling direction plane, shown in

Fig. 2(b)) in compression sustain a characteristic stress relaxation S-type curve.

a) shows the two different strain hardened strain stress curves, i.e., three

FIG. 1 Hybrid optico-acoustic NDE techniques.

138 STP 1584 On Evaluation ofExisting andNew Sensor Technologies



inflection points (TD) compared to one (ND), correlated with AE amplitude. It can

be depicted that the TD sample AE response has higher amplitude values at the

onset of plasticity (shown by marker 1 for both stress–strain curves at the knee of

the starting plateau in the TD curve). Similarly, the high AE emission activity can

be depicted by the full field strains (Fig. 2(c)) , which show strain localization in the

form of diagonal bands starting at the onset of the bulk plastic strains. These high

localizations are attributed to microstructural transformations of the crystal lattice

called twinning. Besides the differences between stress strain behaviors, the orienta-

tion samples show very different strain localization. For instance, TD at lower stress

(including lower yield) values shows localization compared to ND, which shows

localizations at high stress and is possibly attributed to final fracture.

To further analyze the strain localization, an electron backscatter diffraction

(EBSD) study was implemented, as shown in Fig. 3(a). The EBSD map (Fig. 3(b))

shows intragranular defects (leave-like) effects that caused a different orientation

values within the grains. This reorientation caused by twinning mechanisms in the

microstructure potentially suggested that out-of-plane effects were also inherent of

this crystallographic mechanism. Therefore, a surface morphological analysis was

performed to quantify the surface roughness at twin locations. A scan line of the

FIG. 2 (a) Stress-strain curves for ND and TD orientations correlated with

corresponding AE ampl itudes, (b) cyl indrical compression samples extracted

from al loy plate, and (c) corresponding ful l -field DIC strains for ND (green box)

and TD (blue box) at different strain levels.

CUADRA ETAL., DOI 10.1520/STP158420140051 139



surface roughness at this protrusion shows the out-of-plane height compared to

other locations where twinning did not occur. The localizations from the DIC strain

therefore showed the capability to identify, determine, and quantify the effects of

microstructure evolution for the onset of plasticity.

In an attempt to corroborate the effectiveness of the coupled techniques for

damage incident behavior, a crack growth mechanical testing module was per-

formed. As a result, the specimen (Fig. 4(a)) had one main dominant damage

source, i.e., crack initiation and corresponding growth. Figure 4(b) shows the evolu-

tion of the crack length and corresponding DIC strains in the Mode I loading direc-

tion as a function of time. Distinctively, the strain field shows the crack tip

FIG. 3 (a) Ful l field strain map, (b) EBSD map for selected location at strain map, (c)

roughness profile for scan l ine shown in (d) Atomic force microscopy surface

morphology field.

FIG. 4 (a) CT sample dimensions along with sensor and transmitter locations, and (b)

DIC strain ful l fields for the loading direction at different time instances.
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plasticity (kidney shape field) providing a location of fracture. In conjunction with

these results, an acoustic technique established damage development and progress

as the specimen was subjected to Mode I loading.

In addition to the DIC fields, crack length and growth rate values as a function

of time were extracted, which served as a limiting parameter to identify stable and

unstable crack growth, as is shown in Figs. 5(a) and 5(b). The acoustic techniques

shown here were actively triggered to determine the damage state by comparison of

the input and output signals. Figures 5(c) and 5(d) show two received signals and

their variation as the crack grows within the stable and unstable zone. Therefore,

the acoustic techniques quantify the volumetric effects and derive a description of

the damage in conjunction with DIC full field data.

The hybrid NDE setup was also performed in a cyclic module to prove its reli-

ability for complex loading conditions as well as complex mechanical behavior,

which is the case for fiber reinforced composites. The multiscale failure mechanism

processed in these types of composites results in damage being unreadily detected;

thus three NDE techniques were utilized to monitor its behavior when subjected to

FIG. 5 (a) Load as a function of crack length and crack growth rate evolution depicting

the stable and unstable zone. UT received transmitter waveforms for (c) no

crack length and (d) an unstable crack length of 18.5 mm.
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loading. The image acquisition was monitored and triggered by the acoustic techni-

ques and recorded for each fatigue as shown in Fig. 6(b). The results from the full

field strains and stresses provided elliptical shape hysteresis loops. These loops were

characteristic of slope and area change (i.e., residual stiffness degradation and

energy density dissipation), which are shown to be essential to determining damage

stages in correlation with acoustic parameters. The full field DIC strain fields for a

cycle at 99 % life fraction show localized accumulated strains and damage occurring

to the surface (Fig. 6(d)) . Similarly, the temperature change percentage fields depict

hot spots at the fracture surface and suggest the progress of damage.

The correlation of extracted parameters of optical and acoustic techniques

potentially show three fatigue life stages. The energy density dissipation and local

Poisson’s ratio extracted from DIC contained three critical stages which agree upon

the extracted AE cumulative energy and amplitude, respectively (Figs. 7(a) and 7(b)) .

The latter stage in the fatigue life of this composite shows sudden change in both

mechanical and acoustic energy, which can notably be used for life remaining pre-

diction; similarly, the local Poisson’s ratio and AE amplitude depict a comparable

profile. This profile shows high amplitude emission and strain values at the begin-

ning stage as it lowers toward the second stage, which results in sudden increases as

the critical final stage is reached. The AE waveforms recorded for the second and

third stage are shown in Fig. 7(c). It can be noted that the amplitude values are

FIG. 6 Polymer composite dimensions and AE sensor location. (b) Ful l cycle DIC image

acquisition and AE triggered time delay. (c) Stress-strain hysteresis loops at

different fatigue l ife (l ife fraction). Ful l field strain evolution at 99 % l ife fraction

for marked stress levels in (c). Temperature percentage change fields at four

levels of remaining l ife.
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different and increase for the latter stage. In addition, these waveforms can be ana-

lyzed in the frequency domain by performing a fast Fourier transform analysis

(Fig. 7(d)) , which shows high frequencies at the critical third stage.

Conclusions

The integration of NDE techniques have proven to be essential for fully characteriz-

ing the failure mechanism, fracture, and occurring damage development for the three

materials presented for three different loading conditions. NDE cross correlation of

the independent inputs provided by separate methods allowed both the more effec-

tive interpretation of the material damage characteristics revealed by each NDE tech-

nique, while it further allowed effective cross validation, increasing the reliability of

the monitoring strategy. This novel integrated NDE system demonstrated promising

results that coincide in goals with SHM and other related applications, where the

main intent is to detect, evaluate, and ultimately predict damage. Subsequently, it is

of great importance to build a framework of damage parameters and detectors to

reliably flag incipient damage on critical components and structures.
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ABSTRACT

Advances in the testing of high temperature materials for aerospace structures

and propulsion components requires a thorough characterization of mechanical

behavior under combined thermal , mechanical , and acoustic loading. The abi l ity

to stably measure static strain in such materials is a historical ly difficult

chal lenge, especial ly in appl ications where an extensometer cannot be used.

Recent research in the Aerospace Systems Directorate of the Air Force Research

Laboratory is establ ishing a capabi l ity for the rel iable measurement of

mechanical strain at temperatures up to 650?C (1200?F) on metals and above

870?C (1600?F) on ceramic composite materials. Sensor testing on both

coupons and structural components has been demonstrated. Quasi-static strain
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measurement was achieved without the metal lurgical drift or high thermal

sensitivity of commercial ly avai lable resistive strain gages. In addition to static

measurements, dynamic strain measurement at moderate strain rates was also

achieved, as was static strain measurement in the presence of high level

broadband acoustic excitation.

Keywords

high temperature strain, EFPI , fiber optic strain sensor, harsh environment strain

Introduction

Earlier work in harsh environment strain measurement had the goal of selecting the

best sensor or combination of sensors to monitor strain in an aerospace structure

exposed to turbine engine exhaust [1 ] . Sensors were intended to monitor static and

dynamic strain on both titanium (Ti-6-4) and superalloy (ALLOY 625) structures,

and would be subjected to strain from thermal excursions, as well as vibratory and

acoustic loading. Expected worst-case conditions include 650?C (1200?F) tempera-

ture, acoustic excitation up to 165 dB causing 128 le RMS, and 14 000 le (1 .4 %)

static thermal and mechanical strain. Sensors were desired to have a useful life of at

least 6 h, while maintaining a strain uncertainty of less than 620 % of the strain

reading (6 10 % preferred). The goal was to determine what sensors would econom-

ically provide the desired data for future planned test programs.

Four strain gage technologies were initially selected for evaluation. The first

was a free-filament gage consisting of a metallic alloy wire grid applied to the test

article by thermal spray. The second technology was an encapsulated sensor, inter-

nally compensated for temperature, on a shim spot-welded to the test article. The

third, more developmental technology, was a direct-write gage, applied by deposit-

ing an insulating layer on the test article, followed by a resistive alloy active grid

and interface wires. The final technology was not a resistive technique; rather, it

consisted of an extrinsic Fabry–Perot interferometer (EFPI) . Gold-clad quartz

optical fibers were adhered to the test object such that the gap width between an

active fiber and a stationary fiber changed with strain and served as the EFPI cavity.

For each technology, gage accuracy and survival were evaluated through a combina-

tion of thermal, mechanical, and acoustic testing designed to simulate several flight

cycles of an exhaust-washed aerospace structure, one instance of which is shown in

Fig. 1 . Most of these gages showed good promise for acquiring dynamic strain data

and commercial free-filament gages were selected for dynamic measurement, with

some technique development required for survivability in the harsh environment.

Measuring static strain as a combination of thermal and mechanical strain at

high temperatures was a more significant challenge. Gages using an FeCrAl or simi-

lar alloy all showed non-repeatable deviation in the 430?C–540?C (800?F–1000?F)

range, most likely due to a phase change in the alloy. This effect has long been

2] , but is downplayed in specifications and marketing materials. The
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unpredictable strain offsets that resulted led to a decision that such gages were unlikely

to produce the desired static strain data. Gages using platinum alloy had a different

problem: a large thermal response. Even with tungsten added to the alloy to decrease

the thermal response, sensitivity on the order of33 le of strain per ?C was seen, result-

ing in apparent strains of over 50 000 le (5 % strain). Efforts to thermally compensate

this response found that variability between gages was substantial, leading to the con-

clusion that each gage would have to be individually thermally calibrated to produce

useful data. In addition, gages underwent an aging effect causing some drift in output

with time at temperature. The non-resistive candidate, EFPI optical technology, was

therefore found to be the best candidate for the static strain requirement, although fur-

ther development was needed. While the fragile optical fibers were expected to have

durability issues, testing showed that handling the gages was a much bigger problem,

with properly installed fiber-optic gages surviving thermal, vibratory, and acoustic ex-

citation. Other developmental work has been more complex than originally intended,

especially with regard to signal conditioning instrumentation; however, the prelimi-

nary results presented below indicate that a solution is near at hand. Secondary advan-

tages of the optical sensors include immunity from electromagnetic interference and

the ability to run long leads with very little signal degradation.

EFPI Operation

A Fabry–Perot interferometer is created when two reflections of an optical signal

are returned along an optical fiber and interfere at a detector. In an extrinsic archi-

tecture, the signal leaves the input optical fiber and travels through a gap to a

FIG. 1 First and second mode bending of a canti lever beam excited at resonance by a

shaker, producing approximately 500 le p–p at the gages at temperatures up to

650?C (1200?F).
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reflector. The first signal is returned by the end of the input fiber at the gap and the

second is reflected back into the input fiber after twice traversing the gap, which is

filled with vacuum or another medium. Unlike a single-wavelength device, such as

a Michelson interferometer, the EFPI uses a broadband or frequency-scanned laser

source and the interference pattern shows a regular variation of intensity as a func-

tion of wavelength, rather than distance or time at the detector. The interference

pattern changes as a function of gap width, which is changed by temperature, pres-

sure, strain, or another quantity desired to be measured. For strain measurement,

the input fiber and reflector are secured to the test object and surface strain changes

the distance between the attachment points and; therefore, the gap width. Figure 2

shows a schematic of the EFPI configuration.

A typical interference pattern from an EFPI gap interrogated with a modern

scanned laser source looks like the one in Fig. 3, with light intensity on the y-axis

and wavelength on the x-axis. While this appears to be a sine curve, with some off-

set and amplitude variation with wavelength, the intensity of an ideal EFPI interfer-

ence pattern is actually described by [3]

Iðk; dÞ ¼ 1 þ jg j cos½4pd=k þ p ? hðdÞ ?(1)

where intensity is a function of both wavelength (k) and the sensor gap (d), with g

defining a scale factor. Ignoring the offset and the phase term [p? h(d)] , which is

FIG. 2 Basic EFPI architecture, including input fiber (1 ) and reflector (2) secured to a

surface at attachment points (3) and a gap between the cleaved fiber ends.

FIG. 3 EFPI interference spectrum, spanning roughly 70 nm.
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constant at a given gap, intensity then becomes proportional to cos(4pd/k) , showing

that the pattern at a given gap width is actually a swept sine wave with frequency

decreasing slightly as wavelength increases. The interference pattern is unique for a

given gap, but irregularities tend to cause uncertainty in evaluating the gap based

on patterns which are similar to one another. A number ofmethods were developed

to determine EFPI gap as described below [3] . One advantage to the EFPI is that

errors tend be large or do not occur at all; no data will be reported if no interference

pattern is found.

PEAK TRACKING METHOD

For small gap changes, the fringes shift only slightly and the change in gap is pro-

portional to the shift in wavelength of a given local maxima (peak) in the fringe pat-

tern, according to

jDd=d ¼j jDkm=km j(2)

Rearranging, change in gap is thus a function of the original gap (d0) , the amount

a wavelength peak moves (Dk) , and the original wavelength of the peak (k0),

according to

Dd ¼ ðd0 ? DkÞ=k0(3)

This method works accurately for large changes as well as small ones and valleys as

well as peaks. However, it cannot establish an absolute gap; only changes in a gap

originally measured another way. In addition, the data rate must be sufficient to

maintain tracking of the moving peak without confusion with adjacent peaks.

Tracking multiple peaks, reorienting as they leave the interrogator wavelength win-

dow, and checking for dropped peaks with each data cycle make the tracking

method useful, as it provides high sensitivity with low noise. Practically imple-

mented, this method works well as long as the strain rate is not too high, including

any anomalies or sudden events. It should, thus, not be relied upon as the only

method of signal processing for EFPIs for strain measurement.

ADJACENT PEAK METHOD

In contrast to peak tracking, the adjacent peak method does provide an absolute

gap measurement unique to a set of fringes. It operates according to

d ¼ k1k2=2ðk1 ? k2Þ(4)

where gap (d) is a function of the wavelengths of two adjacent peaks (k1 and k2).

Unfortunately, implementing this method with a real fringe pattern leads to high

uncertainties, as k is near 1550 nm, so Eq 4 is essentially a large number divided by

a small number, with uncertainties in the individual peak wavelengths having a dis-

proportional effect on the overall uncertainty due to their being implemented as a

difference in the denominator. Still, this method is useful and gap uncertainty
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manifested as noise in the strain signal can be reduced by averaging multiple pairs

of peaks, and through averaging data in time if possible. A high data rate instru-

ment facilitates averaging.

FULL-SPECTRUM METHODS

The above methods rely only on determining the wavelength of the peaks (or val-

leys) of the interference pattern in Eq 1 . However, if the full spectrum is available,

other methods can be implemented to take advantage of the additional data. These

are based on sinusoidal curve-fitting algorithms or a Fourier transform of the data.

The data rate from these methods is generally slower due to the large amount of

data required to define the full interference spectrum. The instrument used in this

work provided only the peak wavelengths to the user, so full-spectrum methods

were not used. Note, however, that peak detection algorithms generally fit to multi-

ple points in the peak region and, therefore, the peak data contains a significant %

of the full spectrum information.

Gage Construction

In earlier work, EFPI strain sensors were installed on components using a three-pad

method [4] . The input fiber and the reflector (a second cleaved fiber) are inserted

into a closely fitted, but free-running, quartz capillary tube that locates and aligns

the faces. The two fibers are attached to the test article along with the capillary tube

with the desired starting gap between the fiber ends. For high temperature use,

ceramic adhesive or flame-spray attachment is used. The gage length used in strain

calculations is a function of the distance between the attachment pads; the equation

Gage Length ¼ ð2 ? IL þ OLÞ=3(5)

was historically used to account for minor disbonding at the edge of the adhesive,

where IL is the distance between the inner edges of the adhesive and OL is the dis-

tance between the outer edges. Equation 5 seems to be somewhat installation-

specific; for instance, the effect of the outer length measurement would be expected

to decrease as the pad width increases for a given inner length.

Figure 4 shows an example of this gage construction, flanked by two

thermocouples.

Several changes and improvements were tested as development progressed.

One change is to reduce the number of attachment points from three to two by

fusing the reflector fiber to the capillary tube. This simplifies installation and

reduces errors during installation. The gage length is then taken to be IL, plus a

constant that depends on the adhesive and the base material. The details of

determining gage length are still being worked out; as Fig. 5 shows, definitively

determining IL from a microscope image can be challenging. Another advantage

of this gage design is that the gap is visible when installed, rather than hidden
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For installation on metal specimens, a “hardened” EFPI architecture has

evolved that better protects the fragile optical fibers from accidental damage. These

gages nominally consist of an input fiber, metallic reflector, and a metal cover that

both protects that gage and transfers strain from the article to the gap. The reflector

can now be welded to the cover and then the gage is inverted and spot-welded to

the test article. The gage is further protected by running the input fiber through a

metal tube in the hot zone and transitioning it to standard sheathed optical fiber.

This gage architecture, shown in Figs. 6 and 7, also greatly simplifies installation on

large test articles and structures. The metal reflector tends to result in higher

contrast interference fringes because it reflects or scatters all incident light,

compared to the ?6 % reflection from a cleaved quartz surface. Further improve-

ments in hardened gages are ongoing, once again including definitive gage length

determination.

EFPI Instrumentation

Instrumentation for obtaining strain data from the EFPI gages created an

unexpected challenge. Initial testing was performed with fiber and instruments

FIG. 4 Three-pad EFPI strain sensor.

FIG. 5 Two-pad EFPI instal lation on ceramic composite materia l . The end of this tube

and fiber are distorted at the fusion spl ice to the right.
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from earlier work at the Air Force Research Laboratory (AFRL) [5] . The gages were

constructed with 125 lm-diameter, single-mode quartz optical fiber that was gold-

clad for environmental protection. FiberPro and Fiberscan 2000 instruments from

Luna Technologies were used for setting up the gages and acquiring data. Upon

deciding to pursue the EFPI sensors, inquiries were made regarding the price and

availability of fiber and additional instrumentation channels. News was bad on both

fronts. First, the existing equipment operated at an 830 nm design wavelength; tele-

communications (and thus the rest of the optical fiber world) had since moved to

FIG. 6 Internal structure of prototype hardened gage.

FIG. 7 Hardened gages showing input tube, adhesive, reflector, and sheath.
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1550 nm products. Optical fiber designed for use at 830 nm could be had, but the

quartz fiber needed for high-temperature operation would be prohibitively expen-

sive as a special order. In addition, the instrumentation was no longer in production

and was essentially unsupportable due to component obsolescence, meaning no

additional channels could be purchased and the ten existing measurement channels

could give out at any time.

Quartz optical fiber for 1550 nm is readily available and the decision then

became what instrumentation to use with it. No suitable commercial instrumen-

tation for EFPI sensors was located. While such sensors are not uncommon,

they are more commonly used to measure temperature or pressure rather than

strain [6] , especially the large thermal strains expected during hot structure

tests. Luna Innovations offered a beta version of a new product, the SPS5000,

which met the requirements; this two-channel instrument was purchased along

with multiplexer hardware capable of expanding it to 16 channels at a slower

rate. As a beta unit, the SPS5000 required some upgrades before becoming truly

useful, but now can be used in two modes, both of which support up to two

channels at ?10 Hz or sixteen channels at ?1 Hz using two Luna FOS008 opti-

cal switches. Data can be streamed in real time to external data acquisition

using the Modbus protocol over TCP/IP. Tracking mode provides a good signal,

but can only be used for slow rate tests with no sudden events, including acci-

dental events; as noted above, it looks at differences between the signal acquisi-

tions and can only follow the signal when these differences are small. Absolute

with correction (AWC) mode can recover from rapid transitions because it cal-

culates the strain independently for each point but exhibits half-wavelength

jumps in the data; these can be post-processed out of saved test data, but this

mode is less desirable for real-time monitoring of a signal during a test. Analog

output signals are available for two channels. The low data rate of the SPS5000

precludes its use when substantial dynamic strain is superimposed on the

desired static strain measurement.

With the need to measure mean static strain in the presence of dynamic strains

and the desire for data not requiring post-processing, the earlier search for appro-

priate instrumentation was resumed. Again, no candidate EFPI instruments were

located, but we found a potential in using an instrument designed for Fiber-Bragg

optical sensors. Data from such an instrument, produced first at the manufacturer

and then in-house at AFRL, was evaluated and found to be promising. AFRL has

now acquired several sm130 Optical Sensing Interrogators (Micron Optics, Inc.)

and is developing the necessary software to use them to produce strain data in real

time from the EFPI sensors. The sm130 evaluates the EFPI signal for the peak wave-

lengths of the interference fringe pattern at a rate of 1 kHz for four channels and

this raw data is processed by in-house software into a strain reading. Both tracking

and absolute modes were implemented and are undergoing refinement, along with

the EFPI sensors. A multiplexer can be used to change to 8 channels at 500 Hz or

16 channels at 250 Hz.
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Test Data and Discussion

A selection of data collected from various EFPI strain sensors is presented to give

an idea of the capabilities of the sensors.

GAP MEASUREMENT

The optical gap length is the fundamental output from an EFPI sensor, regard-

less of the physical quantity being measured. While initial testing was per-

formed with a variety of strain sensors and substrates, results were difficult to

interpret with certainty due to uncertainties in gage length and system physical

response. A fundamental experiment to examine gap measurement was

designed using an MTS Model 650.03 extensometer calibrator. A reflector was

attached to the moving slide of the calibrator and an input optical fiber was

similarly attached to the stationary portion of the calibrator, forming an EFPI

sensor. The calibrator was then used to adjust the gap while the sensor was

monitored. Figure 8 shows the EFPI on the calibrator. The gap changes applied

by the calibrator were large relative to the gap changes occurring in real sen-

sors, but this gave an opportunity to evaluate performance over a wide range

and to investigate optimal sensor configurations. Test data gathered using both

available instruments confirmed accurate measurement by the absolute mode of

both systems and is shown in Figs. 9 and 10. A slight difference in absolute gap

measurement and slope between the two systems may have been the result of

the different signal processing performed by each, but both fell well within 1 %

of the calibrator displacement.

The calibrator motion was too unsteady for tracking mode signal conditioning

to follow reliably, so a different experiment was devised to verify tracking mode

functionality on the calibrator. The sensor in Fig. 8 is mounted to aluminum pieces

having a significant thermal expansion coefficient. A heat gun was used to expand

these pieces, narrowing the gap, and then fan-cooled to reverse the effect. The gap

FIG. 8 Extensometer cal ibrator used to apply precise gap changes to an EFPI sensor

for testing.
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Fig. 11 . These curves clearly show the differences in the behavior of the two modes:

tracking mode is much smoother, with more noise visible on the absolute mode

data. As the sensor cooled, both traces converged to the same level, where they were

zeroed initially prior to heating the fixture. A small (?4 %) discrepancy in magni-

tude between the tracking and absolute modes is present and continued work is

intended to reduce this error, which seems to occur only in sensors with higher am-

plitude metal reflectors.

FIG. 9 Cal ibrator gap correlation using SPS5000.

FIG. 10 Cal ibrator gap correlation using sm130.
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THERMAL CYCLES

EFPI strain sensors were used to monitor thermal strains on several materials.

Figure 12 shows the response from both signal processing modes during thermal cy-

cling of a ceramic composite structural element from room temperature to 680?C
(1250?F) and back. Note that the discrepancy above was corrected and there is very

good agreement between the tracking and absolute mode data, and that the strain

data follows the temperature profile very well. Reported strain values were close to

FIG. 11 Multimode monitoring of gap during cool ing.

FIG. 12 Strain data during ceramic composite thermal cycle.
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those expected for the material. A different ceramic composite was used to test the

true thermal capabilities of the quartz EFPI sensors, which have a nominal limit of

870?C (1600?F). Above this temperature, dopant atoms begin to diffuse between

the optical fiber core and cladding creating a graded index of refraction, rather than

the sharp boundary needed for total internal reflection in the single-mode fiber.

Because diffusion is not instantaneous, it was found that sensor data could be col-

lected at or above 1090?C (2000?F) for a brief period, as shown in Fig. 13.

Similar results were obtained with hardened gages on metal samples. Figure 14

shows the output from a hardened EFPI on an INCONEL 625 sample as it was stepped

from room temperature to 260, 480, and 650?C (500, 900, 1200?F), and allowed to

cool. While, in this case, the data could easily be obtained with an extensometer,

having a gage on the surface of the sample raises many additional possibilities for

strain measurement on structures rather than coupons, and in the presence of

vibration.

MECHANICAL LOADING

In addition to thermal strains, harsh environment structures are required to carry

loads. This results in mechanical strain. Measuring the mechanical strain is critical

to understanding the state of stress at the surface of the component, generally one

of the end goals of strain measurement. The EFPI strain sensors have been tested

FIG. 13 Thermal strain during temperature ramp and hold. The sensor fai led at the end

of the displayed data, but survived long enough to demonstrate usabi l i ty above

the nominal 870?C (1600?F) l imit for short times.
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on both ceramic-composite materials and metals at high temperatures. Figure 15 shows

a strain trace at 680?C (1250?F) on a ceramic matrix composite (CMC) structural
sub-element. The near-zero response for approximately the first 0.45 kN (100 lb) of

load was a result of the test article settling into the loading fixture. After this point,

increasing loads translate into increasing strain at the measurement location, until a

portion of the article fails just below 2.67 kN (600 lb), reducing the stiffness at the gage

and leading to an increasing strain rate. A substantial difference is seen between the

two strain modes, differing by about 15 %; this was attributed to a software error that

has since been corrected, with the absolute mode data found to be correct. This data is

from an actual component test, rather than a test contrived for EFPI evaluation.

For mechanical strain on a metal beam with a hardened sensor, testing has

been performed strictly for sensor evaluation. Figure 16 shows a loading cycle to

FIG. 14 Thermal strain on INCONEL beam reported by EFPI sensor and interrogator.

FIG. 15 Mechanical strain in CMC component.
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117MPa (17 ksi) on an INCONEL specimen at room temperature. Once again, there is

a difference between the two modes of peak evaluation, which persisted even after

the correction noted above. The absolute mode appears to underreport strain with

the current hardened gage design for both thermal and mechanical strains. This is

logical, since the reported peaks are a function only of EFPI gap, regardless of how

the gap is changed. This particular gage was tested extensively and had begun to

develop a small amount of hysteresis, evidenced in the slight difference in the start-

ing and ending levels of the minor load cycle at the top of the waveform. Uncer-

tainty in the effective gage length makes it difficult to report strain accuracy for

these tests, but fundamentally, the sensor is reporting strain, with the exact calibra-

tion yet to be determined. The beam in these tests saw about 575 le, while the val-

ues reported by the EFPI were substantially higher.

ACOUSTIC LOADING

The final piece of the measurement puzzle is measurement of strain in the presence

of vibration and acoustic excitation. Testing with real-time signal conditioning is

underway, with preliminary data presented here showing the basis for how strain

measurement will be achieved. The behavior of individual peaks in the interference

spectrum determine feasibility and Fig. 17 shows the wavelength reported for two of

these peaks during 146 dB acoustic excitation in the 50–500 Hz band. With data

collected at 1000 Hz, it was encouraging to see what looks like noise, but is actually

a waveform that looks very much like a trace of surface displacement near the gage,

acquired with a laser vibrometer. It may therefore be possible to measure dynamic

as well as static strains with the EFPI gages within limited frequencies and levels of

dynamic strain. However, current needs for dynamic strain measurement are being

met by free-filament wire strain gages and the EFPI focus is on static strain

measurement.

FIG. 16 Mechanical strain on metal beam.
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Evaluating over a longer time span, Fig. 18 shows the fringe peaks signals proc-

essed into gap and then strain, and the effects of time averaging. This data shows

that the data converges, rather than the sensor being completely overwhelmed by

the rapidly changing peak wavelengths. Equally important, it provides a stable value

without random drift or jumps to different levels. The panel, in this case, was

excited acoustically only, so the strain correctly stays near zero. A similar behavior

was observed at substantially higher vibration levels, 152 dB. Finally, Fig. 19 shows a

longer time span, during which thermal strain was monitored as the panel is heated

to 260?C (500?F) during acoustic excitation at 146.5 dB. Both raw data and the

FIG. 18 Strain derived from peak wavelength data during acoustic excitation.

FIG. 19 EFPI strain during thermal ramp combined with acoustic excitation.

SEBASTIAN ET AL., DOI 10.1520/STP158420140053 163



results of applying a moving average are shown. The measured strain followed the

linear temperature ramp, including the small nonlinearities at the top and bottom

of the ramp. Although not reflected in the EFPI data, the panel vibrations were

greatest at room temperature and decreased as the panel stiffened in its mounting

fixture with increasing temperature. A similar test with earlier instrumentation

could not produce data below ?100?C, as it became overwhelmed by the vibration

levels.

Conclusions

In order to fulfill a need for the measurement of static strain on test articles sub-

jected to high temperatures, vibration, and acoustic evaluation, EFPI sensors were

chosen as the most promising of several candidate technologies. The existing state-

of-the-art EFPI sensors have been improved for increased durability and tested on

metal and ceramic–composite materials. Concurrently, signal conditioning instru-

mentation and software have been developed for reliable measurement at increased

data rates. Work continues to improve the gages and signal conditioning with

respect to accuracy, repeatability, and reliable calibration and measurement. The

demonstration of static strain measurement on complex geometries at temperatures

in excess of 650?C (1200?F) will provide a needed measurement capability.

ACKNOWLEDGMENTS

This work was sponsored by the United States Air Force Research Laboratory,

AFRL/RQVV, Prime Contract #GS05T10BMC0014, Subcontract SLI-2013-01-009.

The support of the United States Air Force and on-site personnel from Sierra

Lobo and Booz Allen is gratefully acknowledged. DISTRIBUTION STATEMENT A:

Approved for public release; distribution is unlimited, Case RQ-14-262, PA# 88ABW-

2014-1943.

References

[1 ] Sebastian, J., Boles, W., and Hauber, B., “Strain Sensor Performance at Elevated Temper-

atures,” presented at the ASTM E08 Workshop on New Sensor Technologies and Issues

With Existing Sensor Technologies for Fatigue, Fracture, and Mechanical Testing, Tampa,

FL, Nov 16, 201 1 , ASTM International , West Conshohocken, PA, -unpubl ished.

[2] Lemcoe, M. M., “Performance of High Temperature (> 1 100F) Strain Gages and Al loys,”

presented at the SEM X International Congress & Exposition on Experimental & Applied

Mechanics, June 7–10, 2004, SEM, Bethel , CT, -unpubl ished.

[3] Han, M., 2006, “Theoretical and Experimental Study of Low-Finesse Extrinsic Fabry-

Perot Interferometric Fiber Optic Sensors,” Ph.D. thesis, Virginia Tech, Blacksburg, VA.

[4] Piazza, A., Hudson, L. D., and Richards, W. L., “Development and Ground-Test Val idation

of Fiber Optic Sensor Attachment Techniques for Hot Structures Appl ications,”

164 STP 1584 On Evaluation ofExisting andNew Sensor Technologies



presented at the SensorsGov Expo and Conference, Hampton, VA, Dec 6–8, 2005, NASA

Dryden Fl ight Research Center, Edwards, CA, -unpubl ished.

[5] Banaszak, D. and Kretz, L., “Lab Evaluation of Fiber Optic EFPI Sensors for Extreme

Environmental Tests,” Presented at the JSM 2005, Minneapolis, MN, Aug 7–1 1 , 2005,

American Statistical Association, Alexandria, VA, -unpubl ished.
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Introduction

Fatigue testing of composite materials has risen rapidly in commercial importance

in the space of a little over 5 years, led most noticeably by the wind energy industry.

As the adoption of composites has become established in this and now various

industries, they are seeking to move from extremely conservative design practices to

ever more accurately optimized methods. And while these practices enabled them

to bring composite materials into their products quickly, they often failed to take

into account factors which present major advantages or savings, but also factors

which present significant risk. As we move into an age of composite materials for

high strain, long service, and safety critical applications, there is now a commercial

need for composites “fatigue” tests (among other methods) to understand and

qualify materials in more representative ways.

Extant standards [1 ,2] are thorough, but not highly prescriptive, embodying

conservative recommendations for test frequencies, but a generous ceiling limit on

specimen temperature fluctuation. Working at a cyclic loading frequency below 5

Hz results in lengthy tests, during which specimen temperatures can still rise by as

much as 20?C. To the laboratory manager, such time is undesirable; to the material

scientist, such temperature variation is highly questionable. While any testing

standard should be representative, useful, and practically achievable, it is of some

concern that more demanding specifications have not yet been placed upon the

recording of temperature during fatigue testing of composites.

The purpose of this paper was to assert the importance of measuring tempera-

ture appropriately during fatigue testing of composites, and to show the feasibility,

benefits, and potential application of non-contact measurement technologies that

use the infrared emission from the specimen.

Background

ISSUES OF HEAT GENERATION IN COMPOSITES

It is well-known that the mechanical performance of composites can be affected by

test speed, although not all are familiar with the reasons behind this. Ultimately, the

reason for the very low strain rates used for pseudo-static testing is to maintain con-

ditions which are as close as possible to isothermal, the importance of which can be

condensed into two primary points. The first point is that all processes of deforma-

tion and “damage” in polymer matrix composites significantly affect the tempera-

ture of the materials, and since the thermal conductivity is relatively low (compared

with most metals), localised “hot-spots” dissipate only slowly. Second, the mechani-

cal performance of organic polymers (and therefore composites in which they form

the matrix) is significantly temperature sensitive; more so than any other family of

materials.

This concern is then exacerbated when we consider a dynamic test, especially
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specimen with each cycle of loading and unloading. This paper does not seek to

describe or establish in detail the specific nature of this heating effect, but it is rea-

sonable to propose that at any point during a test, there will be a combination of

viscous heating through shear of the polymer, and of microscopic fracture and

release of strain energy. As already mentioned, the practical outcome of this is that

to conduct a high cycle fatigue test at any reasonable test frequency, the specimen

will generate a significant amount of heat internally.

Variation Between Specimens

On any particular specimen, the average degree of heating with each cycle will

increase with increasing amplitude of the applied load, meaning that when building

an S–N curve (Wohler curve) average specimen temperature will increase with

applied stress level.

Specimen temperature also fluctuates during the course of a test. The two-stage

model of fatigue damage in composites [3] proposes that damage accumulates

more rapidly within a composite as the material nears the end of its fatigue life.

This certainly agrees with the fact that the rate of heat generation within the speci-

men often increases towards the end of the test [4] .

Furthermore, even the most sophisticated manufacturing methods still result in

a significant degree of inherent variability that affects performance at coupon level

tests; of particular interest here is the fact that it can also change the rate of heat

generation during cyclic loading.

Effects on Mechanical Performance

Many workers in composites research and testing have some awareness or familiar-

ity with the long-established technique of dynamic mechanical thermal analysis,

and therefore with the fact that strain rate can affect the apparent stiffness of a

material quite radically when it is near its glass transition temperature. Modulus

typically drops by between 1 and 3 orders of magnitude between the low elastic

(glassy) and high elastic (rubber) states, but the viscoelastic effect is so significant

that a major change in strain rate can push the behaviour from one state to the

other. However, the operating temperature range is specified well below the onset

of glass transition viscoelasticity for a majority of structural composites. This means

that moderate variation in strain rate has only a small effect on mechanical behav-

iour under the majority of intended test conditions. By contrast, the rate of change

in elastic modulus with temperature is usually quite significant even well within the

glassy region, so a few degrees of variation in test temperature may make a readily

measurable difference to its mechanical performance during each individual cycle.

There is some debate, but a number of experimental workers assert strongly

that increasing specimen temperature generally decreases fatigue life in structural

composites. Regardless of the underlying physics behind these observations, the

implication of this would be that temperature variation between specimens will

cause increased scatter in fatigue life.
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TEMPERATURE PROFILES WITHIN SPECIMENS

Before discussing temperature measurement using infrared emission and contact

thermometry, it is necessary to acknowledge the inherent problem of surface tem-

perature measurement. The heating effects discussed above occur throughout the

loaded parts of a specimen, but heat is only lost or extracted from the surfaces. This

means that there will always be a temperature gradient through the thickness of the

specimen; the nature of this gradient will be determined by a combination of factors

including the conductivity of matrix and reinforcement, the volume fraction and

directionality of the reinforcement in each layer of a laminate, and not least by the

overall thickness of the laminate.

It might be argued that the core temperature of the specimen is of equal, if not

greater importance to the surface temperature, but at present no transducer is avail-

able which can be embedded within a laminate without interfering with its local

structure. The primary concern is that the transducer and its connections may act

as a stress-raiser or weak interface causing unrepresentative initiation of fibre frac-

ture or delamination. Although several technologies exist which can be embedded

(such as very fine thermocouples, or optical fibre Bragg grating based temperature

sensors), their size, stiffness, and bonding characteristics are still such that the effect

on fatigue performance is significant.

Some specimens will also exhibit gradients along or across their exposed faces,

but in this respect multiple measurement locations are obviously possible, as will be

discussed later.

Temperature Measurement of Composite

Test Specimens

PHYSICAL CONNECTION ISSUES DURING FATIGUE TEST

For many laboratories, thermocouples represent their de facto standard method of

temperature measurement. However, when applied to specimen temperature

measurement during fatigue testing of composites, they can present certain difficul-

ties. The same difficulties would be experienced for other contacting temperature

measurement technologies such as platinum resistance wire, or optical fibre

transducers.

Firstly, there is the simple issue of reliably attaching a probe to a specimen

which may need to survive in excess of 1 ? 106 cycles, at significant strain ranges.

Even with thorough surface preparation, the use of epoxy resin based adhesives

often results in debonding or fracture of the adhesive part way through the test.

Adhesive tape often results in poor thermal contact with the specimen surface,

while spring mounting systems can lead to abrasion of the surface.

In addition to these purely practical matters, the more serious concern is one of

reliable and accurate measurement. Attaching a thermocouple to the specimen
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material must be heated. Large wires or springs will tend to extract heat to a greater

degree leading to a lower temperature reading, while adhesives and tapes will

insulate the surface of the specimen. The measured temperature may or may not be

representative of the exposed surface of the specimen, but the area in which it is

affixed will definitely be subject to slightly different conditions to the rest of the

specimen.

REMOVING TEMPERATURE OFFSET AND TIME LAG USING IR MEASUREMENTS

The result of the poor connection of thermocouples is an inaccurate measurement

of surface temperature both in magnitude and time-resolved response. This effect is

most clearly demonstrated when a step change in frequency is applied during cyclic

loading.

Experimental Set Up

A coupon was prepared and instrumented with two different thermocouples

attached with electrical insulating tape, an infrared pyrometer, and an infrared cam-

era. It was loaded using an Instron 8802 load frame with 250 kN load capacity, con-

trolled by an 8800T test controller with 5 kHz loop closure rate and simultaneous

5 kHz data acquisition rate on all analogue input channels. Tests were controlled,

data logged and reduced, and live calculations made, using Instron WaveMatrix3

dynamic test control software [5] .

The material was a room temperature cured epoxy resin, reinforced with eight

plies of (0, 90, 0, and 90? ) plain weave, E-glass fabric. The specimen was 2 by

25 mm, with a 150 mm gauge length, plus 50 mm end-tabs in the same material.

The thermocouples were one type K with 0.2 mm wires and a 0.5 mm bead and

one type T with 0.5 mm wires and a 1 .25 mm bead; both were affixed at the same

location on opposite sides of the specimen, 25 mm from the moving grip. The

pyrometer was an Optris LT22 thermopile sensor with an 8 to 14 lm spectral range

with emissivity set to 0.96, nominal sensitivity of 0.1 K focused on a spot of 10 mm

diameter, centered 25 mm from the stationary grip. The camera was an Optris

PI450 uncooled bolometer, with a 7.3 to 13 lm spectral range with emissivity set to

0.96, nominal sensitivity of 0.06 K, focused on the whole specimen, giving an output

corresponding to the average temperature of one half of the specimen which was

not obscured by thermocouples or tape. An additional type K thermocouple, of the

same specification, was freely suspended in the air, 20 cm from the specimen.

The nominal response time of the thermopile detector was 150 ms; the camera

is capable of 80 Hz frame rate, but the manufacturer does not state a response time.

The analogue outputs from the infrared devices were fed into data acquisition

channels on the test machine controller. Thermocouple signal conditioning and

data acquisition was through a National Instruments NI9211 module connected to

3
Instron WaveMatrix is a trademark of I l l inois Tool Works Inc., Norwood, MA.
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the test control computer by a USB link, and controlled directly by the dynamic test

application software (typical polling rate 2 Hz).

Transducer Response to Changes in Internal Heating Generation

The loading regime employed was a peak loading of 60 % of tensile strength, with a

loading ratio of 0.1 , initially at 3 Hz, then stepped to 6 Hz, then up to 12 Hz, and

finally back down to 3 Hz. Figure 1 shows the specimen temperature recorded by

each transducer during the test, plotted with respect to elapsed time.

The point which is immediately noticeable is that although all the measure-

ments start within a reasonable level of variation for a simple laboratory demonstra-

tion, they then rapidly diverge, with the heavier thermocouple indicating less than

half of the temperature increase registered by the two IR devices throughout the

test. The lighter thermocouple performed better, but still only registered around

75 % of the temperature increase. Even if the actual emissivity of the specimen is as

low as 0.88 (which seems improbable since the initial temperature is in reasonable

agreement), then this would not result in more than a 2.2 % over-reading error in

the temperature difference. See below for discussion of “Concerns With Using IR

Temperature Measurement.”

Figures 1(b) and 1(c) show the data windowed down to the changes from 6 to

12 Hz, and from 12 back to 3 Hz, respectively. Infrared measurements show that the

rate of change in surface temperature is effectively instantaneous, whereas the the-

mocouples both exhibit a delay of at least 10 s before there is an observed response.

For the reduction in frequency, the thermocouple with larger wires and bead shows a

greater time lag of 30 s before surface cooling is observed. There is no difference visi-

ble above noise level at the change from 3 to 6 Hz. A thermal image of the specimen

at the end of the test can be seen in Fig. 2. The larger, type T, thermocouple can be

seen near the bottom of the frame and appears to have a steep temperature gradient

as it moves away from the point of connection. Slight discontinuities can be seen

near the top and bottom edges of the tape used to secure the thermocouples.

Concerns With Using IR Temperature

Measurement

The main concern with employing infrared emission for temperature measurement

is that it is intrinsically surface sensitive. Emitted power is dependent upon the

emissivity of the surface, which is determined by a combination of its chemistry

and topography; thus two visually similar specimens can emit more or less

efficiently at a given surface temperature. Furthermore, care must be taken to pre-

vent reflected radiation from the surrounding area causing spurious increases in

measured temperature. In a laboratory environment, a standard safety enclosure

(including visually transparent polymer shields) would generally suffice for mid-IR

measurements, but if working within a convective temperature chamber, then heat-
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The effects of emissivity are a serious concern when monitoring metals during

prolonged high temperature tests, where oxide layer formation during the test can

significantly change the emissivity. However, under fatigue test conditions for poly-

mer matrix composites, the surface will rarely be subject to any chemical or physical

change sufficient to alter the emissivity. Operating temperatures for composite

materials are necessarily well below those required to cause appreciable oxidation

or other chemical reactions; neither would it be expected to work at or near phase

transition temperatures.

FIG. 1 Performance of transducers with chang ing specimen temperature and heating

rate.
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A majority of polymers and inorganic fibres (in bulk) have emissivity that lies

within a band from 0.88 to 0.96. The Stefan–Boltzmann Law (Eq 1) gives the rela-

tionship for the total emitted power with absolute temperature and emissivity.

P

A
¼ e:r:T4

(1)

where:

P¼ emitted power,

A¼ emitting area,

e¼ emissivity,

r¼ the Stefan–Boltzmann constant, and

T¼ the temperature of the emitting body.

FIG. 2 Thermal image of specimen at end of test, thermocouple connection near

bottom of frame.
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From this it becomes apparent that a small error in the evaluation of emissivity

will lead to increasingly significant errors in the temperature or temperature differ-

ence determined on a specimen. For example, if the correct emissivity is 0.96, but

calculations are based on 0.92, then at exactly 20?C, the temperature will be deter-
mined as 23.134?C; if temperature rises by exactly 10?C, then the measured increase
will be 10.107?C. Since temperature is raised to the power of 4, then errors increase
rapidly as absolute temperature or temperature difference increases. However, as

was observed from the data in Fig. 1 , significant errors can also arise with thermo-

couples, which are less predictable, and arguably more difficult to model or correct

for in post-test analyses.

There are several mitigating factors for this issue. Firstly, under fatigue condi-

tions, it would be unusual to deliberately allow the specimen temperature to

increase greatly beyond 10?C, and temperature variation is the parameter under
consideration. Secondly, the error can be expected to remain consistent throughout

one sample (batch) of specimens, and usually between batches of material with the

same composition and process history. Finally, for almost all applications in poly-

mer matrix composites, the problem can be completely eliminated by the simple

expedient of applying a thin coating of known emissivity. Since surface degradation

effects would not normally play a part in fatigue phenomena of composites, the

requirement for such a coating is simply that it must not affect the mechanical

properties of the specimen (for example by solvent swelling or plasticisation of the

surface) and must retain intimate contact with the surface throughout the test. A

typical choice might be a matt black paint, with low viscosity, and a low volatile

organic chemical (VOC) carrier.

Note on High Temperature Solution to Corrected Infrared

Temperature Measurement

Although beyond the scope of discussions in this paper, it is important to note

that at moderately high temperatures (typically >500?C), “two-colour” pyro-
meters have been used for some time for more difficult applications. In this

case, temperature is determined from the difference in emitted power between

two distinct wavebands. As described by Plank Law, radiation from a black

body is not constant with wavelength, but rather follows a curve with a steep

leading edge at low wavelength, a peak wavelength, and a longer “tail” out into

the far infrared. Therefore, provided both measurement bands lie on the same

side of the peak wavelength, the gradient between them can then be used to

back-calculate the temperature of the emitting body. Some researchers found

that this is not completely without issue because the emissivity of a surface

does vary with wavelength, according to the chemical composition of the sur-

face and near-surface material. It should be emphasised that Stefan–Boltzmann

Law deals with the total radiative flux; therefore using a single average value of

emissivity.
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Linking Measured Temperature to Test Control

ADAPTIVE FREQUENCY CONTROL

If a reliable, continuous method of temperature control can be fed into the control

and data acquisition system for a dynamic test machine, then a range of options

become available to control the test, ranging from simply pausing the test at a low

load if the specimen exceeds a temperature threshold to automatically modulating

the frequency of the test waveform.

A fatigue test technique has been developed which employs adaptive frequency

control in response to specimen temperature. Using a commercial infrared detector

to supply a feedback to the control system, frequency control throughout the test

can maintain specimen temperature within a tight band. The adaptive frequency

control system is effectively an outer loop control algorithm, run by the test soft-

ware, which adjusts the machine controller parameters to modulate the frequency

of the applied load (or displacement) waveform. When implemented as a simple

P.I.D. control routine, variation between specimens and materials was found to

result in unpredictable overshoot in both frequency and temperature. A number of

other approaches were tested, but monitoring the rate of temperature change rela-

tive to the target has proven successful, working reliably on any type of composite

or polymer material without any need for tuning the frequency control algorithm.

Control system algorithms and development cannot be discussed further in this

paper due to their commercial sensitivity.

Initial tests were conducted using woven E-glass fibre reinforced composite,

with low temperature cured epoxy resin matrix. The tests were conducted using the

same type of load frame, controller, and test software as detailed in the previous

section of this paper. A Pyris infrared bolometer (also as discussed earlier) with a

waveband from 7.3 to 1 3 lm was used, with temperature readings based on an

emissivity of 0.96 for non-contacting temperature measurement, allowing assess-

ment of temperature distribution while simultaneously providing an analogue sig-

nal to the control system corresponding to the average specimen temperature. In a

more extensive case study, a standard set of load controlled, tension-tension, fatigue

tests were conducted to produce an S-N curve for a cross-ply woven-tow carbon

fibre reinforced composite, with a mid-temperature cured epoxy resin matrix. Peak

stress values between 60 and 80 % of static failure stress were used, with a loading

ratio of R¼ 0.1 , at a fixed frequency of 4 Hz, with temperature monitored, but not

controlled. The complete test regime was then repeated using the adaptive fre-

quency control method to maintain a stable temperature.

Specimens were prepared and tested in accordance with international compo-

sites fatigue standards [1 ,2] , with glass fibre reinforced, medium temperature ma-

trix, prepreg material for initial tests, and with carbon fibre reinforced, high

performance prepreg material for the full S–N curve.

Figure 3(a) illustrates the start of a typical test, using glass fibre reinforced epoxy

R¼ 0.1 .
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Here, an initial frequency of 5 Hz was set in low ambient temperature (18 6 1 ?C),
with a target test temperature of 21 .06 0.5?C. Clearly for this loading rate, 5 Hz

was not sufficient to cause significant temperature rise, so the system gradually

increased this frequency until it stabilized just above 15 Hz, having assessed that

target temperature will be achieved within 20 min. It is also interesting to note that

at around 20 min into this test, a lab door opening caused a sudden drop in speci-

men temperature, and thus the system responded by briefly increasing frequency by

a small amount to correct this.

Figure 3(b) shows the system reducing the test frequency to prevent overheating.

Using the same type of specimen, this time loaded to 60 % of failure stress con-

trolled to 28.06 0.5?C. Having already seen some 50 000 cycles, this is effectively

the final part of the test. After an initial settling period commonly observed in com-

posites fatigue, tan delta shows continuous increase as damage accumulation accel-

erates, as other researchers have observed [4,6,7] in various systems.

Firstly, the starting frequency is quickly reduced to prevent overheating, then

gradually adjusted to correct for the increasing energy deposition rate to maintain

specimen temperature which would otherwise increase significantly [6] .

S–N Curve Generation With Automated Frequency Control Based on

Specimen Temperature

Forty-five standard tensile test specimens [1 ,2] were prepared from a single, flat

sheet of thoroughly conditioned epoxy matrix material with woven carbon fibre

reinforcement. Following initial measurement of static tensile strength, the remain-

ing specimens were split randomly into two groups. The first group was tested at a

FIG. 3 Adaptive frequency control performance on GFRE specimens: (a) (left)

Ramping up to optimum frequency for required specimen temperature; (b)

(right) Reducing frequency to maintain temperature in late stages of fatigue.
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fixed frequency of 4 Hz, in the usual manner used by NCCEF for contract testing of

tension–tension fatigue. During these tests, average specimen temperatures varied

quite widely, ranging from 26 to 38?C, in a temperature controlled laboratory at
25 6 1?C

The second group was tested at the same stress ranges, but this time employing

the adaptive frequency control method. The control algorithm was given a target

temperature of 30.06 0.5?C, and allowed a maximum operating frequency of

15 Hz.

These two datasets are plotted as a standard S–N curve in Fig. 4.

There was no evidence of unusual failure mode for the two outlying points

observed at the lowest stress level in the fixed frequency (4 Hz) data. Since the rest

of this data set does not show such broad variability, no conclusion can reasonably

be drawn on that basis.

Many commercial experimentalists apply a logarithmic fit to the S–N data

from composite fatigue testing to facilitate fatigue life prediction. On an empirical

basis, this appears a good fit for both sets of data presented; details of the fitting

parameters and resultant predictions are tabulated in Table 1 .

Whether or not this is the best possible methodology is not the subject of this

paper, but it is undeniably a simple extrapolation technique for practically obtain-

able data; one which will generally give conservative predictions. The range of

fatigue resistance and resultant S–N curves for composites are as diverse as those

seen for metals (if not more so), so it seems entirely probable that the behavior is

not neatly logarithmic, and even a “no fatigue limit” might exist in some cases.

FIG. 4 S–N plot for CFRE (woven prepreg) from fixed frequency and adaptive

frequency methods.
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Validity of this fitting procedure and rigorous assessment of confidence levels are

detailed in relevant international standards for analysis of fatigue life data [8–10] .

Examining Fig. 4, there is good congruence of the fitting curves for fixed and

adaptive frequency methods. It is interesting to note that both the fit quality (“R2

value”) and the intercept (prediction for static failure) show a small improvement

for the adaptive frequency data. More importantly, the predicted stress level to

achieve specific long fatigue lives (a key criterion for many commercial applica-

tions) is extremely similar.

Table 2 gives a comparison of the time reduction and frequency variation result-

ing from the use of adaptive frequency control for a full set of fatigue tests on this

material.

Firstly, from the authors’ viewpoint, the headline figure is that of a 27.5 %

reduction in total machine time to produce the data set. On the basis of the NCCEF

fixed frequency testing at 4 Hz which took approaching two months of machine

time, this represents a significant saving, both in time and power consumption for

the laboratory.

Secondly, this time saving is achieved with fairly conservative variation in test

frequency. It was proposed that an increase in test frequency of even a whole order

of magnitude may have little effect on the fatigue behavior of composite materials

TABLE 1 Comparison of data fitting and prediction.

Logarithmic

Fit rc5 2a ln(N)1 c

Gradient,

a

Intercept,

c (% UTS)

Fit Quality

(R2)

Predicted

Stress at 10
7

Cycles (%UTS)

Predicted

Stress at 10
8

Cycles (%UTS)

4 Hz (al l data) 3.156 106.7 0.844 55.9 48.6

4 Hz (exclude outl iers) 2.886 104.4 0.931 57.9 51 .2

Adaptive frequency 2.651 100.7 0.966 57.9 51 .8

TABLE 2 Comparison of machine time for a fatigue data set.

Frequency Variation Total Time for S–N Curve Equivalent Time at 4 Hz Time Saving Versus 4 Hz

<62 % 40 days 55 days 27.5 %

Specimen Self-Heating Control Fixed Frequency 4 Hz

Load (%UTS)

Frequency

Achieved* (Hz)

Time Per

Specimen* (h)

Equivalent Time

Per Specimen (h)

80 % 3.59 0.93 0.84

75 % 4.01 3.9 3.9

70 % 4.64 22 24

65 % 5.03 290 349

60 % 6.49 642 946

* averaged across duration of test ** from cycles to fai l
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[9,1 0] . Composite fatigue practitioners frequently mention temperature increases

exceeding 20?C in materials with woven reinforcement; clearly this cannot be

deemed a well-controlled test, or representative of operating conditions. The

authors of this paper propose that automatic frequency modulation offers a valua-

ble and realistic alternative to control the degree of specimen heating [5] .

Potential Appl ications of Thermography

for In-Test Analysis

DAMAGE ACCUMULATION

If a fixed frequency is used, then temperature could be used simplistically as a mea-

sure of damage accumulation in the same way as damage might. Some workers

have previously recorded temperature throughout composites fatigue tests and sug-

gested that it might be useful to infer the rate, type, or severity of damage processes

occurring from the specimen temperature [8] . Furthermore, if a simple output of

the maximum temperature within the field of view (or a smaller region of interest)

is recorded, then localized damage phenomena such as breakage of individual tows

could be indicated as brief temperature spikes since they cause transient hot spots

at the point of failure due to local release of strain energy. To achieve this, the key

technical issue becomes one of selecting a detector in which the temperature resolu-

tion and response time are both sufficiently small to resolve these transient changes.

POTENTIAL FULL-FIELD MEASUREMENT

As has just been mentioned, the free commercial availability of infrared imaging

has brought about the possibility not only of assessing the temperature of a whole

specimen, but to conduct more sophisticated analyses of the damage and failure

phenomena during a fatigue test, especially on composite materials. Moderately

simple image analysis techniques can be employed to look at features of the

specimen.

As a first example of how this might be used, Fig. 5 shows a thermal image

taken near the end of a fatigue test on an adhesive lap shear joint between woven

carbon fibre reinforced epoxy resin and 2000 series aluminium sheet. The lap joint

itself can be identified, as can a growing region of de-bonding, which has resulted

in higher surface temperature as less heat is conducted away by the aluminium sub-

strate. Well-established image analysis techniques could be employed to identify the

growing region of delamination; it is proposed that with the processing power avail-

able in current personal computers, this could be calculated “live” and logged with

test data.

In a more sophisticated example, the technique of thermo-elastic stress analysis

has been in development for some years now, and makes use of the fact that an

applied elastic stress results in slight change in temperature within a material. The
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determination of how the stress is distributed across the test piece [11 ] . Although

the author has not undertaken such work, they are currently collaborating with

researchers at The University of Southampton whom have kindly agreed to the

reproduction of the image in Fig. 6. Thermo-elastic stress analysis was successfully

FIG. 5 Thermal image showing delaminated areas of a lap shear joint during fatigue

test.

FIG. 6 Thermo-elastic stress analysis image showing stress distribution during fatigue

test of an impact damaged composite test coupon.
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correlated with strain mapping by digital image correlation techniques [12] , but the

processing requirements are considerably smaller.

Conclusion

The benefits of measuring specimen temperature during fatigue testing of polymer

matrix composites using infrared emission based techniques has been discussed

and demonstrated, along with the concerns, benefits, and future potential in the

context of this area of testing which is rapidly rising in industrial importance.

A case study is presented which shows an integration of this technique with

test control that has immediate benefits in overall test time and consistency for

generation of S–N curves for composite materials.
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ABSTRACT

Infrared thermography (IRT), a non-invasive temperature measurement

technique has been investigated and developed for use with cycl ic high-

temperature loading. The technique uti l izes an infrared thermography camera

(IRTC) and Rol ls-Royce HE23 black thermal paint (TP). The TP is appl ied to a

test-piece surface to provide a stable emissivity value and accurate temperature

measurement for the duration of thermal cycl ing. Spot-welded type N

thermocouples (NTCs) are uti l ized for accuracy val idation of the IRTC technique

for both temperature monitoring and temperature control . An evaluation of the

technique has been employed upon diverse test specimen geometries and al loy

compositions at temperatures between 100?C and 700?C. Unfavorable effects

during cycl ic temperature measurement such as thermocouple shadowing are

also highl ighted and quantified. In combination with HE23 TP, IRTC control and

measurement have proven accurate to within 62?C NTCs, a val idated cycl ic

high-temperature measurement technique.
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Introduction

In recent years, it has become more prevalent to assess aerospace and other high-

temperature materials under cyclic temperatures as they are understood to be more

damaging than isothermal conditions. The deformation and damage seen in real

components is often better represented by these dynamic temperature loading

cycles. As an example, cyclic high-temperature testing delivers invaluable insights

into the behavior of high-performance aerospace alloys under the extreme condi-

tions typically found inside an aero gas turbine engine. This accurate temperature

and loading control during these dynamic cycles is imperative, as they enable the

desired phasing between temperature and load, known as the phase angle, to be

realized, allowing reliable results to be derived for component lifting interpretation.

The publication of ASTM E2368-10 [1 ] and, more recently, ISO12111 [2]

strain-controlled thermo-mechanical fatigue standards, emphasizes the significance

of dynamic temperature effects on material fatigue behavior. However, uncertainty

still remains with regard to how accurately temperature can be measured and con-

trolled. When considering data scatter, it is critical not to neglect temperature accu-

racy [3–7] . Reliable test results can only be accomplished provided that

temperature has been kept to within good temperature tolerances (65?C or 6 1 %
DT circumferentially at the center gauge location and 6 10?C or 62 % DT axially)

as recommended and emphasized by these standards [2] .

The desired thermal response during standard tests under isothermal fatigue

(IF) can be achieved using a conventional resistance furnace controlled and moni-

tored by thermocouples (TCs). This technique, however, is not appropriate for

rapid dynamic thermal cycles, as the heating and cooling rates generated by the fur-

nace are too slow to cope with the dynamic temperature rates required.

In the aerospace industry, temperature ramp rates for dynamic cycles are often

based on an engine flight cycle, combining takeoff, climb, cruise, and descent in a sin-

gle test cycle. The test cycle is accelerated so that testing ramp rates in real time may

exceed 6 10?C/s. The rapid temperatures necessary for these tests requires a special
type of furnace to be employed, such as RLFs or induction coil systems (ICS), which

offer this capability. RLF and ICS heat sources are attractive as they can be easily

adapted to fit to the frame of existing test machines; therefore, they enable the use of

established fixtures and specimen geometries, leading to direct comparisons with pre-

vious isothermal tests. ICS heating offers a far cheaper and more reliable solution;

however, a downside to the technique is the homogeneity of the applied temperature,

which is often far less uniform than in a conventional radiant furnace.

Additional complications arise when considering the traditional methods

by which temperature is measured and usually controlled under dynamic
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high-temperature cycles. A recommendation is that temperature control may be

carried out using spot-welded TCs at the specimen shoulder (or still in the parallel

length, but outside the gauge section) for heating and cooling rates up to 10?C/s

[2] . The authors have found the accuracy and practicality of such a technique under

rapid dynamic thermal cycles to be questionable, particularly in specimens with a

long parallel gauge section, where large distances exist between the material under

investigation (between the extensometer arms in a strain controlled tests) and the

TC location on the test-piece shoulder.

Thermocouples have known limitations; the correct type must be selected

according to the temperature range under investigation to ensure accuracy [3,8] .

Temperature errors can also arise from increasing absorption coefficients of the oxi-

dizing test piece, and via heat conduction through the TC wires giving rise to cold

spots [3,9] . Cracks are known to initiate from the TC contact point, especially if the

TC has been spot welded to the specimen surface [2] . The spot weld essentially acts

as a surface defect, which in turn acts as a stress raiser resulting in crack initiation

[10,11 ] .

Ensuring that the TC wire diameter is as small as possible, using individual and

not beaded TCs, and providing additional thermal contact by wrapping TC wire

around the test piece are measures that can be taken to minimize the severity of the

technique [9] . However, despite all of these measures, spot-welded TCs will induce

a cold spot, hence, a surface defect and a resulting crack initiation site [3] . It is,

therefore, not recommended that TCs be spot welded in the test-piece gauge

section [2] .

Direct temperature measurement or control can be achieved from the test-

piece gauge section without inducing surface defects using ribbon type TCs. How-

ever, if this technique is to be employed, then adequate thermal contact between the

test piece and TC must be maintained throughout the entire test. Additionally, cau-

tion must be taken to ensure that the contact does not degrade during cycling as a

result of oxidation and/or surface roughening [3,8,9] .

Another alternative approach is co-axial TCs. This style of TC arrangement

requires holes to be machined into the test-piece surface to allow insertion of the

TC. Dynamic temperature accuracy is dependent on the machined hole diameter,

as the closer the TC diameter is to that of the hole, the more accurate the reading

will become [9] . However, despite the utmost diligence, this technique still proves

challenging [8] . A further method of TC control involves spot-welding TCs to the

adjacent shoulders of the specimen provided the heating and cooling rates are

?10?C/s [2,3,8,9] , reducing the applicability of the technique for cyclic high-

temperature testing.

An alternative approach is the use of pyrometers. Pyrometers provide a com-

pletely non-invasive method for measuring and/or controlling the temperature of a

test piece by measuring the amount of thermal radiation emitted from the surface

of the material. Accuracy of the temperature measurement is related to the spot size
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required to obtain the most accurate temperature measurements, because any angu-

lar deflection of the beam from the surface of the specimen may result in measure-

ment inaccuracy. Additionally, the spectral range of the pyrometer must surpass

the Tmin and Tmax of the desired temperatures, as inaccuracies become apparent

within close proximity to the pyrometer’s temperature range capabilities [8] .

Pyrometers and TCs share a similar limitation. Both techniques can only mea-

sure the small area they encompass, typically around 2 mm2. In addition, pyro-

meters require thermal profiling using TCs; hence, despite being a non-invasive

technique and avoiding complications with TC shadowing (discussed further

below) during testing, inherent temperature errors have already been brought for-

ward from the thermal profiling procedure using TCs.

However, the use of pyrometers for dynamic temperature control is not recom-

mended by the relevant standards involved with cyclic high-temperature testing [2]

as they are sensitive to progressive oxidation causing changes to the surface condi-

tion [9] . Depending on the specific temperature and wavelength, the energy radi-

ated by a metallic surface is highly sensitive to any change in the surface condition

and, therefore, is directly proportional to the spectral emissivity of the object [3] .

Without a stable emissivity value, it is extremely difficult to achieve accurate tem-

perature measurement with a non-invasive technique such as a pyrometer [9,12] .

A solution to this is to pre-oxidize the specimen to produce a stable oxide layer

and, hence, stable surface emissivity [13] . However, pre-heat treatments and, thus,

consistent oxide formation has previously been found to lack repeatability. Previous

work has found that the surface emissivity evolution with temperature is dependent

on the material, surface preparation, thermal treatment, and the chemical reactions

on the surface [14] . Further work suggests that there is no conclusive trend of emis-

sivity observed as a function of oxidation time (15 6 60 min) at a given oxidation

temperature [15] .

However, provided a stable oxide layer and, thus, a constant surface emissivity

can be achieved, the high-temperature pre-exposure and the resultant oxide forma-

tion can influence the fatigue life of the test piece [16] . A reduction in fatigue life

occurs for some alloys subjected to pre-test temperatures ?500?C [17] . The reduc-

tions in fatigue life can be a direct result of surface oxide scale cracking in combina-

tion with increased crack growth rates resulting from an enhanced susceptibility to

intergranular cracking [17,18] . This effect was investigated on two Ni-base superal-

loys in the temperature range 650–704?C for exposures of 100 to ?1000 h [17] . The
investigation concluded that pre exposure increased scatter in the results and

reduced fatigue life by up to 70 % compared to unexposed specimens.

In summary, an entirely new non-invasive technique is required that encom-

passes the complete test setup from thermal profiling to the actual test, that can be

used with rapid dynamic temperature cycling for measurement and control pur-

poses. The technique must avoid complications with emissivity inconsistencies and

TC shadowing while acquiring temperature readings from the specimen gauge

section with the utmost accuracy. Additional desirable benefits include an
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all-encompassing gauge section profiling ability at a less arduous and time-

consuming pace than currently employed profiling techniques.

An infrared thermography camera (IRTC) has the ability to monitor and con-

trol temperature over the entire test piece, rather than a small single spot, such as a

pyrometer or TC. The current paper seeks to document attempts to implement the

IRTC technique for temperature monitoring and control purposes. The technique

is used in combination with Rolls-Royce HE23 thermal paint (TP) to stabilize emis-

sivity and highlight the benefits of both a known emissivity and accurate control of

temperature over a larger region of the test piece.

Description of Apparatus

In this investigation, two separate testing systems have been utilized. The first sys-

tem consists of an MTS 250 kN Landmark servo-hydraulic load frame, where heat

is applied via a radiant lamp furnace (RLF), modified and supplied by Severn Ther-

mal Solutions. The second system is comprised of an MTS 1 00 kN Landmark

servo-hydraulic load frame, on which an induction coil (IC) was mounted to apply

heating. Test-piece temperature is initially measured via type N thermocouples

(NTCs) providing a feedback signal to a PID Eurotherm temperature controller.

Test-piece temperature is monitored and compared using an IRTC. Temperature

measurement was then reversed, using the IRTC as the control providing a feed-

back signal and monitored by the type N thermocouples. The testing systems are

shown in Fig. 1 , and described in additional detail in the following sections.

HEATING SYSTEMS

The 1 2 kW RLF (model number RHS21 1 7) has been tailored for this application

and supplied by Severn Thermal Solutions. The furnace comprises of two longitudi-

nally divided half cylinders hinged at the center, with each half containing six lamps.

The 1 2 high-power, vertically mounted quartz lamps heat the specimen to the test

temperature. Behind each lamp is a parabolic reflector, which focuses the radiant

light toward the center of the furnace. The IRTC was mounted on the front of the

RLF, positioned to image the specimen through the extensometer portal (Fig. 1(a)) .

Induction heating allows for rapid heating and cooling rates and can be used

with a range of specimen designs and materials. A Trueheat 1 0-kW IC heater deliv-

ers an effective method of heating the test specimen to temperatures up to 1 200?C,

depending on the material and specimen geometry. Metallic materials are heated

directly with accurate tailored design of the ICS ensuring localized and uniform

heating over the entire gauge section of the test piece. This system enabled an IRTC

to be mounted in various positions around the test piece to enable a 360? view of

both heating and cooling effects upon the test piece (Fig. 1(b)) .

MEASUREMENT AND CONTROL

Test-piece temperature is measured by three NTCs along the gauge section ensur-

190 STP 1584 On Evaluation ofExisting and New Sensor Technologies



chosen as a baseline temperature reading based on low cost and simplicity of use as

well as being the most widely accepted measurement method in most mechanical

testing standards. Furthermore, the use of thermocouples does not require the spec-

tral emissivity of test materials to be defined. The NTCs are used to measure tem-

perature at the test-piece surface from the upper, lower, and center locations of the

gauge section. These temperatures are used to validate measurements taken from a

FLIR SC655 IRTC at the same locations upon the test piece (discussed in further

detail below).

TEST SPECIMENS

Various test specimens were used in this investigation totaling four specimen geom-

etry and alloy combinations. This included the nickel-base alloys, Nimonic 90 and

Udimet 720, because these are the most widely available alloys for components

used for high-temperature applications. Titanium 6/4 and stainless steel alloys were

also considered. An abundance of archived test data is available for these alloys,

enabling a comparison of the results with previously used temperature-control tech-

niques. Examples of the different specimen geometries used to explore the flexibility

of the IRTC and its ability to cope with variations in specimen area, shape, and any

reflection caused by the features within are shown in Fig. 2.

Each of the specimens used in the investigation was prepared identically. One

side of the specimen remained in the as-received condition referred to as “front,”

while the opposing back face, or “back,” was coated with HE23 TP. The HE23 TP

was applied to maintain a stable surface emissivity upon the specimen surface for

the duration of testing and is described in more detail in the next section.

Prior to coating with TP, some of the specimen surfaces were lightly grit blasted

with 120/220 grit to slightly roughen the surface to improve the bond between the

FIG. 1 The two temperature measurement and furnace configurations used: (a) RLF

with the Fl ir 655C IRTC, and (b) ICS with the Fl ir 655C IRTC.
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specimen surface and the TP as described in previous work [19] . A conventional air

spray gun was used to apply the paint to a thickness of approximately 20–25 lm.

The paint was then air dried and cured in a furnace at 300?C for 1 h. A scanning

electron microscope (SEM) image of the thickness of the HE23 TP coating on the

surface of a test piece is given in Fig. 3.

HE23 THERMAL PAINT

As previously mentioned, the principal uncertainty within non-invasive tempera-

ture-measurement techniques, such as a pyrometer or IRTC, is the emissivity input

value to be used from which the temperature can be measured. Techniques used to

measure, correct, and reduce the influence of emissivity values such as TPs are

described in previous work [19] .

These paints can be applied to encompass the entire specimen surface as a per-

manent coating. Alternatively, the paint can be applied in a single smaller location

or a small spot to determine the emissivity by comparing the measured radiance

temperature of this spot with that of the uncoated surface [19] . To avoid complica-

tions and inaccuracies with respect to radiation from nearby heat sources, such TPs

should yield as high an emissivity value as possible, close to the emissivity of a black

body, which is rated with a value of 1 [8] .

Rolls-Royce plc has developed a variety of exclusive thermal indicating paints

FIG. 2 The different test-piece geometries used in the investigation coated with HE23

TP.
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These indicating paints display an array of permanent color changes in proportion

with the temperature they are exposed to, and typically encompass a temperature

range of 1 40?C–1 330?C [1 9] . A description of the practical measurement of refer-

ence paint emissivity is also provided [20] .

The emissivity of the HE23 TP was found to be stable over a wide temperature

range up to 1 300?C using pyrometers (Fig. 4) . This consistency persists over a range

of incidence angles as a result of its high stability and lower angular dependency on

emissivity [1 9] . In summary, HE23 TP can deliver an effectively constant, very high

emissivity value across an extremely wide temperature range. The paint has the

potential to prove invaluable, delivering accurate temperature measurement over an

extensive range of both high and low temperatures under non-invasive techniques

[1 9] .

The HE23 TP has proven to be effective for applications such as reference coat-

ings, to measure temperature with a radiation thermometer of surfaces with

unknown emissivity [1 9] . The HE23 TP is used in combination with the non-

invasive IRTC technique, and is described in this paper to investigate the stability,

accuracy, and repeatability of the temperature measurement and control in compar-

ison to NTCs.

Experimental Procedure

THERMAL CYCLES

An RLF and an ICS heat source were both used to employ isothermal and cyclic

temperature cycles, for the purposes of this work, called dynamic dwell and

dynamic (Fig. 5) . The dynamic dwell cycle ramps from 1 00?C to 600?C to 1 00?C,

holding the temperature at every 1 00?C interval for 3 min, then ramping up to the

FIG. 3 An SEM image of the HE23 TP coating thickness upon a test-piece surface.
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next temperature interval. The dynamic thermal cycle used represents a typical gas

turbine flight cycle, commonly utilized to test components under cyclic temperature

loading. The dynamic cycle employs a 300?C–615?C temperature range over a

4 min period. Throughout all of the dynamic thermal cycles, the response from the

IRTC technique was compared to reference NTCs at the same location on the test-

piece gauge section.

TEMPERATURE COMPARISON

To determine the ease of use, accuracy, stability, and other benefits of the IRTC

technique, temperature comparisons were made by an N-type thermocouple

(NTC), a known validated temperature-measurement technique enabling validation

of the results. Temperature comparisons between the techniques were made on a

point-to-point basis; areas of the specimens measured by the non-invasive tech-

nique were coated in TP enabling a stable emissivity of the specimen surface to be

maintained, while NTCs were attached to uncoated areas of the specimen.

Using both techniques to control and monitor temperature alternatively, com-

parisons could be made between the responses of each. Under the ICS temperature,

readings were taken from each technique at the center test-piece gauge location

(Sp1/TC1), outlined in Fig. 6. Using the RLF measurement, comparisons were taken

at the upper (Sp2/TC2), center (Sp1/TC1), and lower (SP3/TC3) test-piece gauge

section locations, as well as the average temperature of the entire gauge section

area, Ar1 , as shown in Fig. 7.

During initial trials, significant reflection errors were observed using the IRTC

under both ICS and RLF heating methods, despite a built-in variable input to

compensate for the effects. The degree of the inaccuracy caused was found to be

dependent on the amount and severity of reflective material within view of the device,

typically around 15?C. This was solved by coating the reflective panels inside the RLF

Fig. 7) and hanging a thick black rubber sheet behind the ICS.

FIG. 4 Normal spectral emissivi ty of TP HE6 and HE23 measured during first heating

and cool ing run [19] .
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Results and Discussion

EMISSIVITY STABILITY OF HE23 THERMAL PAINT

Isothermal tests were performed to study the accuracy and time-dependent effects

on the indicated temperature of the IRTC in comparison to NTC control. The

investigation was conducted at 50?C intervals between 400?C and 600?C on a

Nimonic 90 test piece with no prior oxidation. Specimens were held at each temper-

ature interval for 5 min before values were recorded.

The emissivity input value of the IRTC focused on the test piece was adjusted

to ensure that the same temperature reading was retrieved in comparison to the

NTC control, within a tolerance of within 62?C. To maintain the same tempera-

ture reading as the NTC control, the emissivity input value required reducing as the

temperature and resultant oxide formation increased with time upon the specimen

surface (Fig. 8) . These results are consistent with those gained by Roebuck et al.

[12] , where large temperature differences were observed between TCs and pyro-

meters when compared on non-oxidized metal surfaces.

Identically repeating the test with specimens coated with HE23 TP, the emissiv-

ity value remained constant throughout the temperature range under ICS and RLF

heat sources. The IRTC maintained accuracy to within 62?C at all temperatures

using a constant emissivity input value of 1 (Fig. 8) .

To investigate the time-dependent effects of degradation at temperature upon

the accuracy of the IRTC, a 15-h 400?C isothermal test was performed on a

Nimonic 90 test piece coated in HE23 TP. Measured values from the IRTC were

compared to the NTC control at the upper (Sp2/TC1), center (Sp1/TC1), and lower

(Sp3/TC3) locations of the test-piece gauge section (previously defined).

FIG. 5 Thermal cycles used in the investigation for comparisons of temperature-

measurement techniques.
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Accuracy was found to be within 62?C of the NTCs at each location for the
duration of the test, with no indication of any adverse effects on the HE23 TP coat-

ing or accuracy of the non-invasive technique from oxidation. A repeat test was

performed for 3 h to confirm these results post–heat treatment. Again, measured

values from the IRTC aimed at the test piece coated in HE23 TP were accurate to

within 62?C of the NTCs.

IRTC TEMPERATURE-MONITORING ACCURACY

The IRTC temperature-monitoring technique using HE23 TP coated test pieces

proved to be accurate to within 62?C of control NTCs under isothermal

FIG. 6 The temperature measurement comparison setup, under an ICS heat source,

between an NTC and an IRTC.

FIG. 7 The temperature measurement comparison setup, under a RLF heat source,

between NTCs and an IRTC.
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conditions. Following these successful trials, several dynamic dwell and dynamic

thermal cycles (defined earlier) were performed to test the dynamic cycle accuracy.

In a similar manner to the isothermal performance, the results prove that the IRTC

technique is accurate to within 62?C of the control NTCs during dynamic thermal

cycling.

Using HE23 TP–coated test pieces, the accuracy of the IRTC under both ICS

and RLF heat sources is almost identical to the NTC control during the heating,

cooling, and dwell periods of the thermal cycles. When measuring the temperature

of non-coated test pieces, the accuracy of the IRTC technique reduces considerably

because of the absence of the coating. Temperature measurements only remain

accurate compared to the NTC control at the temperature at which the emissivity

input was calculated, in this case 600?C, outlining the need for the TP coating to

maintain a stable emissivity, avoiding fatigue life limiting pre-test heat treatments.

A typical response of the IRTC using both TP coated and uncoated test pieces

under an ICS heat source during a dynamic 300?C–615?C thermal cycle in compar-

ison to NTC control is shown in Fig. 9. The emissivity input values used for the

IRTC with the uncoated test piece was 0.16, calibrated during the dwell period of

the thermal cycle at the peak temperature of 600?C. The emissivity input value of

the IRTC with the HE23 TP coated specimen was 1 .

IRTC TEMPERATURE-CONTROL ACCURACY

The IRTC was directly connected to the furnace controller input channel forming a

closed loop control. The IRTC technique allows multiple methods of temperature

control to be used, such as single-point and area-based control coupled with maxi-

mum, minimum, and average temperature outputs. To optimize the technique,

each of these IRTC control method combinations was utilized and compared to the

FIG. 8 Em i ssi vi ty i n pu t req u i red to m a i n ta i n i soth erm a l tem pera tu re a ccu ra cy u nd er a n

I CS hea t sou rce to wi th i n 62?C of a con trol N TC wh en m on i tori n g tem pera tu re

u si ng a n I RTC a i m ed a t H E23 coa ted a n d u n coa ted test pi eces.
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monitoring NTCs for various alloy and geometry test pieces to find the optimum

control method.

Controlling temperature using the single-point method, typically from the cen-

ter gauge location (Sp1), showed accuracy to within 62?C of the monitoring NTC

during dwell periods of the thermal cycle. This response was also seen when using

the area control method, which averages the temperature of the entire test-piece

gauge section Ar1 . The area-control method encompassed all three NTCs (TC1 ,

TC2, and TC3) spot welded on the test piece as well as the three IRTC single-point

measurements (Sp1 , Sp2, and Sp3) in the same location. Using this method, the

entire gauge section was not more than 62?C of the control NTC during the dwell

periods of the dynamic thermal cycles (Fig. 10) . Using this method, the entire test-

piece gauge section is controlled while specific user-defined areas and single points

can be monitored (Sp1/Sp2/Sp3). Moreover, the feedback from the IRTC allows the

entire field of view to be analyzed during the test and later for post-test analysis.

However, despite the excellent accuracy in comparison to the monitoring

NTCs during dwell periods of the cycle, for the dynamic cycle, NTC monitoring

temperatures deviated by as much as 22?C during cooling stages and up to 10?C
Fig. 10) .

FIG. 9 (a) Degree of temperature deviation away from NTC temperature control of a

monitoring IRTC with both HE23 TP coated and uncoated test-pieces.

Comparison is made during a dynamic dwel l cycle, under an ICS heat source.

The graph includes 62?C target margins away from the control NTC. (b) The

corresponding location upon the test-piece gauge section at which the

comparison was made (Sp1/TC1), center of the test-piece gauge section.
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IRTC CONTROL VERSUS NTC CONTROL

When controlling temperatures using the NTC, the measured response from the

IRTC in combination with the HE23 TP coating was accurate to that measured by

the NTC throughout the duration of testing. This was observed with both dynamic

and dynamic dwell cycles, using both ICS and RLF heating. Temperature deviations

remained below 62?C for the majority of the test (Fig. 11(a)) .

Utilizing the IRTC as the temperature control method in combination with the

HE23 TP–coated specimen generated contrasting results in comparison to the NTC

monitor. Accuracy to within 62?C was achieved for the majority of the tests

between the IRTC Ar1 control and monitoring NTCs, during both dynamic and

dynamic dwell cycles. These results were consistent under the ICS and RLF heat

sources. Deviations of up to 10?C were found between temperatures recorded dur-

ing the heating and cooling stages of the dynamic dwell cycle (Fig. 11(b)) . The NTC

monitor overshot the IRTC control temperature throughout the heating stages of

the thermal cycles. A similar trend was found during the cooling stages as the NTC

monitor reacts more dramatically to the cooling air, resulting in an increased cool-

ing rate compared to that of the IRTC control. These temperature differences were

enhanced during the dynamic cycles with minimum temperatures observed by the

NTC monitor of up to 20?C lower during cooling than that of the IRTC control

(Fig. 10(a)) .

In summary, the IRTC can monitor the temperature governed by the NTC con-

trol through all stages of thermal cycling. However, the same response is not

observed when monitoring temperature with the NTC with the IRTC controlling

the temperature. The NTC absorbs heat energy during the heating and sheds heat

during the cooling stages of the thermal cycle giving rise to different ramp rates

and, directly compared to the IRTC, inaccurate temperature readings. The small

mass of the thermocouples gives rise to rapid temperature changes, however, in Fig.

11(a), the response time of the controlling furnace is slower than the time it takes for

consistency to be achieved, and, hence, no deviation is observed.

THERMOCOUPLE SHADOWING EFFECTS

Any object that is close or attached to the surface of the test piece will affect the

way it is heated and cooled, this can be termed as “shadowing” the test piece. Ther-

mocouples with their insulation sleeving shield the test piece from cooling air and

trap-radiated heat. Cooling air is impeded by the TC reducing its effectiveness in

the specific location while generating air turbulence around the TC, giving rise to

pockets of warmer or cooler air near the specimen surface. These effects can be

amplified when using larger diameter TC wires and heavier sheathing.

During thermal profiling of a test piece prior to testing, the majority of the test-

piece gauge section contains spot-welded TCs. For this study, the TCs are applied

to the specimen gauge section to establish an accurate thermal response in accord-

ance with governing standards [1 ,2] . Furnace or coil positions are accurately

adjusted, as are the external cooling air jets, to generate the precise thermal profile
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required [8] . However, because of the effects of TC shadowing, the generated ther-

mal profile will be significantly altered once a test piece, with a reduced number of

TCs, eventually replaces the dummy profile specimen. Without TCs on the speci-

men gauge section, the effects of heating and cooling will be more direct to the

specimen surface.

A flat test piece coated in HE23 TP together with the IRTC was used to quan-

tify the extent of the error that can be generated by TC shadowing. Utilizing an ICS

heat source, the test piece was heated from 100?C to 600?C at 100?C intervals, hold-

ing the temperature at each interval for 5 min. External cooling air was then aimed

at the test piece from two opposing directions at approximately 180? from each

other one with and one without TCs impeding the cooling airflow. Comparisons of

the thermal response upon the breadth of the specimen gauge section with and

without TCs impeding the external cooling air were made using linear line profiles

and point measurements by the IRTC at each 100?C temperature interval.

Similar responses and trends were found at each temperature interval, an exam-

ple at the 500?C interval is shown in Fig. 12(a), with the corresponding measurement

Fig. 12(b). Cooling of the specimen was significantly hindered by

FIG. 10 (a) Degree of temperature deviation away from the IRTC average Ar1

temperature control with a HE23 TP coated test piece of monitoring NTCs at

the TC1/Sp1 location. The comparison is made during a dynamic cycle, under an

RLF heat source. The graph includes 62?C target margins away from the IRTC

average Ar1 control . (b) The corresponding location upon the test-piece gauge

section at which the comparison was made (Sp1/TC1), centre of the test-piece

gauge section.
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the insulated TCs. Results show there is no influence of the cooling air on the tem-

peratures of the gauge section when TCs are present (linear line profiles Li3 and

Li4; Fig. 12) . The temperature of the gauge section was reduced significantly when

cooling air was directed from the opposing direction without TCs impeding the air-

flow. A substantial decrease in temperature of over 20?C was achieved for both lin-

ear profiles Li3 and Li4 (Fig. 12) . The effect of cooling air from both sides and

without TCs is shown in line profile Li2 (Fig. 12)

IRTC TEMPERATURE CONTROL LCF TEST VALIDATION

Investigating the capabilities of the IRTC Ar1 area temperature control technique

further, a generic 300?C isothermal 40 kN trapezoidal low cycle fatigue (LCF) test,

termed a “fair test,” was carried out under RLF heating to examine any adverse

effects of loading on the temperature-control method (Fig. 13(a)) . A titanium 6/4

fair test specimen was coated in HE23 TP, and the temperature control was gov-

erned by the average temperature throughout the specimen gauge section area, Ar1 .

The area allotted for temperature control was a thin rectangle, vertically aligned

along the center gauge section of the cylindrical specimen.

The results showed no detrimental effects of loading on the temperature accu-

racy during the test (Fig. 13(b)) . Moreover, utilizing the averaging control method

balanced the temperature of the specimen faster and more accurately than observed

FIG. 11 (a) Temperature monitoring response of the IRTC at Sp1 during NTC

temperature control from TC1 under a dynamic dwel l thermal cycle using RLF

heating. (b) Temperature monitoring response of an NTC at TC1 during IRTC

temperature control over Ar1 under a dynamic dwell thermal cycle using RLF

heating. Depicted in both graphs by hashed l ines are 62?C target margins away

from the governing control method.
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with TCs. The satisfactory quality of the test result was based on the number of

cycles to failure, compared to the scatter of previously performed fair tests

(Fig. 13(c)) under the same test conditions.

A repeat test was performed to investigate the effects of shot blasting prior to

the application of HE23 TP, to enable enhanced adhesion between the TP coating

and the specimen. Again, the temperature accuracy and control during the test did

not deviate by more than 62?C over the entire specimen gauge section. However,

the resulting life of the specimen was reduced compared to the previous test but still

fell within scatter of previous TC controlled fair tests. Fractographic analysis

showed that shot blasting did, however, generate defects on the material surface

enabling cracks to initiate easily and frequently leading to additional initiation sites

and a premature failure life compared to non-shot blasted specimens.

Electron backscatter diffraction (EBSD), an SEM-based microstructural-crystal-

lographic technique, was used to examine the HE23 TP–coated fair test specimen

post-test. Analysis focused on any indications of adverse effects of the TP coating

on the microstructure. Orientation, texture, internal strain, and grain size were

quantified and compared between the bulk and surface of the material coated in

HE23 TP. No significant variations were found between the two locations, as shown

in Fig. 14.

EDX analysis was performed on a test piece that had been coated in HE23 TP

and subjected to numerous thermal cycles in the temperature range 100?C–700?C.

FIG. 12 (a) Comparisons of the thermal response across the breadth of the specimen

gauge section under ICS heating, measured using the IRTC HE23 TP technique.

(b) Line profile measurement locations and cool ing air flow paths.
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FIG. 13 (a) Tra pezoi d a l l oa d waveform a n d tem pera tu re profi l e u sed d u ri n g th e LCF fa i r

test. (b) Tem pera tu re respon se of th e m oni tori ng I RTC Sp1 , Sp2, Sp3, a n d Ar1

l oca ti on s u pon a n H E23 TP–coa ted test pi ece d u ri n g I RTC a vera g e Ar1 a rea

con trol . (c) A sca tter pl ot com pa ri son of a l l th erm ocou pl e tem pera tu re

con trol l ed Ti 6/4 LCF fa i r tests a t Rol l s-Royce M TOC, wi th th erm og ra ph y

con trol l ed tests d i spl a yed a s fi l l ed a n d u nfi l l ed ci rcl es. Va l u es a re com pa red

throu g h sta n d a rd d evia ti on a g a i nst the m ea n va l u e, i n th i s ca se set to zero.

FIG. 14 M a cro i m a g es of th e LCF Ti 6/4 fa i r test speci m en fra ctu re su rfa ce, fa i l ed u nd er

I RTC tem pera tu re con trol wi th n o pri or sh ot bl a sti ng . Sh own a re EBSD

ori enta ti on a n d i nterna l stra i n m a ps of th e su rfa ce of th e test pi ece a n d i n th e

bu l k of the m a teri a l .

JONES ET AL., DOI 10.1520/STP158420140080 203



piece surface show no decline of nickel or increase in oxygen at the surface of the

specimen, indicating no diffusion had taken place (Fig. 15) . The paint appears to be

acting as an oxidation barrier preventing the test piece from oxidizing. Further

work is planned to investigate this in more depth.

Conclusions

Numerous complications and inaccuracies can be associated with TCs when using

rapid heating and cooling rates. Because of this, new technology in the form of an

IRTC was considered that would be non-invasive, and offers the option to not only

monitor temperature but also to control it. The work undertaken in this study has

shown that:
• Pyrometers have proven accurate for temperature control and monitoring

purposes, provided specimens are heat treated prior to testing to enable the

generation of a stable emissivity value of the test-piece surface within the ex-

perimental study and previous work [13] . Without a stable surface, emissivity

results can prove inaccurate as the specimen oxidizes and its emissivity alters

accordingly [9,12] .
• Despite the effectiveness of pre-heat treating to generate a stable emissivity

and, hence, oxide layer [13] , the effect of this high-temperature pre-exposure

and resulting oxide formation on the specimens can be detrimental to the

fatigue life of Ni alloys at temperatures ?500?C, deeming the technique

undesirable in some cases [17] .
• Emissivity readings are the primary cause of inaccuracy when using non-

invasive temperature techniques on uncoated test-piece surfaces. The HE23

TP provides a stable value of emissivity with both pyrometry and IRTC tem-

perature measurement and control purposes using both ICS and RLF heat

sources. Results have shown consistent accuracies to within 62?C of the

NTCs when using the HE23 TP coating in combination with an IRTC or

pyrometer. No prior high-temperature heat treatment of the specimen is

required before the tests can begin.

FIG. 15 EDX elemental l ine scan analysis of the interface between the HE23 TP coating

and Udimet720 test-piece surface, subjected to thermal cycles a 100?C–700?C

temperature range.
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• The results obtained prove that the IRTC is a very promising method for

measuring and controlling temperature under both ICS and RLF heat sources.

This study has generated significant results when controlling temperature

using the IRTC, highlighting inaccuracies associated with TCs, such as exceed-

ing cycle maxima and minima.
• TCs have shown to be sensitive to cooling air and as a result display faster

cooling rates and apparent lower temperatures than those observed using the

IRTC. The TC not only measures the heat from the specimen but also absorbs

heat energy heated during the test. As a result faster heating rates are observed

with peak temperatures exceeding the target temperature by as much as 10?C.
As the IRTC is completely non-invasive and is not affected by the cooling or

heating, it has proved an extremely accurate and reliable temperature mea-

surement technique when used in combination with the HE23 TP coating.
• The IRTC can control temperature over the entire test-piece gauge section

area, rather than a single point, which is the only option when using TCs and

pyrometers. Averaging the temperature over the entire gauge section gener-

ated stable and accurate results from all regions of the gauge section in com-

parison to monitoring TCs.

In summary, the IRTC can accurately measure temperatures when using HE23

TP–coated materials. The IRTC is not affected by cooling air or heating devices and

does not cause shadowing effects. Profiling and control can be achieved within a

rapid setup time and encompasses the entire gauge section generating a significant

volume of data that can be analyzed live or post-testing.
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