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Foreword

THIS COMPILATION OF THE Journal of Testing and Evaluation, (JTE), 
STP 1541, Uncertainty in Fire Standards and What to Do About It, contains 
only the papers published in JTE that were presented at a symposium in 
Anaheim, CA on June 16, 2011 and sponsored by ASTM Committee E05 on 
Fire Standards.

The Symposium Chairman and Guest Editor is John R. Hall, Jr., 
Division Director of Fire Analysis and Research, National Fire Protection 
Association, Quincy, MA, USA.
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Overview
When it comes to measuring product fi re performance in standard tests or 
standard calculations, uncertainty is the elephant in the room. We honor 
the need for uncertainty measurement and interpretation in the abstract 
and set uncertainty-related requirements for every standard (such as the 
precision and bias requirements). When it comes to actually calculating un-
certainty and incorporating uncertainty into our use of test and calculation 
results, however, we often fall short. We act as if the elephant really isn’t 
there, because we don’t know what to do about it if it is there.

On July 16, 2011, ASTM Committee E05 on Fire Standards conducted an 
all-day symposium with 15 papers on the subject of uncertainty in fi re stand-
ards and what to do about it. The objective of the symposium was to discuss 
different issues related to uncertainty in fi re standards and to cover how dif-
ferent parties – testing laboratories, enforcement authorities, manufactur-
ers, practicing engineers – incorporate uncertainty into their use of results 
from fi re safety tests and calculations. The symposium was also designed to 
look at larger implications of different approaches and provide overviews of 
some of the newest methods and approaches for handling uncertainty.

An effort has been made to post all 15 presentations at the E05 website 
for a limited time at http://www.astm.org/COMMIT/e05_presentations.htm.  

The fi rst four presentations provided a basic familiarity with existing 
methods and procedures and with relevant ASTM and other standards. 
Because these presentations were not designed to provide new information–
only to lay a solid foundation for the later presentations – they were not con-
verted into published papers. This STP contains papers based on the other 
eleven presentations.

Because you, the reader, may not have access to those fi rst four presenta-
tions, this Overview will provide a brief description of the contents of those 
presentations as well as places to go for more information.

William Guthrie of NIST led off with his presentation on “Assessing 
Uncertainty in Measurement Results: The Big Picture.” 

• He began by linking the need for uncertainty to situations where the 
threshold for acceptable product fi re performance lies within the un-
certainty range around the point estimate or single-value measure-
ment of that performance. 

• He identifi ed the major factors that contribute to test uncertainty, 
including variations in the sample, the test method, the test environ-
ment, and the calibration of the instruments. 
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• The analyst needs to select a statistical approach that will accurately 
describe how uncertainty in each of these factors combines (or propa-
gates) to produce combined uncertainty in the fi nal measurement. 

• He discussed both frequentist and Bayesian approaches and provided 
example calculations for both.

• He introduced the audience to ISO’s “GUM” standard, which is the 
shorthand name for ISO JCGM (Joint Committee for Guides in Metrol-
ogy) 100, Evaluation of Measurement Data – Guide to the Expression 
of Uncertainty in Measurement, an essential document for frequentist 
calculations of uncertainty, which is the approach used with nearly all 
uncertainty calculations. The GUM is accessible at http://www.bipm.
org/utils/common/documents/jcgm/JCGM_100_2008_E.pdf. 

• For Bayesian analysis, he referred the audience to D.J. Lunn, A. Tho-
mas, N. Best, and D. Spiegelhalter, “WinBUGS – A Bayesian Model-
ling Framework: Concepts, Structure and Extensibility,” Statistics and 
Computing, volume 10 (2000), pp. 325-337.

Marc Janssens of Southwest Research Institute followed with two presen-
tations – “Relevance of ASTM 2536 in Fire Safety Engineering Analysis” and 
“Precision and Uncertainty of Fire Tests – What’s the Difference?”

• He described an example application using the cone calorimeter to 
develop input data for use in a fi re dynamics model, either CFD or zone.

• ASTM E2536, Standard Guide for Assessment of Measurement Un-
certainty in Fire Tests, is the principal ASTM reference for such an 
exercise.

• ASTM E2536 fully addresses measurement uncertainty but only par-
tially (if at all) addresses uncertainty associated with the test speci-
men or the test procedure.

• Picking up on Guthrie’s key step of selecting an appropriate statistical 
approach, Janssens illustrated the complex calculations required to es-
timate uncertainty more comprehensively in this example case.

• He noted that “seemingly small changes in the test conditions can have 
dramatic effects on the test results.”

• In his second presentation, he explained the difference between un-
certainty, which measures the magnitude of errors associated with a 
value, and precision, which focuses on variations between or within 
laboratories in repeated applications of a specifi ed test method to a 
specifi ed material.

• He then illustrated the calculation of both measures for a very simple 
example, which was the application of ASTM E691 to the total burning 
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time for 50 ml of 91% IPA alcohol in an empty tuna can taken from a 
specifi c brand and type of tuna.

Hershal Brewer of the International Accreditation Service provided the 
last of the presentations on basics in “Measurement Uncertainty for Fire Test 
Laboratories in the Accredited Environment Under ISO/IEC 17025:2005.”

• ISO/IEC 17025, General Requirements for the Competence of Testing 
and Calibration Laboratories, is the standard that governs laboratory 
accreditation.

• Clause 5.4.6.2 of ISO/IEC 17025 requires laboratories to have and 
apply procedures to estimate uncertainty of measurement.

• ISO/IEC 17025 refers users to the GUM for methods to discharge its 
requirements. Brewer also cited ANSI/NCSL Z540-2-1997, which is the 
U.S. edition of the GUM, and NIST Technical Note 1297.

• He then walked through the application of these references to ASTM 
E84 tests.

The fi rst paper in the STP is based on the fi fth and fi nal presentation in 
the introductory section of the symposium. John Hall’s paper “Who Gets the 
Benefi t of the Doubt from Uncertainty?” focuses less on the calculation and 
more on the framing and interpretation of uncertainty information, includ-
ing the points in the decision-making process where imbalances in knowl-
edge or in access can introduce biases in the decisions.

The next four papers in the STP were presented in the “Applications to 
Specifi c ASTM Fire Tests” section of the symposium.

• “Measurement Uncertainty in Fire Tests – A Fire Laboratory Point of 
View,” by Javier Trevino and Rick Curkeet, provides a perspective on 
the way that measurement uncertainty rules are applied, simplifi ed 
and sometimes declared non-applicable in practice.

• “Bench Tests for Characterizing the Thermophysical Properties of 
Type X Special Fire Resistant Gypsum Board Exposed to Fire,” by Paul 
Shipp and Qiang Yu, is a detailed description of research conducted 
to address diffi culties in estimating precision for ASTM E119, ASTM’s 
most used standard fi re test, relative to a specifi c product.

• “Measurement Uncertainty and Statistical Process Control for the 
Steiner Tunnel (UL 723, ASTM E84),” by John Resing and colleagues 
at Underwriters Laboratories, examines uncertainty measurement is-
sues for ASTM E84, ASTM’s second most used standard fi re test.

• “Precision of the Cone Calorimeter and ICAL Test Methods,” by Joe 
Urbas, examines uncertainty measurement issues for two of the rela-
tively newer ASTM fi re test methods, including the cone calorimeter, 
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which is probably the most used source for input data for fi re modeling 
and calculation.

The next two papers in the STP were presented in the “Uncertainty in 
Engineering Calculations” section of the symposium.

• “Uncertainty in Fire Protection Engineering Design,” by Morgan 
Hurley, walks through the uses of uncertainty in fi re modeling and 
other fi re protection engineering calculations. He references “Uncer-
tainty,” Chapter 5-4 in the 4th edition of the SFPE Handbook of Fire 
Protection Engineering. He also references the SFPE Engineering 
Guide G.06.2011, Guidelines for Substantiating a Fire Model for a Giv-
en Application, and ASTM E1355, Predictive Capability of Fire Models. 
Both guides are about verifi cation, validation, and assessment of fi re-
related models.

• “Fire Pattern Repeatability: A Study in Uncertainty,” by Daniel 
Madrzykowski and Charles Fleischman, begins with a review of un-
certainties in calorimeter tests of various materials, then switches to 
a discussion of the change in uncertainties when test results are used 
instead as input data for computer model analysis and estimation.

The fi nal four papers in the STP were presented in the “New Methods and 
Other Issues” section of the symposium.

• “In Search of Standard Reference Materials for ASTM E05 Fire Stand-
ards,” by Norman Alvares and Harry Hasegawa, reviews the history of 
work in identifying, accessing and using standard reference materials 
to calibrate test instruments and test operators, providing better meas-
urement and control of measurement uncertainty.

• “What Have We Learned About Uncertainty? Are We Still Playing 
with Fire?”, by Ned Keltner, reviews a wide range of issues in thermal 
measurement, along with some candidate solutions and strategies to 
improve performance.

• “Heat Flux Measurements and Their Uncertainty in a Large-Scale Fire 
Test,” by Cecilia Lam and Elizabeth Weckman, focuses on the contribu-
tion of heat fl ux gages to uncertainty in heat fl ux measurements.

• “Development of a Proposed ASTM Guide to Continued Applicability 
of Reports on Fire Test Standards,” by Marcelo Hirschler and Timo-
thy Earl, describes ongoing work on a proposed new ASTM guide that 
would translate uncertainty and variation considerations into guid-
ance on the continued use of, or the need for new, fi re test reports.

Also worthy of note is the one poster at the symposium, which was “Para-
metric Uncertainty of Moisture Content – Ignition Time Relationship for 
Cellulosic Materials,” by Joseph Kahan and M. Ziefman of FM Global.
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The intent of the symposium was to provide something useful for every 
member of the audience, regardless of their level of experience or their work 
responsibilities. For newer professionals, the symposium’s front half was 
designed to give them a quick exposure to the basics and leads to major 
guidance documents and references that would allow them to be fully ca-
pable practitioners. For experienced professionals, the symposium’s second 
half was designed to provide an overview of current activities designed to 
improve practice and identify the leaders of those efforts, so that interested 
audience members could become part of the change.

The intent of this STP is the same – helping the newer practitioners to 
build their skills quickly and helping the leading-edge researchers to attract 
additional minds and energy to their important work. If we are successful, 
we may soon be able to acknowledge the elephant in the room without fl inch-
ing and set about bringing it under our control.

Many thanks are herein offered to all the speakers who made up this 
outstanding program; to the attendees, whose good questions and comments 
added value to the program; and to the several members of ASTM staff who 
made the symposium and this STP possible. It was a pleasure and a privi-
lege to be part of this team.

John R. Hall, Jr.
Division Director

Fire Analysis and Research
National Fire Protection Association

Quincy, MA, USA

 



 



John R. Hall, Jr.1

Who Gets the Benefit of the Doubt From
Uncertainty?

ABSTRACT: Codes, standards and regulations require compliance with

criteria stated as the results of tests or calculations. These results have asso-

ciated uncertainty. This paper discusses different approaches to the use of

uncertainty in the determination of compliance. In particular, most discussion

addresses the many ways in which the decision-making protocol, intended to

result in a determination of compliance, may shift the benefit of the doubt of

the uncertainty between different interested parties.

KEYWORDS: uncertainty, fire test standard, fire risk assessment, statistical

significance

Introduction

Nearly all of the technical guidance available on the subject of uncertainty has
to do with uncertainty estimation techniques. Very little guidance or even dis-
cussion is provided on the subject of what to do with the uncertainty estimates.
Once you begin to focus on the uses of uncertainty, it becomes more obvious
whether and how the rules for using uncertainty are or are not favoring one
interest over another. Therefore, before we can discuss who receives the benefit
of the doubt, we need to spend some time considering context.

Suppose you have a basic decision tree, where the branching is done based
on parameters that could be results of standard tests, estimates of relevant
probabilities or likelihoods, or results of probabilistic and=or deterministic
modeling. Every parameter has uncertainty attached to it.

For example, your decision problem might be how to prevent building
structural collapse, principally through design of fire resistance protection for
the structural elements. Your basic decision model might say that the fire chal-
lenge is a full floor burnout and the fire resistance is a set of specifications that

Manuscript received March 15, 2011; accepted for publication August 16, 2011; published
online September 2011.
1 National Fire Protection Association, 1 Batterymarch Park, Quincy, MA 02169-7471.

Cite as: Hall, Jr., J. R., “Who Gets the Benefit of the Doubt From Uncertainty?,” J. Test.
Eval., Vol. 40, No. 1. doi:10.1520/JTE103860.

Copyright VC 2012 by ASTM International, 100 Barr Harbor Drive, PO Box C700, West
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pass a fire resistance test on a target assembly. Traditional test-based decision-
making would convert this single fire challenge to a set of test specifications and
use that test to approve the fire resistance design. Traditional performance-
based equivalency decision-making would convert this single fire challenge and
the fire resistance design to a set of input parameters and other modeling speci-
fications, and use the model to predict whether collapse would occur. In this tra-
ditional format, you may be able to address uncertainties internal to the test,
but you have no obvious way of discussing, let alone addressing, the uncertain-
ties in the steps that led up to the specifications you set for the test.

Unlike most of the papers in this symposium, the topic here is not how well we
measure uncertainty, but how we incorporate uncertainty considerations into our
decisions and what kinds of unanalyzed biases may be introduced in the process.

Types of Uncertainty

The first step in this paper is to separate types of uncertainty, in order to focus
on those types where critical decisions occur outside the set of actions and cal-
culations to which uncertainty assessment is normally applied. Start with the
steps involved in using an ASTM E5 Standard test as the basis for evaluation;
for example, to establish compliance with a code or regulation.

(1) The code must identify a set of outcomes that define required safety, such
as a likelihood of fatal injury no higher than that associated with a refer-
ence or baseline condition.

(2) The code must translate the outcomes that define safety into a set of
measureable physical conditions such as measures of exposure by harmful
conditions to protected targets (people, property, the environment, etc.).

(3) The code or the user must translate test outcomes into the same scales as
those used in step 2, which will probably require the specification of other
conditions, such as the dimensions of the space into which fire will grow
or the number, location and capabilities of exposed occupants.

(4) The code or the user must select one or more fire challenges that will col-
lectively provide the basis for evaluating the test item.

(5) These fire challenges must be translated into test specifications.
Each of these steps involves choices and uncertainties, but none of them

are primarily dependent on proper handling of variation in test results from test
to test or from laboratory to laboratory, the kind of uncertainty addressed by
precision and bias statements. Therefore, the choices and uncertainties at the
center of this paper do not require or benefit from a detailed discussion of alea-
tory uncertainty, the uncertainty associated with randomness that is easiest to
describe using known probability distributions and associated statistics, or sys-
tematic bias, which is more difficult to capture mathematically but has been
extensively studied and addressed in standards.

Shown below are some of the types of uncertainty and variation that are
central to the five steps in the decision-making process:

(1) Uncertainties or mismatches in the test results as proxies for real-world
outcomes. The most familiar example of this is probably the correlation
(or lack of correlation) between bench scale (or other scale of the test
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procedure) and real scale. Scale-related variation can be and has been
addressed mathematically, although it is not automatic for such varia-
tion to be explicitly addressed in the guidance on use of test results from
ASTM E5 Standards. Much more complex is the variation associated
with the use of observable, physical conditions and events as proxies for
certain types of fire damage, which are the outcomes we really want to
avoid. Temperatures and smoke concentrations in the neighborhood of
a burning test specimen are only indirectly related to deaths, injuries
and property damage. Deflections in a structural element sample do not
automatically translate into building collapse and may not translate
into an inability to continue using the building. In all such cases, many
other uncertain and variable factors and events will come into play
before the final outcomes do or do not occur. Our level of knowledge —
the source of epistemic uncertainty — is usually quite limited as we
attempt to link the test results to the outcomes of interest.
Furthermore, the selection of a level of harm that will constitute failure
involves variation in judgments of acceptable risk. How much likelihood
per year of how much harm will define failure? Opinions will differ.
Therefore, this aspect of variation involves not only uncertainties in
ability to predict outcomes but also in our agreement (or lack thereof)
regarding the acceptability of outcomes once known.

(2) Uncertainties and mismatches in the selected fire challenge(s) as proxies
for the full range of fires that may expose or involve the product. There is a
wide range of possible fires that may challenge a product in a built envi-
ronment. A standard test typically chooses one fire challenge or at best a
controlled-growth fire challenge that is meant to represent a range of
fire conditions. No matter how severe the test fire challenge is, a more
severe fire challenge is always possible, with a certain likelihood.
We use standardized tests to represent the expected performance of a
product against the range of fires that may occur where it is used. Our
goal is to reduce risk to acceptable levels, and we cannot be sure we have
accomplished that goal if our assessment procedures do not capture im-
portant parts of the total risk, associated with more severe fire challenges
that we have not explicitly considered and do not understand.
Furthermore, in a systems design of a built environment, the likelihood
of a fire challenge as severe as the test conditions or more severe than
the test conditions may be significantly affected by a part of the design
other than the tested product. For example, the likelihood of a full-floor
burn out, the fire challenge used to assess structural elements, will be
greatly affected by the use or non-use of sprinklers. By not explicitly tai-
loring our decision-making protocols to include all relevant design
aspects and other conditions, we not only create the potential for unac-
ceptable harm from very damaging fires that are more frequent or less
well-handled than we thought, based on our limited tests. We also create
the potential for needless expense through over-engineering our product
to resist severe fires that are extremely unlikely to occur, thanks to other
aspects of the systems design.

HALL, doi:10.1520/JTE103860 3
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(3) Uncertainties and mismatches in the use of a test specimen from a newly
produced product as a proxy for the range of real products over the prod-
uct’s entire life cycle. Test specimens are not subject to the performance
degradations associated with age, poorly controlled production, poorly
performed installation, poor or no maintenance, or any of the other
events that predictably occur in the real-world application of the prod-
uct. Some of these degradations can be addressed in testing. For exam-
ple, when certain flame-resistance treatments for clothing were found to
wash out after only a few washings, the test standards for flame resist-
ance of clothing were modified to require washings of the test specimens
before testing. However, for every one of these factors and conditions
that are recognized and incorporated into the test standard, there are
undoubtedly many more that are not recognized or not practical to
incorporate into test modifications.

(4) Uncertainties or mismatches in the selection of test results submitted as
proxies for all the results of all the tests conducted. It may be bad form to
point out that fire testing can be subject to the same kind of “venue
shopping” as other judicial or quasi-judicial forums, like courts, but in
some circumstances, it is possible to collect a range of varied test results
and submit only the ones — or the one — that fell into the compliant
part of the range of variation. This practice is unethical and may be ille-
gal, but that is not the same as saying that it does not occur or that our
protocols for preventing or punishing such acts are well developed and
effective.

Type I Versus Type II Error

Regardless of the type or source of uncertainty — whether it is routinely
included in analysis of uncertainty or is normally overlooked, users of test
results to assess compliance in the face of uncertainty are faced with the follow-
ing pure strategies in interpreting test results:

(1) Compliance is assumed unless failure is by more than the uncertainty.
(2) Failure is assumed unless the margin of compliance is more than the

uncertainty.
The first approach may routinely expose the public to unsafe conditions.

The latter approach may impose unrealistic demands on manufacturers,
because costs may rise exponentially as ever tighter tolerances are sought, and
some margins of safety may be technically infeasible. And yet it is impossible to
act so as to simultaneously assure that neither of these unacceptable conditions
will occur.

The technical analysis of this dilemma can be set up as analysis of Type I
versus Type II error for hypothesis testing of a null hypothesis that a measured
quantity from the test results falls within the compliant range. (The alternative
hypothesis is that the measured quantity does not fall within that range and in
fact is different from it in a direction that implies a different conclusion about
the tested product.) For purposes of this paper, it is worth spending some time
on this issue because the first pure strategy above is tantamount to giving the
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threatened occupants or property the benefit of the doubt of any uncertainties,
while the second pure strategy is tantamount to giving the product manufac-
turers and sellers the benefit of the doubt.

If the null hypothesis specifies a single number, it may be fairly straightfor-
ward to construct a probability distribution (for Type I error), based on know-
ing the aleatory uncertainty, for the tested result around any particular number,
such as the number that marks the transition from safety to failure. Then one
can select the specified number for the null hypothesis to achieve any desired
low probability that the product is really unsafe when its tested performance is
graded as safe. The difference or ratio between the null hypothesis number (the
tested result) and the number that marks safety is the safety margin or safety
factor, and this approach is based on a rule that a product is to be judged unsafe
unless it is proven safe.

It is, of course, possible to use the uncertainty the opposite way so that the
product is judged safe unless it is proven unsafe.

None of this tells us anything about the size of the Type II error. We have
designed our test criteria to set a low maximum on the likelihood that a product,
tested as safe, is really unsafe. However, we have no idea how likely it is that a
product, judged by test to be unsafe, is really safe. That likelihood could be quite
high, depending on the size of the aleatory uncertainty, but also depending on
whether the shape of the uncertainty probability distribution is the same
around a true unsafe number as it is around a true safe number.

The best way to escape this dilemma is to introduce some quantification of
the cost of different types and degrees of error, as is routinely done in Bayesian
analysis. However, our state of knowledge regarding such cost functions is typi-
cally very limited, and the opinions of different parties, in the absence of a
shared set of best data, will often vary widely. The end result is that explicit
analysis using cost functions for error are extremely rare in fire testing and
extremely controversial when proposed.

Is Any Test Result Truly Safe or Unsafe?

The discussion of Type I versus Type II error showed that even when the issues
and the math are relatively simple and straightforward, there are non-obvious
choices to be made that will have the effect of assigning more of the benefit of
the doubt to one or the other group of interested parties. Now we can return to
the five-step decision-making process and consider the many choices where the
issues and the math are not at all simple or straightforward.

Any explicit treatment of the process of translating test results into physical
conditions and then into safety outcomes will reveal so many choices and so
many points of uncertainty that it will undercut any simple notion that any test
result is perfectly safe or perfectly unsafe. It is far more likely that as test results
slide from the less safe end of the spectrum to the safer end of the spectrum, the
practical result is that the product will perform acceptably in a wider range of
fires and under a wider range of other conditions and factors driving the out-
comes. To the defender of safety or the defender of low-cost products, this may
look like a family of slippery slopes, providing no obvious choice of “best”
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threshold for grading test results. Those slippery slopes can easily become a rea-
son for defenders of the testing and interpretation status quo to reject any sug-
gestions for changes based on incorporation of previously unincorporated types
of uncertainty.

For example, let us return to the testing of structural elements against a
goal of preventing large losses of lives and property due to structural collapse.
Structural collapse seems like the ultimate black-or-white event. With collapse,
you have losses many orders of magnitude greater than without collapse. The
damage if collapse occurs is so great that it can be difficult to impossible to
accept any likelihood of collapse greater than zero. Unfortunately, that requires
you to reject the evidence that such a goal is not achievable and that one can
only choose between different low likelihoods of collapse.

Under those conditions, how would a supporter of the current test protocols
respond to the suggestion that the current low level of likelihood of collapse will
be preserved if we replace current requirements with a combination of high-
(but not perfect-) reliability sprinklers and reduced fire resistance? Considera-
tion of such a proposition requires a prior acceptance of the idea that current
requirements do not completely eliminate the risk of collapse, because no strat-
egy dependent on elements with less than perfect reliability can possibly provide
performance equal to a system assumed to have perfect reliability.

At this point, there should be enough examples on the table to make the point
that uncertainty issues arise at many points along the way of converting a goal to
a standard test and rules for interpreting results of that test. It is not all, or even
mostly, a matter of fully and properly addressing the aleatory uncertainty arising
from variations in the conduct of the test itself. For this paper, all of that discus-
sion was leading up to the real topic, which is how different parties may maneuver
around this complicated landscape in order to pursue their differing interests —
and what if anything can be done to improve the decisions that result.

Interests of Different Parties

In the discussion of Type I versus Type II error, there was a very brief reference
to the idea that different interested parties have different interests and different
concerns. That notion deserves to be examined in more detail. From an econom-
ics point of view, optimum decisions will result if decisions are made by a person,
entity or process that fully reflects and fully responds to all the consequences of
any decision. When a product is involved in a fire, the parties whose decisions
shaped the product’s fire performance do not automatically experience all of the
consequences of harm arising from that fire. Legal arrangements intended to
impose more of the consequences of harm on the parties whose choices contrib-
uted to the occurrence of the harm — starting with tort liability — have all kinds
of gaps and rigidities that reduce their effectiveness, and there are huge costs
associated with access to and use of these legal arrangements, costs which further
distort the decision-making calculus of the decision-making parties.

This means that in any decision about choices and risk, the parties with the
most influence on those choices are likely to be able to avoid exposure to many or
most of the consequences of harm associated with the risks they have chosen.
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Parties that are likely to avoid many or most of the consequences of harm
have an incentive to ignore those consequences in making their decisions. They
have an incentive to oppose regulations that seek to reduce harm by limiting the
range of allowable product decisions. If regulations exist, they have an incentive
to weaken those regulations in their implementation so that fewer choices are
disallowed. They have an incentive to make compliance easier to achieve and to
make non-compliance harder to detect, harder to prove, and harder to punish.

Opportunities to Influence the Process

Having established that different interested parties will have reason to want to
influence the evaluation process so as to place more weight on their concerns
and less weight on other concerns, it is useful to examine in more detail some of
the points in the full five-step decision-making process where parties have an
opportunity to exert that influence.

Setting Criteria for Acceptable Risk

The first opportunity is to argue that currently experienced risks must be ac-
ceptable because people have experienced them. The counter-argument is that
people routinely accept risks only so long as they do not know a practical way to
avoid them. This shifts the argument to the practicality of the approach embod-
ied in the test standard.

The second opportunity is to argue that no risk should be regulated if it
arises primarily or exclusively from choices and actions of the victim. In theory,
this argument could be used to oppose any regulation. In practice, it tends to
argue for excluding intentional fires from the argument (even though product
fire performance may be very successful in mitigating the harm caused by an
intentional fire and may even prevent a large share of attempts at fire-setting)
or targeting only large-loss fires in public settings (even though fires that are
caused by strangers to the victims are not limited to such large incidents).

The third opportunity is to argue that some risks are too small to worry
about. The de minimis principle, stated simply, is that some level of risk is too
low to justify our concern and attention [1]. This relatively self-evident general
principle becomes problematic when you translate “too low” into specific crite-
ria. If you chop up the fire problem associated with a product into enough dis-
tinct parts, you may well be able to argue that each of them is too small to
worry about, even though the combination clearly is not that small.

The fourth opportunity is to argue that some risks are not the fault of the
product. Tort liability works off formal legal principles setting the responsibilities
of various parties when someone is harmed. The informal version is an argument
that a product cannot be blamed for harm if anyone did anything stupid or wrong
to contribute to the occurrence or severity of the fire. A typical severe fire starts
and becomes severe as a result of many contributing factors, and it is a rare loss
that does not involve some stupid or wrong act by someone — the victim or some-
one else — at a critical point. If you exclude any fires where the product’s
performance was not the whole story, you can exclude a great deal in the
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calculation. This is how intentional fires and other fires that cannot be prevented
by technology but can be mitigated if they occur come to be excluded altogether.

Linking Test Results to Outcomes

For a restrictive test, the opportunity is to identify cases where a product that fails
the test — and in fact has inadequate performance as defined by the test (that is,
fails not because of a large safety factor but because it does not perform up to the
test) — is nevertheless safe in terms of the outcome criteria. For fire resistance to
prevent building collapse, one could argue that some of the failure criteria for a
test (such as deflections of structural elements) would not in practice result in
harm to people, damage in need of repair, or the loss of the use of the building.
For design of smoke alarms, one could argue that the smoke obscuration criteria
would not in practice cause harm to people or lead to harm with high probability.

For a test that does little to restrict products, the opportunity is to minimize
evidence that a product that passes the test — and in fact has acceptable per-
formance as defined by the test — is nevertheless unsafe in terms of the out-
come criteria. For spray-on fire resistance, one could argue that evidence of
frequent loss of fire resistance due to poor application or routine stresses on the
structural elements is not germane to an evaluation directed at test specimens.

The common element is that the interested parties are not arguing over the
best decisions in the face of uncertainty but over the least disruptive and restric-
tive decisions that can be made to seem acceptable within the process.

Selecting the Fire Challenges

The opportunity here might be a multi-stage argument. First, narrow the focus of
the discussion from attempts to address more than one design fire challenge or to
at least explicitly examine the ability of the selected fire challenge(s) to adequately
represent the entire range of possible fires to which a product might be exposed.
The argument here would be an argument for less complex and less costly testing.

Second, argue for less severe fire test conditions based on difficulty of creat-
ing more severe conditions in the laboratory or even based on the dangers of
more severe fires to lab personnel. The effect of this second set of arguments
and related decisions on the representativeness of the test protocol will be less
apparent if the participants have already abandoned any attempt to formally
and explicitly examine representativeness.

Third, continue to nibble away at challenging fire conditions using argu-
ments about the difficulty of reproducing such conditions in the lab (e.g., avoid
the unusual challenges posed by fires in oddly configured concealed spaces by
pleading an inability to set up the lab for routine testing under such conditions).

Setting Safety Factors or Safety Margins

If you have a well-defined probability distribution for measurement error, then
there will be a natural tendency to build safety factors or safety margins around
95 % confidence intervals or some other well-established and widely used basis.
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If you do not have a well-defined probability distribution to work with, then it is
easier to fall back on rules of thumb or round numbers, but our knowledge in
this area and our standard practices are pretty advanced, compared to our tools
for dealing with other aspects of uncertainty.

However, there is considerable exposure to unacceptable and unintended
risk if you do not look at Type II error. If you take a 95 % confidence interval at
face value, you might wonder whether you are not accepting a process that per-
mits one out of 20 products tested to be unsafe. In practice, it is not that simple.
For one thing, the safety factor may well be calculated around a calculation that
already includes other conservative or safety-factor-modified considerations.

There may be an unspoken assumption that true product fire performance
has less variation than the fire test itself has. There may be an unspoken
assumption, too, that manufacturers have introduced statistical quality control
procedures that achieve far greater uniformity in product fire performance than
was seen in the products tested and used to set the precision and bias character-
istics of the test. In other words, there may be a confidence, warranted or
unwarranted, probably not explicitly stated, that the true safety margins are bet-
ter than one would believe from the tests.

Post-Purchase Factors

The opportunity here is to take all such factors off the table as not within the
scope of a standard test protocol.

Is the Best Strategy Always to Reduce the Uncertainty?

In open debate on general principles where all interested parties are present, it
is very difficult to sustain an argument that the benefit of the doubt for uncer-
tainty should not be assigned to the people who will be harmed if fires occur.
Behind closed doors in the detailed implementation of the decision-making pro-
tocols, it is very difficult to block all the opportunities for interested parties who
will not experience the consequences to incrementally but systematically shift
the benefit of the doubt back onto the people who will be harmed.

Both sides therefore have reason to favor efforts to reduce uncertainty so
that the loser in the battle to assign benefit of the doubt does not lose that much.
That seems like a simple motherhood and apple pie prescription, but like every-
thing else in this paper, the reality is much more complicated. Consider two sit-
uations: The first is decision problems where the uncertainty cannot be
substantially reduced by a modest investment in more tests or analysis or cannot
be substantially reduced at all. The second is decision problems where interested
parties who do not want to pay for more tests or analysis can make seemingly
principled arguments in favor of ignoring large parts of the uncertainty.

What If the Uncertainty Cannot Be Reduced?

Some test procedures have a large uncertainty relative to the test output value.
Acceptable precision can require far more replications than anyone is normally
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willing to consider. For example, any test whose result has a binary form —
such as ignition versus no ignition — will have a base variance that is solely a
function of the underlying probability, p. The variance will be p times (1-p). If
the underlying probability is 0.5, then the variance will be 0.25 and the standard
deviation will be 0.5. If you would like a precision for the average as an estimate
of the true underlying probability that is, say, 10 % of the estimated value (that
is, two standard deviations are plus or minus 0.05), then you need 400 data
points. If the underlying probability is 0.1, then the variance will be 0.09 and the
standard deviation will be 0.3. A 10 % precision now requires 900 data points.

What If the Uncertainty Does Not Relate to the Number of Samples Tested?

Some calculations have to deal with a wide variation in target vulnerability. For
example, toxic potency or hazard calculations routinely use a factor of a half or a
whole order of magnitude to reflect variations in vulnerability of people to toxic
insults. In this situation, you cannot compensate by running multiple calcula-
tions to get a better estimate of the average, because your safety goal is set in
terms of the fraction of the target population you can protect. You can theoreti-
cally use analysis to try to balance the added cost of a better-performing product
against the diminishing returns of safety delivered to ever more vulnerable peo-
ple, but this Bayesian-style analysis requires more information, which is more
expensive, and is likely to require more subjective estimates, which will hurt the
credibility of the results with any interested parties who do not like the results.

Other calculations have to deal with significant issues of reliability. Devia-
tions from design conditions or performance may mean unsatisfactory out-
comes, but there may be technical limits or severe cost implications to attempts
to improve reliability. The basic standard test is not normally configured to pro-
vide information on reliability but only on performance when it works. There-
fore, running more tests is not an option here either; you need an entirely
different protocol for gathering relevant information.

Summary of Results

(1) For anyone seeking to construct a decision-making protocol based on
test results, there are many points — translation of general safety goals
into specific acceptable outcomes, translation of specific acceptable out-
comes into specific acceptable test results, specification of fire chal-
lenges, post-purchase factors, and setting safety factors or margins —
where uncertainty arises and the rules of good practice do not lead
everyone to the same choices.

(2) Different participants in the processes of designing tests and applying
tests to decisions have different personal priorities, and the myriad
types of uncertainty arising outside the traditional focus of random vari-
ation in testing provide myriad opportunities for participants to pursue
those personal priorities.

(3) Better testing or repeated testing can reduce uncertainty to a more man-
ageable size, but some types of uncertainty for some types of safety
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goals and objectives cannot be reduced by better or repeated testing.
Also, better or repeated testing costs more, and that increases the incen-
tive to ignore large parts of the uncertainty rather than try to reduce
them.

(4) There are asymmetries among the interested parties all over these
decision-making processes. Simply put, one group of interested parties
have the most direct control over the decisions made about the product
or the building design, have considerable ability to avoid dealing with
the consequences of failure of safety, and tend to be the ones paying the
bills for the technical professionals who are supposed to sort all this
out. Another group of interested parties have no direct control over the
decisions made about the product or the building design, are at least as
affected by the consequences of the failure of safety as by the costs of
providing safety, and have more of the moral high ground in debates
about general principles but lack the technical expertise to participate
effectively in all the myriad implementation decisions and parameter
specifications that will ultimately drive the risk actually experienced.

Conclusions: What is the Answer and What is the Strategy?

(1) The first step in solving a problem is acknowledging its existence.
(2) The best strategy is to be more explicit and more comprehensive in iden-

tifying and addressing the myriad choices and the myriad uncertainties
at every step of the process.

(3) More information will not necessarily reduce the uncertainties, but it
may bring the participants closer to a real consensus on their choices.
In addition, the information necessary to improve the process may often
be considerably less expensive — though possible no less complex —
than would be more testing or more elaborate testing.

(4) Expanding the analysis and presentation of test results to cover Type II
error and its implications for the conclusions should not be that difficult
or that expensive; it draws on the same expertise and the same data cur-
rently being used to support fire test reports in the current format.

(5) Collecting and analyzing data on the range of fire challenges and the
representativeness of specific design scenarios does not cost as much as
conducting more lab tests.

(6) Summarizing available information on post-purchase factors and dis-
cussing whether and how to incorporate it into test procedures or the
use of test results need not cost as much as conducting more lab tests.

(7) Developing a more explicit logic chain linking test results to outcomes
to safety goals may be more expensive initially but can be done once in
a general way and then used over and over on a wide range of fire tests.
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Measurement Uncertainty in Fire Tests—
A Fire Laboratory Point of View

ABSTRACT: Since the adoption of ISO/IEC 17025, testing laboratories have

been required to perform Measurement Uncertainty analysis for the tests within

their scope. Four points of recurring debate are discussed: (1) The variability in

fire test results due to unforeseen/uncontrolled variables is generally far greater

than the measurement uncertainty of the result. (2) It is important not to confuse

“measurement uncertainty” (MU) with “precision” of results. MU has a very spe-

cific meaning as used in ISO/IEC 17025, ISO/IEC Guide 98-3 Guide to the

Expression of Uncertainty in Measurement (GUM) and ISO Guide 99 International

vocabulary of metrology—Basic and general concepts and associated terms

(VIM). (3) An uncertainty result is not used to justify passing or failing a product

with results very near the pass/fail limit. Where the measured result is subject to a

measurement uncertainty evaluation and reporting, compliance limits may or may

not require extending the test result by the MU value in making a compliance

determination. (4) ISO/IEC 17025 specifically exempts standards that specify lim-

its on sources of uncertainty and specify the form of reporting from a required MU

statement. This makes uncertainty estimates inapplicable to those fire tests.

KEYWORDS: fire testing, fire calorimetry, fire resistance, flame spread,

steiner tunnel, furnace, time-temperature curve, heat release rate, HRR,

measurement uncertainty, variability

Introduction

In the past few years laboratories that conduct fire resistance tests of building
assemblies have updated procedures and policies to conform to the require-
ments of ISO/IEC 17025 [1]. These procedures are reviewed and monitored by
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accrediting bodies on a global basis. An important requirement of ISO/IEC
17025 is for laboratories to report measurement uncertainty (MU) when neces-
sary to allow for proper interpretation of test results.

First, one must understand what measurement uncertainty is and is not.
The term “uncertainty” is defined in the International Vocabulary of Basic and
General Terms in Metrology (VIM) as follows: uncertainty (of measurement)—
parameter, associated with the result of a measurement, that characterizes the
dispersion of the values that could reasonably be attributed to the measurand.

MU is only applicable to results of quantitative numerical measurement
and is expressed as a plus/minus range for a specific confidence interval. This
provides the user of the measurement result with a clear indication of the poten-
tial difference between the value of the measurement reported and what the
true value of the measured property might reasonably be. For example if a
reported result for the weight of a gold bar is 1.0532 kg 6 0.0001 kg at 99 % con-
fidence, the user of the report will know that the true weight lies within a range
from 1.0531 to 1.0533 with only a 1 % chance that its may be outside this range.

MU does not apply to test results that are not a quantitative property of the
measurand. Since many test procedures are essentially qualitative in nature,
MU is not required in reporting results of many types of tests. When a specimen
is exposed to a certain condition, the product either passes or fails the test based
on its condition after the required exposure. There is a measurement uncer-
tainty associated with exposure conditions. However, this uncertainty cannot
be directly related to the result of the test. In fact, such uncertainties in expo-
sure conditions for most tests of this nature are negligible when compared to
the effects of numerous uncontrolled variables that cannot be readily quanti-
fied. It is usually quite easy to determine and report the uncertainty of the actual
exposure condition. While this information would provide the reader of the
report with assurance that the test was conducted correctly, there is no direct
relationship to the potential deviation disclosed and the end result of the test.

Misunderstandings

The requirement for providing Measurement Uncertainty (MU) in test reports
started nearly a decade ago when ISO/IEC 17025 adopted the mandate to
require testing laboratories to calculate or estimate MU for the standards within
the laboratories Scope of Accreditation. At first, auditors required that at the
very least, calibration records for equipment must contain a statement of uncer-
tainty. Gradually, auditors required the laboratories to provide an uncertainty
budget for each test method/standard within their scope. Ultimately, auditors
began requiring full uncertainty analysis for individual test report files and if ap-
plicable in the test report itself. Buried beneath all of this was the fact that in
many cases MU is not required to be reported unless the client (test sponsor)
demanded the MU to be reported.

Misunderstandings arose when the auditor’s understanding of MU differed
from the lab’s understanding. From the laboratory point of view, first order MU
analysis was sufficient to fulfill the requirements. Specifically, if a test involved
three instruments to calculate a result, and if the result had a clearly defined
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mathematical relationship for the instrument values, then a first order MU cal-
culation was clearly understood. However, as auditors gained confidence in the
lab’s ability to conduct MU analysis, the baby steps were sometimes increased
to establish more precise MU calculations. In specific cases, some auditors
required what some might consider second order variables to be considered in
the MU analysis.

The Case of Calorimetry (Heat Release Rate)

For example, when measuring Heat Release Rate (HRR), the three variables are
duct gas temperature, duct oxygen concentration, and differential pressure
across a bi-directional probe. These are all first order variables which have a
clear mathematical relationship when calculating HRR

q
� ¼ m

�
E1:10

X�O2 �XO2

1:105� 1:5XO2
(1)

m
� ¼ C

ffiffiffiffiffiffi
�P
T

r
(2)

The three variables are X (gas concentration), P (pressure), and T (tempera-
ture). E is the fuel value of the item under test. E is the heat produced per kg of
O2 consumed by the fire— not to be confused with heat of combustion which is
heat produced per kg of material burned. It is well accepted that E has a value
of 13.1 65 % MJ/kg for most common materials to be tested or burned under a
calorimetry hood. When burning propane, E has a specific value of 12.54 MJ/kg.
The standards require that high purity propane be used to conduct the calibra-
tion burn. It has been calculated that commercial propane (with additives of
various other fuels) has a heat of combustion (Hc) within 1 % of high purity pro-
pane (internal Intertek document).

C is the calibration factor for the specific hood design which can be calcu-
lated (22.1 times Area of duct) but is actually measured during a calibration
burn. C is measured by burning propane fuel at a fixed rate for a fixed duration
so that one could calculate the theoretical heat produced (THRth¼mass of fuel
burned times Hc for propane which is 46.54 MJ/kg), and compare that value to
the measured value (THRmsr) with a fixed initial value for C. One then adjusts
C (no more than 20 %) so that THRmsr matches THRth.

It can be argued that X, P, and T are first order variables. From the lab point
of view these are the dynamic variables defined in the standard for calculating
HRR. However, E and Hc are second order variables, i.e., E and Hc are fixed
constants, each with a very small uncertainty value.

It is clear that the dynamic variables are constantly changing and each time
step has a unique set of values for calculating HRR. What is not considered is
that each first order measurement is time shifted (Fig. 1).

During a test or calibration burn, at any given moment, the pressure and
temperature change almost instantaneously with respect to the fire, while the
oxygen depleted air has to flow through tubing, into an analyzer. No matter
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how one adjusts the data to account for the time shifted data, it is always wrong.
If the variables had a zero time constant (delay time), this would not be the
case, i.e., one could adjust the data accurately. However, each dynamic variable
has specific time constants, i.e., it takes a certain amount of time for a step
change in value to be represented by the instrument. The accepted norm is to
adjust the oxygen data temporally to account for 90 % of the time it takes to
achieve a 100 % reading in a stepwise change. To complicate things further,
each magnitude in step change has its own unique time constant. A step change
of 1 % oxygen change may have a quicker response time than a 4 % step change
in oxygen. So there is no “real” value for the time constant. It lies within a (for-
tunately) narrow band.

So, what is the first order MU for HRR? How does it compare to a second
order estimate? How does it compare to actual data (Table 1)?.

When conducting Calorimetry (HRR) tests on interior finishes, furniture, or
mattresses, one can actually “see” that the variability in fire testing of identical
products depends more on the product and fire dynamics than the MU of the
Calorimetry device.

During a HRR test, the reaction to fire depends on many variables. Some of
the first order variables are: ignitability, burner position, random laboratory
drafts, conditioning, fire induced drafts, lab geometry, specimen mounting,
specimen chemistry, specimen component variables (many), lamination uni-
formity, and a myriad other specimen variables. Second order variables may be
room material thermal conductivity, humidity, altitude, barometric pressure,
and another myriad of other environmental factors which minimally affect the
ignition or burning process.

The most obvious effect is how flames spread over a surface which ultimately
affects the HRR curve. Consider an NFPA 286 room burn in which the 40 kW
burner fire first heats the specimen surface. If ignition occurs the time to ignition
can vary somewhat depending on burner position, flame induced drafts, chemis-
try, texture of specimen surface, etc. Sometimes, melting can move material
away from the burner flames such that the flames do not directly impinge on the
specimen and ignition never occurs. Once ignition occurs, the surface flame then
begins to travel upwards in the test corner. This in itself has variability but is the
most consistent parameter (based purely on observation of many hundreds of
room corner fire tests). The amount of upward travel will result in an initial peak
HRR if the surface flames begin to extinguish due to material no longer burning.

TABLE 1—MU for 160 kW Fire is approximately 9.8 kW or 6% using modern calorimetry
equipment.

Variable Value MU Budget MU Contribution HRR MU

E (MJ/kg-O2) 13.1 0.68 0.0042

P (Pa) 300 1.74 0.000234

T (K) 472 0.55 0.000047

O2 (fraction) 0.2058 0.0002 0.002513

HRR (kW) 160 – – 9.8 kW (6%)
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However, if the flames reach the ceiling, a whole new onslaught of variables begin
to take effect. Once the flames reach the ceiling, horizontal flame spread may or
may not occur, but if it does, the effect depends on fire induced drafts, extinguish-
ment of material in the corner, pieces falling off the corner or walls and melting
or delamination of wall materials. Without going further into the test sequence
(i.e., the 160 kW exposure), one can clearly see that the HRR curve can vary
greatly depending on many specimen specific effects.

Similar arguments can be made for furniture or mattress burns. Consider
the HRR graphs in Figs. 2, 3, and 4 of three identical mattresses burned sequen-
tially in accordance with 16 CFR 1633. Sample A, Sample B, and Sample C were
each burned in triplicate and represent different mattress designs.

Notice that in two cases, a large peak HRR for one burn while the other two
burned at low HRR values. This was due to the flames spreading toward a vul-
nerable spot on the mattress and ultimately burning inside the mattress. Not
only is the peak HRR different significantly, but the shape and time to peak
HRR differs greatly. This is due to flames spreading differently in each case.

In the third set of mattresses (Sample C), the peak HRR varies and the time
to peak HRR shifts. In this case, the flames spread to the vulnerable area from
different directions and at different rates.

So, this is a clear example of immense variability in a test result due to the
different ways a specimen reacts to an ignition source. However, the MU of the
apparatus is small compared to the variability of the data.

So what is the MU for each test? Or what is the MU for that mattress based
on statistics of three burns? The second question is invalid. One cannot confuse
MU with test variability.

The Case for Fire Resistance Tests

Fire resistance testing of building assemblies and components is fundamentally
a qualitative test where the assembly is exposed to a prescribed condition for a
specific period and observations are made of its condition to determine whether
failure occurs. These observations include breaching of the assembly, flaming
of the unexposed face, temperature increase of the unexposed surface and the
ability of the assembly to carry superimposed loads or high temperature of
structural elements. The exposure conditions specify the furnace time and tem-
perature relationship in the form of a standard curve. The accuracy of the expo-
sure in meeting that specified is determined by integration of the area under the
actual exposure Time-Temperature curve and comparing it to the integrated
area under the standard curve. Thus, the only quantifiable uncertainties in the
fire tests are related to the uncertainty in the measurement of the furnace tem-
perature and the measurement of elapsed time from the start of the test as well
as the uncertainty of load and unexposed face temperature measurements.

The furnace exposure uncertainty can be readily analyzed empirically by
standard mathematical procedures as detailed in the ISO Guide to the Expres-
sion of Uncertainty in Measurement. Given the uncertainty of Special Limits of
Error Type-K thermocouples of 62 �F or 0.4 % of reading and an uncertainty of
60.1 min in elapsed time, the measurement uncertainty in the degree-minute
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exposure is typically in the range of 63 % for shorter tests and about 61 % for
tests lasting several hours. This uncertainty is not significantly greater even if
the temperature uncertainty is 5 fold larger (62 % of reading). Since the fire test
standards allow deviations ranging from 610 % to 65 % depending on test dura-
tion, the MU associated with the temperature and time measurements is not
particularly significant.

In reality, the area under the curve alone is not a good indicator of the
equivalence of the exposure. For example, an assembly with a large combustible
content can force the furnace temperature well above the standard curve early
in a test requiring the operator to run below the curve later in the test to achieve
the required total area. This can result in a very different actual exposure than a
test that closely follows the standard curve from start to finish. In addition, the
furnace design and type of burners used can substantially affect the oxygen con-
centrations within the furnace and this, in turn can affect the heat release from
burning assembly materials.

The design and type of thermocouples used to measure furnace tempera-
ture also affect the apparent time-temperature exposure. For example the low
mass “plate thermometers” specified in EN and ISO fire test standards have a
faster response time than thermocouples in heavy metal or ceramic shields
specified in ASTM E119. It has been recognized that the relatively long time
constant of the E119 type thermocouple shield increases the severity of the test
relative to tests run using faster response temperature measurement devices.
However, the effect of this difference diminishes in longer duration tests due to
the large amount of area under the curve accumulated during the portion of the
test where the rate of temperature change is small. Still it is understood that dif-
ferent furnaces may produce significantly different time-temperature curve pro-
files even though the area under the curve can be virtually identical.

Measurement of superimposed loads and surface temperatures also have read-
ily quantifiable MU, but these variations cannot be readily related to variation in the
assembly’s passing or failing a test. For example a 62 �F uncertainty in surface tem-
perature measurement thermocouple is likely to be insignificant compared to the
potential variation in local surface temperatures of the assembly under test. Simply
put, while we can have confidence that the uncertainty of the actual temperature of
the thermocouple junction is 62� F, the variability in what that temperature
actually is that results from variation in the fire exposure, assembly materials, ther-
mal conduction, effectiveness of the insulation pad, etc., is far larger.

Fire resistance test results are reported in terms of exposure duration,
[3/4]-h, 1-h, 2-h, 3-h, etc., which to some appears to be a numerical performance
measurement and thus subject to some uncertainty statement. In reality, fire re-
sistance ratings are not numerical measurements but, rather, an identification of
the exposure condition an assembly has passed. Because a standard fire test is
terminated when the desired exposure duration is met, there is no specific infor-
mation on how long the assembly might have continued to perform before a fail-
ure occurred. Thus, we do not know if an assembly rated at 2-h (120 min) might
have failed at 122 min or 200 min. This does not mean that the test result has an
uncertainty that can be quantified. Fire resistance test results are not numerical
measures of performance and thus no uncertainty statement can be made.
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There is a need to establish the repeatability and reproducibility (r&R) of
fire resistance test results. However, this can only be done by means other than
measurement uncertainty analysis. For this type of test method there are well
established methods of evaluating repeatability (within a single lab) and repro-
ducibility (between labs). This process requires carefully designed experiments
and cooperation of a statistically significant number of laboratories. For exam-
ple, data produced on a specific assembly design by 6 laboratories that each
repeat the test 3 times would produce 18 data points that should be sufficient to
make statistically valid conclusions about the test method’s r&R at least as it
relates to the assembly tested. Additional similar test programs on a wide range
of assembly types could lead to a general statement of the test’s r&R.

It should be noted that results of this type of experiment include evaluation
of variability in results that is influenced by factors well beyond measurement
uncertainty. For any given test specimen design there is some inherent variabili-
ty that arises from numerous sources. One would expect results of a properly
conducted evaluation process to produce results that are normally distributed
and the standard deviation would thus be the primary descriptor of the variabil-
ity. Measurement uncertainty in the test process would clearly be only one con-
tributor to the overall variability and most likely its effect would be trivial
compared to sources such as variation in materials, construction quality and
differences in design of test furnaces. This issue is recognized in the Precision
and Bias statement in the current edition of ASTM E119-10b [2] as follows:

11. Precision and bias

11.1 No comprehensive test program has been conducted to develop data
on which to derive statistical measures of repeatability (within-laboratory vari-
ability) and reproducibility (among-laboratory variability). The limited data
indicate that there is a degree of repeatability and reproducibility for some types
of assemblies. Results depend on factors such as the type of assembly and mate-
rials being tested, the characteristics of the furnace, the type and level of applied
load, the nature of the boundary conditions (restraint and end fixity), and
details of workmanship during assembly.

It is clear that laboratories currently conducting fire resistance testing (and
in fact many other types of tests similar in nature) do not have sufficient infor-
mation upon which to base statements regarding the potential variability or
uncertainty of their test results. It is also clear that the method required to estab-
lish a basis for such statements is to organize and carry out a statistically valid
inter-laboratory study. Such a program could require 100’s of full scale fire tests
on a variety of product or assembly types. Given that these tests cost in the range
of $5000 to $20 000 each, this is a very expensive proposition and it is the large
cost that has been the primary roadblock to carrying out such programs. In con-
sidering whether or not funding for such a program can be raised and from
where, the first question is probably “how badly does this need to be done?” In
order to answer this question, one must ask many more questions. For example:

1. Is there an indication that variable fire test results have resulted in or
contributed to performance failures in the field?
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2. Are there indications that assemblies or products that pass in one lab
routinely fail in others?

3. Do laboratories that run these tests have data or other information that
indicates the degree of reproducibility of their tests? Can this data be
shared within the fire testing community?

4. Can the industry organize proficiency test programs that will begin to
build a database that could eventually provide a sound basis for deter-
mining r&R of these test methods?

The first round of such a program, organized by the North American Fire
Test Laboratories Consortium (NAFTLC), was completed in 2008 and a report
was presented by NIST at the Fifth International Conference on Structures in
Fire (SiF’08) [4].

This proficiency test program ultimately included 10 North American labs
and 5 Japanese labs. The results showed that in all labs the assembly achieved
the 1-h design rating and the failure mode was similar, either exceeding the max-
imum average temperature rise or individual temperature limit. In all but one
lab these two failure modes occurred within 1 min of each other. The average
time to failure was 65.8 min with a 95 % confidence interval of 65 min (Table 2).

We can conclude from this that, in spite of the variables associated with test
furnace designs and all the variables involved in construction of assemblies,

TABLE 2—North American Fire Test Laboratory Consortium ASTM E119 Proficiency Test
Program Results for 10 NA labs and 5 Japanese Labs on 1 h steel stud and gypsum wall
board non-bearing wall.

Laboratory

Fire
Resistance

Rating

Time to
First Failure,

Minutes

Failed
Thermocouple

Reading

Other TC’s
Failing within

1 minute

NA-1 1 h 64 average TC3, 5, 7

NA-2 1 h 62.8 TC3 average

NA-3 1 h 66.8 average TC4, 6, 8

NA-4 1 h 67.5 average TC3, 6, 8

NA-5 1 h 65.8 average TC6

NA-6 1 h 70 TC3 TC4, 5, 6, 7, average

NA-7 1 h 60.6 TC7 TC3, 5, 6, average

NA-8 1 h 61.9 average TC3, 4, 6

NA-9 1 h 65.8 TC5 none

NA-10 1 h 65 Average, TC5 TC4, 6, 7

J-1 1 h 67.7 TC7 TC6, average

J-2 1 h 67.3 TC7 TC6, average

J-3 1 h 66 TC6 average

J-4 1 h 65.5 average TC3, 4, 5, 6, 7

J-5 1 h 68 Average, TC6 TC4, 5, 7

J-6 1 h 68 TC7 Average

average 1 h 65.8 6 5 (95% C.L) Average, TC3, 6, 7 –
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laboratory conditions and conduct of tests, the reproducibility, at least for the
specific design tested, is reasonably good. Repeatability, while not evaluated in
this study, is virtually always better than reproducibility. Given all the potential
sources of variability in large scale fire resistance tests, it is reasonable to con-
clude that actual measurement uncertainty is unlikely to be a significant con-
tributor to the variability in test results.

The Case of the Steiner Tunnel

Consider the simplicity of the Steiner Tunnel Test. The instruments involved are
a linear transducer for measuring flame spread; and a photocell system for
measuring smoke opacity. Each instrument, by itself has a relatively small
uncertainty, but things get complicated when one considers the operation of a
Steiner Tunnel Test.

First, one must conduct an airflow “calibration”. The tunnel blower is
adjusted to produce a 240 6 5 fpm average airflow velocity with all turbulence
bricks removed. A vane airstream straightener is placed in the tunnel to produce
even laminar flow at the measuring point near the end of the tunnel. This is typi-
cally done with a hot wire anemometer or a wind vane anemometer, each with a
relatively small measurement uncertainty value. We must state that the damper
which controls the air velocity is connected to either a pneumatic controller or a
PID controller to maintain a specific differential pressure (vacuum) near the
inlet of the tunnel. The tuning of these devices is critical for fast response when
a fire is spreading along the tunnel. As the air expands due to heat, the pressure
at the inlet changes and the system must respond to maintain the pressure as
constant as possible. Most systems respond within 5 to 10 s to a stepwise change
in tunnel pressure. During the adjustment period, the air velocity in the tunnel
is no longer 240 fpm. Also consider the oscillation of the PID response after the
adjustment is made. As stated before, the tuning is critical to minimize the oscil-
lations, and respond quickly to changes in tunnel pressure.

Next, one conducts a flame spread “calibration” using red oak flooring. The
flooring is conditioned to achieve a specific moisture content of 7 6 0.5 %. After
conditioning and preheating of the tunnel, the material is placed on the tunnel
ledges. Note however that the turbulence bricks are placed in their specific loca-
tions. Without the bricks, the wood does not spread flame readily due to the oxy-
gen starved upper layer zone. The bricks create turbulence to mix inlet air
sufficient for ignition of downstream fuel. The turbulence is critical to achieve
the required “calibration” parameters which state that the flames must spread
to the end of the tunnel within a specific period of time� 5.5 min 6 15 s. One
sets the fuel flow to an initial value of approximately 88 kW, and conducts the
test. The fuel input is then adjusted on each run to achieve the calibration
requirement. It may take 3 to 5 runs to finally achieve calibration.

Now, having established an initial calibration of the tunnel, one documents
the flame spread and smoke developed (SD) areas for that test. Every 200 tests,
the tunnel must be re-calibrated. The resulting SD areas are then averaged
over the last 5 calibrations for use in calculating Smoke Developed index (SDI)
values for specimen tests.
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Flame Spread Index (FSI) and SDI results are then rounded to the nearest 5.
If the SDI is greater than 200, then the SDI is rounded to the nearest 50.

Now, a first order MU can be made on the actual flame spread and smoke
measurements based solely on the instrument uncertainties; however, since the
standard requires rounding, the implied uncertainty of the FSI is 5 and SDI is 5
or 50 depending on the result. This comes directly from section 5.4.6 of ISO/IEC
17025
� 5.4.6 Estimation uncertainty of measurement

– 5.4.6.2.
� NOTE 2: In those cases where a well-recognized test method specifies

limits to the values of the major sources of uncertainty of measurement
and specifies the form of presentation of calculated results, the labora-
tory is considered to have satisfied this clause by following the reporting
instructions.

Considering the arguments made about variability in HRR in combustion
calorimetry tests above, similar arguments can be made for variability in smoke
and flame spread results of actual product tests.

A case in point are the reproducibility and repeatability (r&R) results pub-
lished in ASTM E84 based on a Round Robin (RR) of 11 laboratories, 6 materi-
als, and 4 replicates of each material. The results reveal that for most of the
products tested, repeatability (within lab variability, standard deviation) of the
FSI was within the rounding value (except for Douglas Fir plywood), and the
reproducibility (among lab variability, standard deviation) was within the
rounding value except for untreated and FR treated Douglas Fir Plywood.

The SDI values were not published due to the discovery that some labs had
smoke/photocell systems different than what the standard described. It is
assumed that the results were not very good. In fact, a new study is being con-
ducted to use heptane as a smoke source for calibrating the tunnel SD area
instead of red oak. This implies that it is well known that calibration using red
oak is producing inconsistent reproducibility results among labs for a given
material.

Conclusions

The fire laboratory community has responded to MU reporting in a relatively
unorganized manner. Some labs are reporting uncertainty of instruments only,
while others are presenting “attempted” uncertainties in fire test results. This is
partially due to auditors being inconsistent in their understanding and interpre-
tation of uncertainty compliance requirements and partially due to the lab’s
interpretation of the requirements.

There has been debate on the need for uncertainty analysis for fire laborato-
ries. Until the adoption of ISO/IEC 17025, fire testing laboratories did not typi-
cally perform uncertainty analysis for compliance work. However, for research
testing, uncertainty analysis is typically required by the end user, especially
when the data is used as inputs for fire modeling.

An understanding of the primary sources of uncertainty does little to reduce
the overall variability in results. For fire models, the overall uncertainty analysis
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of the outputs will lack the input uncertainty needed for a meaningful
assessment of the result. For compliance assessment, it means that standard-
compliant uncertainty analysis can do little to improve the precision of the
estimates or the quality of the evaluation.

“Precision” is expressed in terms of repeatability and reproducibility and
includes MU as well as many other sources of variability. There are problems
with either a statistical approach or a calculated approach to estimating preci-
sion. In many cases, a fire test result lacks a clear mathematical relationship
tying all measurements and other variables together needed to perform a tradi-
tional uncertainty calculation. Precision determination in terms of repeatability
and reproducibility is possible through Interlaboratory Studies, but often
requires an unaffordable large number of replications [3].

For variables used in models, a trained engineer may be able to perform an
estimate of uncertainty with engineering judgment or experience, but for a com-
pliance assessment, a meaningful measurement uncertainty estimate will be
poorly understood, and will typically account for a minor fraction of the vari-
ability observed in actual test results.

Most standards are silent on the issue of using MU to determine if a product
passes or fails a test. It is, however, quite common in product safety standards to
recognize the variability, both due to MU and other sources of variability, of test
results and set limits that are conservative to assure that MU and precision
issues will not result in a compliant product exceeding a real critical limit. How-
ever, as a risk management tool, uncertainty estimates as well as r&R precision
information can be used to aid in the assessment of a safety result. If variability
of results is generally unavoidably large in fire tests, use of these variability
measures in compliance assessment is likely to mean rejecting compliant prod-
ucts (if the result indicates a FAIL for a product that is compliant) or accepting
non-compliant products (if the result indicates a PASS for a non-compliant prod-
uct). Neither of these outcomes is acceptable, but mandatory use of variability
estimates in compliance assessment would require one or the other, if reporting
it implies using it. Suppose that it is established that the variability associated
with a 1 h fire resistance test is 65 min. Manufacturers would argue that a test
that passes for at least 55 min should be considered a pass while the regulatory
community would argue that a test should run a minimum of 65 min without a
failure to be considered passing. The compromise position is, of course, to judge
compliance on the actual test result. This is known as the “Shared Risk” princi-
ple and is applied broadly within the product certification system. But the ques-
tion of using variability data in compliance work is still a debatable issue.

It is possible to quantify and report Measurement Uncertainty as it relates
to specific aspects of fire test methods. An example is using ASTM E119’s
requirements for the fire test exposure in terms of the time-temperature curve.
This example demonstrates the Measurement Uncertainty of the “degree-
minutes” fire exposure which can be quantified and is actually quite small and
thus is unlikely to be a significant factor in explaining variability of test results
in furnace tests. For example in a 1-h fire wall test the uncertainty of the fire ex-
posure in terms of measured degree-minutes is about 62 %, but the reproduci-
bility (precision) obtained in inter-laboratory tests is about 610 %.
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A second example shows that in the Steiner Tunnel, the uncertainty in the
flame spread distance is typically reported as the uncertainty of the linear trans-
ducer which has a small uncertainty (less than 1 %). Now consider the opera-
tor’s judgment as to where the flame-front is. It is an accepted fact that this
uncertainty is on the order of 6 inches. However, it is well known that a small
change in the air flow velocity and fuel flow, coupled with the uncertainty of the
products reaction to the fire (cracking, melting, etc.) can affect a flame spread
result by more than 20 %.

One implication of these arguments is that if uncertainty were really as large
as current methods indicate and as unrelated to the variables controlled by good
practice, then why are we not seeing a lot of product failures in the field, when
manufacturers commonly engineer products to just meet pass/fail criteria?

What does this mean for the case of requiring MU analysis for fire tests?
Measurement uncertainty has a specific meaning and does not apply to test

that do not result in a quantitative measurement.
Fire resistance tests are essentially qualitative procedures and therefore the

result cannot be properly associated with a measurement uncertainty statement.
Measurement uncertainty should not be confused with “reproducibility”

and “repeatability” determinations which can be developed for fire resistance
test methods through interlaboratory experimental test programs.

The need for development of r&R data needs to be weighed against the cost
and the potential for funding such a program. To date there is not a substantial
record of problems or failures that are available for use in a cost/benefit analysis.

Proficiency test programs, while not sufficient to establish repeatability and
reproducibility of fire test methods in the short term are still valuable as indica-
tors of whether or not a serious problem may exist.

If MU is typically small compared to data variability due to unforeseen pa-
rameters (specimen quality control, preparation, fire exposure, random events,
etc.), why is MU seen as a priority when a discussion of possible sources of vari-
ability may be more useful to the end user?
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Bench Tests for Characterizing the
Thermophysical Properties of Type X Special
Fire Resistant Gypsum Board Exposed to Fire

ABSTRACT: ASTM C1396 Standard Specification for Gypsum Board

defines type X special fire resistant gypsum board on the basis of the fire re-

sistance of a load bearing wood framed gypsum partition tested in accord-

ance with ASTM E119 Standard Test Methods for Fire Tests of Building

Construction and Materials. Monitoring individual product performance in a

wall system fire test presents serious challenges to the manufacturing facility.

The expense and complexity of operating an ASTM E119 wall furnace makes

it impossible for plants to run the defining test on site. In addition, many fac-

tors influence the outcome of a fire resistance test making it difficult to assess

the performance of the gypsum board independently of other wall system

and laboratory influences. In 2003 the Gypsum Association formed an ad

hoc Product Standard Task Group in an attempt to develop an improved defi-

nition of type X gypsum board. The new definition had to be equivalent to the

current ASTM C1396 specification but based on bench scale tests of the high

temperature thermophysical properties of type X gypsum board alone. The

tests must also be suitable for use as in-plant quality assurance procedures.

A suite of three tests resulted. Their development and correlation to the

ASTM E119 test has been documented by the authors in an earlier paper. An

analysis of the precision of these three test methods is presented here.
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Introduction

The specification for type X (special fire resistant) gypsum board can be found
in ASTM C1396 Standard Specification for Gypsum Board [1]. This stipulates
that 5/8 in. (16 mm) thick type X gypsum board shall provide a fire resistance
rating of at least 1 h when a single layer of gypsum boards is installed on each
side of an uninsulated load-bearing wood stud partition and tested in accord-
ance with test methods ASTM E119 [2]. Likewise, 1/2 in. (13 mm) thick type X
gypsum board must achieve at least 3/4 h fire resistance rating in a single layer
application on both sides of an uninsulated load-bearing wood stud wall. While
this establishes a specified minimum performance level for a particular fire re-
sistance test, the definition lacks specificity with regards to the properties of the
gypsum board itself. The performance of the gypsum board during the fire test
is masked by other key elements of the test that also influence its outcome, e.g.,
the wood studs and furnace. This presents challenges to gypsum board manu-
facturers in that the defining test is too expensive and difficult to conduct at
manufacturing facilities and yet the specification provides no guidance as to
what extensive or intensive material properties are required of type X gypsum
board. Thus, the ASTM E119 specification is unsuitable for monitoring and
gauging the individual effects of raw material or process variations that can
occur in production settings.

In lieu of running ASTM E119 wall tests at the plants, gypsum board manu-
facturers rely on in-house quality assurance procedures to monitor whatever
parameters each manufacturer deems sufficient to insure compliance with the
ASTM C1396 type X definition. In 2003, the Gypsum Association (GA) formed
an ad hoc Product Standard Task Group in an attempt to develop a standar-
dized set of laboratory tests that could be used for an improved definition of
type X gypsum board. The new definition must provide the same level of fire re-
sistance performance as the current ASTM C1396 specification but be based on
specific properties of the board relevant to its performance as a fire resistant
membrane. This six year industry research program produced three bench scale
test methods whose outcomes collectively predict fire resistance performance
by means of simple linear regression correlation. The three tests are:

1. High temperature core cohesion.
2. High temperature shrinkage.
3. High temperature thermal insulation.
The engineering rationale for these tests and the regression analysis corre-

lating the bench test outcomes to the ASTM E119 fire resistance test are docu-
mented by Shipp and Yu [3]. In the process of developing and evaluating the
tests, a series of round robins, or interlaboratory studies (ILS), were completed.
The results of the ILS statistical analyses used to determine the precision of
these test methods are presented here.

Background

Gypsum plaster has been used to protect buildings from fire for centuries. With
the development of type X special fire resistant gypsum board in the mid-20th
century, its use in fire resistant construction has become a staple of modern
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architectural design. A fire resistance membrane is usually not a structural ele-
ment of the building assembly. Instead, its fire protection functions are twofold:
(1) shield the assembly from corrosive attack by fire and, (2) retard heat trans-
mission through the assembly. To fulfill the first function, the membrane must
be able to deform with the movement of the underlying structural framing as it
heats up. The membrane must therefore demonstrate a capacity for high tem-
perature strain without developing gaps or openings through which flames can
penetrate to attack the underlying structure. This places significant demands on
membranes confronted with post-flashover conditions. Simultaneously, the
membrane must also thermally insulate the unexposed elements of the assem-
bly from heat transfer. Thus, the membrane must have low thermal diffusivity
to retard heat conduction and provide a radiation barrier. The importance of
thermal diffusivity is illustrated by a thin sheet of steel which, by itself, is not an
effective fire protective membrane because of its high thermal diffusivity even
though it is fully capable of moving with the structure and remaining intact
without being breached by flames or hot gases during a fire.

When exposed to elevated temperatures, gypsum undergoes a series of endo-
thermic phase changes that contribute to its low thermal diffusivity during post-
flashover exposures. Compositional changes and molecular realignment in the
crystal structure result in shrinkage during these changes. Numerous studies have
been conducted on the thermal and mechanical properties of gypsum and gypsum
board at elevated temperatures [4–8]. However, the test methods employed are
better suited to a research laboratory than a gypsum plant. The three bench tests
discussed herein were specifically developed for simplicity and robustness to be
practical for use in plant quality assurance. A summary of each test method and
its requirements is given by Shipp and Yu [3]. A detailed description of the three
test methods can be found in ASTM Committee C11 letter ballot C11 (09-04) [9].

Interlaboratory Studies (ILS)

An engineering analysis of the requisite mechanical and thermodynamic prop-
erties of type X gypsum board resulted in the three tests listed above. Several
interlaboratory studies (ILS), also called round robins, were conducted during
their development. In alphabetical order, the following companies participated
in one or more ILS:
� American Gypsum Co. LLC.
� CertainTeed Gypsum Inc.
� Georgia-Pacific Gypsum LLC.
� Lafarge North America Inc.
� National Gypsum Co.
� PABCO Gypsum.
� Temple-Inland.
� United States Gypsum Co.
As there is no standard reference material for type X gypsum board, no

quantitative statement can be made regarding the accuracy or bias of these
tests. Instead, the ILS analyses are restricted to repeatability and reproducibility
statistics based on three common statistical measures of precision:
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� Repeatability limit (r) —The repeatability limit “r” is the interval repre-
senting the critical difference between two test results for the same ma-
terial, obtained by the same operator using the same equipment on the
same day in the same laboratory. Two test results obtained within one
laboratory shall be judged not equivalent if they differ by more than the
“r” value for that material.

� Reproducibility limit (R) — The reproducibility limit “R” is the interval
representing the critical difference between two test results for the
same material, obtained by different operators using different equip-
ment in different laboratories. Two test results shall be judged not
equivalent if they differ by more than the “R” value for that material.

� Coefficient of variation (CV) —A normalized standard deviation used as
a measure of variation within a probability distribution.

For each of the bench tests, at least one ILS was completed to evaluate the
test procedure and its precision. Multiple round robins were conducted on the
high temperature shrinkage and high temperature thermal insulation tests as
they evolved. Initially, the round robins were restricted to 5/8 in. (16 mm) gyp-
sum boards that met or exceeded the requirements for type X classification.
Later round robins were extended to include samples of 1/200 (13 mm) and 3/400

(19 mm) special fire resistant gypsum boards. The statistical analyses of the ILS
results were conducted in accordance with ASTM E691 Standard Practice for
Conducting an Interlaboratory Study to Determine the Precision of a Test
Method [10]. This standard practice entails determining whether the collected
data are adequately consistent to form the basis for a test method precision
statement, determining if there are inconsistencies in the data that require
action, and calculating the statistical parameters for the precision statement.
The definitions and equations used to calculate these parameters are given
below for reference in the ensuing discussion.

p¼number of laboratories, (j¼ 1,…p)
n¼number of test results per laboratory, (i¼ 1,…n)
xi,j¼ individual test result i, laboratory j
t¼Student’s t value, (p-2) df, 0.5% two-tailed significance level
F¼F-ratio at (n-1) and (p-1)(n-1) df, 0.5% significance level

xj ¼
Xn

i¼1

xi;j

n
¼ average for laboratory j (1)

sj ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

i¼1

xi;j � xj

� �2

n� 1ð Þ

vuut ¼ standard deviation for laboratory j (2)

x ¼
Xp

j¼1

xj

p
¼ average of all laboratory averages (3)

dj ¼ xj � x
� �

¼ deviation for laboratory j (4)
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sx ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXp

j¼1

d2
j

p� 1ð Þ

vuut ¼ standard deviation of laboratory averages (5)

sr ¼

ffiffiffiffiffiffiffiffiffiffiffiffiXp

j¼1

s2
j

p

vuut ¼ repeatability standard deviation (6)

sR ¼ max sr;

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðsxÞ2 þ

ðsrÞ2ðn� 1Þ
n

s8<
:

9=
; ¼ reproducibility standard deviation (7)

hj ¼
dj

sx
¼ between-laboratory consistency statistic (8)

kj ¼
sj

sr
¼ within-laboratory consistency statistic (9)

hcritical ¼
ðp� 1Þtffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

pðt2 þ p� 2Þ
p ¼ critical value of h (10)

kcritical ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

p

1þ ðp�1Þ
F

s
¼ critical value of k (11)

CVj ¼
sj

xj
¼ Coefficient of variation for laboratory j (12)

CV ¼
Xp

j¼1

CVj

p
¼ average Coefficient of variation; all laboratories (13)

r ¼ 2:8 sr ¼ Repeatability limit (14)

R ¼ 2:8 sR ¼ Reproducibility limit (15)

High Temperature Core Cohesion Test

Type X gypsum board is distinguished from standard gypsum board primarily
by the addition of chopped glass fibers to the gypsum core. The original ASTM
definition of type X incorporated an early version of the core cohesion test. This
was replaced in 1975 by the current type X definition based on the ASTM E119
fire test. The core cohesion test is a reliable indicator of the quantity and type of

J_ID: DOI: Date: 13-January-12 Stage: Page: 33 Total Pages: 14

ID: kumarva Time: 11:18 I Path: Q:/3b2/STP#/Vol01541/120003/APPFile/AI-STP#120003

SHIPPAND YU, doi:10.1520/JTE103914 33

 



glass fibers used although it alone is not sufficient as the defining test for type X.
As such, it remained in use in Europe where it evolved into the current test
method specified by the European Union in EN 520 [11]. The EN 520 high tem-
perature core cohesion test was therefore selected for reintroduction into the
type X definition. This test is a simple categorization, i.e. a binary pass/fail
result, based on whether or not the test specimen breaks into two separate
pieces at the specified strain while being heated on both faces by Meker burners.
Seven gypsum manufacturers participated in a round robin that entailed four
different type X products. In addition, one of the companies tested a mix of type
X and regular gypsum boards. In all, over 400 gypsum board specimens were
subjected to the core cohesion test. The test consistently segregated type X
boards from regular gypsum board with no false positive or false negative
results returned. Due to the nonquantitative nature of the test results; however,
no precision and bias statement can be made.

High Temperature Shrinkage Test

While high temperature core cohesion is a necessary attribute of type X board, it
is not sufficient to predict performance as a fire protection membrane. The
amount of shrinkage exhibited by the gypsum core when exposed to fire also influ-
ences the degree and severity of cracking that will occur in the membrane. Tradi-
tionally, gypsum manufacturers have measured the high temperature shrinkage
of type X gypsum boards at 1000 �F (538 �C). By the time it reaches that tempera-
ture the gypsum has converted to its anhydrite form (CaSO4) with all of the crys-
talline water driven out, a process known as calcining. As the temperature rises
further; however, anhydrite undergoes additional phase transitions in which the
molecular packing changes and further shrinkage occurs near 1500 �F (815 �C).
This latter shrinkage event can exceed the shrinkage from calcining. The tempera-
ture of the shrinkage test was therefore raised to 1562 �F (850 �C) to capture all of
the shrinkage caused by post-flashover fire conditions. For personnel safety and to
avoid specimen breakage due to thermal shock, an additional change is that rather
than using a preheated oven the test begins with the oven at room temperature,
heats the specimens to 1562 �F (850 �C), holds that temperature for 20 min and
then shuts off the oven to allow the samples to cool before opening the oven door.

The measured quantity from the test method is the reduction in diameter of
circular disk test specimens. This can be expressed as a decimal number or %.
For the purpose of the statistical analysis, decimal values were chosen for the
shrinkage data, e.g., 3.2% shrinkage is expressed as the value 0.032. A series of
four round robins were conducted on the shrinkage test as the procedure was
refined to its final form. For each ILS, the data were arranged in a spreadsheet
and the statistical parameters calculated. The between-laboratory and within-
laboratory consistency statistics were then examined graphically to flag incon-
sistencies and act upon them as prescribed in ASTM E691.

The three high temperature shrinkage round robins each consisted of four
sample materials with six or more laboratories participating. Twelve test speci-
mens from each sample material were tested. Data from a single study, Shrink-
age Round Robin 2 (SRR2), are shown below to illustrate the analysis process
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used for each ILS. Eight gypsum manufacturers (Labs A – H) participated in
SRR2. The four type X material samples, each from different manufacturers,
were labeled S, T, U, and V. The data and calculated statistical parameters for
sample material T are shown in Table 1. Similar tables were constructed for the
other three sample materials S, R, and U to complete the analysis.

Four tables such as Table 1 were generated and evaluated as a group for
each ILS. A convenient aid in looking for inconsistencies in these data is to use
a graphical representation of the between-laboratory and within-laboratory sta-
tistics as shown in Figs. 1(a)–1(d).

Examination of the consistency statistics, averages and standard devia-
tions shows internal variations for Lab H comparable to those of the other
labs, but the average values for Lab H stand out from the rest of the group
for all four materials. Looking more closely at the within-lab variation, none
of the calculated kj statistics approach or exceed the critical k value. A differ-
ent conclusion emerges from the between-lab variations where the hj,j¼H val-
ues for all four materials approach or exceed the critical h value. The hj

values for all other laboratories are well below the critical h value. It is con-
cluded; therefore, that the Lab H data are systematically inconsistent from
the other laboratories in this ILS. The statistical parameters are then recalcu-
lated without laboratory H, Table 2, to verify that the data set has no other
inconsistencies.

This procedure was applied to analyzing all of the high-temperature shrink-
age test round robins. In the first two round robins, the test procedure was still
being refined. SRR4 was conducted using the final version of the test method.
The results for all of the round robins are summarized and presented below in
Table 3 after the following section.

High-Temperature Thermal Insulation Test

As noted earlier, the primary function of the thermal barrier is to insulate the
structure and unexposed surface from the fire. A new test method was devel-
oped to measure the thermal insulation effectiveness of the gypsum board at
elevated temperatures and a total of five round robins were run. As with the
shrinkage studies, each round robin examined four different sample boards
with five to seven laboratories participating. For the thermal insulation studies,
four test specimens (n¼ 4) were tested from each of the four sample materials.
The most significant modification to the test method occurred between ILS no.
4 and no. 5 in which the oven temperature was increased from 400 to 500 �C
and the test specimens were placed in a rack that held them at the geometric
center of the oven volume.

Results and Observations

The precision analysis results for the high temperature shrinkage test and the
high temperature thermal insulation test interlaboratory studies are shown in
Table 3. Of key interest are the single laboratory repeatability limits (r), the
between-laboratories reproducibility limits (R), and the average coefficients of
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variation (CV) for the group of laboratories. The repeatability and reproducibil-
ity limits have an approximate 95% probability of being correct.

The high-temperature shrinkage test was found to provide excellent repeat-
ability and reproducibility. The reduction in the coefficient of variation from
9% to 7% was achieved by introducing several key features to the test:
� The furnace must be unvented.
� The test specimens are placed on pedestals to expose both faces directly

to oven conditions and prevent the specimens from curling or warping
during the test.

� Care must be exercised not to thermally shock or mechanically jar the
test specimens when they are removed from the oven.

Likewise, the high-temperature thermal insulation test also exhibits excel-
lent repeatability and reproducibility. A key modification to the test proved to
be the increase in the oven temperature which reduced the time required to run
the test by roughly half (25–30 min versus 50–55 min for 5/8 in. (16 mm) gyp-
sum board) with a coefficient of variation less than 3%.

The high temperature core cohesion test was found to consistently and
accurately differentiate between type X gypsum board and regular gypsum
board. As noted earlier, no precision statement is made for this test due to the
binary test results that do not lend themselves to the statistical treatment
employed here.

For both the high temperature shrinkage test and the high temperature
thermal insulation test it can be observed that the coefficients of variation were
already acceptable from the beginning. Improvements to the test methods eval-
uated in subsequent round robins resulted in further reducing the CV values but
laboratory repeatability remained quite good throughout the program.

Likewise, between-laboratories reproducibility for the high temperature
shrinkage test was quite acceptable (<2%) throughout the test development pro-
gram with the final version demonstrating the best performance (1.4%).

Three iterations of the high temperature thermal insulation test were
required to achieve the final precision levels. This is likely because this was the
most novel test of the three and there was a learning curve involved in identify-
ing and standardizing the key parameters. The order of magnitude improve-
ment in r and R values as well as the reduction in CV from 5% to 1–2%
demonstrate excellent agreement with the final configuration of the test.

Conclusions

It can be concluded that these tests are practical for use in a plant quality assur-
ance department and provide satisfactory precision in measuring the thermo-
physical properties of type X special fire resistant gypsum board. The precision
of the high temperature shrinkage and high temperature thermal insulation
tests have been determined and are herewith documented in terms of their
repeatability, reproducibility and coefficients of variation.

An additional observation can be drawn from the relative consistency of the
precision statistics exhibited by the bench test methods throughout their devel-
opment program. Basic design and development of the three test methods based
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on the fundamental thermophysical properties of a fire protection membrane
took less than seven months. The initial round robins were completed within 12
months of project inception. However, attempts to correlate the initial bench
test results to the ASTM E119 tests produced less than satisfactory results. At the
time, this was interpreted as a deficiency in the design of the new bench tests
and/or lack of familiarity with the new tests by laboratory personnel. However,
from the precision results reported above and the final correlation of the bench
tests to the ASTM E119 fire resistance test following completion of more than 35
wall fire tests [3] it is now apparent that the difficulties encountered with the sta-
tistical correlation were rooted in the variability of the defining ASTM E119 fire
resistance test itself rather than the variability of the bench tests. Achieving an
acceptable statistical correlation simply required conducting a sufficient number
of replications of the very expensive wall fire test rather than further refinement
of the bench tests. This underscores the need for product specifications to be
based on the material properties of the product rather than on a system applica-
tion where the properties of the material can be masked or confounded by the
performance of other key elements in that system.
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Measurement Uncertainty and Statistical
Process Control for the Steiner Tunnel
(UL 723, ASTM E84)

ABSTRACT: In the United States, the Steiner Tunnel (UL 723 [2008, “Test

for Surface Burning Characteristics of Building Materials,” Ninth Edition,

Underwriters Laboratories Inc., Northbrook, IL], ASTM E84-10 [2010,

“Standard Test Method for Surface Burning Characteristics of Building Mate-

rials,” Annual Book of ASTM Standards, Vol. 4.07, ASTM International, West

Conshohocken, PA.]) is an important fire test apparatus used by the building

codes to assess the flammability and smoke generation characteristics of

building products (e.g., insulation, sheathing materials, foamed plastics,

wood-based products). This paper examines how various tools and method-

ologies can be used to quantify, improve, and control measurement uncer-

tainty in fire tests, such as the ASTM E84 tunnel test. This paper also

assesses uncertainty in the Steiner Tunnel using both a Gage Repeatability

and Reproducibility (Gage r&R) study and historical results for reference

materials. The improvements discussed were achieved by using a widely
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known Lean/Sigma principle—the define, measure, analyze, improve, control

(DMAIC) method. Benefits derived from the DMAIC method include: (i) an

improved understanding and control of the sources of variation; (ii) the devel-

opment of process control charts to monitor Steiner Tunnel performance; and

(iii) a reduced need for calibration and re-verification of Steiner Tunnel per-

formance. The Gage r&R results show that the major contributor to uncer-

tainty in flame spread and smoke developed results is primarily due to the

performance difference in the test samples, and not due to the measurement

device or the person conducting the test. The uncertainty, in the form of the

standard deviation, is also shown in the results of each of the materials tested

in the study. Monthly data for the historical reference material, red oak, and a

proposed reference material, heptane, are shown to demonstrate stability of

the measurement system over time. The heptane test is presented to help

measure and reduce uncertainty of the smoke measurement in the Steiner

Tunnel.

KEYWORDS: ASTM E84-10, building materials, flame spread, smoke

developed, statistical process control, Gage r&R, UL 723, uncertainty

Introduction

When ASTM E84 [1] (UL 723 [2]) was developed in the middle of the last cen-
tury, it was in the context of dramatically improving the performance of interior
finish materials in the wake of several historically disastrous fires [3]. The test
played a key role in identifying interior finish materials that may cause rapid
spread of flame and smoke in buildings. Now, the ASTM E84 test is an impor-
tant fire test in North America for building materials that include interior finish,
insulation, and foamed plastics [4]. Current U.S. building codes use the results
of the E84 test to categorize interior finish materials into the following hierar-
chy of performance:

Class A—Flame Spread Index (FSI) of 0–25, Smoke Developed Index (SDI)
of 0–450,

Class B—FSI of 26–75, SDI of 0–450,
Class C—FSI of 76–200, SDI of 0–450, and
Plenum Materials—FSI of 0–25, SDI of 0–50.
A photograph of the Steiner Tunnel at Underwriters Laboratory (UL) is

shown in Fig. 1.
One challenge that faces Steiner Tunnel operators is ensuring consistency

in the data generated from a complex system such as the Steiner Tunnel. The
consistency of the FSI and SDI depend upon the control of a number of equip-
ment processes, such as air and gas flow rates. The define, measure, analyze,
improve, control (DMAIC) [5] methodology was used to provide rigor to the
analysis along with other techniques that support DMAIC. These techniques
included (i) Statistical Process Control; (ii) Poke-yoke; and (iii) Design of
Experiment (DOE). The DMAIC method and use of these tools within DMAIC
enabled identification of the system processes that may cause variation in FSI
and SDI. The improved processes were then implemented, and a Gage

J_ID: DOI: Date: 13-January-12 Stage: Page: 44 Total Pages: 13

ID: kumarva Time: 11:20 I Path: Q:/3b2/STP#/Vol01541/120004/APPFile/AI-STP#120004

44 JTE � STP 1541 ON UNCERTAINTY IN FIRE STANDARDS

 



Repeatability and Reproducibility (Gage r&R) study was conducted in an effort
to assess the measurement uncertainty of Steiner Tunnel results.

It was expected that the rigorous data gathering, documentation, and analy-
sis demanded by DMAIC would also identify the natural operational limits of
the Steiner Tunnel. This would then be used to identify systemic trends to
ensure that corrective measures were taken, when necessary.

DMAIC Method

The DMAIC method is a general process improvement methodology composed
of the following five steps:

1. Define—What is important to work on? Establish the problem statements.
2. Measure—How is the process doing in the current state?
3. Analyze—What is causing our problems?
4. Improve—How do we make it better?
5. Control—How do we maintain the gains?

Define

In the define phase, the processes and their control systems were identified as
the potential sources of variation for the FSI and SDI calculations. The varia-
tions commonly came from system failures or degradation of a measurement
device, such as process equipment, dampers, a photocell, a lamp, thermocou-
ples, or a degrading pressure measurement unit. Because the inlet air influences
the combustion of the test materials, the control of inlet air, and sub-systems
that affect it, were considered potential sources contributing to variation in FSI
and SDI results. The output problem statement from the define phase focused
on reducing variation of these elements to improve the overall quality of test
results.

FIG. 1—Photograph of Exterior of Steiner Tunnel.
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Measure

In the measure phase, we gained a deeper understanding of our current state
process through examining outputs from the Steiner Tunnel equipment, and
reviewing the many standard calibration and check tests performed routinely.
A tool called Statistical Process Control (SPC) charting was used to establish
baseline performance for both the average results and the typical variation in
the form of upper and lower control limits. Through SPC charting, over 50 test
parameters from regular tests, check tests, and calibration tests were examined
to better understand our current state process.

SPC charts are a powerful tool to determine if variation is due to either
chance or some assignable cause. UL has deployed SPC concepts not only for the
regular “Standard” monthly calibrations, but also for day-to-day and for test-to-
test. In addition, this tool was employed for both “Standard” requirements as
well as supplemental “Diagnostic Indicators” established for internal use by UL.

Figure 2 shows a typical SPC chart which indicates variation of one monitored
parameter. The normal variation for this parameter is bound by upper (UCL) and
lower (LCL) control limits determined by monitoring the system over a period of
time. In the figure, one data point is “out of control” (i.e., exceeds the UCL). By
investigating the specific causes for this event, and eliminating the identified sour-
ces of variation, the equipment and processes are thus improved continuously.

Analyze

Now, after using tools such as SPC and identifying special causes of variation,
another Lean/Sigma tool called Design of Experiment (DOE) was used in the
analyze phase. In DOE, an experiment is designed to alter the specific variables

FIG. 2—Control Chart of Cold Duct Velocity Showing Outlier.
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that may affect the process and results. By altering input variables and studying
the corresponding output variables, we are able to gain a deeper analysis of the
root cause of the problems. The application of the statistical design and analysis
of experiments accelerates the learning process because it allows us to test mul-
tiple factors at the same time. DOE can be contrasted with the typical approach
of One Factor at a Time (OFAT) where the experimenter “has a hunch” that
some problem observed is due to a cause that he or she may already “know”
how to fix. So, the experimenter simply goes about the business of fixing that
cause. If that does not work, he or she fixes something else, and so on until
maybe the situation gets better, or maybe it gets worse.

As an example, UL used DOE in the analyze phase to complete an air flow
study. Steiner Tunnel air supply stability is important for testing consistency, repeat-
ability, and reproducibility. The DOE took into account many factors including the
inlet control damper; elements of the heating, ventilation, and air conditioning
(HVAC) systems; process dampers; and the various pollution control equipment.
The goal of the experiment was to find the air handling settings that optimize inlet
air supply stability. By using DOE, UL was able to identify the equipment settings
that would need to be addressed to improve the stability of the air flow.

Improve

In the improve phase, there was a deeper focus on the root causes of the factors
causing the problems and efforts were put forth to either eliminate them or put
countermeasures in place to mitigate them.

A common tool used by DMAIC practitioners in both improve and control
phases is called “Poke-yoke” a Japanese term meaning “mistake proofing” or “fail-
safing.” This is loosely defined as any mechanism that allows an operator to avoid
mistakes. UL established “Go” and “No Go” values based on SPC and included
alarms in the automated data acquisition system to check for potential faults. If the
selected Steiner Tunnel parameter is outside the control limits, the technician is
required to take action before continuing. An example of this technique is shown in
Fig. 3 for the pre-test procedures at the start of each day of tunnel operations. In this
example, the automated data acquisition screen for UL’s morning “Cold Velocity”
shows a red cell and also indicates that the inlet temperature is out of control limits.
The “Poke-yoke” method thus alerts the tunnel operator of potential problems.

Control

Once the upper and lower limits for the different processes were identified
through the define-measure-analyze-improve phases, regular calibration and
verification steps were included to ensure that the Steiner Tunnel system
remained in control and was stable. The control charts and Poke-yoke techni-
ques were made part of the improved Steiner Tunnel processes. An automated
program was designed to walk through the calibration process each month,
consistently, step by step. In addition, several simple checks were incorporated
into the calibration process, identified as “Diagnostic Indicators.” These param-
eters were identified as being critical to the consistent performance of the test.
If the diagnostic tests fall within the control limits, the technician can be
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confident to continue to the next step in calibration. If the result is outside the
limits, we can be fairly confident that there is some assignable cause.

Results

Process Control

Using the DMAIC method, UL has incorporated the use of SPC, DOE, and Poke-
yoke to monitor, improve, and control Steiner Tunnel performance. The
monthly calibration using reference materials including red oak, cement board,
and heptane now provide a regular verification of the Steiner Tunnel perform-
ance. SPC assists in monitoring systems and subsystems daily between these
monthly calibrations. One significant benefit of the DMAIC process was the abil-
ity to identify the natural variation in the Steiner Tunnel and to incorporate pro-
cess control charts for the critical systems (e.g., air flow, gas flow, and so on).
Thus, abnormal conditions and trends are readily identified so that corrective
actions can be taken. This also prevents unnecessary changes to the system.

Figure 4 shows SPC charts for daily tests on air flow differential pressure
across the inlet draft plate with the burner off (cold) and on (hot) and furnace

FIG. 3—Data Automation Program for Daily Check Up.
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air temperature at 10 min for the inorganic reinforced cement board test. The
process control charts in the figure demonstrate the identification of abnormal
characteristics indicated by the red, out of control data points that may need op-
erator attention. These include data outside of the control limits, as well as sys-
temic trends that may be developing.

Another verification test used by UL is the heptane pan test to check the
smoke measurement system. This test is not currently in the standard and is
presented as a tool to help measure and reduce uncertainty of the smoke mea-
surement. In this test, 310 g of laboratory grade heptane is used in a round
metal pan. The pan is placed near the burner, and the heptane is ignited using
an electronic igniter. The total smoke generated from the test is used to monitor
the consistency of the smoke measurement system.

The measured percentage obscuration-minutes (% obs-min) results, before
and after implementation of the process control improvements, are as shown in
Fig. 5.

Once the sources of variation were identified (e.g., precise quantity of hep-
tane, temperature of the tunnel prior to test, air flow velocity), better controls
were implemented resulting in reduced standard deviation. The standard devia-
tion was reduced from 13.9 to 4.6 for the example shown. It is noted that there
is an increase in the mean for the second case. Some of this shift is accounted
for in the elimination of the low outliers and some to the improved test method.

Fig. 6 shows control charts after implementing the process control monitor-
ing for the calculated Flame Spread and Total Smoke (% obs-min) for red oak
calibration material. The control charts demonstrate stability of the measure-
ment system over time.

FIG. 5—Control Charts Showing Improvement of Heptane Test— % Obscuration-

Minutes.
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An important realized benefit from the DMAIC method is that it enabled a
reduction in the number of verification tests required by approximately 40 %.
This has resulted in less downtime and increased confidence of the Steiner
Tunnel performance.

Gage r&R

To assess the results of DMAIC improvements, a Gage r&R study was con-
ducted. Repeatability refers to the ability of an operator to repeat the same mea-
surement and get the same result. Reproducibility refers to the ability of two
operators to take the same measurement and get the same result. Two compo-
nents of variation may be identified when measuring repeatability and reprodu-
cibility (commonly called Gage r&R): (i) the variation between materials; and
(ii) the variation of the measurement system. The first type is also called part-to-
part variability. The second type of variation in the measurement system can
further be subdivided into that due to the operator and that which is intrinsic to
measurement (e.g., measurement resolution).

A good measurement system will be able to provide discrimination between
different materials (e.g., E84 Class A versus Class B materials); and should also
be able to measure the same material time and time again with statistically sim-
ilar results.

UL recently completed a Gage r&R study where six different building mate-
rials were selected representing a range of product types and fire performance.
Each material was tested four times using two operators; each completing two
tests for each material. The tests were conducted in a random order. The experi-
mental design is shown in Table 1. The MINITAB statistical software [6] was used
to set up the experimental design and then analyze the Gage r&R study. The test
results for calculated flame spread (CFS) and calculated smoke developed
(CSD) are also presented in Table 1.

To assess the results of the Gage study, the primary metric is termed per-
centage repeatability and reproducibility, % r&R. This metric results from a cal-
culation of the standard deviations due to the measurement system divided by

FIG. 6—Control Charts for Red Oak.
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the total standard deviation (as a percentage) determined by the study. Because
variability from the measurement system should be small relative to the total
variability, a typical criterion for acceptability is 10 % or less [5]. The results
from this study indicated a % r&R of 6.5 % for CFS and 6.3 % for CSD, indicat-
ing a good measurement system.

To better illustrate the results, Fig. 7 shows graphically the relative contri-
bution of the useful variation (between parts, or samples) versus the error in the
measurement system. This chart of components of variation is the standard
graphical output of the MINITAB software. The chart shows that the Gage r&R
error is extremely low, which means that there is low variability in the measure-
ment system. The high part-to-part variation indicates that the measurement
system is very capable of detecting variation between samples.

The results from the study were also used to investigate the Steiner Tunnel’s
ability to discriminate between materials with different characteristics (e.g.,
Class A, Class B, Class C). The average and standard deviation for CFS for the six
materials in the Gage r&R are presented in Table 2. The average and standard
deviation for CSD for the six materials in the Gage r&R are presented in Table 3.

TABLE 1—Gage r&R Design.

Material Test Sequence Operator CFS CSD

3.500 Kraft-faced fiberglass insulation R13 2 X 1178 31.9

3.500 Kraft-faced fiberglass insulation R13 6 Y 1217 35.1

3.500 Kraft-faced fiberglass insulation R13 14 Y 1238 31.9

3.500 Kraft-faced fiberglass insulation R13 18 X 1333 31.7

1/200 Gypsum wallboard 4 Y 0 0

1/200 Gypsum wallboard 13 X 0 0

1/200 Gypsum wallboard 16 X 0 0

1/200 Gypsum wallboard 19 Y 0 0

3/400 Acoustic ceiling tiles 3 Y 12 18.8

3/400 Acoustic ceiling tiles 15 X 14 19.4

3/400 Acoustic ceiling tiles 22 Y 12 20.8

3/400 Acoustic ceiling tiles 23 X 12 20.9

0.12500 Medium density fiberboard paneling 5 Y 142 138.4

0.12500 Medium density fiberboard paneling 11 X 128 154.7

0.12500 Medium density fiberboard paneling 12 X 125 132.3

0.12500 Medium density fiberboard paneling 21 Y 140 128.9

Reinforced plastic 1 Y 29 382.6

Reinforced plastic 8 X 28 388.2

Reinforced plastic 9 Y 26 394.9

Reinforced plastic 20 X 30 423.3

100 Foil faced polyisocyanurate foamed plastic 7 X 26 91.4

100 Foil faced polyisocyanurate foamed plastic 10 Y 29 86.4

100 Foil faced polyisocyanurate foamed plastic 17 Y 42 83.5

100 Foil faced polyisocyanurate foamed plastic 24 X 29 102.1
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FIG. 7—Gage r&R Results for Components of Variation.

TABLE 2—Comparison of CFS.

Material Average
Standard
Deviation

% Standard
Deviation

3.500 Fiberglass insulation R13 1242 66 5.3

1/200 Gypsum wallboard 0 0 0.0

3/400 Acoustic ceiling tiles 13 1 8.9

0.1200 Medium density fiberboard paneling 134 16 11.8

Reinforced plastic 28 2 6.2

100 Foil faced poly isocyanurate foamed plastic 32 7 22.5

TABLE 3—Comparison of CSD.

Material Average
Standard
Deviation

% Standard
Deviation

3.500 Fiberglass insulation R13 33 1.6 5.0

1/200 Gypsum wallboard 0 0.0 0.0

3/400 Acoustic ceiling tiles 20 1.0 5.2

0.1200 Medium density fiberboard paneling 139 11.4 8.3

Reinforced plastic 397 18.1 4.6

100 Foil faced poly isocyanurate foamed plastic 91 8.2 9.0

J_ID: DOI: Date: 13-January-12 Stage: Page: 53 Total Pages: 13

ID: kumarva Time: 11:23 I Path: Q:/3b2/STP#/Vol01541/120004/APPFile/AI-STP#120004

RESING ETAL., doi:10.1520/JTE103949 53

 



The Gage r&R study results showed that the significant portion of variation
was due to the samples themselves and not attributed to the measurement sys-
tem or the person conducting the test. The study confirmed to UL that the
Steiner Tunnel, as a measurement system, is very capable measuring within the
range that we need for the products under evaluation, and that the tunnel can
indeed differentiate between different products and materials that have differ-
ent characteristics.

Conclusion

This paper was presented at the “Symposium on Uncertainty in Fire Standards
and What to Do about It.” The ASTM E84 test has a long history of providing
fire professionals with useful surface flammability and smoke data on a variety
of materials. It is understood that fire tests are relatively expensive, destructive,
and time consuming. These factors limit our ability to collect the quantity of
data that rigorous statistical analysis ideally requires. Still, test laboratories
have the responsibility to provide and assess levels of test equipment perform-
ance. This paper described methods and tools that can be used for a variety of
fire test methods and specifically outlined some of the work UL has conducted
over the years to improve measurement uncertainty for UL 723/ASTM E84.

The paper discussed the following:
1. The use of the Lean/Sigma DMAIC method to better understand and con-

trol sources of variation and monitor, improve, and control Steiner Tun-
nel performance.

2. The use of tools and methodologies used within the DMAIC method such
as SPC, DOE, and Poke-yoke.

3. The use of SPC and Gage r&R to confirm the results of DMAIC based
improvements and gain confidence in the Steiner Tunnel as a measure-
ment system.

For the Steiner Tunnel apparatus and its complexities, identifying prob-
lems, analyzing root causes, and implementing improvements and controls is
difficult. The methods, tools, and results provided in this paper provide some
examples of what can be done about the uncertainty of results using the Steiner
Tunnel and UL 723/ASTM E84.

Acknowledgments

This paper was made possible through the support of Juan Amador of UL’s
Lean Sigma Office. The experiments performed in this study were conducted
with the support of Phil Pastor, Albert Hislop, Sly Smith, Doug Zamisky, Joseph
Mack, David Weinstein, and James Smith.

References

[1] ASTM E84-10, 2010, “Standard Test Method for Surface Burning Characteristics of
Building Materials,” Vol. 4.07, ASTM International, West Conshohocken, PA.

J_ID: DOI: Date: 13-January-12 Stage: Page: 54 Total Pages: 13

ID: kumarva Time: 11:23 I Path: Q:/3b2/STP#/Vol01541/120004/APPFile/AI-STP#120004

54 JTE � STP 1541 ON UNCERTAINTY IN FIRE STANDARDS

 



[2] UL 723, 2008, Test for Surface Burning Characteristics of Building Materials, 9th ed.
Underwriters Laboratories Inc., Northbrook, IL.

[3] Laymon, R. K., “Assessing the Burning Characteristics of Interior Finish Materi-
als—Standard Test Method for Surface Burning of Building Materials,” Fire Protec-
tion Engineering, 4th Quarter, 2004, pp. 42–44.

[4] Hirscler, M. M., “Use of the Steiner Tunnel for Fire Testing in North America,” Pro-
ceedings of the Fire and Materials 2011 Conference, San Francisco, CA, January 31–-
February 2, 2011, Interscience Communications, London, UK.

[5] McCarty, T., Daniels, L., Bremer, M., and Gupta, P., The Six Sigma Black Belt Hand-
book; McGraw-Hill, New York, 2004.

[6] Minitab Version 16.1.1. (2010). Minitab Inc., State College, PA.

J_ID: DOI: Date: 13-January-12 Stage: Page: 55 Total Pages: 13

ID: kumarva Time: 11:23 I Path: Q:/3b2/STP#/Vol01541/120004/APPFile/AI-STP#120004

RESING ETAL., doi:10.1520/JTE103949 55

 



Joe Urbas1

Precision of the Cone Calorimeter
and ICAL Test Methods

ABSTRACT: Repeatability and reproducibility are typically determined for

standard fire test methods on the basis of an interlaboratory test program

(round-robin) to define their precision. Significant differences in precision

were found in the past between the repeatability and reproducibility of small-

scale and intermediate- and large-scale fire test methods that all utilize oxy-

gen calorimetry to measure heat release rate. Repeatability of heat release

rate related measurements with small-scale apparatus has been found to be

significantly better than the repeatability of the intermediate and large-scale

apparatuses. In this paper, the results of two round-robins are compared on

the basis of relative repeatability standard deviations and relative reproduci-

bility standard deviations calculated for individual materials for individual test

parameters. The first one was a cone calorimeter round-robin and the second

was an intermediate-scale calorimeter (ICAL) round-robin. The objective and

subjective factors that might have contributed to the differences between the

two test methods in both repeatability and reproducibility were analyzed. The

most important factors that caused the differences in the ICAL round-robin

were higher theoretical uncertainty of the ICAL, inadequate pre-round-robin

calibrations, the small numbers of participating laboratories and samples

tested, prevalence of fire-retardant-treated materials, and possible failure of

some of the laboratories to fully comply with the standard. These factors,

especially the fact that the testing procedures and apparatuses in the partici-

pating laboratories may not have been in complete accordance with the

standards, indicate that the results of the round-robins did not reflect the real

precision of the test methods. However, the terminology using the two
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components of precision, repeatability and reproducibility, is maintained in

this paper except where a specific distinction is noted. Recommendations

are made on how to improve the results of future fire test round-robins.

KEYWORDS: precision, repeatability, reproducibility, cone calorimeter,

intermediate scale calorimeter

Introduction

The round-robin results of two relatively new fire test methods are compared in
this paper. Both methods are designed to make heat release rate (HRR) and
related measurements using oxygen consumption calorimetry. The two meth-
ods are the cone calorimeter [1] and the intermediate-scale calorimeter (ICAL)
as described in a now outdated International Standardization Organization
(ISO) Technical Report 14696 [2].

Precision of fire test methods has typically been determined for standard
fire test methods developed within the ASTM and the ISO. Repeatability and
reproducibility, or very similar repeatability standard deviation (sr) and repro-
ducibility standard deviation (sR) are used as measures of precision. Sometimes,
the results are expressed in terms of relative repeatability standard deviation
(RSDr) and relative reproducibility standard deviation (RSDR), which are calcu-
lated as sr or sR multiplied by 100 and divided by the mean of the individual
measurements, and also expressed in percentages. Interlaboratory test pro-
grams (round-robins) are conducted to determine the two precision parameters.
Samples of the same material are tested by a number of laboratories according
to a standard test procedure. A number of replicates of the same material are
tested by each laboratory, and the results are compared across laboratories.

Procedures for conducting a round-robin and analyzing the results, to cal-
culate the precision parameters, are described in ASTM E691 [3] and ISO 5725
[4]. According to these standards, repeatability is an indication of the variation
in the results that is expected when multiple specimens of the same material are
tested in a single laboratory under the same conditions within a short period of
time. Reproducibility is a measure of the variation that can be expected when
tests are performed in different laboratories using identical test procedures.

The results of the round-robins in the respective reports [5,6] are expressed
as repeatability and reproducibility, the two components of precision as defined
in ISO 5725 [4]. However, the modern fire test methods involve a large number
of measurements performed by relatively complicated equipment. These meas-
urements are used to calculate the desired test results, such as HRR using oxy-
gen consumption calorimetry methodology. As will be discussed later in this
paper, testing laboratories are, for various reasons, not always able to follow the
standard procedures and maintain the equipment to follow the standards
exactly. Therefore, the results of the two compared round-robins, and some
other recent fire method round-robins, may not reflect the real precision of the
test methods as the measurements used to calculate repeatability and reprodu-
cibility are not performed as required in ISO 5725 [4]. Also, the numbers of
materials used, and the number of participating laboratories may be lower than
required by that standard [4], which may directly affect the way the statistical
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laboratory stragglers and outliers are determined. However, to maintain consis-
tency with the round-robin reports used for this analysis [5,6] and some other
recent round-robins described in Ref. [7], we will continue to use the terms pre-
cision, repeatability, and reproducibility to express the results of the round-
robins in this paper except where specifically indicated.

Janssens analyzed the variability of the types of tests that utilize oxygen cal-
orimetry for HRR determination in Ref. [7]. His analysis was focused on the
comparison of overall RSDr values for various oxygen consumption-based test
methods as determined in round-robins. Theoretical uncertainty and the dis-
crepancies between precision and uncertainty, which are also discussed in Jans-
sens’ paper, will not be addressed here.

In his paper, Janssens [7] analyzed the repeatability of results for six cone calo-
rimeter and five intermediate- and large-scale calorimeter round-robins. He
observed significant differences between the repeatability standard deviations
determined for the cone calorimeter and those for the intermediate- and large-scale
calorimeters. The results for the cone calorimeter were significantly better than for
the intermediate- and large-scale calorimeter tests (with one exception). He attrib-
uted the poor results for the intermediate- and large-scale tests to the following:

1. It is much more difficult to perform large-scale fire tests in a consistent
manner.

2. A relatively small number of laboratories participated in the intermedi-
ate- and large-scale test round-robins in comparison to the cone calorim-
eter ones.

3. Because of the high cost of large-scale round-robin testing, it is difficult
in practice to meet the ASTM 691 [3] and ISO 5725 [4] minimum require-
ments for the number of participating laboratories.

4. A small number of participating laboratories tend to adversely affect the
precision estimates, partly because it is more difficult to identify statisti-
cal outliers.

5. Too many fire-retardant materials in the material selection typically
increases the variation of the results.

6. Some participating laboratories may not have followed the standard.
Janssens suggested that the cone calorimeter and one intermediate-scale

test method round-robins were “…examples of carefully conducted round-
robins with competent participating laboratories.” To improve the situation
with the intermediate- and large-scale test methods, he suggested that a profi-
ciency program be introduced within the ASTM E5 Committee. The program
would introduce the following pre-round-robin calibrations and measurements
similar to those performed prior to some very successful round-robins:
� “Determine transport times, response characteristics, noise, and drift of

individual instruments.”
� “Perform multiple gas burner and/or liquid pool fire calibrations to

reduce bias systematic errors and determine uncertainty.”
� “Perform tests with standard reference materials, if available, to verify

the uncertainty estimates.”
The objective of this paper is to compare the complete precision results (of

both repeatability expressed as RSDr and reproducibility expressed as RSDR) of
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two round-robins, one conducted on a small-scale test method, and the other
one conducted on an intermediate/large-scale test method. The first one was
conducted on the cone calorimeter (included in Janssen’s analysis [7]) [5]. The
second was an ICAL round-robin conducted under the auspices of ISO TC92 in
2008 [6]. Janssens, however, compared the repeatability results of various
round-robins only with theoretical uncertainty. The emphasis here is on identi-
fying any differences in the results between the two different scale test methods,
discussing the reasons for the differences, and, if required, making suggestions
for improving the results of the two test methods as determined in the round-
robins, to achieve results closer to real precision. Also, the intention is to deter-
mine whether Janssens’ suggestions for the improvements of round-robin
results of oxygen consumption-based fire test methods also apply to the two
round-robins analyzed in this work, where reproducibility is included in addi-
tion to repeatability.

Description of Test Methods and Round-Robin Protocols

Cone Calorimeter

Representatives of seven project sponsors and four participating commercial
laboratories together with a project coordinator formed the “Cone Calorimeter
Round-Robin Consortium” (Consortium) to organize the project. The project
sponsors funded the entire project including the cost of testing and the coordi-
nator. A more detailed description of this project is provided in Ref. [5]. The
Consortium defined the scope of the project, selected the materials to be tested,
confirmed the participating laboratories, defined the calibration procedure, and
confirmed the test protocol. All tests were conducted according to ASTM E1354
(1994 version) [1]. Each laboratory conducted three replicate tests on each of
the round-robin materials at a single irradiance exposure. The following specifi-
cations were followed for the round-robin testing:
� Testing is in the horizontal orientation.
� Irradiance exposure is 75 kW/m2.
� Retainer frame is used.
� A 2 s data collection interval is used.
� Data are collected for a period of 15 min plus the time delay of the oxy-

gen analyzer.
� The heat release rate per unit area is calculated using 0.0088m2 as the

specimen surface area.
Sixteen materials were tested in the round-robin. All the materials were

building materials. They are listed in Tables 1–5. The materials were carefully
selected to include a wide range of material densities (20–2233 kg/m3), a wide
range of expected HRR measurements, and some fire retardant-treated
materials.

The following test parameters were measured (following the standard test
procedure described in Ref. [1]), and analyzed: time to ignition, 1-min average
HRR, 3-min average HRR, 5 min average HRR, peak HRR, total heat released,
maximum 60-s average HRR, and average heat of combustion.
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TABLE 1—Time to ignition RSDr and RSDR values.

Material
Mean

(s)
RSDr

(%)
RSDR

(%)

Untreated lumber—spruce pine fir (SPF) 8.3 25.3 25.3

Cellulosic insulation—FR treated 2.9 11.4 54.5

5/8 in. type X gypsum board 14.8 4.4 8.7

Paper-faced glass-wool (18 kg/m3) 1.8 35.6 42.8

Sprayed fire resistant material (SFRM) 159.3 4.0 5.6

Polyvinyl (PVC) floor tile 22.0 4.4 5.8

Red oak (flame spread index¼100) 11.8 8.5 8.7

Paper covered particleboard 10.0 22.7 22.7

Imitation stucco 23.0 9.0 11.0

Textile wall covering on noncombustible board 9.8 7.2 10.1

OSB 8.5 18.6 21.4

FR plywood 8.2 11.1 13.9

Polyisocyanurate foam 1.3 0.8 44.6

High pressure decorative laminate bonded to particleboard 13.8 14.3 15.7

FR-treated lumber (flame spread index< 25) 24.4 70.5 75.7

Rubber foam insulation 1.4 22.8 38.9

Overall 20.1 16.9 25.3

TABLE 2—Peak HRR RSDr and RSDR values.

Material
Mean

(kW/m2)
RSDr

(%)
RSDR

(%)

Untreated lumber—SPF 226.4 7.0 12.8

Cellulosic insulation—FR treated 79.4 9.0 35.9

5/8 in. type X gypsum board 134.3 2.2 20.1

Paper-faced glass-wool (18 kg/m3) 196.5 7.1 32.4

SFRM 21.7 11.8 15.1

PVC floor tile 181.1 2.9 9.2

Red oak (flame spread index¼100) 272.1 2.7 6.9

Paper covered particleboard 258.2 6.1 9.7

Imitation stucco 470.1 5.6 9.9

Textile wall covering on noncombustible board 225.0 4.2 20.3

OSB 330.9 6.4 9.0

FR plywood 169.1 8.5 10.0

Polyisocyanurate foam 138.8 22.2 91.8

High pressure decorative laminate bonded to particleboard 298.2 22.0 24.2

FR-treated lumber (flame spread index< 25) 82.8 15.3 18.1

Rubber foam insulation 121.2 3.4 19.5

Overall 200.4 8.5 21.6
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TABLE 3—One-minute average HRR RSDr and RSDR values.

Material
Mean

(kW/m2)
RSDr

(%)
RSDR

(%)

Untreated lumber—SPF 169.1 7.1 7.1

Cellulosic insulation—FR treated 55.2 5.3 17.0

5/8 in. type X gypsum board 42.2 2.7 7.7

Paper-faced glass-wool (18 kg/m3) 50.0 4.7 11.5

SFRM 14.8 11.4 38.6

PVC floor tile 118.5 5.8 13.4

Red oak (flame spread index¼100) 203.6 1.9 5.9

Paper covered particleboard 186.8 4.2 6.4

Imitation stucco 236.8 2.6 7.6

Textile wall covering on noncombustible board 70.3 6.7 11.4

OSB 239.8 2.5 9.9

FR plywood 104.8 14.4 20.7

Polyisocyanurate foam 76.8 10.3 13.9

High pressure decorative laminate bonded to particleboard 189.3 6.6 11.7

FR-treated lumber (flame spread index< 25) 66.9 14.7 20.8

Rubber foam insulation 79.7 3.3 9.7

Overall 119.0 6.5 13.3

TABLE 4—Three-minute average RSDr and RSDR values.

Material
Mean

(kW/m2)
RSDr

(%)
RSDR

(%)

Untreated lumber—SPF 125.7 8.9 8.9

Cellulosic insulation—FR treated 49.0 4.1 6.8

5/8 in. type X gypsum board 16.3 7.6 10.6

Paper-faced glass-wool (18 kg/m3) 19.6 5.8 21.7

SFRM 8.6 14.8 23.5

PVC floor tile 94.5 2.0 11.0

Red oak (flame spread index¼100) 176.9 1.6 3.4

Paper covered particleboard 187.8 3.1 4.8

Imitation stucco 219.4 1.8 2.6

Textile wall covering on noncombustible board 30.9 7.3 10.1

OSB 216.0 1.6 3.5

FR plywood 88.8 9.4 12.1

Polyisocyanurate foam 56.3 1.7 4.4

High pressure decorative laminate bonded to particleboard 165.5 4.7 6.6

FR-treated lumber (flame spread index< 25) 60.3 11.4 14.1

Rubber foam insulation 58.1 2.1 4.5

Overall 98.4 5.5 9.3
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The coordinator distributed the samples to the participating laboratories.
Prior to distribution, instructions were sent to the laboratories as to which side
of the material specimens should be tested. Four commercial laboratories (three
located in the United States and one in Canada) participated in the project.

Before the round-robin tests were conducted, all the laboratories completed
the “round-robin pre-testing procedure” consisting of calibration procedures
and preliminary tests on two calibration materials (black PMMA with a rela-
tively high heat release output and mineral ceiling board with a relatively low
heat release output). These tests were conducted according to the ASTM E1354
[1] test method and the round-robin test protocol described previously. The cali-
bration procedures were those described in the October 1996 version of ISO
5660-1 (document ISO TC92/SC1/WG5/N232) [8] and were distributed to the
laboratories together with some additional requests for information in the form
of a questionnaire. A new heat flux meter was circulated to the laboratories for
heat flux verification. The initial results of the pretesting procedures revealed
some inconsistencies among the laboratories. The main inconsistencies were:
use of aluminum foil of significantly different thicknesses (the thickness of alu-
minum foil affects the time at which the foil melts, which influences the expo-
sure areas of specimens and other aspects of specimen burning, and thus the
test results), significantly varying specimen wrapping procedures, use of the
shutter for specimen protection in two of the four laboratories (the use of the
shutter is a mandatory part of the test procedure designed to protect the sample
before it is exposed to heat radiation at the start of a test), use of different values

TABLE 5—Total heat release RSDr and RSDR values.

Material
Mean
(MJ)

RSDr

(%)
RSDR

(%)

Untreated lumber—SPF 108.8 6.4 6.6

Cellulosic insulation—FR treated 21.2 5.9 6.2

5/8 in. type X gypsum board 4.1 31.7 34.1

Paper-faced glass-wool (18 kg/m3) 3.9 8.9 11.8

SFRM 2.5 14.4 28.8

PVC floor tile 22.4 5.8 12.3

Red oak (flame spread index¼100) 138.7 2.34 7.15

Paper covered particleboard 111.7 3.9 4.9

Imitation stucco 133.8 3.5 5.0

Textile wall covering on noncombustible board 7.4 15.9 15.9

OSB 106.8 4.0 4.9

FR plywood 53.4 5.7 5.7

Polyisocyanurate foam 17.8 9.4 9.9

High pressure decorative laminate bonded to particleboard 119.2 3.0 6.2

FR-treated lumber (flame spread index< 25) 47.7 15.3 18.6

Rubber foam insulation 26.3 2.0 4.3

Overall 57.9 8.6 11.4
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for specimen surface area in per square meter calculations, and significant devia-
tion of retainer frame thickness and weight from the standard in one laboratory
(slight deviations of retainer frame thickness result in the exposed surface area
different from the one prescribed in the instructions). All the inconsistencies
among the laboratories were corrected before the tests on the calibration materi-
als were conducted. The tests conducted on black PMMA and mineral ceiling
board revealed additional problems with the cone calorimeter hardware and soft-
ware in most of the laboratories. Some of these problems were not identified in
the pretest procedures and could not be expected under the existing ASTM stand-
ard. The problems included malfunctioning of the heater temperature control
that resulted in large oscillations of heat output, inappropriate gas train composi-
tion that caused incorrect carbon dioxide concentration measurements, and
scanning at irregular time intervals because of incorrect programming of data ac-
quisition software. The irregular scanning led to an incorrect calculation of
derived HRR values in one case and the inability to calculate mass loss rate and
effective heat of combustion values as a function of time in two cases. (The data
reduction software uses regular time intervals.) A major effort was made by the
laboratories to correct most of the problems identified in the calibration tests.
However, not all the problems could be corrected because of time constraints.
The laboratories conducted additional PMMA tests after improvements were
made on their cone calorimeters. These tests demonstrated that the problems
that could not be corrected did not significantly impact the test results. Also, inap-
propriate results (stragglers, outliers) would be eliminated as part of the statisti-
cal analysis. Therefore, the Consortium approved the start of the round-robin
testing in all the participating laboratories. The uncorrected problems probably
contributed to somewhat higher repeatability and reproducibility than their true
values. The coordinator visited and was present at the start of testing of the
round-robin materials in all the laboratories. Heat flux meters in the laboratories
were compared with the coordinator’s meter, and problems discovered in the pre-
testing procedure were discussed and corrections suggested during the visits.

Intermediate-Scale Calorimeter

The ICAL round-robin was conducted under the auspices of the International
Standardization Organization, Technical Committee 92, and Subcommittee 1
as a part of the effort to develop the ICAL test method from a Technical Report
(ISO/TR 14696 [2]) into a full ISO standard. The round-robin was conducted
strictly on a volunteer basis.

Test method repeatability and reproducibility information is required to be
included in ISO standards. To develop this information, a round-robin was
organized among the laboratories that had operational ICAL units built accord-
ing to the ISO/TR 14696 specification [2]. This test method was technically iden-
tical to the ASTM E 1623 standard [9]. The test protocol strictly followed the
standard specification. No additional requirements were made of the laborato-
ries beyond those described in the standard.

Of seven laboratories that were invited, four agreed to participate voluntarily in
the project. Three of these laboratories were commercial laboratories located in the
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United States, and one was a research laboratory located in Japan. The coordinator
was the ISO/TC92/SC1/WG7 ICAL project leader [6]. Of eight initially planned mate-
rials, four material samples were donated to the project and used for the testing.
A high cost of a large amount of required samples and their distribution to the labo-
ratories prevented some of the potential material suppliers from donating the sam-
ples. The ISO/TC92/SC1/WG7 decided to conduct the round-robin with the
available materials [6]. The materials that were used for the round-robin are paper
faced poly-iso-cyanurate foam (PIRF), oriented strandboard (OSB), fiberglass rein-
forced plastic (FRP), and fire retardant-treated plywood (FR plywood).

Before the round-robin was conducted, all the laboratories were asked to
complete a diagnostic test of their equipment and a preliminary test on one
specimen of oriented strandboard. The diagnostic test was designed to deter-
mine any problems with the heat release rate measurement equipment and
instrumentation, and any deviations from the ISO/TR 14696 standard proce-
dure [2]. Two out of four laboratories did not complete these tests. After some
problems and inconsistencies were eliminated following the review of the
results and recommendations by the project coordinator, three out of four labo-
ratories conducted the preliminary test. The purpose of this test was to identify
problems with the ICALs that were not detectable by the diagnostic test, such as
potential problems with the ignition, smoke, and mass loss measurements. The
results of this test were also reviewed by the coordinator, and recommendations
were made to the laboratories of how to correct the problems. According to the
laboratories, some of these problems were corrected. As indicated earlier,
because of the voluntary basis of the project, the suggested diagnostic tests and
the preliminary test were not completed in all the participating laboratories.
Also, the testing equipment in the laboratories was not inspected for inconsis-
tencies with the standard prior to the round-robin testing.

Three out of four materials/products that were included in the round-robin
were fire retardant treated. Unfortunately, this condition could not be avoided
because of great difficulties in obtaining the samples from the sponsors. More
appropriate samples for the project could not be obtained because of a high
cost associated with the purchase of and large amounts of 1 m2 by 1 m2 speci-
mens required for the ICAL testing. The materials/products were tested in tripli-
cate at the irradiances of 25 and 40 kW/m2. The laboratories measured and
reported time to ignition, peak HRR, 1- and 3-min average HRR, and total HRR,
all determined as prescribed by the standard [2]. The effective heat of combus-
tion and average smoke extinction area were intended to be measured. How-
ever, one laboratory was unable to perform the mass loss and smoke
measurements. Consequently, the mass loss rate, effective heat of combustion,
and smoke measurements were not included in the statistical analysis.

Results of Statistical Analysis

Cone Calorimeter Round-Robin

Mean values, RSDr, and RSDR values for the five measured parameters of the 16
tested materials are presented in Tables 1–5. All of these parameters were
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determined at 75 kW/m2 and as described in the description of the cone calo-
rimeter test method. Overall values (averages of all the material results) for
each of the parameters are given at the bottom of each table.

ISO ICAL Round-Robin

The same parameters as in the cone calorimeter were determined in the ICAL at
two exposure fluxes, 40 and 25 kW/m2. Mean values, RSDr, and RSDR values for
the four tested materials are presented in Tables 6–10. Overall values (averages
of all the material results) for each of the parameters are given at the bottom of
each table.

Discussion of Results

The differences in relative RSDr and relative RSDR between the cone calorime-
ter and the ICAL are shown in Figs. 1 and 2, respectively.

The differences between the relative repeatability standard deviations and
relative reproducibility standard deviations for the cone calorimeter are shown

TABLE 6—Time to ignition RSDr, and RSDR values.

Material Mean RSDr RSDR

PIRF 40 kW/m2 6.8 11.2 32.2

OSB 40 kW/m2 32.2 18.6 55.2

FRP 40 kW/m2 152.5 8.6 29.1

FR plywood 40 kW/m2 56.2 58.0 84.8

PIRF 25 kW/m2 14.8 8.9 31.9

OSB 25 kW/m2 159.6 9.0 33.0

FRP 25 kW/m2 ND ND ND

FR plywood 25 kW/m2 ND ND ND

Overall 70.4 19.0 44.4

TABLE 7—Peak HRR RSDr, and RSDR values.

Material Mean RSDr RSDR

PIRF 40 kW/m2 243.9 14.3 41.1

OSB 40 kW/m2 342.3 7.9 25.4

FRP 40 kW/m2 233 22.5 34.5

FR plywood 40 kW/m2 90.6 17.2 17.2

PIRF 25 kW/m2 195.3 7.7 29.5

OSB 25 kW/m2 239.5 25.3 30.5

FRP 25 kW/m2 NDa ND ND

FR plywood 25 kW/m2 ND ND ND

Overall 224.1 15.8 29.7

aND—values were not determined because the material did not ignite.
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TABLE 10—Total heat release RSDr, and RSDR values.

Material Mean RSDr RSDR

PIRF 40 kW/m2 21.2 31.7 34.4

OSB 40 kW/m2 56.3 13.1 30.7

FRP 40 kW/m2 10.4 29.1 69.1

FR plywood 40 kW/m2 42.2 22.3 39.6

PIRF 25 kW/m2 31.5 17.3 54.8

OSB 25 kW/m2 47.7 24.9 44.7

FRP 25 kW/m2 NDa ND ND

FR plywood 25 kW/m2 ND ND ND

Overall 34.9 23.1 45.6

aND—values were not determined because the material did not ignite.

TABLE 8—One-minute average HRR RSDr, and RSDR values.

Material Mean RSDr RSDR

PIRF 40 kW/m2 131.0 14.7 17.5

OSB 40 kW/m2 232.7 6.8 30.0

FRP 40 kW/m2 153.1 17.9 20.0

FR plywood 40 kW/m2 57.1 26.5 26.5

PIRF 25 kW/m2 114.3 5.0 6.6

OSB 25 kW/m2 168.9 14.3 37.8

FRP 25 kW/m2 NDa ND ND

FR plywood 25 kW/m2 ND ND ND

Overall 142.9 14.2 23.1

aND—values were not determined because the material did not ignite.

TABLE 9—Three-minute average HRR RSDr, and RSDR values.

Material Mean RSDr RSDR

PIRF 40 kW/m2 69.8 22.6 22.6

OSB 40 kW/m2 172.3 5.7 20.4

FRP 40 kW/m2 NDa ND ND

FR plywood 40 kW/m2 49.0 29.2 31.8

PIRF 25 kW/m2 65.0 9.1 20.8

OSB 25 kW/m2 127.3 11.4 31.0

FRP 25 kW/m2 ND ND ND

FR plywood 25 kW/m2 ND ND ND

Overall 96.7 15.6 25.3

aND—values were not determined because the material did not ignite.
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in Fig. 3; the differences between relative repeatability standard deviation and
relative reproducibility standard deviations for the ICAL are shown in Fig. 4.

Overall RSDr values for the ICAL are higher than for the cone calorimeter.
The differences are small for the time to ignition (a factor of 1.1) and are some-
what higher for the HRR related parameters (a factor of 1.9 for peak HRR, 2.1
for 1-min average HRR, and 2.8 for 3-min average HRR). The ICAL total heat
release values are higher than the cone calorimeter values by a factor of 2.7.

Overall RSDR values for the ICAL are also higher than for the cone calorim-
eter. However, the difference in values is less than for the repeatability standard
deviation values. The differences for the time to ignition are for a factor of 1.7, a
factor of 1.4 for peak HRR, 1.7 for 1-min average HRR, and 2.7 for 3-min aver-
age HRR. The ICAL total heat release values are higher than the cone calorime-
ter values by a factor of 4.

The differences between the RSDr and RSDR for the cone calorimeter indi-
cate higher values for the RSDr for both the cone calorimeter and the ICAL. The
values for the cone calorimeter are higher by a factor of 1.5 for the time to igni-
tion, 2.5 for the peak HRR, 2.0 for 1-min average HRR, 1.7 for the 3-min average
HRR, and 1.3 for the total heat release. The differences for the ICAL are a factor
of 2.3 for the time to ignition, 1.9 for the peak HRR, 1.6 for the 1-min average
HRR, 1.6 for the 3-min average HRR, and 2.0 for the total heat release. Obvi-
ously, the absolute RSDR values are much higher in comparison to the RSDR

FIG. 1—Overall relative RSDr values for the cone calorimeter and ICAL round-robins.
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values for the ICAL than they are for the cone calorimeter as indicated
previously.

The reasons for the differences can to some extent be deduced from the
data shown in Tables 1–10 and are discussed further in the following:

The first obvious reason that can be determined from Tables 1 is the differ-
ence in the number of tested materials. Any very high numbers affect the aver-
age value more when the number of tested materials is low than when it is high.

The second reason is that a much higher percentage of FR-treated materials
was used in the ICAL round-robin than in the cone calorimeter round-robin.
These materials show higher relative RSDr values than the non-FR-treated
materials. In the cone calorimeter round-robin, the typical FR-treated materials
were: FR plywood, polyisocyanurate foam, and FR-treated lumber, which
amounts to 19% of the materials. Although cellulosic insulation was also an FR-
treated material, this material is well homogenized, and does not show a high
result variation. The typical FR containing materials used in the ICAL round-
robin comprised 75% of the materials used and were: PIRF, FRP, and FR ply-
wood. The differences for the measured parameters between the overall relative
RSDr values that include FR-treated materials and the overall relative RSDr val-
ues that exclude the FR-treated materials (Diff. RSDr) are shown in Fig. 5. The
differences for the measured parameters between the overall relative RSDR val-
ues that include FR-treated materials and the overall relative RSDR values that
exclude the FR-treated materials (Diff. RSDR) are shown in Fig. 6.

FIG. 2—Overall relative RSDR values for the cone calorimeter and ICAL round-robins.
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Figure 5 shows that the effect of the percentage of FR-treated materials on
the overall RSDr values in the ICAL round-robin is significantly higher than in
the cone calorimeter round-robin. The exception is the peak HRR value, which
can probably be attributed to the low number of materials tested in the ICAL
round-robin. This result indicates that the high percentage of FR-treated
materials in the ICAL round-robin in comparison to the cone calorimeter round-
robin contributed to the higher RSDr values determined in the ICAL round-
robin. Figure 6 indicates that no clear effect of the percentage of the FR-treated
materials on the RSDR values can be identified based on the available data.

The third reason that can be inferred from the results of the round-robins
shown in Tables 1–10 is related to the selection of the materials in the ICAL
round-robin in association with the heat flux exposures at which the materials
were tested. No results were obtained for two FR-treated materials (FRP and FR
plywood) at 25 kW/m2 exposure because the materials did not ignite and gener-
ated no heat. It is not known how this affected the results other than signifi-
cantly reducing the number of measurements available for the statistical
analysis and the calculation of the overall RSDr and RSDR values.

The reasons for additional differences that cannot be deduced from the sta-
tistical analysis results are based on the round-robin coordinator’s observations,
and include the following:

FIG. 3—Differences between the overall relative RSDr values and relative RSDR values

for the cone calorimeter.
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1. The theoretical uncertainty is higher for the ICAL than for the cone calo-
rimeter because of additional measurements involved in the ICAL test
procedure for the determination of HRR and the derived parameters.
The most significant one is the dynamic uncertainty related to the mea-
surement of the natural gas flow to the radiant panel. This parameter
needs to be subtracted from the total HRR measured by oxygen
consumption.

2. The test procedure used in the ICAL round-robin was the one described
in the Technical Report version of the ISO document (ISO/TR 14696) [2].
Significant improvements, now included in the ISO ICAL standard [10],
were made to the apparatus. It is expected that the precision results of
any future ICAL round-robins will be significantly better.

3. The pre-round-robin calibrations that were required to be performed
prior to the ICAL round-robin were not performed in most of the labora-
tories because of time constraints and cost reasons. Any apparatus and
testing procedure problems were neither identified nor corrected prior to
the round-robin tests. These calibrations were, however, performed
under the coordinator’s supervision in the cone calorimeter round-robin.

4. The exposure fluxes in the cone calorimeter round-robin were 75 kW/m2,
whereas the fluxes used in the ICAL round-robin were 25 and 40 kW/m2.
It is known that lower flux exposures lead to larger variation measure-
ments of test results [7].

FIG. 4—Differences between the overall RSDr values and RSDR values for the ICAL.
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5. Some apparatuses used in the ICAL round-robin may not have fully com-
plied with the standard.

6. Numerous testing parameters in the cone calorimeter round-robin were
defined in a testing protocol developed by the project Consortium. These
requirements were aimed at defining the testing methodology beyond the
one described in the standard. This protocol was not followed in the
ICAL round-robin. One of the essential requirements of the cone calorim-
eter round-robin was to limit the duration of the tests to 15 min. This
limit significantly improved the total heat release precision results in that
round-robin. The durations of the tests in the ICAL were determined
based on the judgments of the laboratory personnel, as required in the
standard, and resulted in a larger variation of the total heat release
results.

7. Two of the participating laboratories had little prior experience with the
ICAL apparatus.

8. The ICAL test utilizes a large-scale calorimeter, which performed rela-
tively poorly in past round-robins. Janssens [7] reports RSDr values in
the ranges of 7%–83% for the peak HRR and 5.2%–94% for the total heat
release. Note: It is encouraging that the ICAL round-robin results
presented in this paper are better than the results of most of the past

FIG. 5—Differences for the measured parameters between the overall relative RSDr

values that include FR-treated materials and the overall relative RSDr values that

exclude the FR-treated materials.
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large-scale calorimeter round-robins. (The ranges of RSDr values were
7.7%–25.3% for the peak HRR and 13.1%–31.7% for the total heat
release.)

Suggestions for Improvements

Although the cone calorimeter precision results are better than those of the
ICAL, there is still room for improvement. The following improvements are sug-
gested in Ref. [5] to improve the cone calorimeter precision:
� The laboratories operating cone calorimeters should regularly check

whether all the components of their apparatus comply with the latest
version of the standard.

� A mechanism of control should be established to improve and maintain
the high quality of the cone calorimeter operation in commercial and
research laboratories.

� Improvements of the standards are necessary based on the findings of
this round-robin and other cone calorimeter related projects. Future
round-robins may reveal that even more improvements will be
necessary.

FIG. 6—Differences for the measured parameters between the overall relative RSDR

values that include FR-treated materials and the overall relative RSDR values that

exclude the FR-treated materials.
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� Although the cone calorimeter is already developed to a high degree of
quality, further improvements based on systematic research and devel-
opment might simplify its operation and make it less operator depend-
ent. However, the improvements should be selected very carefully and
not be overly based on a “black box” approach in which the operator
loses control over individual parameters of the apparatus operation.
Higher reliability and sufficient flexibility of operation are desired.

� One or more calibration material(s) should be developed and used for
frequent evaluation of the cone calorimeter performance. A material
bank should be maintained with a supply of the material(s) with known
(not necessarily constant) heat release properties.

Large- and intermediate-scale fire test round-robins are expensive. The
costs include the laboratory cost associated with large numbers of tests of large
samples on relatively complicated test methods, the cost of purchasing or
donating large numbers of specimens, and other costs. It has proven very diffi-
cult to conduct these large projects on a voluntary basis. The ICAL round-robin
and other similar projects noted in Ref. [7] showed that it is very difficult to con-
duct intermediate- and large-scale fire test round-robins in the way required by
ISO 5725 [4] or ASTM E691 [3] to determine precision. Therefore, the results
obtained in these round-robins do not reflect the true precision of the test meth-
ods. The repeatability and reproducibility values obtained are higher than their
true values for an unknown fraction. All efforts should be made in the future to
determine true precision of the fire test methods.

The recommendation based on the ISO ICAL round-robin [6] is that future
ISO round-robins, especially those involving large test methods, should be
adequately funded. Adequate funding allows the projects to be completed within
a reasonable time with more laboratories participating (three laboratories
dropped out of this project), provides for purchasing and testing appropriate
samples, and ensures project coordinator supervision of test apparatuses and
test procedures in the participating laboratories.

Summary

The comparison of the cone calorimeter and the ICAL precision data shows
higher ICAL overall RSDr values than those of the cone calorimeter. The differ-
ences are small for the time to ignition (a factor of 1.1), and somewhat higher
for the HRR related parameters (a factor of 1.9 for peak HRR, 2.1 for 1-min av-
erage HRR, and 2.8 for 3-min average HRR). The ICAL total heat release values
are higher than the cone calorimeter values by a factor of 2.7.

Overall RSDR values for the ICAL are also higher than for the cone calorime-
ter. However, the difference in values is less than for the RSDr values. The times
to ignition differ by a factor of 1.7, a factor of 1.4 for peak HRR, a factor of 1.7 for
1-min average HRR, and a factor of 2.7 for 3-min average HRR. The ICAL total
heat release values are higher than the cone calorimeter values by a factor of 4.

Some of the reasons for the difference in precision as determined in the two
round-robins are described in the paper. The reasons identified and suggestions
for improvements are similar to those suggested by Janssens [7], although his
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suggestions refer to repeatability only. The recommendations, based on the
analysis performed in this paper, might improve the results of future oxygen
consumption-based calorimetry fire test round-robins and their accuracy in
everyday operation. The main goal of the following recommendations is to
obtain round-robin results that would be as close as possible to true repeatabil-
ity and reproducibility of the test methods.

1. Ensure funding for samples, round-robin testing, and a competent pro-
ject coordinator prior to embarking onto a round-robin project.

2. Involve as many laboratories as possible, but not less than required by
ISO 5725 [4] to allow proper elimination of outliers and stragglers.

3. Include as many materials as possible, but not less than required by ISO
5725 [4].

4. Select materials with a wide range of HRR and limit the number of fire
retardant-treated materials to a small percentage (up to 25%) of all the
materials used.

5. Define the testing protocol as precisely as possible and define the time
of the test duration.

6. Ensure that the testing equipment, data reduction software, and test
methodologies in all the laboratories strictly follow the standard. A pro-
ject coordinator’s visits to all laboratories are useful to ensure
compliance.

7. Require pre-round-robin calibrations including: (a) determining trans-
port times, response characteristics, noise, and drift of the individual
instrument; (b) performing multiple gas burner or liquid pool fire HRR
calibrations to reduce bias systematic errors; and (c) performing tests
with standard reference materials to verify uncertainty estimates, or use
homogenous materials with known consistent fire test results.

8. Carefully analyze the results of the pre-round-robin calibrations and
communicate any problems to the laboratories.

9. Insist that all the problems be corrected before the laboratories start the
round-robin testing.

10. Provide to the laboratories detailed instructions describing which side
of the materials should be tested and how the samples should be ori-
ented if they include joints or any other nonuniformities.

11. Provide detailed instruction to the laboratories on what/which measure-
ments need to be recorded during the tests, what parameters should
reported, and how the results should be reported.
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Morgan J. Hurley1

Uncertainty in Fire Protection Engineering
Design

ABSTRACT: The SFPE Engineering Guide to Performance-Based Fire

Protection defines “uncertainty” as “the amount by which an observed or

calculated value might differ from the true value.” In engineering, there are two

types of uncertainly: epistemic and aleatory. Epistemic uncertainty is uncer-

tainty due to lack of (complete) knowledge. Aleatory uncertainty is uncertainty

due to random variation. At present, no single, widely accepted methodology

exists for dealing with uncertainty in fire protection engineering. This paper

reviews the sources of uncertainty that are present in fire protection engineering

and methods that are used to address them.

KEYWORDS: uncertainty, fire models, model validation

Introduction

Fire protection engineering frequently requires predictions of what might occur in
a fire. Predictions might include the fire size and growth, resulting hazards,
response of fire protection, or effects on people or property of the hazards created.

These predictions are generally developed through the use of fire models,
which range in sophistication from simple algebraic correlations that can be
solved with a hand calculator, to zone models or lumped parameter models that
represent a space as a small number of elements (typically two or three), to
computational fluid dynamics or field models which approximate a space as a
large number of discrete volumes, potentially thousands or millions.

However, all fire models are approximations of reality. The difference
between these approximations and reality can be called “uncertainty.” While
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uncertainty is omnipresent, it was not until the turn of the present century that
it was identified as an important issue to address in fire protection engineering.
Since then, there have been several suggestions for how to address this uncer-
tainty. This paper reviews these proposals.

What is “Uncertainty”?

The SFPE Engineering Guide to Performance-Based Fire Protection [1] defines
“uncertainty” as “the amount by which an observed or calculated value might differ
from the true value.” In engineering, there are two types of uncertainly: epistemic
and aleatory.

Epistemic uncertainty is uncertainty due to lack of (complete) knowledge.
For example, it may not be possible to calculate precisely a post-flashover fire
temperature due to imprecision of models and input values. It is possible to de-
velop estimates; however, these estimates will not be exact, even if the input var-
iables are well-known. Epistemic uncertainty can be reduced by gaining
additional information or knowledge.

Aleatory uncertainty is uncertainty due to random variation. For example,
sprinklers may have slight variation in activation temperature and sensitivity, even
if they come from a single assembly line. Listing standards may specify that these
factors vary by no more than a certain amount, but it is impossible to reduce this
uncertainty without changing the way the sprinklers are manufactured. Whether a
coin toss will result in heads or tails is a form of aleatory uncertainty. No amount
of additional research or information would reduce aleatory uncertainty.

In fire protection engineering, uncertainty primarily arises from the follow-
ing sources [1].

Theory and Model Uncertainties

Fire models are frequently used in fire protection engineering analysis. While
these models are essential tools in fire protection engineering, they also may
introduce uncertainty. Calculation methods may be based upon an incomplete
or less than perfect understanding of the underlying science.

For example, an empirically derived correlation may be based upon data
from experiments that were conducted under a certain range of conditions.
Without additional analysis, it is unknown how well the correlation would per-
form outside of this range. Similarly, in some cases, simplifications may be
incorporated into a model or correlation based on an assumption that it will
only be used within a limited set of conditions.

Data and Model Inputs

The data used as input into models or correlations is subject to uncertainty. For
example, it may not be possible to precisely determine some material proper-
ties. The flashpoint of a flammable liquid provides an example—for any given
flammable or combustible liquid, use of an open cup apparatus may yield a dif-
ferent measurement than use of a closed cup apparatus.

As input data becomes more complex, uncertainty can also become magni-
fied. Burning rates used as input into a fire model illustrate this concept. If the
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data used was gathered in a manner that is not similar to the scenario being
modeled, uncertainty may result.

Calculation Limitations

Even in cases where the science underlying a model or correlation is well under-
stood, simplifications may be incorporated to enable the model or correlation to
be solved in a reasonable amount of time. For example, there are several techni-
ques available for modeling room fires. Both zone models and field models are
approaches for solving simultaneous equations of conservation of mass, mo-
mentum, and energy. The discretization technique employed in both types of
models results in solutions that are approximate but never exact.

Fire Scenario Selection

Fire scenarios are generally used for the analysis of performance-based designs.
Uncertainty may be introduced if the design fire scenarios selected do not repre-
sent the range of fires that might occur.

Uncertainty in Human Behaviors

Human behavior is a highly stochastic phenomenon. There are a number of
actions that people may take in response to a fire. Many analyses do not address
these actions. Where human behavior is considered, uncertainty can be intro-
duced due to its stochastic nature.

Uncertainties in Risk Perceptions, Attitudes, and Values

This type of uncertainty pertains to the selection of objectives and performance
criteria. In some cases, it may be difficult to accurately assess the level of safety
that is desired by the stakeholders of a fire protection design. Determining the
tolerable risk to life from fire in a building is a classical example.

All of these sources could be expected to contribute uncertainty to fire pro-
tection design. However, uncertainties in risk perceptions, attitudes and values
would only be of concern in cases where a full risk assessment is performed.
For comparative analysis, whether performed on a hazards (deterministic) basis
or on a risk assessment basis, uncertainties in risk perceptions, attitudes and
values are generally not of concern. This is because a proposed alternative
design is generally compared to a code compliant design, and the underlying
prescriptive code is generally accepted as providing a level of fire performance
that is acceptable to society.

Uncertainty can arise from a number of sources. There are a number of techni-
ques that can be used to compensate for uncertainty in fire protection engineering.

Notarianni

One of the first people in the fire protection engineering profession to recognize
the importance of formally addressing uncertainty was Kathy Notarianni. Nota-
rianni observed that decisions based on fire protection engineering calculations
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generally impacted public health, safety and welfare, so it is important to
address uncertainty to increase confidence in engineering decisions [2].

Notarianni focused on the issue of switchover. Switchover occurs when a
predicted outcome changes from a determination that is acceptable to a deter-
mination that is not acceptable. Notarianni identified seven aspects that could
cause switchover.

1. Uncertainty in the selection of performance criteria. Performance crite-
ria are the metrics that are used to determine the acceptability of a
performance-based design. Performance criteria are frequently devel-
oped on an ad hoc basis, and the values used may not adequately address
all people or items that a design purports to protect.

2. Uncertainty in design fire selection. Design fires represent the “loads”
that a performance-based design must withstand. Like performance cri-
teria, design fires are typically selected by a design team. While designers
generally wish to select bounding fire scenarios, the design fires that are
used may not bound all possible fires that could occur.

3. Human behavior in fire. Many performance-based fire protection designs
are intended to protect people from fire. However, human behavior in fire
is highly stochastic. Mobility and cognitive disabilities can affect a per-
son’s actions leading to or following a fire. Failure to address this variabili-
ty can lead to designs that are not safe for some fraction of the population.

4. Fire models have limitations. As simplifications of reality, all predictive fire
models have some limitations. Failure to recognize and address these limita-
tions can result in predictions that differ from what would physically occur.

5. Model output. Even when fire models are used within their limitations,
there is uncertainty in their predictions. While fire models can produce
output with several significant figures of precision, their output is an
approximation of what might occur in a fire.

6. Working outside one’s expertise. Performance-based design may involve a
number of analyses, such as predictions of fire size, detector response,
suppression effectiveness, human behavior, or response of other targets.
Not all fire protection engineers are proficient in all of these areas. In some
cases, an engineer may unwittingly work in an area outside of their exper-
tise. This can lead to well-intended decisions that are actually unsafe.

7. System reliability. No method of fire protection is totally reliable. Published
estimates of system reliability can vary widely [3]. How well this reliability
is addressed, particularly for deterministic analyses, can lead to uncertainty.

Notarianni proposes a 10-step process for addressing uncertainty in
performance-based designs. This process is placed in the context of the broader
fire protection design process established in the SFPE Engineering Guide to
Performance-Based Fire Protection [1].

Steps 1–3: Define Scope, Goals, and Objectives

The scope contains an identification of occupant and building characteristics. If
changes in the occupant or building characteristics could cause switchover, the
values at which this could occur should be identified.
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The project goals address loss tolerance. The tolerability of loss can vary
depending upon the perspective of the stakeholder. Because goals form the ba-
sis for performance criteria, changes in goals could change the metrics that are
used to judge a performance-based design. If a value, attitude or risk perception
could vary, and if this variation could cause switchover, this possibility should
be identified. Similarly, objectives, which are a quantification of loss tolerance,
could vary, and the ability of this variance to cause switchover should be
identified.

Step 4: Statement of Performance

Notarianni recommends developing probabilistic performance criteria, which
would be used to judge the adequacy of a design. Probabilistic performance cri-
teria would contain four elements: probability, time, value, and threshold.

Step 5: Develop a Distribution of Design Fire Scenarios

Notarianni recommends developing a distribution of design fire scenarios that
represent the types of fires that might occur and their frequencies. The distribu-
tion should be large enough that the tails of the distribution are included. Devel-
oping this distribution consists of five major elements: (1) selecting calculation
procedures, (2) identifying uncertain input parameters, (3) generating a distri-
bution of design fire scenarios, (4) defining distributions of other input parame-
ters, and (5) selecting a sampling method.

Step 6: Develop Trial Designs

Notarianni does not recommend any treatment of uncertainty at this step.

Step 7: Evaluate Candidate Designs

Using a distribution of design fire scenarios, each weighted by its probability of
occurrence, will result in a distribution of outcomes. This distribution will also
be affected by variability in input values and reliability of fire safety systems.
The distribution of outcomes would be compared to the probabilistic perform-
ance criteria.

Some conclusions will be more sensitive to uncertainty than others. Nota-
rianni recommends considering the potential impact of uncertainty on each of
the four elements of performance criteria: probability, time, value, and thresh-
old. Those aspects that could cause switchover should be given attention.

Notarianni recommends comparing a minimum of two different design
strategies. One could be a code-compliant design when an equivalency is
sought, or both could be designs developed as proposed solutions. The distribu-
tion of outcomes for each solution would be compared to determine which solu-
tion would be preferred and under which conditions.

Many values that are used in the evaluation of design strategies will be sub-
ject to uncertainty. Notarianni recommends ranking these values in order of
those that contribute the most uncertainty to the final outcome. The values that
contribute the most uncertainty would then be given the most attention.
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Step 8: Judge the Design Based on the Four Elements of Performance

A design would only be acceptable if all four elements of performance are satis-
fied: probability, time, value, and threshold. Notarianni further recommends
that for analyses where the uncertainty is very large, societal, and policy input
would be necessary.

Steps 9 and 10: Select a Final Design and Prepare Documentation

Notarianni does not recommend any treatment of uncertainty at these steps.

Lundin

Lundin [4] evaluated the predictive capability of smoke transport models. As
part of this evaluation, he investigated the model error and the effect of model
error on predictions. By developing an understanding of the model error, it
would be possible to adjust model results to improve the quality of predictions.

Lundin also observed that model predictions are subject to uncertainty, and
failure to consider this uncertainty can result in designs that are either unsafe
or unnecessarily expensive to build. Lundin defined four sources of uncertainty:
(1) resources, (2) assumptions and decisions, (3) models, and (4) input data.
Resources are generally externally imposed: such as the time that is available to
conduct an analysis or the quality of the tools that are available.

Lundin’s approach is based on comparison of model prediction with test
measurements, which others have called “validation.” He suggests the following
criteria for conducting this comparison:
� An appropriate model is selected for comparison with observed results.
� The model is used correctly and the output is correctly interpreted.
� The model output data are consistent with the form of the observed data.
� The experiments used are representative of the scenario being modeled.
� The experiments were not used in the development of the model.
� The spatial locations of the observations and prediction are coincident.
Model error is determined through the comparison of experimental data

with model predictions. Additionally, by considering possible variation in input
and output data (e.g., spatial and temporal variation), a probabilistic represen-
tation of model error can be developed. A confidence value (e.g., 95%) can be
selected, and only predictions that exceed performance criteria at the level of
confidence desired would be considered acceptable.

SFPE Engineering Guide to Substantiating a Fire Model
for a Given Application

The most recent guidance on how to compensate for uncertainty in fire models
is the SFPE Engineering Guide to Substantiating a Fire Model for a Given Applica-
tion [5]. This guide was written to apply to fire models ranging in sophistication
from algebraic correlations to computational fluid dynamics models.

The guide recommends a five-step process for determining the suitability of
a fire model. These steps include defining the problem, selecting a candidate
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model, verifying and validating the model, determining the impact of uncer-
tainty and user effects on the model results, and finally, documenting the model
evaluation. This process is illustrated in Fig. 1.

Definition of the Problem of Interest

The first step described in the guide is to define the problem of interest. This def-
inition includes the relevant phenomena and key physics, collecting available
information and identifying the analysis objectives.

Available information might include geometry, timeline, materials relevant
to the problem of interest and relevant material properties, initial and boundary
conditions, and analysis objectives.

FIG. 1—Fire Model Selection Flow Chart (see Ref. [5]).
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Select a Candidate Model

The next step identified in the guide is to select a candidate model. The guide
recommends three major considerations for selecting a candidate model: deter-
mining the available model inputs, identifying the desired model outputs, and
determining the available resources.

Determining the available model inputs requires the model user to identify
the inputs that are available for a given problem and to identify the inputs that
are not available but must be acquired before proceeding with an analysis. In
cases where not all of the input data required by a model are available, the guide
recommends three possible options:
� Perform preliminary calculations aimed at identifying the value of that

specific variable.
� Make a reasonable assumption as to the range of values that the input

could have and then perform a sensitivity analysis to determine the
effect on the model results of changing that variable.

� Conduct experiments to obtain a value for the input.
There is often more than one model available that may provide a sufficiently

accurate solution to a problem. In such cases, model selection can be based
upon the resources that are available to run the model. While a CFD model may
provide benefits, such as the ability to more exactly represent the geometry of a
space and better visualization tools than a zone model, it may not always pro-
vide a more accurate solution to a problem. If time constraints and lack of com-
puter resources prohibit a thorough sensitivity analysis using CFD, then for
some problems it might be more appropriate to use a zone model or algebraic
model in order to more thoroughly address uncertainty.

The guide suggests developing a resourcing plan that follows the following
steps before starting large fire modeling projects:
� Determine the number of simulations needed to address any sources of

uncertainty.
� Determine the amount of time required to run a simulation on the avail-

able computational resources.
� Determine whether or not several simulations can be run simultaneously.
� Determine the available time before the project must be completed.

Verification and Validation

Prior to using a model for a particular problem, the guide recommends deter-
mining whether the model is capable of generating a useful result. The formal
process by which this is demonstrated is verification and validation (V&V).

Verification ensures that the model is working as designed, i.e., that the
equations are being properly solved. It essentially is a check of the mathematics.
Model verification serves two purposes. First, it ensures that the mathematical
equations have been properly implemented. Second, it ensures that the model
user understands the assumptions of the model.

The guide suggests that, at a minimum, model users should read the model
documentation that describes efforts made by the developers to verify the
model. Then, the user should supplement the work performed by the developers
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to better address the specific application under consideration. The guide sug-
gests a number of exercises that the model user can perform to supplement the
verification efforts of the developers:
� Verify the basic functionality of the model—This typically involves cre-

ating simple test cases and comparing the model results to known ana-
lytical solutions.

� Verify consistency of input parameters—The user should address the
appropriateness of input values, especially as they are used collectively.

� Verify that the input parameters are appropriately used—This generally
involves studying the model documentation and diagnostic output.

� Verify the range of validity for input parameter values—Some values of
the input parameters are only valid within a certain range. The model
user should confirm that the input values are consistent with the under-
lying physical assumptions or experimental conditions.

� Verify consistency of results—In short, this involves demonstrating that
the results make sense.

Verification ensures that the model is working as designed; that the equa-
tions are being properly solved. It essentially is a check of the mathematics. Val-
idation is a check of the physics, i.e., whether the equations are an appropriate
description of the fire scenario. Most often, validation takes the form of compar-
isons with experimental test data.

Typically, model validation involves a large amount of data—both in terms
of model predictions and experimental measurements—and it can be difficult to
succinctly display the results of the study. If all the experimental measurements
can be quantified by the same total uncertainty, then a simple graph can be
made to summarize the validation exercise. The graphs can indicate the uncer-
tainty in the experimental data. If the model predictions lie within the band
defined by the experimental uncertainty, then it cannot be said that the model
predictions differ significantly from the measured data.

If the model predictions lie outside the uncertainty interval, this does not
necessarily mean that the model is unsuitable. In such cases, the trend in the
model’s predictive ability needs to be evaluated in the context of the intended
use.

User Effects

Once the verification and validation have been conducted, the next step is to
focus on the uncertainty that arises in model predictions due to the use of a pre-
dictive model. The guide notes that possible sources of uncertainty include defi-
nition of the model space or computational domain, simplifying assumptions
(in the application of the model), and the choice of input parameters. The result
is a propagation of “error” or uncertainty through the model that should be
understood, at minimum, at a qualitative level, but preferably, quantitatively.

In addition to uncertainty that exists within the model, the input data can
introduce uncertainty into the model calculation. Input data, often based on
assumed values or experimental data, is subject to many sources of uncertainty,
including uncertainty in theory (for deriving the parameter) and measurement.
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Such uncertainty in input imposes a limit on the confidence in model output.
Variation in one or a combination of input parameters may substantially alter
the model outcome. Treatment of uncertainty in the assumptions and input
that define a problem is an important component of analysis that the modeler
should address.

The guide suggests several methods of dealing with uncertainty introduced
through the use of models.
� Performance Criteria. Fire models are often used as part of a fire protec-

tion design process in which the results are evaluated against threshold
values of certain quantities or metrics, also known as performance cri-
teria. The conclusions that may be drawn from an analysis are limited
by the predictive accuracy of the model as well as the potential uncer-
tainty in the input parameters. Performance criteria thresholds could
account for limitations in the models and input.

� Safety Factors. Safety factors and margins of safety are used to provide
a buffer to allow for uncertainty in the fire protection design process. A
safety factor is a multiplier of a prediction for reference against a
threshold or criterion. Safety margins are additive, not multiplicative.

� Sensitivity Analysis. A sensitivity analysis determines the relationships
between the uncertainty in the input variables and the uncertainty in
the resultant output. A sensitivity analysis provides information regard-
ing how the uncertainty in the output of a model can be apportioned to
different sources of variation in the input of a model. Sensitivity analy-
sis allows the identification of those parameters that are most important
to the outcome. It does not necessarily provide information regarding
the value that should be used, but it can show the impact of using differ-
ent values.

� Parametric Analysis. In a parametric analysis, a special form of a sensi-
tivity analysis, detailed information of the effect of a certain input vari-
able on model output is examined by systematically varying the input
value of that variable, while holding others constant. A parametric anal-
ysis may be useful if detailed information regarding the potential varia-
tion of the input variable is unknown.

� Bounding. Bounding is a form of sensitivity study that evaluates the
consequences of the extremes of possible values of an uncertain input
quantity. If the outcome values at both extreme ends of the range of the
uncertain input are acceptable relative to some criteria, further sensitiv-
ity analysis may be avoided. Bounding can be applied to not only input
parameters but also selection of boundary conditions.

� Differential Analysis. For some models or systems, it is possible to solve
directly for the partial derivative of the predicted values with respect to
each of the input variables. The set of partial derivatives measures the
sensitivity of the solution with respect to changes in the input parame-
ters. A differential analysis has the advantages of being very quick and
requiring very few resources to implement.

� Power Dependence. Less formal than differential analysis, power de-
pendence assesses the proportionality or power-dependence of a model
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target output to an input parameter. By examining the relationship of
model output to input, the user will be able to identify the relative im-
portance of the input. As a result, the user may be able to focus on refin-
ing the estimate for a “more” important input variable, while accepting
perhaps a higher variability in a “less” important variable.

Once the modeler has determined that a model is appropriate for a given
application, the modeler would likely use one or more of the methods decried
above to address uncertainty that is introduced through use of the model. Since
fire models are generally used in the context of a larger analysis—like a design
or a forensic investigation—the SFPE Engineering Guidelines for Substantiating
a Fire Model for a Given Application do not mandate any specific method for
addressing uncertainty. The SFPE Engineering Guidelines for Substantiating a
Fire Model for a Given Application do not specify a single method for addressing
uncertainty since other standards or guides that are applicable to the larger
analysis might contain requirements for addressing uncertainty.

Discussion

Because of the potential impact on public health, safety and welfare, it is impor-
tant to consider uncertainty that is introduced when fire models are used to sup-
port fire protection engineering. Each of the methods that have been suggested
has advantages and disadvantages.

Notarianni was the first person to develop a comprehensive method for han-
dling uncertainty. However, the probabilistic nature of her methodology means
that it is only useful for designs that are prepared on a probabilistic basis. At
present, and for the foreseeable future, probabilistic designs are usually only
performed in some specialized areas: e.g., the chemical process industry and
nuclear power plant design. In other applications, probabilistic performance
criteria are not available, as many stakeholders do not wish to acknowledge
risk.

The method that Lundin developed is very labor intensive, and hence diffi-
cult to apply for use in an individual project. The approach could presumably
be applied to a model by either the model developer or some third party. How-
ever, it is unlikely that this type of work would be undertaken without some fi-
nancial incentive.

The approach published in the SFPE Engineering Guide to Substantiating a
Fire Model for a Given Application is intended to be tractable as an adjunct to a
larger project. The downside is that the model suitability would be narrowly
established; however, for a given project this would be sufficient.
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Fire Pattern Repeatability: A Study in
Uncertainty

ABSTRACT: The National Institute of Standards and Technology (NIST) is

conducting a multi-year study, with the support of the National Institute of

Justice (NIJ) and the NIST Office of Law Enforcement Standards (OLES), to

examine the repeatability of fire patterns. The primary objective of the study

is assessing the repeatability of fire patterns on gypsum board exposed to a

limited range of source fires. The focus of this paper is an overview of the

uncertainties of the measurements. The study required the use of a variety of

measurements to determine the repeatability of the source fires in terms of

heat release rate, temperature, heat flux, and flame height. Replicate source

fire experiments were conducted in an oxygen consumption calorimeter in

order to examine the repeatability of the fires in terms of the heat release

rate. The flame movement and height for each fire were recorded with photo-

graphs and videos. The fire pattern experiments were conducted in a three-

walled structure with a full floor and partial ceiling constructed from wood

framing and lined with painted gypsum board. The source fires were posi-

tioned against the rear wall, midway along its length. Replicate experiments

were conducted with each fuel. The fire patterns were documented and ana-

lyzed for repeatability. The fire pattern height results are then compared to

the mean flame height results to examine the level of agreement.

KEYWORDS: burn patterns, fire experiments, fire investigation, fire patterns,

flame height, heat release rate
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Introduction

Fires are investigated in order to determine the “origin and cause” of the fire
and, in some cases, to determine who was responsible for setting the fire. The
fire investigation process must follow the scientific method as documented in
NFPA 921, Guide for Fire and Explosion Investigations [1]. There are numerous
textbooks on the subject of conducting a fire investigation [2–7]. The NFPA
guide and the texts provide information to a fire investigator collecting data
from the scene, analyzing the data, and developing a hypothesis about a fire.

Patterns produced by a fire are, in many cases, a significant portion of the
data collected at the scene. One of the basic methods of documenting the fire
scene is to photograph fire patterns. As noted by Icove and DeHaan, “the ability
to document and interpret fire patterns accurately is essential to investigators
reconstructing fire scenes…” [5]. A fire pattern is defined in NFPA 921 as “the
visible or measurable physical change, or identifiable shapes, formed by a fire
effect or group of fire effects” [1]. Various types of fire patterns, such as “V-
shaped,” “hour-glass,” and “inverted cone,” have come from common observa-
tion of the pattern shape at actual fire scenes. Generally, the observations are
qualitative in nature.

Previous fire pattern research by the National Institute of Justice (NIJ), the
National Institute of Standards and Technology (NIST), and the United States
Fire Administration (USFA) has shown that fire patterns provide data useful for
the determination of fire origin. The reports noted the impact of ventilation on
the development of the burn patterns [8,9]. A large number of other factors
affect the formation of these patterns: burn time, heat release rate of the fire
source, fire exposure, target fuel composition, adjacent fuel(s), compartmenta-
tion, and flashover, to name a few. Given the limited number of experiments in
the literature and the large number of variables involved, it has been difficult to
fully understand a cause and effect relationship between the fire scenarios and
the resulting patterns.

In 2009, the National Research Council of the National Academies (U.S.)
published a report identifying the research needs of the forensic science com-
munity. In the field of fire investigation, one of the specific needs identified was
“…much more research is needed on the natural variability of burn patterns
and damage characteristics and how they are affected by the presence of
various accelerants” [10]. Previously, the Fire Protection Research Foundation
convened a Research Advisory Council on Post-fire Analysis in 2002. Recom-
mendations for research and development in their white paper included
“advance the capabilities of computational fluid dynamics fire modeling, partic-
ularly as applied to fire ignition scenarios and fire pattern development and
interpretation” [11].

A multi-year study to examine the repeatability of burn patterns has been
started. In order to examine the repeatability of the burn patterns, the repeat-
ability of the initial fires that cause the damage must be well characterized. This
paper focuses on the uncertainties involved with the measurements of the fires
and how these may be addressed when compared with results of the pre-
flashover fire pattern repeatability experiments.
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Technical Approach

A series of experiments were conducted to characterize a range of representa-
tive pre-flashover fires that can be expected from intentional and accidental resi-
dential fires. A fixed fire source footprint, 30.5 cm square, was chosen for this
study and a range of common fuels was selected. The fires were positioned
under an oxygen consumption calorimetry hood to determine the heat release
rate. Heat release rate, flame=plume temperatures, and total heat flux from the
flames were measured and flame movement and height were recorded with pho-
tographs and videos. Given the focus on residential fires, small source fires were
selected so that the burn pattern would be limited to less than 2.4 m in height.
Replicate experiments were conducted with each of the fuels, in order to exam-
ine the repeatability of the fires and to quantify the variability in the flames.

Fuels

Three different fuels were used in this study. Experiments were conducted with
a natural gas fueled burner, a liquid fueled pan fire, and a solid fuel. Natural gas
was chosen as a fuel because it is used for calibrating the oxygen depletion calo-
rimeters in NIST’s Large Fire Laboratory. Therefore, the heat content of the gas
was monitored and mass flow controlled to provide a heat release rate based on
fuel mass flow for comparison with the heat release rate values measured with
the calorimeter. The gas burner arrangement provides the most idealized fire, in
the sense that it can be ignited and brought up to a near steady state heat
release rate within a few seconds and then, just as quickly, be shut down. This is
important in future phases of the study for determining the amount of energy
transferred to the exposed surface.

Gasoline was the fuel of choice for the liquid fueled pan fire. Gasoline is not
an ideal fuel to use in experiments because it is a mixture of components and
additives that are specific to manufacturers, changes from season to season,
and varies based on requirements or restrictions of the locality. However, fire
incident data shows that gasoline was the first item ignited in the majority of
intentional fires where flammable or combustible liquids were used [12]. In
addition, data from forensic laboratories, collected by Babrauskas and others,
indicates that gasoline is the most prevalent accelerant found as part of the
analysis of fire debris samples [13,14].

Polyurethane foam was chosen as the solid fuel. According to the Polyur-
ethane Foam Association, flexible polyurethane foam is the most widely used
cushioning material in upholstered furnishing and mattresses. More than
1.7� 109 pounds are produced in the U.S. every year [15,16]. In Rohr’s study,
“Products First Ignited in U.S. Home Fires,” upholstered furniture and mat-
tresses and bedding were the first items ignited in 33% of the fatal fires in the
U.S. based on averaged data from 1999 through 2002 [17].

The natural gas burner was 30.5 cm on a side and the top surface of the
burner was 7.5 cm above the floor. The shell of the burner was made from steel
and filled with “pea sized” gravel with an average diameter of 6 mm. A steady
state heat release rate of approximately 80 kW was used for the experiments.
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The gasoline pan fire used 500 mL of unleaded 87 octane gasoline. The pan
was constructed from 6 mm thick steel. The inner dimension of the pan was
30.5 cm on a side and 1.9 cm high. The pan was elevated in order to bring the
pan lip height up to 7.5 cm above the floor. The 500 mL of gasoline had a fuel
depth of 5.5 mm and provided a burn time of approximately 300 s.

The solid fuel was composed of polyurethane foam, with a density of
approximately 23 kg=m3. Each block of foam was 30.5 cm on a side and was
7.5 cm thick. The bottom and sides of the foam block were wrapped in alumi-
num foil to prevent the fuel from moving or spreading as it burned to ensure
that the fuel area remained the same the gasoline and natural gas.

Fire Source Characterization

The fire source heat release rate experiments were conducted in the NIST Large
Fire Research Laboratory’s 3 m� 3 m oxygen consumption calorimeter. This
apparatus follows the methodology of ASTM E 2067-08, Standard Practice for
Full-Scale Oxygen Consumption Calorimetry Fire Tests [18]. The fires were cen-
tered under the hood of the calorimeter and positioned in an open steel frame
which provided support for the thermocouples and heat flux sensors. All of the
data was recorded at intervals of 1 s on a computer based data acquisition sys-
tem. A selection of the data is presented in the following sections.

Instrumentation and Measurement Uncertainty

The NIST Large Fire Research Laboratory’s 3 m� 3 m oxygen depletion calo-
rimeter has an estimated peak heat release rate capacity of approximately 700
kW. Details on the operation and uncertainty in measurements associated with
NIST’s 6 m� 6 m oxygen consumption calorimeter were documented by Bryant
et al. [19]. Many of the same instruments are shared between the two calorime-
ters and calibration burns are conducted during each experimental series. As a
result, the expanded uncertainty of this device has been estimated as 611% on
the measured heat release rate.

Water-cooled, Schmidt-Boelter total heat flux gauges were used to measure
the heat flux. The sensing surface of the heat flux gauges were located 0.95 m hor-
izontally from the center of the burner=fuel and 0.50 m above the top of the bur-
ner=pan lip=fuel surface. The manufacturer reports a 63% calibration expanded
uncertainty for these devices [20]. Results from an international study on total
heat flux gauge calibration and response demonstrated that the uncertainty of a
Schmidt-Boelter gauge is typically 68% [21]. The gauges were mounted to
uprights of the steel instrumentation support frame on opposite sides of the fire.

The fires were centered under the hood of the calorimeter on a non-
combustible platform measuring 0.91 m� 1.2 m� 12 mm thick supported by
the load cell. The load cell had a resolution of 1.0 g [22]. The expanded uncer-
tainty is estimated to be 65%.

Gas temperatures were measured with exposed-bead, Chromel-Alumel
(type K) thermocouples, with a 1.0 mm nominal diameter. Starting from the
exposed bead, the thermocouple wire was sheathed in a 3.2 mm diameter
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Inconel shield, 0.76 m in length. The standard uncertainty in temperature of the
thermocouple wire itself is 62.2 �C at 277 �C and increases to 69.5 �C at 871 �C
as determined by the wire manufacturer [23]. The variation of the temperature
in the environment surrounding the thermocouple is known to be much greater
than that of the wire uncertainty [24,25]. Small diameter thermocouples were
used to limit the impact of radiative heating and cooling. The estimated com-
bined expanded uncertainty for temperature in these experiments is 615%.

A schematic drawing of the instrumentation arrangement is shown in
Fig. 1. The thermocouples were mounted on a steel frame. The frame enabled

FIG. 1—Source fire flame and plume instrumentation apparatus which was centered

under the 3 m by 3 m oxygen consumption calorimeter. The heat flux gauges were facing

toward the center of the burner=fuel area.
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the thermocouples to be installed at 10 cm intervals from 10 cm to 120 cm above
the burner=pan lip=fuel surface. At each 10 cm interval, there were five thermo-
couples: one centered above the burner=fuel surface and one centered above
each edge of the burner=fuel surface, for a total of 70 thermocouples. A plumb
bob and steel tape measure, with a resolution of 60.5 mm, were used to position
and align the thermocouples. The expanded uncertainty for the location of each
thermocouple tip is estimated to be 62.5%. The same applies to the location of
the heat flux sensor surfaces.

Heat Release Rate

Figures 2–4 are graphs showing measurement results of heat release rate versus
time for the natural gas, gasoline, and polyurethane foam fueled fires. In each
graph, the replicate heat release time histories are overlaid to give a sense of the
experimental repeatability for each fuel.

On each fuel’s averaged heat release rate curve, a bar representing the 95%
confidence level (2r), based on a Type A evaluation of the uncertainty is pro-
vided [26]. A Type A evaluation of the uncertainty is any statistical analysis of
the data from a series of observations. In this case, the evaluation assumed a
normal distribution of the data such that doubling the calculated standard devi-
ation (2r) would yield a confidence level of approximately 95%.

The natural gas burner provided the most repeatable results, with an aver-
age steady state heat release rate of approximately 80 kW, 69 kW, with an aver-
age total heat release of approximately 23.3 MJ, 61.6 MJ, over a 300 s period.
The gasoline, based on the average over a 30 s interval bounding the peak heat
release rate of each of the 17 experiments provided an average peak heat release

FIG. 2—Heat release rates versus time for natural gas burner experiments.
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rate of approximately 80 kW, 624 kW. The total heat release of the gasoline
over the 300 s period after ignition was approximately 13.6 MJ, 60.6 MJ. The
polyurethane foam demonstrated the largest variability, as shown in Fig. 4, of
the three fuels in terms of peak heat release rate and time to peak heat release.
Averaging over a 15 s interval bounding the peak heat release rate from each of
the ten experiments yielded an average peak heat release rate of approximately

FIG. 3—Heat release rates versus time for gasoline fueled experiments.

FIG. 4—Heat release rates for polyurethane foam fueled experiments.
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45 kW, 621 kW. The total heat release over the 300 s period after ignition was of
4.1 6 0.2 MJ.

Temperatures

Plots of the centerline temperatures averaged over the replicate experiments for
each of the fuels are presented in Figs. 5–7. The number following “TC” in the
legend of the graphs represents the height of the thermocouple in increments of
10 cm (or dm) above the fuel surface. The natural gas temperatures were averaged
over a “steady-state” burning period, as reflected by the data in Fig. 5. The temper-
ature differences between the vertical thermocouple locations, for locations
greater than 20 cm above the fire location, begin to decrease as the distances from
the top of the burner increase. This trend is also similar for both the gasoline fires
and the polyurethane foam fires. The most notable difference between the natural
gas and the other fuels is the growth and decay of the fire during the test period.

Flame Heights

Each of the experiments was photographed with a digital single lens reflex cam-
era, fixed on a tripod, with the capability of capturing at least five images per
second. A video camera was located adjacent to the camera, recording images
at approximately thirty 30 frames per second (fps). In this paper, the mean
flame height for each fuel was estimated from a measurement of the uppermost
continuous flame tip from the still photographic images and analysis of the
video frames.

FIG. 5—Averaged centerline temperature for the natural gas source fire characterization

experiments. The number following the “TC” represents the height of the thermocouple

in decimeters above the surface of the burner.
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Examples of the photographic images are presented in Figs. 8 and 9. Figure
8 presents a photograph of the natural gas flame taken during a period of
“steady state” burning at approximately 80 kW and a photograph of the polyur-
ethane foam fire taken near its peak heat release rate of approximately 60 kW.

FIG. 6—Averaged centerline temperature for the gasoline source fire characterization

experiments. The number following the “TC” represents the height of the thermocouple

in decimeters above the surface of the burner.

FIG. 7—Averaged centerline temperature for the polyurethane foam source fire charac-

terization experiments. The number following the “TC” represents the height of the ther-

mocouple in decimeters above the surface of the burner.
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Figure 9 presents two photographs of the same gasoline fueled fire when it was
burning near its peak heat release rate of 100 kW. The two photographs, taken
0.2 s apart, represent the range of the observed flame heights from one of the
gasoline experiments from 0.65 and 1.0 m, respectively. Table 1 provides the
mean visible flame height, along with the range of flame heights for each fuel,
based on analysis of the photographs for three replicate experiments. In each
case, the photographs were chosen for analysis while the fire was generating its

FIG. 8—(a) and (b) Photographs showing a natural gas flame (left) and a polyurethane

foam fueled experiment (right) under the oxygen consumption calorimeter.

FIG. 9—(a) and (b) Photograph showing a gasoline fueled experiment with a flame

height of 0.65 m (left) and a photograph taken approximately 0.2 s later with a flame

height of 1.0 m (right).
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peak heat release rate. The range of flame heights for each fuel is approximately
twice the minimum flame height or the continuous flame height. Analyzing the
photographs in this manner is time consuming and is based on making meas-
urements on each photograph. Visible flame heights are manually measured
with a scale from the base to the tip of connected flames.

Each experiment was also recorded with a digital video camera at a refresh
rate frequency of 29.97 fps which is the National Television Standards Commit-
tee standard. The resulting image in each frame was 720 pixels wide� 480 pixels
high. Segments of the video which corresponded to the peak heat release of
each experiment were captured with a video editing program. For the natural
gas experiments, approximately 30 s of “steady state” video were captured. In
the cases of the gasoline and polyurethane fueled experiments, the video cap-
ture period bounded the peak heat release rate. In the case of the gasoline fueled
fires, the peaks occurred over a long period of time, so that a 30 s video capture
could be made which was representative of the peak burning rate. The peak du-
ration for the polyurethane foam fires was shorter therefore, only a 15 s video
capture was used.

Each frame from the video clip was saved as a full color tagged image file
format (TIFF) file and the pixel aspect ratio was changed from 0.9 to 1, so that
each pixel had the same dimension in both the horizontal and vertical direc-
tions. Once these images were rendered by the video editing program, each
image was scaled and cropped to provide input for Streams, a suite of image
processing programs developed by Nokes for analyzing fluid flow visualization
experiments [27]. The images were scaled so that one pixel equals 5 mm in
height and width.

The edited TIFF files were loaded into Streams from each of the peak heat
release rate video clips. For the natural gas and gasoline fueled fires, approxi-
mately 900 images were used in each image sequence. The polyurethane foam
experiments had approximately 450 images in each sequence for each experi-
ment. Once the image sequence is created, a series of filters and amplifiers are
applied to the images to eliminate all colors but red, based on a method devel-
oped by Goble [28]. Once all of the images were converted to a pure red “flame”
which represented the area of visible fire, on a black background, the images
are processed within Streams to develop an intensity field based on all of the
images being “overlaid” on each other. The end result is a contour plot of the
intermittency of the flame ranging from zero to one.

The calculations for the intensity field are based on a user defined computa-
tion grid. A grid sensitivity analysis was conducted with 5, 10, 20, 40, and

TABLE 1—Mean visible flame height and averaged minimums and maximums (range) of
visible flame heights for each of the fuels during peak heat release rate.

Fuel Mean Hf Photographs, m Range Hf Photographs, m

Natural gas 0.70 0.50–0.98

Gasoline 0.84 0.52–1.10

Polyurethane foam 0.46 0.30–0.78
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80 mm square grids. Since each pixel in the original images was equal to 5 mm,
in the highest resolution case, the 5 mm analysis grid would match the best re-
solution of the original image. Four of the five cases resulted in similar results;
only the 80 mm case generated significantly different results in flame height. As
a result of the sensitivity analysis, a 10 mm grid was chosen as an optimum size
for providing a sufficient level of resolution, enabling the efficient processing of
30 s worth of video frames. At the 5 mm grid resolution, limitations within the
processing system would not allow a full 30 s of video analysis. Therefore, the
intensity fields and the resulting plots and data generated for this study were
developed with a 10 mm grid.

Examples of the time averaged contour plots are shown in Figs. 10–13 for
natural gas, gasoline, and polyurethane fueled experiments respectively. Each
contour line represents the percentage of time that the flame was at a given
height. Figure 10 provides an example of a natural gas experiment. The region
under examination, shown as a black bounding rectangle, is 1400 mm high and
800 mm in width. This example was averaged over approximately 29 s or
approximately 870 images. The number above each contour line in the plot
ranges from 0 to 1. The area bounded by the contour with the value 1 represents
the area that the flame occupied 100% of the time period analyzed, or the persis-
tent flame region as defined by McCaffery [29]. The remaining contours are in

FIG. 10—Natural gas contour plot.
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the intermittent flame region, with the 0.5 contour representing the mean flame
height. Outside of the final contour, at value 0.0, no visible flame was recorded;
hence, this contour marks the definitive start of the buoyant plume region.

In Table 2, each of the values represents the average flame heights, given in
mm with 95% confidence limits based on a Type A statistical analysis of the
data, for each of the source fuels shown at the percentage of time the flame was
visible at that given height. For the natural gas fires, the averages are from ten
30 s segments, while the fire was being monitored at approximately 80 kW. In
some cases more than one 30 s segment was sampled per heat release rate
experiment. Sixteen 30 s video segments, which included the peak heat release
rate, were successfully analyzed from the 17 gasoline heat release rate experi-
ments. One of the videos was unusable for analysis due to reflected light which
could not be edited out of the images. For the same reason, the polyurethane
foam flame height averages result from eight of the ten heat release rate
experiments.

For both the natural gas and the gasoline experiments, the 95% confidence
limits show a less than 20% variation in visible flame height within the intermit-
tent flame region. The percentage variation increases at the continuous flame
region, although the magnitudes of the height variations are similar to other
sections of the intermittent flame region. The percentage variation is higher in

FIG. 11—Gasoline contour plot.
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the continuous flame region because the height of the continuous flame region
is the smallest. The 95% confidence limits for the polyurethane foam are about
twice those of the natural gas and the gasoline.

The results from the polyurethane fueled fire characterization experiments
have an increased amount of variability due to the nature of the ignition source
and the fuel itself. The polyurethane foam is readily ignited with a small flame
similar to that used to ignite the natural gas and the gasoline. By comparison, a
small flame ignited the gases flowing out of the top of the natural gas burner
and the flames from the natural gas cover the entire burner surface within
approximately 1 s. A similar ignition sequence occurs with the gasoline pan
fires. The polyurethane foam has a more complicated flame spread sequence
that results in significant changes to the peak heat release rate and the time to
peak heat release. Once the polyurethane foam is ignited, it takes approximately
60 s for the flame to spread across the top surface of the fuel. As the flames
spread horizontally across the fuel surface, the fire also burns down into the
fuel. In some cases the fire burned completely through the fuel in the center of
the foam sample, resulting in a hollow flame at the time of the peak heat release
rate. An example of a contour plot, exhibiting the hollow or bifurcated flames, is
shown in Fig. 13. Other methods of ignition for the polyurethane foam were
considered in order to have a more uniform ignition of the top surface of the

FIG. 12—Polyurethane foam contour plot.
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FIG. 13—Polyurethane foam contour plot with bifurcated flames at the time of peak

heat release rate.

TABLE 2—Average flame heights with 95% confidence limits for each of the source fuels
shown as the percentage of time the flame was visible at that given height.

Percentage of Time
with Visible Flame, %

Visible Flame Heights, mm

Natural Gas Gasoline Polyurethane Foam

10 980 6 155 (616%) 930 6 130 (614%) 650 6 220 (634%)

20 890 6 125 (614%) 850 6 120 (614%) 590 6 190 (632%)

30 820 6 125 (615%) 790 6 110 (614%) 540 6 180 (633%)

40 760 6 105 (614%) 740 6 95 (613%) 500 6 165 (633%)

50 705 6 106 (615%) 695 6 95 (614%) 470 6 160 (634%)

60 650 6 100 (615%) 655 6 85 (613%) 435 6 135 (631%)

70 590 6 90 (615%) 610 6 90 (615%) 400 6 125 (631%)

80 530 6 85 (616%) 555 6 90 (616%) 360 6 110 (631%)

90 440 6 75 (617%) 490 6 95 (619%) 315 6 110 (635%)

100 220 6 84 (638%) 350 6 110 (632%) 210 6 125 (660%)
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foam. Each method would have resulted in a larger release of energy from the
ignition source or a starter fuel. Based on a few scoping experiments these
methods did not improve the repeatability.

Fire Pattern Experiments

Each of the test compartments consisted of three 3.6 m long� 2.4 m high wood
framed walls. The wood elements of the frame were composed of kiln-dried fir
with a nominal cross section of 90 mm� 38 mm. The interior surface of the
walls was composed of 12.7 mm thick regular core gypsum wallboard. As
defined by ASTM, gypsum wallboard is designed for use on walls, ceilings, or
partitions. It is composed of a non-combustible core, essentially gypsum, with
paper bonded to the surface of the core [30]. A partial ceiling with a width of at
least 1.2 m, measured from the back wall of the compartment, was installed
across the width of the compartment. The back wall of the compartment con-
sisted of three gypsum board panels, each 1.2 m wide and 2.4 m high. For the
experiments discussed here, the center panel was exposed to the source fire.
Each panel was painted with a primer coat and a cover coat of latex paint. At
least 10 experiments were conducted with each fuel. The fuel or burner was cen-
tered on the middle panel of the rear wall. As in the fire source characterization
experiments, the top of the fuel in each case was positioned 7.5 cm above the
floor of the compartment. Each of the painted gypsum board panels that were
used for a fire pattern had a 5 cm grid drawn on it to assist with the determina-
tion of the geometry of the fire pattern.

Each fuel or burner was positioned against the face of the painted gypsum
board and ignited. The natural gas had a 300 s burn time, which was approxi-
mately the upper bound for the total burn time for the gasoline and the polyur-
ethane foam. The gasoline and polyurethane foam fires were allowed to burn
until all of the fuel was consumed and the fires self-extinguished. Once the fire
was out, the fire pattern on the gypsum board was photographed for future
analysis. Then each pattern was measured. The grids were used to assist with
the determination of the area. In order to measure the dimensions of the fire
pattern, a determination had to be made as to where the fire pattern stops.

DeHaan [4] categorizes the fire effects that form patterns as follows

1. Surface deposits.
2. Surface thermal effects.
3. Charring.
4. Penetration.
5. Consumption.

For this analysis, the outline of the fire pattern was defined where penetration
and consumption of the paper covering of the gypsum wallboard stopped.
Figure 14(a), 14(b) show a fire pattern caused by the natural gas burner fire. The
most definitive line of demarcation for each pattern appeared to be the line
where the paper covering of the gypsum board core was either burned com-
pletely away, exposing the gypsum (consumed), or burned and lifted with
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portions still attached to the gypsum (penetrated). Penetration was the line of
demarcation chosen for this analysis.

Figure 15 shows three different fire patterns that were caused by exposure
to the gasoline fire source. The photographs in this figure provide a sense of the
level of pattern repeatability under well-controlled conditions. Table 3 provides
the average maximum height, average maximum width, average height at which
the maximum width occurred and an estimate of the averaged area. The num-
ber of experiments included in each average is shown in the first column. Each
dimensional value is presented with the 95% confidence level (2r) based on
Type A statistical analysis of the fire pattern measurements [26].

The patterns generated by the polyurethane foam fueled fires have a higher
variability relative to the natural gas and gasoline generated patterns. The poly-
urethane foam exhibited a higher variability of fire growth, a lower peak heat
release rate, and a lower total heat release than the other two fuels, which
appears to have led to the larger fire pattern variability.

Comparison of Fire Patterns and Flame Heights

Each of the two sets of experiments, the fire source characterization and the fire
pattern, had uncertainties associated with them. In the case of the fire source
characterization, there were uncertainties associated with the fuel composition
itself, the measurement of the heat release rate, temperature, heat flux, and
flame height. The fire pattern experiments had additional uncertainties which
included the composition and thickness of the gypsum wallboard, moisture con-
tent, and paint thickness. In both sets of experiments, efforts were made to limit

FIG. 14—(a) and (b) A photograph (left) of a typical fire pattern from the natural gas

fuel exposure with the measurements: area, height, and max width with the height at

the max width labeled; and photograph (right) of the top potion of the same pattern

with portions of the line of demarcation used for the analysis highlighted with arrows.
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the uncertainties in the fuels, the measurement techniques, and the gypsum
wallboard. In this laboratory-based study, the key question is—for a given fire
pattern, is there a relationship that can be demonstrated to determine the
source fire?

At this stage of the research, the answer to the above question is yes and no.
Figure 16 shows the comparisons of the average maximum fire pattern heights
with those of the mean flame height based on the analysis of the video images.
The associated 95% confidence limits are also shown for each height.

FIG. 15—(a)–(c) Photographs from 3 different fire patterns generated with the gasoline

fire.

TABLE 3—Fuel comparison fire pattern dimensions with 95% confidence limits.

Fuel, Number
of Experiments Height, m Width, m

Height @
Max Width, m Area, m2

Natural gas, 10 0.74 6 0.12 0.24 6 0.06 0.41 6 0.07 0.15 6 0.05

(616%) (625%) (617%) (6 33%)

Gasoline, 12 0.83 6 0.15 0.28 6 0.09 0.44 6 0.14 0.17 6 0.04

(618%) (632%) (632%) (624%)

Polyurethane foam, 10 0.24 6 0.12 0.28 6 0.08 0.04 0.24 0.05 6 0.03

(650%) (629%) (660%) (657%)
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The comparison for the fire pattern heights and flame heights from the nat-
ural gas fueled fires are very similar. This is expected, in part, because the natu-
ral gas fires are “steady state.” The “steady” nature of the fire aids in the
repeatability or the reduction of variability in the experiments. For example, the
energy transfer to the gypsum wall board is also fairly “steady” for the duration
of the experiment. Based on the average total heat released, approximately 23
MJ, more energy was transferred to the wall board when compared to the other
two fuels. This energy is needed to “dry” out the gypsum wallboard, both of
water absorbed from the environment and the chemically bound water, to allow
the paper cover and paint to burn.

The gasoline fueled fires also had similar fire pattern heights and flame
heights; however, the similarity was not as strong as the natural gas fires. The tran-
sient nature of the fire played a strong role here, so that there was less energy trans-
ferred to the gypsum wall board and the exposure time for portions of the wall
board more distant from the fuel surface was less. Another issue that comes into
the discussion is the length of time, 30 s, that was used for flame height analysis.
This period of time was used to ensure that the flame height at the time of peak
heat release rate was included in the analysis. However, this ultimately may have
had the effect of reducing the mean flame height. The mean flame height based on
the photo analysis was 0.84 m. The photo analysis was also performed over a 30 s
period bounding the peak heat release rate, however, the number of images ana-
lyzed was about one sixth of the images analyzed with the video technique.

It should also be noted that the range of the flame heights increased, espe-
cially on the lower bound, with the video analysis compared to the photo analysis.

The polyurethane foam fueled fire heights and the associated fire pattern
heights had the least similarity when compared to the other two fuels. This

FIG. 16—Comparison of fire pattern heights and flame heights. The mean height in m

is bounded by the 95% confidence limits, also in m.
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follows with the other findings regarding the polyurethane fueled fires in this
study. The most prominent finding being the complications added by the fuel
being solid and the uncertainties of the flame spread and localized burning
rates, leading to poor repeatability of the fire growth and the heat release rate
relative to the natural gas and the gasoline fueled fires.

Mean flame height has been identified by Heskestad and others as having a
strong relation to a given heat release rate from fires with a horizontal fuel sur-
face [31,32]. However, the ability to relate the mean flame height to the fire pat-
tern height, based on the limited tests here, is best suited to a “steady state”
case. In cases where transient fire growth must be considered, flame height
alone may not be enough to determine the heat release rate of the fire without
further information to enable an energy balance calculation on the gypsum wall
board or other target fuel even for “simple” pre-flashover fire patterns.

Summary

One objective of this paper was to highlight the many uncertainties involved in
what appear to be simple fire experiments. This paper showed a variety of
uncertainties related to the composition of the fuels, measurement methods,
and analysis techniques, just to list a few of the areas considered. The objective
of the research was to examine the repeatability of pre-flashover fire patterns
generated from exposure to short duration (300 s maximum) well-characterized
fires. Three different fuels were used: natural gas, gasoline, and polyurethane
foam. Each fuel had a similar top surface area. The heat release rate data
showed that the variability was greater for more complex fuels. While the varia-
tion in the peak heat release rate with the natural gas was similar to the
expanded uncertainty of the measurement system, 611%, the variation in
the peak heat release rates of the gasoline and the polyurethane foam increased
due to increased uncertainties in the burning behavior of the fuels. The patterns
generated by the polyurethane foam fire had more variability than the natural
gas and the gasoline fire patterns. This is likely due to the greater variability of
the burning of the solid fuel and the lower heat release rate. The maximum fire
pattern heights generated from the natural gas and gasoline fires were shown to
have uncertainties of 618% or less, based on a Type A statistical analysis with
95% confidence limits. The comparison of the fire pattern heights and the mean
flame height demonstrated that the “steady state” natural gas fires exhibited the
highest level of agreement and the polyurethane foam fueled fire exhibited
the least agreement, with the gasoline fueled fires in between. This trend is the
same as exhibited by the repeatability of the heat release rate measurements
and the flame height measurements.

Future Research

The final step in this phase of the research program will be to use the NIST fire
dynamics simulator (FDS) and Smokeview programs to examine the ability to
reproduce the source fires and the resulting damage patterns to the gypsum
wallboard based on the amount of energy transferred from the fire to the
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gypsum wallboard. While the results from this project will provide some insight
into the repeatability of pre-flashover fire patterns, a significant amount of
research examining other fuels, wall coverings, the impacts of compartmentation,
ventilation, and post-flashover conditions are just a few of the parameters that
need to be examined to develop a more complete understanding of fire patterns.
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In Search of Standard Reference Materials for
ASTM E05 Fire Standards

ABSTRACT: The first paragraph of E-691, Standard Practice for Conducting

an Inter-laboratory Study to Determine the Precision of a Test Method [ASTM

E691-05, 2005, “Standard Practice for Conducting an Inter-laboratory Study

to Determine the Precision of a Test Method,” ASTM Book of Standards,

ASTM International, West Conshohocken, PA.] states: “Tests performed on

presumably identical materials in presumably identical circumstances do not,

in general, yield identical results. This is attributed to unavoidable random

errors inherent in every test procedure; the factors that may influence the out-

come of a test cannot all be completely controlled.” Further in the same para-

graph the factors are identified: “Many different factors (apart from random

variations between supposedly identical specimens) may contribute to the vari-

ability in application of a test method, including: a. the operator, b. equipment

used, c. calibration of equipment, and d. environment.” The primary subjects of

both the first and second paragraphs are: “presumably (supposedly) identical

materials”. If, in fact, “identical materials” were available, one of the variables of

testing would be eliminated because the performance of the material would be

a known, which could be used for calibration procedures. Thus, any variations

in the test results would be caused by a, b, or d. The Holy Grail of ASTM fire

standards is the precision and bias section. ASTM regulations require preci-

sion statements in all test methods in terms of repeatability and reproducibility.

However, most E05 standards do not provide precision and bias data. In fact,

only 33% of E05 standards have conducted an inter-laboratory study or round

robin at some time. A path forward to promote more systematic calibration pro-

cedures for E05 fire test methods and to facilitate more frequent round robin

studies, is to explore the identification or development of Standard Reference

Materials (SRM’s) with defined properties for calibration of ASTM E05 fire tests
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and to validate operational performance for the same test method conducted

at different facilities. Surveys of a wide range of ASTM test standards show

that some of them use well-characterized materials to provide specific output

data as part of their calibration procedures. In fact, SRM’s have been devel-

oped for test standards; E162, E648 and E662. This paper summarizes the

properties of the materials used for test calibration and their potential use as

reference standards or for identifying properties important to formulating a

standard material(s) for ASTM E05 fire test methods.

KEYWORDS: round robins, standard reference materials, fire tests

Introduction

This review is motivated by the goal of Subcommittee E5.32, TG 5 on “Standard
Test Material Feasibility.” The TG’s primary goal is to identify or develop mate-
rials that could become standard reference materials (SRM)s for selected E05
test methods. The ideal combustible material(s) or material combinations must
be stable, have known physical properties, be environmentally inert, remain
available, and not too expensive. A range of materials will be required, but the
desirable characteristics that define a material’s performance should be similar.
Their use would become part of the calibration procedure for a specific test ap-
paratus and, more importantly, to compare operational performance for the
same test method conducted at different facilities.

If SRM’s can be developed and accepted by E05 test operators, more round
robin studies may be encouraged for E05 tests, resulting in a much higher per-
centage of test procedures with acceptable precision and bias sections.

An example of the utility of a standard reference material is the specially
formulated PMMA specified as a calibration standard for ASTM E1354 in the
Cone Calorimeter user’s manual [1]. The PMMA test specimen is tested accord-
ing to the standard and the results are compared to previous, well-characterized
calibration runs. If there are discrepancies between the calibration data and the
test specimen, troubleshooting and repairs are done to harmonize the data.

Although these calibration runs are for the purpose of diagnostic testing
within 1 laboratory only, they probably account for the nominal variability in
the repeatability of E-1354 results in that lab. This well characterized PMMA
could well be a candidate SRM for small-scale tests methods where its melting
behavior is not critical. Its use may not be feasible for many large-scale tests
and for different orientations.

Background

Survey of ASTM fire test standards

Appendix contains all “ACTIVE” standards categorized by each E05 Subcom-
mittee responsible for the test standards. Table 1 is a distillation of Appendix in
which we summarized the number of test standards for each Subcommittee,
the primary fire performance characteristics measured in each, and a brief
description of the type of testing apparatus used to conduct the tests. The test
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methods require a variety of measurements in order to assess the tested material’s
performance. Some of these include measurements of temperature, mass loss,
fuel gas flow rate, airflow, light transmission, heat flux, particulate collection, and
gas analysis. Many of the tests provide data that yield more than one fire perform-
ance characteristic of the tested materials. The following tabulation compares the
number of E05 test standards to measured performance parameter:

Heat release rate (HRR): 10 test standard
Ignition: 10 test standards
Flame spread rate (FSR): 9 test standards
Fire resistance: 8 test standards (includes

2 penetration resistance)
Mass loss: 4 test standards
Critical flux: 3 test standards
Smoke density: 2 test standards

Because one test standard can be used to determine more than one per-
formance parameter, the apparent hierarchy is debatable; however it appears
that the dominate performance characteristics are heat release rate, ignition,
flame spread rate, and fire resistance. This hierarchy does; however provide
some guidance with regard to what parameters we should consider when we
attempt to develop/identify standard materials.

Excluding SRMs pertaining to standard cigarettes and cigarette ignition
strength, there are two previously available SRMs for flame spread tests and
one each for flaming and nonflaming smoke density tests. However, there is no
documentation in the SRMs that describes the process used to select these
materials. References contained in the SRMs indicate that “Engineering testing
and analysis leading to the certification of the SRM was performed by personnel
of the Fire Research Division or its predecessors at NIST. These SRMs pertain
to a single fire performance characteristic, ideally, a single material might be
identified or formulated that could be used to evaluate more than one of the fire
performance characteristics. This may not be possible with currently available
materials, but it may be conceivable to fabricate a material that could serve as
an “all-around” SRM for ASTM flammability tests.

Survey of inter-laboratory studies (round robins)

ASTM regulations require precision statements in all test methods in terms of
repeatability and reproducibility. One of the primary purposes of inter-
laboratory studies is to develop information needed for a precision statement.
In addition, these studies are useful in identifying problems or weaknesses in
the operation and calibration of test standards. Two standards: E691 Practice
for Conducting an Inter-laboratory Study to Determine the Precision of a Test
Method and E2653 Standard Practice for Conducting an Inter-laboratory Study
to Determine Precision Estimates for a Fire Test Method with Fewer than Six
Participating Laboratories, describe techniques for planning, conducting, ana-
lyzing, and treating results of round robins. E691 requires 6 or more testing lab-
oratories to provide statistical credence for the calculations of data precision
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and bias. Recognizing that there may not be six or more laboratories available to
participate, standard E2653 was established where a minimum of three labora-
tories are required to participate to provide valid data. Participation of less than
three laboratories does not qualify to provide validated precision statements.

E2653 requires that no less than three test materials shall be selected for the
round robin, and that a minimum of three replicates shall be done for each test
material selected. Also, if a SRM is available for the test method, the material shall
be included in the round robin. If a standard reference material is not available, a
test specimen that consistently produces low variability test results shall be selected
as a reference material for the round robin. Regrettably, we found no information
in our review of the available round robins that described the “test specimen that
consistently produced low variability results” selected as a reference material.

We surveyed the 2007 book of “ASTM Fire Standards and Related Technical
Material” [2] to identify which standards had conducted round robins and pub-
lished precision and bias statements as a part of the test standard. The number
of test standards according to ASTM designation is listed below:

“C” Sealants and Gaskets 7 standards,
“D” Textiles 80 standards,
“E” Fire Standards 67 standards,
“F” Protective clothing 15 standards,
“G” Oxygen Index 5 standards.

There are a total of 174 fire test standards, excluding standard guides, prac-
tices, and specifications.

Table 2 lists the E05 standards and Table 3 lists all those that are not E05
standards. None of the “C” designated tests were included in Table 3 because
they did not conduct any inter-laboratory studies. Note that many of the test
methods use the same test apparatus and we have not identified them because
the focus of our analysis is the E05 tests listed in Table 2.

All of the fire test standards summarized in both Tables 2 are listed because
they have participated in inter-laboratory testing at some time. In addition, they
list whether or not the standard contains a precision bias statement, the number
of labs involved in the round robins, dates when the round robins were done, and
if they conducted the round robins using a reference and/or calibration standard.
It should be noted that five standards were included in the tables because they
contained a precision and bias section, or they identified a calibration or reference
standard in their procedure, even though they did not conduct round robins.

From the tables, we determined that:

28 (35%) of the “D” standards conducted round robins and 15 (19%) contained
precision and bias statements,

7 (47%) of the “F” standards conducted round robins and 6 (40%) had precision
and bias statements,

1(20%) of the “G” standards conducted a round robin and included a precision
and bias statement.

Out of 67 “E” standards, 22 (33%) conducted round robins and 14 (21%) con-
tained precision and bias statements.
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A disturbing result of our survey was that the most recent inter-laboratory
round robins were conducted between 9 to 40 years ago. The tables also show
that only the “D” and “E” standards had reference standards, 1 for the “D”
standards and 5 for the “E” standards. 7 of the “D” and 6 of the “E” standards

TABLE 3—ASTM Fire Standards That Conducted Inter-laboratory Studies.

Standard
No.

Pre-Bias:
Y/N

Ref.
Standard Cal. Standard

Round
Robin(s) No. of Labs Dates

D635 N No No 2 ? 1986, 1987

D1322-97 N No Hydrocarbon blends No

D1929-96 N No No 1 ? 1994

D2584-02 N No No 1 7 ?

D2671-00 N No No 1 7 ?

D2843-99 N No No 2 6 1982, 1998

D2863-06a Y No PMMA 3 12,18,29 1999,?,?

D2939-03 Y No No No –

D3014-04a N No No 1 6 1988

D3278-96 N No No 1 5 ?

D3574-05 Y No No multiple 6,10 1998-2000

D3675-05 Y No Cement board 1 11 1970’s

D3801-06 N No No 1 18, 7 1994, 1995

D3806-98 Y No Asbestos-cement bd No –

D3828-05 Y CRM’s CRM’s 1 6 1986

D4809-06 Y No Benzoic acid ? ? ?

D4986-03 Y No No 1 ? 1990

D5048-03 N No No 1 13 1988

D5132-04 Y No No 1 11 2002

D5238-98 Y No No 1 7 1987-88

D5306-92 Y No No 1 8 ?

D5865-04 N No benzoic acid in O2 No

D6113-03 N No No Ref. E1354

D6413-99 Y No No 1 1 ?

D6545-00 Y No No 1 1 1999

D6801-02a Y No No 1 1 ?

D7016-04 Y No No 1 4 ?

D7140-07 N No No 1 1 ?

F955-07 Y No Referenced fabrics See ASTM 1

F1060-05 Y No No 1 1 ?

F1358-00 Y No No 1 1 ?

F1868-02 Y No Fabric in Part C 1 6 2001

F1930-00 N No No 1 3 1998

F1939-99a Y No No 1 1 1997

F1958/F-99 Y No No 1 1 ?

G125-00 Y No No 1 18 ?
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list calibration standards. 2 “F” standards contained calibration standards. It is
equally disturbing to note that each of the “D”, “E”, and “F” standards had 4 or
5 test methods for which “round robins” were performed by a single laboratory.
According to E691 and E2653, these “round robin” results cannot be used to
make valid precision and bias calculations.

Extensive inter-laboratory studies were performed by the Boeing Aircraft
Company for the aerospace industries using the E906 Standard Test Method for
Heat and Visible Smoke Release Rates and by ASTM Institute for Standards
Research (ISR) and International Organization for Standards (ISO) using the
E1354 Standard Test Method for Heat and Visible Smoke Release Rates for
Materials and Products Using an Oxygen Consumption Calorimeter.

The Boeing round robins were convened by both OSU and NBS (now NIST)
along with 27 participating labs. Three materials were tested along with the
FAA standard reference panel (BAC 5524 Glass Epoxy Laminate) manufactured
by Schneller [4]. Results of these round robin tests showed a wide variance in
results amongst laboratories. One reason for these large uncertainties (a factor
of 2) is attributed to the misuse of the heat flux sensors used to specify the inci-
dent heat flux to the measured material [5].

At least two rounds of inter-laboratory tests were conducted for ASTM
standard E1354. Participation involved both the ASTM ISR (4 labs) and the ISO
(13 labs). Six materials were tested. Results of the 1990 series indicated a dra-
matic difference of repeatability and reproducibility from the previous series. It
was concluded that this difference occurred because most ISR materials were
treated with fire retardants. It is well known that the variance of fire test data is
much greater for treated materials. Moisture content also played a role. These
results demonstrate the importance of test material selection. This fire test
standard is one of the few that contains a precision bias statement. E906 does
not include a precision bias statement.

Existing standard reference materials (SRMs)

Many of the E05 tests and commercial agencies (e. g., the aircraft materials
manufacturers) already have a requirement to use a defined material as a
method of ensuring the proper operation of their testing apparatus as well as to
compare results with other testing labs. Examples of these test methods are:

E-84 uses inorganic reinforced cement board and select grade red oak.
E-162 uses inorganic reinforced cement board.
E-906 uses methane to calibrate for heat release rate.
E-1354 uses methane for electronic mass flow meter calibration, specified PMMA

for checking system calibration, ethanol for orifice coefficient checks.
E-1623 uses either propane or methane with a sand burner.
E-2058 uses acetone to determine effective heat of combustion.

As indicated above, PMMA is specified as a calibration standard for weekly
calibrations of the E1354 test apparatus. The PMMA specification has changed
once during development of the standard. The mounting protocol is rigid and
after mounting in the apparatus, the standard test procedure is followed. The
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output of test results are compared to previously determined ranges and “if any
of these values do not conform to the expected ones, further troubleshooting
and repair must be done.”

The NIST division on Standard Reference Materials (SRM) certifies 5 sub-
committee test materials, which are:
� E162-78: Surface Flammability, SRM 1002c.
� E648-78 (NFPA253-780): Flooring Radiant Panel, SRM 1012.
� E2187-04 and E2187-02b: Cigarette ignition strength and Standard cig-

arette for ignition resistant testing. SRM No’s 1082 and 1096.
� E662-05 (NFPA 258-1998; Smoke Density Chamber. SRM 1006d, Non-

flaming exposure, (paper). SRM 1007b; flaming exposure (plastic).
� Non ASTM Smoke toxicity Cup Furnace Standard; SRM 1048, Univ. of

Pittsburgh Method, SRM 1049.
The SRM for E162 was preconditioned “fibrous-felted” hardboard, exposed

on the “smooth side.” To prepare the E162 apparatus for measurement, the op-
erator must construct or buy a “black body” furnace to calibrate the pyrometer
that sets the temperature of the gas fired radiant panel. The operator must also
construct a line burner to calibrate the stack thermopile used to measure the
HRR. Specification of the burner geometry is not detailed and the gas used for
calibration can be: “manufactured methane, or natural gas, or combinations of
these gases.” Because of these compounding sources of uncertainty, E162 is a
standard where a SRM would be very useful, and there is one. The very last
paragraph in the Annex describing the Procedure for calibration describes how
to obtain the Surface Flammability Standard. Unfortunately, the SRM is listed
as “out of stock” in the SRM NIST catalog. Figure 1 is a reproduction of the last
published SRM certificate (SRM 1002c) for E 162 published on Dec. 13, 1978.
The published flame spread index (I) is a product of the Heat Evolution Factor
and the average upward flame spread-rate. I for SRM 1002 appears to vary in
time. i.e., I¼ 153 in 1978, 190 in 1971, and 131 in 1964. This is not the range of
variation we would expect to see in an “ideal” SRM.

The equipment used in E648-78 is similar to E162, but the orientation and
operational parameters are not. Moreover, there is much more detail in the
description of the calibration procedures. The composition of the pilot burner
gas is precise and, while the pyrometer calibration process is the same, there is
a further recommendation to have the pyrometer compared to a standard py-
rometer that has a calibration traceable to NIST. Note that unless we heed the
recommendations of reference [Op cit 4] the use of Gardon-type pyrometers in
this test method will have uncertainty problems similar to those of FAA’s use of
E906.

SRM 1012 is available for E648 and it consists of 3 sheets of conditioned
kraft paper board; 104.1 cm long, by 25.4 cm wide and 3.05 mm thick. The certi-
fied value for average critical radiant flux is: CRF¼ 0.36 þ/� 0.04 W.cm�2. The
last available certificate was published on Sept. 14, 1984. There is no mention of
this SRM in Standard E648-06a in the current book of standards, although it is
listed as available in the SRM NIST catalog.

Aside from the cigarette standards, the only other SRM’s listed in the NIST
catalog are for E662, the smoke density chamber. SRMs 1006d and 1007a are to
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calibrate the chamber for nonflaming — and flaming—exposure conditions,
respectively. According to Mr. Jonathan Jackson of Commercial Testing Com-
pany, SRM 1007a is no longer available from NIST.

Perhaps the most familiar SRM (actually, not a SRM) is the “select-grade”
red oak used to make the reference deck for E84, the key test listed in Chapter 8

FIG. 1—SRM 1002c.
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of the International Building Code (IBC). The annual calibration of the E84 ap-
paratus to establish the Flame Spread Index ratings for construction materials
has become a basic tool of the prescriptive fire ratings industry. Confidence in
the test results from this standard are unshakable. If all E05 standards were
validated with a well characterized SRM, they to would have enhanced credibil-
ity. Unfortunately, some E84 operators are concerned that good quality red oak
is becoming difficult to obtain. Consequently, the periodic tunnel calibration is
becoming problematic and a replacement for red oak is potentially necessary.

Current basis for SRM development

The NIST SRM web page outlines the criteria and bases for SRM’s as follows.
“The certificates for NIST Standard Reference Materials (SRMs) tradition-

ally have been in conformance with guidance criteria issued by the ISO Advi-
sory Committee on Reference Materials. The criteria for the contents of
certified reference material (CRM) certificates are contained in ISO Guide 31.”

A survey of the ISO references led us to a power point presentation prepared
by the Laboratory of the Government Chemist (LGC) on the practical imple-
mentation of ISO guide 34. Guide 34 contains the general requirements for the
competence of reference material producers. They establish that “the commit-
tee on reference materials (REMCO) of ISO was established in 1973 and the
aim of the committee is to carry out and encourage a broad international effort
for the harmonization and promotion of certified reference materials. They
define a reference material (RM) as Materials, sufficiently homogeneous and
stable with respect to one or more specified properties, which have been estab-
lished to be fit for its intended use in a measurement process.”

A more formal characterization is for Certified Reference Materials (CRM).
A CRM is:

“An RM characterized by a metrologically valid procedure for one or more
specified properties, accompanied by a certificate that states the value of the
specified property, its associated uncertainty, and a statement of metrological
traceability.”

This document also gives guidance regarding a logical approach for produc-
ing a RM:

Production Steps

� Material specification
� Confirmation of identity
� Sourcing, preparation and subdivision
� Homogeneity assessment
� Stability assessment
� Characterization of the assigned value(s)
� Calculation of the assigned value and its uncertainty
� Documentation and storage of the material
While these guidelines were formulated for the chemical industry, they are

sufficiently general and can provide us with a template for development of con-
temporary SRMs for selected ASTM EO5 test methods.
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Discussion

Are SRMs for ASTM E05 fire tests needed?

SRMs were developed for E05 standards E162, E648, E662, and E2187, where
the earliest dated certificate was for E162 in 1964. Except for SRM 1082; the
Cigarette Ignition Strength Standard for E2187, we do not know the criteria for
their selection. However, they were certified by NBS and the purpose of the
SRMs was to “check the operation of testing apparatus.” There is very little in-
formation regarding the frequency with which the SRMs for E162, E648, and
E662 were used, either for in-house calibration or for round robin campaigns.
The last SRM issued for these tests was nonflaming a cellulose paper sheets, cer-
tified for E662 in 1999. This SRM is still available from NIST. The SRM for flam-
ing exposure conditions in E662 was last issued in 1976 and is no longer
available. Similarly the SRMs for E162 and E648 are no longer available. Obvi-
ously, no one has requested them and the certifications have lapsed. Perhaps
this is the answer to the question poised in the heading for this paragraph,
which is SRMs for E05 fire tests are no longer needed because no operators use
them.

A better question may be Are precision and bias statements required as an
integral part of all E05 fire test standards and should SRMs be developed to
help facilitate the precision and bias calculations? Our survey of all E05 test
standards show that, only 21% contain precision and bias statements. Since all
ASTM standards are required to have them, most of the E05 standards are non-
compliant, and apparently no one is very concerned.

What are the essential characteristics of SRMs for E05 fire tests?

Our survey of E05 fire tests show that the fire characteristics most frequently
measured are heat release rate, flame spread rate, fire resistance, critical flux,
mass loss, ignition and optical density/smoke release rate. The ideal SRM for
fire resistance tests would be a material where the thermal conductivity, heat
capacity and density are known and that these properties have either no temper-
ature dependence or the temperature dependence is well defined. The most im-
portant characteristic of fire resistance tests is a defined thermal exposure
scenario. Because the heat release rate and the smoke production of a material
are generally related to mass loss rate, a possible SRM for these parameters
may incorporate these inter-dependent properties. The SRM used for the Boe-
ing/FAA E906 testing may be a possible candidate for tests that use small sam-
ple size. Another possibility is a tunable gas phase SRM, which may be an ideal
media for this purpose, depending on the apparatus configuration. Indeed,
methane sand burners are routinely used to calibrate oxygen depletion sensors
for room scale tests. Similarly, a SRM could be developed that includes the
related characteristics between critical flux, flame spread rate and ease of igni-
tion. The composite FRP material used in the Boeing/FAA tests may also be a
potential candidate SRM material for these tests. This would depend on the
composite’s scalability and physical behavior when large size samples are
exposed to heat flux gradients common to these types of tests.
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Although commercially available PMMA does consistently provide statisti-
cally reliable ranges of output data for an E1354, it is unlikely that PMMA could
be used for tests where the sample sizes and orientation are substantially differ-
ent. The obvious problem of thermoplastics, such as PMMA, is that they soften
and melt at elevated temperatures. This problem is not bad at small scale unless
the sample orientation is vertical or upside down. However, in large-scale tests,
the physical characteristics of unsupported thermoplastics are problematic.

Other materials and composites that could be considered as candidate
SRMs are:
� Thermosetting composites (Phenolic – Polyester – Polyester – Resins)
� Elastomeric materials
� Inert porous materials preloaded with thermoplastics or flammable

gels.
� Honeycomb materials preloaded with thermoplastic or flammable gels.
� Reconstituted cellulosic’s (particle board, melamine)
� Pre-loaded – NASA developed reentry materials.
All considered material would be required to be rated by the published pro-

duction steps of ISO 34. Moreover, the recent criteria for NIST SRM certifica-
tion will also be required. As stated in the 2008 SRM 1082, the Cigarette
Ignition Strength Standard:

“A NIST certified value is a value for which NIST has the highest confidence
in its accuracy and that all known or suspected sources of bias have been inves-
tigated or accounted for by NIST.”

Can we afford SRMs?

In the NIST catalog of SRMs for engineering material, the price for the only in
stock E05 SRM for E648 was $330.00 per unit, which is 3 sheets of the Kraft pa-
per. Since the calibration requirement is for at least 3 replications, the total cost
per calibration is � $1000.00. Similarly, the cost to construct a red oak deck for
E84 calibrations at Commercial Testing Company in Dalton, GA is $225.00,
including labor. Three replications are required and the total cost for annual
calibration is � $700.00.

Once the SRM is available, the cost is not prohibitive. The cost to identify
and validate the material to ISO 34 requirements would be very expensive. The
last published NIST certification of the SRM for E162, required 20 samples plus
a report to the NIST Measurement Services Division. At current cost and over-
head charges, the price to validate a SRM is, without doubt, quite costly.

Conclusion

In an ideal world of flammability testing, all test standards would come with
precision and bias statements. These statements would have been developed
from a series of inter-laboratory studies where SRMs of specifically known
properties, validated by the “production steps” listed in ISO 31 and certified by
the Measurement Services Division of NIST, would provide each testing agency
with a calibration standard of universally accepted accuracy. Developers of new
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test methods would be required to identify candidate SRM materials as an inte-
gral part of the calibration process for the new test.

Paragraph 5.16 of ASTM Standard E535: Standard Practice for Preparation
of Fire-Test-Response Standards details the requirements for ASTM Precision
and Bias statements. Paragraph 5.16.2 states “inter-laboratory round robin eval-
uation is the best means for developing a satisfactory precision and bias state-
ment.” There is no requirement for SRMs in E535. However, the mandatory
requirements for test calibration procedures are such that the availability of a
SRM would be significantly useful as a calibration aid and to facilitate the
required development of precision and bias statements.

APPENDIX

Committee E05.11 Fire Resistance

E119-10b Standard Test Methods for Fire Tests of Building Construction and Materials

Fire resistance. Time to reach unexposed face temperatures, flame through, are
measured.

E814-11 Standard Test Method for Fire Tests of Penetration Firestop Systems

This method of testing through-penetration fire stops exposes fire stops to a standard
temperature-time fire, and to a subsequent application of a hose stream. Fire resistance
using E-119. Time to reach unexposed surface temperatures are measured.

E1529-10 Standard Test Methods for Determining Effects of Large Hydrocarbon Pool
Fires on Structural Members and Assemblies

These test methods are intended to provide a basis for evaluating the time period during
which a beam, girder, column, or similar structural assembly, or a nonbearing wall, will
continue to perform its intended function when subjected to a controlled, standardized
fire exposure. Fire resistance. For furnace type facilities calibration runs using instru-
mented noncombustible materials shall be conducted. Measurements are times to reach
specified temperatures.

E1725-08 Standard Test Methods for Fire Tests of Fire-Resistive Barrier Systems for
Electrical System Components

Fire resistance using either E-119 or E1529 time temperature curves. Acceptance temper-
ature rise.

E1966-07 Standard Test Method for Fire-Resistive Joint Systems

Fire resistance using either E119 or E1529 time temperature curves.

E2032-09 Standard Guide for Extension of Data From Fire Resistance Tests Conducted
in Accordance with ASTM E119

Extension of data.

E2226-10e1 Standard Practice for Application of Hose Stream

E2307-10 Standard Test Method for Determining Fire Resistance of Perimeter Fire Bar-
rier Systems Using Intermediate-Scale, Multi-story Test Apparatus

Fire resistance using E119.

E2336-04(2009) Standard Test Methods for Fire Resistive Grease Duct Enclosure
Systems

Fire resistance using E119 and E136.
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Committee E05.11 Fire Resistance

E2748-10 Standard Guide for Fire-Resistance Experiments

E2749-10 Standard Practice for Measuring the Uniformity of Furnace Exposure on Test
Specimens

This practice describes a procedure to gather data intended to measure the uniformity of
exposure conditions upon test specimens for the fire test methods described in Test Meth-
ods E119, E814, E1529, E1725, E1966 and E2336

Committee E05.14 External Fire Exposures

E108-10a Standard Test Methods for Fire Tests of Roof Coverings

Surface spread of flame, and ability of the roof covering material or system to resist fire
penetration. Also flying brands.

E2707-09 Standard Test Method for Determining Fire Penetration of Exterior Wall
Assemblies Using a Direct Flame Impingement Exposure

The test method described herein measures the ability of the exterior wall covering mate-
rial or system to resist fire penetration from the exterior to the unexposed side of the wall
assembly under the specified conditions of exposure.

Committee E05.15 on Furnishings and Contents

E1352-08a Standard Test Method for Cigarette Ignition Resistance of Mock-Up Uphol-
stered Furniture Assemblies

Ignition resistance of ulpholstered furniture to lighted cigarettes.

E1353-08ae1 Standard Test Methods for Cigarette Ignition Resistance of Components of
Upholstered Furniture

Ignition resistance of ulpholstered furniture components to lighted cigarettes.

E1537-07 Standard Test Method for Fire Testing of Upholstered Furniture

The upholstered furniture specimen is allowed to burn freely under well-ventilated

conditions after ignition using a propane gas burner. The most important fire-test-
response characteristic measured is the rate of heat release.

E1590-07 Standard Test Method for Fire Testing of Mattresses

Heat release rate of mattresses.

E1822-09 Standard Test Method for Fire Testing of Stacked Chairs

Heat release rate of stacked chairs.

E2187-09 Standard Test Method for Measuring the Ignition Strength of Cigarettes

This test method enables comparison of the relative ignition strength of different ciga-
rette designs.

E2280-09 Standard Guide for Fire Hazard Assessment of the Effect of Upholstered Seat-
ing Furniture Within Patient Rooms of Health Care Facilities

E2335-08 Standard Guide for Laboratory Monitors

E2653-09 Standard Practice for Conducting an Inter-laboratory Study to Determine the
Precision of a Fire Test Method with Fewer Than Six Participating Laboratories

This practice describes the techniques for planning, conducting, analyzing, and treating
results of an inter-laboratory study (ILS) for estimating the precision of a fire test method
when fewer than six laboratories are available to meet the recommended minimum
requirements of Practice E691.

Committee E05.17 on Transportation

E2061-09a Standard Guide for Fire Hazard Assessment of Rail Transportation Vehicles
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Committee E05.11 Fire Resistance

E2230-08 Standard Practice for Thermal Qualification of Type B Packages for Radioac-
tive Material

A package is considered qualified if material temperatures are within acceptable limits,
temperature gradients lead to acceptable thermal stresses, the cavity gas pressure is
within design limits, and safety features continue to function over the entire temperature
range

Committee 5.21 Smoke and Combustion Products

E603-07 Standard Guide for Room Fire Experiments

E662-09 Standard Test Method for Specific Optical Density of Smoke Generated by Solid
Materials

Determination of the specific optical density of smoke generated by solid materials and
assemblies exposed to radiant and flaming exposures.

E800-07 Standard Guide for Measurement of Gases Present or Generated During Fires

E906/E906M-10 Standard Test Method for Heat and Visible Smoke Release Rates for
Materials and Products Using a Thermopile Method

Determination of the heat release release rate and visible smoke from materials, products,
or assemblies exposed to radiant heat.

E1354-11 Standard Test Method for Heat and Visible Smoke Release Rates for Materials
and Products Using an Oxygen Consumption Calorimeter

Determination of the ignitability, heat release rates, mass loss rates, effective heat of com-
bustion, and visible smoke development of materials and products.

E1474-10 Standard Test Method for Determining the Heat Release Rate of Upholstered
Furniture and Mattress Components or Composites Using a Bench Scale Oxygen Con-
sumption Calorimeter

Determination of the ignitability and heat release from the composites of contract, insti-
tutional, or high-risk occupancy upholstered furniture or mattresses.

E1623-11 Standard Test Method for Determination of Fire and Thermal Parameters of
Materials, Products, and Systems Using an Intermediate Scale Calorimeter (ICAL)

Heat release rate of specimens exposed to a radiant panel.

E1678-10 Standard Test Method for Measuring Smoke Toxicity for Use in Fire Hazard
Analysis

Determination of lethal toxic potency of smoke produced from a material or product
ignited while exposed to a radiant heat flux.

E1740-10 Standard Test Method for Determining the Heat Release Rate and Other Fire-
Test-Response Characteristics of Wall Covering or Ceiling Covering Composites Using a
Cone Calorimeter

Determination of the ignitability and heat release rate of composites consisting of a wall-
covering, a substrate, and all laminating adhesives, coatings, and finishes.

E1995-08 Standard Test Method for Measurement of Smoke Obscuration Using a Coni-
cal Radiant Source in a Single Closed Chamber, With the Test Specimen Oriented
Horizontally

Measuring smoke obscuration of essentially flat materials, products, or assemblies
(including surface finishes), in a horizontal orientation, exposed to thermal irradiance.

E2067-08 Standard Practice for Full-Scale Oxygen Consumption Calorimetry Fire Tests
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Committee E05.11 Fire Resistance

E2102-09 Standard Test Method for Measurement of Mass Loss and Ignitability for
Screening Purposes Using a Conical Radiant Heater

Measuring mass loss and ignitability, for screening purposes, from essentially planar
materials, products, or assemblies (including surface finishes), exposed to radiant heat-
ing, with or without an external igniter.

E2257-08 Standard Test Method for Room Fire Test of Wall and Ceiling Materials and
Assemblies

Test indicates the maximum extent of fire growth in a room, the rate of heat release, and
if they occur, the time to flashover, and the time to flame extension beyond the doorway
following flashover. It determines the extent to which the wall and ceiling materials or
assemblies contribute to fire growth.

E2405-05 Standard Test Method for Determination of Fire and Thermal Parameters of
Materials Using an Intermediate Scale Test with Vertically Oriented Specimen

Test method is primarily to determine time to- ignition, vertical flame spread rate, and
lateral flame spread rate of materials, products and assemblies in a vertical orientation
when exposed to radiant heat flux.

Committee E05.22 on Surface Burning

D2859-06 Standard Test Method for Ignition Characteristics of Finished Textile Floor
Covering Materials

Methenamine ignition test on horizontal specimen. Char shall not extend to within 25.4
mm edge of the hole.

E84-10b Standard Test Method for Surface Burning Characteristics of Building
Materials

Measurements of surface flame spread and smoke density.

E162-09 Standard Test Method for Surface Flammability of Materials Using a Radiant
Heat Energy Source

Meaures surface flamespread rate.

E648-10e1 Standard Test Method for Critical Radiant Flux of Floor-Covering Systems
Using a Radiant Heat Energy Source

Determines critical radiant flux which is one measure of the sensitivity to flame spread of
floor-covering systems in a building corridor

E970-10 Standard Test Method for Critical Radiant Flux of Exposed Attic Floor Insula-
tion Using a Radiant Heat Energy Source

Determines critical radiant flux which is one measure of the surface burning characteris-
tics of exposed insulation floors or attics.

E1317-08b Standard Test Method for Flammability of Marine Surface Finishes

Measures ignitability, heat exposure for continued burning, critical flux at extinguish-
ment, and heat-release behavior under varying flux exposure conditions applied.

E1321-09 Standard Test Method for Determining Material Ignition and Flame Spread
Properties

Determines material properties related to piloted ignition of a vertically oriented sample
under a constant and uniform heat flux and to lateral flame spread on a vertical surface
due to an externally applied radiant-heat flux.

E2058-09 Standard Test Methods for Measurement of Synthetic Polymer Material Flam-
mability Using a Fire Propagation Apparatus (FPA)
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Committee E05.11 Fire Resistance

The Ignition and Combustion test methods involve the use of horizontal specimens sub-
jected to a controlled, external radiant heat flux. The Fire Propagation test method
involves the use of vertical specimens subjected to ignition near the base of the specimen
from an external radiant heat flux and a pilot flame.

E2231-09 Standard Practice for Specimen Preparation and Mounting of Pipe and Duct
Insulation Materials to Assess Surface Burning Characteristics

E2404-10 Standard Practice for Specimen Preparation and Mounting of Textile, Paper or
Vinyl Wall or Ceiling Coverings to Assess Surface Burning Characteristics

E2573-07a Standard Practice for Specimen Preparation and Mounting of Site-Fabricated
Stretch Systems to Assess Surface Burning Characteristics

E2579-07 Standard Practice for Specimen Preparation and Mounting of Wood Products
to Assess Surface Burning Characteristics

E2599-11 Standard Practice for Specimen Preparation and Mounting of Reflective Insu-
lation, Radiant Barrier and Vinyl Stretch Ceiling Materials for Building Applications to
Assess Surface Burning Characteristics

E2688-10 Standard Practice for Specimen Preparation and Mounting of Tapes to Assess
Surface Burning Characteristics

E2690-10e1 Standard Practice for Specimen Preparation and Mounting of Caulks and
Sealants to Assess Surface Burning Characteristics

Committee E05.23 on Combustibility

E136-11 Standard Test Method for Behavior of Materials in a Vertical Tube Furnace at
750�C

Test method assists in indicating those materials which do not act to aid combustion or
add appreciable heat to an ambient fire. Measurements include mass loss, surface and in-
terior temperature rise.

E2652-09a Standard Test Method for Behavior of Materials in a Tube Furnace with a
Cone-shaped Airflow Stabilizer, at 750�C

Test method assists in indicating those materials which do not act to aid combustion or
add appreciable heat to an ambient fire. Measurements include mass loss and tempera-
ture rise.

Committee E05.31 on Terminology and Services/Functions

E176-10ae1 Standard Terminology of Fire Standards

E535-09 Standard Practice for Preparation of Fire-Test-Response Standards

E2536-09 Standard Guide for Assessment of Measurement Uncertainty in Fire Tests

Committee E05.33 on Fire Safety Engineering

E1355-11 Standard Guide for Evaluating the Predictive Capability of Deterministic Fire
Models

E1472-07 Standard Guide for Documenting Computer Software for Fire Models

E1546-09a Standard Guide for Development of Fire-Hazard-Assessment Standards

E1591-07 Standard Guide for Obtaining Data for Deterministic Fire Models

E1776-07 Standard Guide for Development of Fire-Risk-Assessment Standards

E1895-07 Standard Guide for Determining Uses and Limitations of Deterministic Fire
Models
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Ned Keltner1

What Have We Learned About Uncertainty?
Are We Still Playing with Fire?

ABSTRACT: Accurate characterization of the thermal environment in fires

and fire safety tests is crucial to understanding the impact of fire on materials

and assemblies and the work on modeling those impacts. Standardized fire

resistance test methods have been used to help evaluate building materials

and assemblies since the early 1900s and have been part of a successful

effort to improve fire safety. However, current methods use predominately

temperature measurements and do not provide sufficient heat transfer data

to support the development and validation of fire protection engineering

models. This paper looks at measurement techniques that were used suc-

cessfully in pool fire research and how they could be applied to modeling

structure fires.

KEYWORDS: temperature, heat flux, uncertainty analysis, directional flame

thermometers, fire resistance, pool fires

Introduction

A 1995 paper titled “Are We Playing with Fire?” considered nontraditional tem-
perature and heat flux measurement errors in fire safety testing [1]. Nontradi-
tional errors include such things as the effects of the sensor design and
installation techniques along with dynamic measurement uncertainties. Study-
ing nontraditional errors is important because these errors generally produce
much larger uncertainties than the traditional uncertainty analyses would sug-
gest. Large errors in temperature and heat flux measurements affect the quality
of risk assessments for fires in buildings, manufacturing facilities, and transpor-
tation systems.

Standardized fire resistance test methods, such as ASTM E119 [2] and
ISO834 [3], have been used to help evaluate building materials and assemblies
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since the early 1900s. Standardized test methods have been part of a successful
effort to improve fire safety.

However, our use of data from fire resistance and other tests is changing.
While we still need ratings and answers to the “did it pass or fail” question, there
is a growing need to use this large scale test data to help develop engineering
models of the thermal and structural performance of materials and assemblies
during varied fire exposures. For these applications, we are on very shaky
ground.

One of the recommendations that came out of the investigations by NIST of
the World Trade Center was the need for quantitative heat flux measurements
during fire safety tests. Unfortunately, the large scale standardized test methods
from both ASTM and ISO rely heavily on temperature measurements to control
thermal exposure and determine response. The result is that we do not have suf-
ficient information to accurately model the ‘fire environment’ and the ‘response
to fire’ of materials and assemblies exposed to it.

The need for high-quality experimental data to support model development
and validation requires an increased effort to perform well-designed and well-
characterized experiments of different sizes. It has placed additional emphasis
on the appropriate application of existing measurement techniques and the de-
velopment of new techniques. Uncertainty analysis is necessary for all of this
work.

For fire protection engineering, an attractive alternative to conducting
numerous large scale tests is a program coupling numerical simulations with
well-designed experiments. In such a program, the development of numerical
simulation tools must be supported by well-characterized measurements. Code
validation using high fidelity experimental data is an essential component of the
model development process. Comparing model predictions with experimental
results also helps to refine future experiments and direct research efforts
towards the most appropriate areas. This paper will look at the history of pool
fire research as a possible guide for fire resistance research.

Temperature and Heat Flux Measurement Uncertainty

Measurements are often considered to be the standard against which we should
compare and validate our analyses. The feeling is that what happens (at least, as
it is described by our measurements) is what actually happens. If we ever hope
to approach this measurement utopia, we must understand our measurements
as well as the modelers understand their models.

Application measurements are different from laboratory or calibration
measurements made under well controlled conditions. As a result, there is a
need to understand how the sensors work and how the conditions in the appli-
cation affect the accuracy of the measurement.

Making accurate measurements in any type of fire test is challenging.
Understanding the total uncertainty is even harder. The problems are especially
difficult because there are so many nonlinear phenomena in fires that can affect
the measurements. In addition, there are dynamic uncertainties because the
thermal conditions generally vary with time.
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Unfortunately, it is easy to be lied to by (or to lie with) our measurements,
especially in fire testing. The basic effect is called Measurement Magic [1]. In this
type of illusion, the sensor appears to be giving a correct reading or at least one
that agrees with your intuition. Measurement Magic is not an artificial effect,
such as lying with statistics; and it is not as obvious. Detailed uncertainty analysis
helps unlock the secrets of Measurement Magic. (Note that there is a correspond-
ing form of illusion called Model Magic [1]. However, that’s another story.)

What causes Measurement Magic? The basic process is shown in Fig. 1 [4].
For example, stick a bare wire thermocouple into a flame and it indicates an ele-
vated temperature, as expected. However, insert a sheathed thermocouple and
it will indicate a different temperature. Is either one correct? The different
shapes and possibly sizes change the coupling between the flame (test) environ-
ment and the sensors. Each design has different stem conduction and dynamic
response characteristics. The result is two different “measured flame temper-
atures.” Detailed studies of thermocouple measurement uncertainties in fire
environments are given by Nakos [5,6].

In the first “Playing with Fire” paper, one measurement problem example
involved temperature (thermopile) measurements in the stack of the Ohio State
University Heat Release Rate fixture [7]. The analysis showed that the energy bal-
ance for the stack thermopile was different between the “clean” calibration run,
which used methane, and the “dirty” test runs where smoke and soot in the stack
gases affected the radiation heat transfer and changed the coupling. The effect on
the uncertainty of the predicted heat release rate is unknown. Heat release rate
tests are now focused on using oxygen consumption measurements, as in the
cone calorimeter [8], instead of relying on stack temperature measurements.

An example of a heat flux measurement problem involves the use of water
cooled heat flux gauges in fire resistance tests. When inserted through the insu-
lated furnace walls, the cold gauge surface trips the boundary layer on the hot
surface. The turbulent boundary layer dramatically increases the convective
heat transfer coefficient, which changes the coupling between the gauge and the
furnace. This problem is further compounded by the fact that the radiant–-
convective sensitivities of Gardon gauges [9] and Schmidt-Boelter gauges [10]
are different.

Another heat flux measurement error comes from measuring hemispherical
radiative heating with a water-cooled heat flux sensor that has been calibrated

FIG. 1—Schematic of how coupling affects thermal measurements.
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with a narrow angle heat source or vice versa. This error stems from the fact
that the hemispherical absorptivity is generally 3–5 % lower than the near nor-
mal absorptivity [11].

These problems are but a small part of a long list. Temperature and heat
transfer measurements are not always easy!

Uncertainty Analysis in Fires and Fire Safety Tests

Of all the observable thermal characteristics of a fire, temperature is often con-
sidered to be the most important. Thermal transport within any fire involves a
combination of radiation, including that from participating media, and convec-
tion in a turbulent, chemically-reacting, buoyancy-driven flow. Understanding
the effect of fire on objects and materials requires an understanding of the tem-
perature field in the nearby fire environment. Temperature is a convenient pa-
rameter for delineating fire boundaries and zones, thus helping to establish the
fire structure.

Knowledge of the material and media temperatures allows other character-
istics such as ignition, failure limits, buoyancy, reaction kinetics, and chemical
species production to be inferred. Because temperature is important in under-
standing fire and characterizing fires, the apparent ease with which temperature
data can be acquired adds to its desirability. However, material, and especially
media, temperatures in fire tests can be difficult to measure and interpret.

Thermocouples are by far the most widespread instruments used for
obtaining “fire temperature” measurements because they are rugged, economi-
cal, and relatively easy to install. Thermocouples are also the most common
thermal instruments used in fire response tests. However, thermocouples are
deceptively simple. Because they consist of just a pair of wires, they are per-
ceived as being easy to use and thus easy to understand sensors. This is a false
assumption! For details, see ASTM’s Manual on the Use of Thermocouples in
Temperature Measurement [12].

In Jakob’s classic heat transfer text [13], the title of one section is “Heat
Transfer, a Prerequisite of Thermometry.” For thermocouple based temperature
sensors, the “measured temperature” is the result of a continuous analog energy
balance involving many different heat transfer paths. In fire resistance tests,
these include radiation exchange with the bounding surfaces, radiative and con-
vective heat transfer with the gases in the furnace volume, storage in the sensor
due to the continually changing temperatures, plus any heat conduction down
the thermocouple stem.

Due to this energy balance process, ‘flame or furnace temperatures’ meas-
ured by thermocouples are, at best, equal to the temperature of the thermocou-
ple hot junction (i.e., a different physical object than the flames). Because
thermocouples are physical objects in the fire environment, thermocouple tem-
perature measurements cannot be directly compared to the calculated nodal
temperatures which are readily available from fire models. However, virtual
sensors offer the potential to relate the experimental and analytical results.

One classic paper concerning thermal measurement uncertainty is “Using
Uncertainty Analysis in Planning of an Experiment,” by Moffat [14]. Moffat also
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developed a Temperature Measurement Error Analysis Hierarchy that is very
useful [15]. It also applies to many heat flux measurements because most
depend on measurements of temperature or temperature differences:
� Undisturbed value of measurand—this is the value we want.
� Available value—this is the best we can do with the sensor in place.
� Achieved value—this is what we can measure.
� Observed value—measurement returned by data acquisition system in

engineering units.
� Corrected value—application of any corrections.
The difference between the values of the undisturbed, the available, and the

achieved temperatures is due to the thermal coupling between the sensor and
the application environment, as shown in Fig. 1. The coupling is affected by a
number of items, including: the sensor geometry and thermal properties, its
dynamic response characteristics and, by the installation techniques. All of
these affect the heat transfer and thus change the measured temperature.

A report by Blanchet et al. used a combination of analysis and experiments
to examine the differences between the heat fluxes calculated with a simplified
response model and a detailed one for a sheathed thermocouple attached to a
thin metal plate [16]. The report concludes that “missing physics” between the
two models was the main contributor to the large errors (þ60 %= �20 %) in esti-
mates of thermal exposure. This report provides an approach for estimating the
uncertainty associated with using either the ASTM E119 shielded thermocouple
[2] or the ISO834 plate thermometer [3] for estimating the thermal exposure in
standardized fire resistance tests.

These differences reported in Blanchet et al. are a result of undiagnosed
measurement errors or uncertainties, between the first and third levels of Mof-
fat’s Hierarchy [15]. This part of temperature measurement uncertainty analysis
is often ignored. Common uncertainty analyses generally look at the difference
between the achieved and observed values of temperature.

A common perception is that the fire environment can be specified by speci-
fying the “fire temperature.” As a result of such undiagnosed errors, data
presented later will show that this assumption is only good to within a factor of
2! The data will also show that determining the actual thermal environment in a
fire safety test requires independent measurements of the temperature and heat
flux.

One important benefit of an uncertainty analysis is that it provides a road
map of how to best reduce the overall uncertainty in the measured temperatures
or heat fluxes. The uncertainty analysis is not intended to produce precise val-
ues, but rather to estimate the uncertainty. A quotation by Dowdell [17] summa-
rizes these sentiments: “There is a lot of uncertainty in uncertainty analysis but
some analysis is better than no analysis at all.”

Thermal Measurements in Pool Fires

One of the recommendations that came out of NIST’s World Trade Center inves-
tigations was the need for quantitative heat flux measurements in fire safety
tests. The NIST report stated such data are needed to support the development
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and validation of fire protection engineering models. A report developed for The
Fire Protection Research Foundation expanded on this recommendation [18].

ASTM Committee E5 has been working to incorporate heat flux measure-
ments into its two fire resistance test methods: ASTM E119 and ASTM E1529.
Some perspective on the problems facing E5 can be gained by looking into the
history from similar work on large pool or spill fires. In fact, these results were
used to help develop E5’s hydrocarbon-curve, fire-resistance test: E1529 [19].

For over 50 years, pool fires tests have been part of the testing protocol
required for qualifying hazardous and radioactive material shipping containers.
In the 1960s, the perception was that the pool fire environment could be speci-
fied by specifying the “fire temperature.”

A landmark report published by Sandia National Laboratories in 1965
stated that the heat flux exposure in large, JP-4 pool fires could be accurately
described as blackbody radiation from a 1010 �C (1283 K) source [20]. This sim-
plified model was based on measurements made near the centerline of an 18
ft� 18 ft pool fire using thermocouples and specially designed calorimeters
mounted within a 5 ft square in the center. This work helped form the basis for
hazardous material transport regulations issued by the U.S. DOT, DOE, and
NRC and the International Atomic Energy Agency.

Twenty years later, an extensive database of pool fire measurements had
been developed. These helped provide a much better understanding of the fire
environment. These data sets showed that the heat flux was not constant in the
central region [21–24] and not uniform around an object. The data in Table 1
and Fig. 2 shows that the measured heat flux depends on the properties of the
object being used to measure it. As a result of changes in the fire-object coupling
shown in Fig. 1, the heat flux measured with a “physically large and thermally
massive” object was lower than that measured by a smaller object [25,26].

Most references indicate radiation accounts for over 90 % of the total heat
transfer in pool fires. To evaluate this radiation-dominated hypothesis, the
measured heat flux versus the measured local temperature was compared to the
heat flux calculated from the Stefan-Boltzmann Equation.

Figure 2 shows data from a number of large pool fire tests where the heat
release rate is approximately 500 MW. The relationship between the measured
temperature and measured heat flux is anything but clear.

Estimating the heat flux by calculating the blackbody radiative flux corre-
sponding to the measured ‘fire temperature’ provides a value that is only good
to within a factor of two of the measured heat flux. This factor of 2 uncertainty
might suggest a temperature measurement uncertainty of þ19 %=�16 %. Alter-
natively, it might be due to the different calorimeter designs.

TABLE 1—Heat flux measurements in 500 MW JP4 pool fires [23].

Calorimeter Average Peak Cold Wall Flux, kw=m2 Convection, %

10 cm, dia 165 20–25

20 cm, dia 165 20–25

1.4 m, dia 130 8
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Figure 2 also shows that the 150 kW=m2 heat flux level fblackbody radiation
from a 1010 �C (1283 K) sourceg, as described by Bader, is more of an upper
limit than a specification [20]. This body of work demonstrated that independ-
ent measurements of heat flux and temperature are necessary for characterizing
large fires.

As part of a probabilistic risk assessment program sponsored by the Defense
Nuclear Agency, numerical simulations were needed to predict the thermal ex-
posure in large aircraft crash fires in many different accident scenarios. This
combination of models and experiments is similar to NIST’s goal.

Advanced fire physics models require state-of-the-art submodels (combus-
tion, multidimensional participating radiation, convection, etc.) which are
coupled with the governing equations for the flow-field. Simplified models apply
first principles only to the dominating physical phenomena and rely on empiri-
cal factors to represent the remaining physics. Such partially empirical models
have been developed into predictive tools to reduce computer run times. Para-
metric analyses were developed to aid in the understanding of what affects the
thermal coupling phenomena in fires and provide quick estimates [26].

To support the development of these various models, tests were conducted
to simulate fuel spill fires that might occur under the wing of a C-141 transport
aircraft. The thermal response of such a system in the fire strongly depends on
the magnitude of the heat flux and the partitioning between convective and radi-
ative heat fluxes. Measurements were made of the fire temperatures and heat
fluxes to the underside of the wing and the under-wing fuselage surfaces. Again,

FIG. 2—Average cold wall heat flux versus average measured flame temperature [21].
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temperature and heat flux measurements were needed to adequately specify the
fire exposure.

Figure 3 shows the data for one location in a spill fire under a simulated
large airplane [27]. The wing was simulated by a 1.52 mm thick, 304 stainless
steel plate. A sheathed thermocouple was attached to the unexposed surface.
The “flame temperatures” were measured with sheathed and bare bead thermo-
couples mounted 10.2 cm below the wing. In this case, the estimated time con-
stant of the plate was 20–22 s. For changes in the plate temperature, the
dynamic response of the thermocouple and attachment was shown to be 1� exp
(�t=s), where the time constant s¼ 1.9 s [28].

Differential compensation of the dynamic errors in the measured plate tem-
perature history was used to provide an effectively sub-second response [20]; the
compensated data were used with thin-skin calorimeter methods reported in
ASTM E459 to calculate the heat flux history [29]. As can be seen in Fig. 3, the
heat flux oscillates rapidly during the 20 s measurement window. In the measure-
ment window, the total heat transfer coefficient was approximately 250 W=m2 K.

Using heat flux versus local temperature data from the simulated aircraft
fires along with earlier pool fire data sets, statistical analysis demonstrated that
the measured heat flux depends on the shape, size, location in the fire, and orienta-
tion of the object. Polynomial regressions were used to provide mathematical
expressions for each data set. Based on a forward F-test procedure, second

FIG. 3—Heat flux measurements on a simulated aircraft wing.
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order polynomials provide the best representations of these two data sets [19].
For each regression curve (Qavg), the 95 % confidence interval for the regression
curve (Clline) and the standard deviation for the next observation (Spoint) were
calculated for each of the data sets.

Vertical Plate Calorimeters—Open Pools

Qavg ¼ 103:98� 1:335E� 1 Tþ 1:696E� 4 T2 (1a)

CIline ¼ ð59315� 279:1 Tþ 0:492 T2 � 3:84E� 4 T3 þ 1:13 E� 7 T4Þ0:5 (1b)

Spoint ¼ ð12957� 60:66 Tþ 0:107 T2 � 8:35E� 5 T3 þ 2:46E � 8 T4Þ0:5 (1c)

Underwing Fuselage Surface (Plates)

Qavg ¼ 10:42� 1:154E� 2Tþ 1:068E� 4 T2 (2a)

CIline ¼ ð186:96� 1:20Tþ 3:04E� 3 T2 � 3:37E � 6 T3 þ 1:36E� 9 T4Þ0:5 (2b)

Spoint ¼ ð126:6� 0:312Tþ 7:91E� 4 T2 � 8:77E � 7 T3 þ 3:54E� 10 T4Þ0:5 (2c)

The confidence limits are related to the standard deviations by the expression

Si ¼ CIiI Tn�2;1�a=2 (3)

where tn� 2, 1� a=2 is the 1� a=2 percentage point of the t-distribution with n� 2
df. The standard deviation for the next point is related to the standard deviation
of the line by the relation

S2
point ¼ r2 þ S2

line (4)

where r is the standard deviation of the residuals. Due to the significantly larger
number of data points, the confidence intervals for the current test data are
much smaller than those for the earlier tests.

Comparisions of these correlations with the data are shown in Fig. 4 [ Note:
Ref [7] includes two other correlations]. It is clear that the heat fluxes from
pool=spill fires under the wing area of an aircraft are lower than the heat fluxes
measured with the vertical plate and horizontal cylinder calorimeters in open
pool fires. It is unknown if this is due to changes in air entrainment or some-
thing else. This difference demonstrates the importance of conducting fire tests
in as realistic a configuration as possible in order to obtain the best data.

To use the data in Fig. 4, a technique for estimating the fire temperature
was needed for the statistical analyses of the temperature and heat flux data to
develop empirical temperature-to-heat flux mappings. Direct comparisons

J_ID: DOI: Date: 1-February-12 Stage: Page: 137 Total Pages: 22

ID: kumarva Time: 16:21 I Path: Q:/3b2/STP#/Vol01541/120009/APPFile/AI-STP#120009

KELTNER, doi:10.1520/JTE103919 137

 



between the average centerline temperatures measured at a given elevation in
different sizes of fires showed poor agreement. Figure 5 shows that specifying
the location and the fire size by scaling the elevation with the total heat release
rate gave good results [27].

All of these studies have shown that the heat flux cannot be accurately esti-
mated from a measured fire temperature. Independent measurements of tem-
perature and heat flux are necessary to characterize a “fire environment.” The
studies have shown that the heat flux is affected by the size, shape, orientation,
and physical properties of the sensor or test specimen. This is the coupling pro-
cess sketched in Fig. 1. The work has also shown that the best option for com-
paring temperature measurements with models is to build a thermal response
model of the sensor, i.e., a virtual sensor, into the numerical simulation [30,31].

Thermal Measurements In Fire Resistance Tests

In standardized fire resistance tests, such as ASTM E119 or ISO 834 or IMO
A754, the furnace temperature is controlled to a standard time-temperature
curve. Historically, implicit assumptions were made that the thermal exposure
could be described solely by the measured furnace temperature history and that
the exposure would be repeatable from time to time and place to place. Histori-
cal variations in the qualitative fire protection ratings (e.g., 1 h) of up to 50 % or
more between different furnaces or laboratories indicates these assumptions
were not well founded.

FIG. 4—Temperature versus heat flux mappings for four calorimeter configurations.
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In the mid-1990s, the U. S. Coast Guard authorized a study of fire resistance
tests in furnaces. The goals were to better understand what factors produced
the large uncertainties in current fire safety test methods and to help address
any differences between national and international standards [30,31]. As in the
pool=spill fire studies, one important conclusion was that heat transfer in furna-
ces could not be predicted solely from furnace temperature measurements with-
out large static and dynamic uncertainties [32].

This conclusion was supported by subsequent characterization tests conducted
in fire resistance test furnaces. A large actively-cooled heat flux measurement sys-
tem, furnace characterization unit, was designed to simulate a marine fire barrier
[33]. Heat flux data from these tests showed that the thermal exposure in vertical
furnaces was different from that in horizontal furnaces. It also showed that the ex-
posure varied with location in the furnaces, e.g., walls and ceilings and floors.

In fire safety tests, temperature and heat flux measurement uncertainty
(quality) are intimately related to the ability to correctly understand and model
the interaction of the sensor with its environment. Despite the apparent ease of
acquiring thermocouple data in fire resistance tests, accurate interpretation of
these measurements can be difficult. A good understanding of the heat transfer
measurements is critical to a good understanding of the temperature measure-
ments; the reverse is also true. Heat flux is a critical measurement in fire
response tests. The measurement analysis techniques developed in pool fires
can aid in the understanding of the temperature measurements and control of
fire resistance testing along with the uncertainty of these measurements [26].

As with pool fires, the problem in fire resistance tests is the furnace thermo-
couples can only measure of their own temperature! There is no such thing as “a

FIG. 5—correlating local temperatures in pool=spill fires to accident conditions [27].
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furnace temperature” because the wall, ceiling, floor, and gas temperatures are
all generally different. Therefore, we are left with only ”furnace temperature
measurements.” As the pool fire research demonstrated, independent measure-
ments of the heat flux are required because furnace temperature measurements
cannot be used to accurately estimate the heat flux and its uncertainty.

In one of the initial studies of the temperature measurements in fire resist-
ance tests, Babrauskas and Williamson compared the response of the ASTM
E119 shielded thermocouple [2] and a 0.81 mm bare wire thermocouple in an
E-119 furnace [34]. During the first five minutes of the test, the difference
between the ASTM control thermocouple and the bare wire was as much as
550 �C.

In furnaces that use relatively clean-burning fuels, a large fraction of the
radiative heat flux comes from the walls. The furnaces are often controlled by
thermocouples mounted close to the test specimen. As a result of the energy bal-
ance previously described, the thermocouple readings are typically at an inter-
mediate temperature between the temperatures of the walls, the furnace gases,
and the specimen. As shown in the following text, these biased temperature
measurements bias the thermal exposure estimates as well!

Even though the ASTM E119 [2], ISO 834 [3], and IMO A754 fire resistance
tests use basically the same time-temperature curve, the thermal exposure (inci-
dent heat flux) in each is different because the thermocouples used for furnace
control are different. The ISO and IMO currently use plate thermometers for
furnace control; however, both test methods previously used bare bead thermo-
couples. The IMO method used to allow five different thermocouple designs.

Recent studies have shown that changing the sensor design changes both
the measured furnace temperature and the thermal exposure in fire resistance
tests [35–37]. Figure 6 shows the results of measurements in an ASTM E119 test
from arrays of six different temperature sensor designs including:
� ASTM Method E-119 Shielded Thermocouple—beaded thermocouple

mounted in a 0.84 in OD (21.3 mm) thermowell with a 0.11 in (2.8 mm)
thick wall.

� ISO 834 (and IMO A754) Plate Thermometers (PTs)—100 mm� 100 mm
Inconel 600 plate, 0.7 mm thick, with a surface emissivity greater than
0.7 [3]. A Type K, 1 mm OD, sheathed thermocouple is mechanically
attached to the unexposed surface of the plate by a strap. The thermo-
couple is pressed against the surface by a10 mm thick ceramic
fibreboard.

� Directional Flame Thermometer (DFT)—DFTs are thermocouple based
heat flux sensors where are two Inconel 600 plates with a layer of insula-
tion material in between [38,39]. Inconel sheathed thermocouples (1.6
mm OD) are thermo-mechanically attached to the unexposed surfaces.
The plates are heavily oxidized—the nominal absorptivity is 0.85. The
measured front plate temperatures are shown.

� Bare Bead Thermocouple—20 gauge, Type K wire twisted together and
fused to form a 2 mm bead.

� Inconel Sheathed Thermocouples—6.5 mm OD, grounded and
ungrounded junction designs [12].
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FIG. 6—(a) Measured temperatures in a floor furnace test controlled by an E119

thermocouple. (b) Analysis of the measured temperatures in a floor furnace test.

J_ID: DOI: Date: 1-February-12 Stage: Page: 141 Total Pages: 22

ID: kumarva Time: 16:21 I Path: Q:/3b2/STP#/Vol01541/120009/APPFile/AI-STP#120009

KELTNER, doi:10.1520/JTE103919 141

 



Figure 6(a) shows that each temperature sensor design provides a different
furnace temperature measurement history. Figure 6(b) shows the average value,
the sample standard deviation and the coefficient of variation (CoV) of the data.
The CoV is defined as sample standard deviation=average value. The CoV peaks
out just over 100 % during the first minute after ignition. At 2 min, the average
measured temperature is about 500 �C; the CoV is about 45 % or 225 �C.

Figure 1 indicates that coupling between the sensors and the environment
affects the actual temperature measurements. For example, consider the object
in the center of the Fig. 1 to be the exposed surface of the temperature sensors.
For all of the sensors except the bare bead thermocouple, the thermocouple hot
junction is then the device on the right hand side.

The different sensor geometries and properties change the heat transfer from
the fire to the exposed surface element. As compared with the bare bead thermo-
couple, the larger size of the other five temperature sensor designs reduces their
sensitivity to convective heat transfer; i.e., it changes the radiative=convective
partitioning. The surface absorptivity values for the bare wire and sheathed ther-
mocouples are likely lower than those of oxidized surfaces of the directional
flame thermometer [37,38], plate thermometer [3] and the E119 thermocouple
[2]. The differences in absorptivity change the absorbed radiative heat transfer.

The convective and radiative effects may be more important at earlier times
in the test when temperatures are rapidly changing.

The DFTs and PTs are the largest temperature sensors. The insulation layer
in them increases the directional sensitivity by reducing heat transfer to or from
the unexposed surface. The others are omni-directional.

Temperature sensors are often considered to be lumped parameter systems,
where the temperature of the entire sensor assembly rises and falls almost uni-
formly. The bare bead thermocouples are likely the only sensor of the six
designs that qualifies. The characteristic dynamic response of a lumped param-
eter temperature sensor is f1� exp (time=time constant)g.

The time constant equation for such lumped parameter systems is

s ¼ qVCp=hA (5)

where s is the time constant, q is the density, V is the volume, Cp is the specific
heat, h is the total heat transfer (convectionþ linearized radiation) coefficient,
and A is the exposed surface area.

Note: the time constant is directly related to the thickness of the exposed
surface element and inversely related to the total heat transfer coefficient h
which varies continuously during a fire resistance test. As a result, the time con-
stant of the exposed surface element also varies continuously.

The other five sensors are more likely to exhibit a double exponential
dynamic response characteristic

1� C1�exp time=s1ð Þ � C2�exp time=s2ð Þ (6)

In a system with a double exponential dynamic response, the first exponential
term describes the response of the exposed surface element (see Fig. 1), which
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is likely to behave as a lumped parameter system, as previously described. The
second exponential term describes the thermocouple hot junction’s response to
heating of the exposed surface element of the sensor. This term was experimen-
tally determined to be 1.9 s 65 % for DFTs [20]. Based on measurements made
during cool-down, an overall (lumped-parameter) time constant of the E119
shielded thermocouple is designed to be in the range of 5.0 to 7.2 min. Values
for the second time constant are unknown for the ISO 834 plate thermometers
[3] and the ASTM E119 shielded thermocouples [2].

Figure 7(a) and 7(b) show the results of heat flux measurements made in a
horizontal furnace with Gardon gauge heat flux sensors [37]. Figure 7(a) shows
how the heat flux history varies when different temperature sensors are used for
control. The spread between the minimum and maximum values is significant
over the entire test. The value slowly grows from 10 min to 60 min, when it is
approximately 20 kW=m2. When normalized, the spread around the average
heat flux falls steadily from 618 % at 10 min to 67 % at 60 min. The integrated
heat flux over one hour is 306 kJ=m2 6 11 % for the six sets of data shown. Over
the first five minutes, when using the E119 thermocouple for control, the inte-
grated heat flux is over twice that when the plate thermometer is used. In the
early times, E119 provides a much more severe exposure than ISO 834.

Figure 7(b) shows some statistical analysis of this data. The average value
and the sample standard deviation are comparable for the first two minutes.
The coefficient of variation, defined as sample standard deviation=average
value, ranges from 80 to 160 % during the same time period. The coefficient of
variation is 16.5 % at 10 min and falls to 5.2 % at 60 min.

Quantitative Heat Flux Measurements in Fire Safety Tests

Heat flux feedback determines the burning rate of pool fires. Heat flux is at the
heart of ignition and fire growth in a compartment. As shown in Fig. 7, dramatic
changes in the thermal exposure (heat flux) can result from changing the design
of the furnace control thermocouples [35–37]. Although the focus in this paper
is on fire resistance tests, the discussion is applicable to other large scale stand-
ardized tests such as room burns, room-corner tests, multi-story or external fire
spread, etc.

Several sensor choices are available for measuring heat flux. Two are water-
cooled sensor designs, circular foil heat flux sensors, also known as Gardon
gauges [9], and thermopile sensors, also known as Schmidt-Boelter gauges [10].
Both sensors are commonly used for making cold-wall heat flux measurements.
Directional flame thermometers (DFTs) are uncooled hot-wall heat flux sensors
[38,39]. The DFTs are specified during the test in ASTM E1529 [19], which is
the hydrocarbon-curve or high-rise curve, fire resistance test.

As noted earlier, heat flux measurements in an application are different
from a laboratory=calibration measurement because the conditions in the appli-
cation affect the accuracy or uncertainty. Even a recalibration will vary if the
calibration fixture is different than the one used by the manufacturer. The data
sheets for Gardon and Schmidt-Boelter gauges often state the accuracy as 3 %;
this value is actually the manufacturer’s calibration uncertainty. A round-robin
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FIG. 7—(a) Incident heat flux measured with ceiling mounted Gardon gauges in a floor

furnace. (b) Average heat flux along with the standard deviation and coefficient of

variation.
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project showed the inter-laboratory calibration uncertainty at the 95 % confi-
dence level was 68.7 % for Schmidt-Boelter gauges and for Gardon gauges it
was 69.2 % [40].

Estimating heat flux measurement uncertainty is especially difficult in fires
and fire safety testing because there are so many different nonlinear physical
phenomena in fires that can affect heat flux measurements. In a Heat Flux Mea-
surement Workshop sponsored by NSF=ASME=NIST in 1995 (search: NIST), an
informal survey of the participants (manufacturers and researchers) estimated
a total heat flux measurement uncertainty of 15–20 % in applications.

One of the important problems is that the sensitivity of Gardon gauges to
convective heating is up to 25 % lower than for radiative heating [9,41]. It
appears that this problem also affects Schmidt-Boelter gauges [10,42,43]. The
ASTM Method E511 gives techniques for estimating uncertainty of Gardon
gauge measurements due to this problem [9]. The ASTM Method 2683-09 covers
Schmidt-Boelter gauges [10]. Bryant et al., provide total uncertainty estimates
ranging from 7–25 %, depending on conditions, at the 1r (e.g., 67%) confidence
level for Schmidt-Boelter gauges used in the ISO 9705 Room Corner Test [44].

Directional flame thermometers were developed for making total heat flux
and two-flux measurements in pool fires. The first part of the process for using
DFTs to measure heat flux involves measuring the temperature history of two
well-characterized calorimetric objects (i.e., the DFT plates). The net heat flux is
then calculated using a thermal model of the sensor; these models require accu-
rate knowledge of the temperature dependent thermophysical properties. There
are three analyses used for calculating the heat flux from the DFT temperature
histories in ASTM E1529-10, Annex II [19]. These are:

(a) Analyzing at early times as thin-skin calorimeters [29]—cold-wall flux.
(b) Performing an energy balance on the front plate at later times—effective

furnace radiation temperature (EFRT) (irradiance).
(c) Using inverse heat conduction analysis to calculate the hot-wall heat

flux data for the entire test.
The nonlinear inverse heat conduction code, IHCP1D, calculates the net

heat flux and provides detailed information on the DFT analysis. A new inverse
filter functions technique provides real-time heat flux readouts or a quick-look
analysis capability for large data sets [39].

The net heat flux is what crosses the exposed surface of the DFT; it is the
total heat flux minus the re-radiated flux. At early times, re-radiation is low and
the net heat flux approximates the total flux (convectionþ absorptivity * inci-
dent radiation). The nonlinear inverse heat conduction code calculation also
returns the flux conducted into the insulation layer and the net heat flux at the
back surface (i.e., facing the test unit) [39].

The DFTs have been used to obtain quantitative heat flux measurements in
fire resistance tests [33,36–39]. Heat flux measurements made with DFTs have
been used to support the development of large computational fluid dynamics
(CFD) models for pool fires [21,22,24,25,27,45]. Preliminary uncertainty esti-
mates for the DFTs range from 12–15 % [39]. Final estimates are expected to be
comparable to the uncertainties for Schmidt-Boelter and Gardon gauges, which
are approximately 620 %.
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Providing Heat Flux Measurements for Performance Based Models

This paper and others have demonstrated that heat flux measurements are
needed for the development and validation of fire protection engineering mod-
els, for accurate structural calculations, for studying ignition of materials, and
for fire propagation analysis. The question is how would they be applied?

Just as simultaneous temperature and heat flux boundary conditions can-
not be specified for a surface of a solid, multiple studies show it is difficult to
measure just one parameter in a fire resistance test (such as the furnace temper-
ature) and calculate the other (thermal exposure). This is especially true during
the first 5–10 min if the dynamic response of the temperature sensor has not
been well characterized.

Part of the difficulty involves deciding how many simplifying assumptions
are allowed. The quality of the estimate depends on the assumptions made. For
example, estimates in fire resistance test furnaces where there is a good under-
standing of the overall conditions should, in general, be more accurate than
those in an uncontrolled environment, such as a room burn or pool fire. A better
approach is to measure the heat flux in every experiment

Janssens [46] showed excellent agreement between the DFT and Schmidt-
Boelter measurements in an ASTM E119 fire resistance test when bare bead
thermocouples were used to provide gas temperatures for making the compari-
son. Heat flux estimates made directly from furnace temperatures measured
with either the E119 shielded thermocouples or plate thermometers were con-
sistently low.

Janssens proposed the method below for applying heat flux measurements [46].
For the exposed-surface (x¼ 0), the boundary condition in numerical models is

� k
@T

@x
¼ es _qirr þ hðTg � TsÞ � esrT4

s (7)

Where k is the thermal conductivity of the exposed object, e is the emissivity of
the exposed surface, r is the Stefan-Boltzmann constant while the subscript ‘g’
is for gas and ‘s’ is for surface DFTs in conjunction with an inverse heat transfer
code, can be used to determine furnace irradiance. A supplemental bare-bead
thermocouple is needed to provide a measure of the gas temperature Tg. An esti-
mate of the convective heat transfer coefficient h is also needed; the uncertainty
of the coefficients is estimated to be 620 to 25 % [43].

A second approach is to use the total heat flux exposure [38,39]. The total
heat flux (fire exposure) is calculated by adding the net flux and re-radiation
from the DFT hot-face. Results from fire resistance tests demonstrated that the
total heat flux versus time curves obtained from a large furnace characterization
unit and the relatively small DFTs agreed closely, except at very early times,
when condensation might be important [33]. The total heat flux reached 50
kW=m2 in the first 5 min and was approximately 100 kW=m2 at one hour. The
integrated heat flux values over the test period also agreed within a few percent
in this furnace and all others tested. This approach requires knowledge of the
temperature and absorptivity of the exposed surface.
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After the first 7–10 min of the test, an Effective Furnace Radiation Tempera-
ture (EFRT) can be calculated from the DFT hot-face temperature with the net
heat flux to the DFT and the heat loss from the unexposed surface. Since heat
flux is a vector quantity, a DFT used for this purpose should be mounted 10 cm
in front of the surface and point in the same direction as the surface [33,38,39].

The EFRT is used to calculate an equivalent blackbody heat flux. The EFRT
approach is similar to the adiabatic surface temperature calculations based on
plate thermometer data [47]. In some conditions, the effective furnace radiation
temperature provides a more accurate measure of the thermal exposure because
it includes transmission through the DFT, heat loss to the test unit, and any
energy storage in the DFT plates [38,39].

Summary

Independent temperature and heat flux measurements with uncertainty esti-
mates are needed to support the development and validation of engineering
models of the performance of fire protection materials and structural element
tests. This has placed additional emphasis on the appropriate application of
existing and new measurement techniques. In this paper, the primary attention
is focused on potential problems that can dramatically increase the overall
uncertainty of these measurements in fire safety testing.

ASTM E5 has been working on the temperature and heat flux measurement
problems and uncertainties discussed in this paper. Some of the accomplish-
ments are:

(1) Standardized a new E119 shielded thermocouple design to aid
harmonization.

(2) Incorporated the furnace uniformity measurement procedure into E119
(Part 2?). This measurement fixture adds ISO type furnace temperature
measurements using plate thermometers and heat flux measurements
using directional flame thermometers to the furnace performance evalu-
ation process.

(3) ASTM E1529, the Hydrocarbon Curve (High-Rise) Fire Resistance Test
Method, uses both temperature and heat flux measurements to demon-
strate furnace control. In support of the NIST-BFRL request, E1529 is
the first large-scale test to require continuous heat flux measurements
during the test.

Sandia National Laboratories has incorporated heat flux measurements
using Gardon and Schmidt-Boelter gauges along with DFTs and other calori-
metric sensors into the development and validation CFD models of pool and
jet fires. These are used in studies of transportation accidents including the
thermo-structural safety analysis of hazardous material shipping containers.
Most recently, such data were incorporated into a NASA-JPL=Sandia effort
on risk assessments for radio-isotopic heat sources in rocket launch acci-
dents [48].

Hopefully, ASTM E5 can develop fire safety test standards that provide data
of the same quality to meet the request from NIST-BFRL and support the devel-
opment of codes to accurately predict response to fire.
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Heat Flux Measurements and Their
Uncertainty in a Large-Scale Fire Test

ABSTRACT: Heat flux data from a series of controlled experiments involving

a 2 m diameter, wind-blown pool fire are examined to highlight the difficulties

involved in conducting heat flux measurements in a realistic, large-scale,

hydrocarbon-fueled fire. Data were taken at several locations along the

ground near the fire. At each location, three different heat flux sensors were

positioned together: a Gardon gage, a directional flame thermometer (DFT)

and a Sandia heat flux gage (HFG). Methods were first developed to correct

measured values of heat flux for the slight differences in gage location rela-

tive to the fire. The remaining discrepancies between the values of heat flux

measured by the different gages were then used to highlight uncertainties in

heat flux measurements due to differences in gage surface temperature, in

gage thermal response to the inherent modes of heating involved in the large

hydrocarbon fire environment, and in conduction losses from the gage sensor

plates. The importance of these sources of discrepancy varied depending on

the magnitude of the measured heat flux and on whether the gages were

located in a radiation-dominated or mixed radiative-convective environment

within the fire.

KEYWORDS: heat flux gage, radiation, convection, fire testing, measure-
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Nomenclature

h ¼ Convective heat transfer coefficient, W/m2 K
Qrad ¼ Radiative heat flux to gage, see Eq 1, W/m2

Qtot ¼ Total heat flux to gage, see Eq 3, W/m2

Tf ¼ Flame temperature, K
Tg ¼ Surface temperature of heat flux gage, K
x ¼ Distance from fuel pan center in direction of wind, see Fig. 3, m
y ¼ Distance from fuel pan center perpendicular to direction of wind, see

Fig. 3, m
z ¼ Height above floor, see Fig. 2, m

ag ¼ Absorptivity of heat flux gage
DQconv ¼ Change in convective heat flux due to change in position, see Eq 4,

W/m2

DQrad ¼ Change in radiative heat flux due to change in position, see Eq 2,
W/m2

DT ¼ Change in flame temperature due to change in position, K
ef ¼ Flame emissivity
r ¼ Stefan-Boltzmann constant, W/m2/K4

Introduction

In large-scale fire testing, knowledge of heat flux is typically needed to deter-
mine levels of fire exposure and thermal hazard, as indicated in standards such
as ASTM E1529-06 [1]. Therefore, proper understanding of heat flux measure-
ment techniques and their sources of uncertainty is critical to reliable fire test-
ing and hazard assessment.

Although much work has been done on characterizing the responses of
commercially-available heat flux gages in radiative environments [2,3], many
fires involve potentially significant levels of convection [4–7], which affect the
performance of these gages. Differences between radiative calibration environ-
ments and mixed-mode measurement environments can cause errors in col-
lected data and thus increase difficulty in interpreting practical heat flux
measurements. A few researchers have considered methods of calibrating
commonly-used heat flux gages in convective conditions [8–10]; however, purely
convective conditions are rarely typical in fires, which involve both radiation
from hot combustion products and convection from buoyancy- or wind-driven
flows [4–7]. A small amount of research has been performed on heat flux mea-
surement in mixed radiative-convective environments [11,12]. Kuo and Kul-
karni [11] proposed a method for correcting measurements made in mixed-
mode environments for a Gardon gage calibrated in a radiative environment,
but this method requires estimation of a convective heat transfer coefficient,
which is itself associated with large uncertainty [3,4,12]. Despite such difficul-
ties, measurement of heat flux in fires is necessary since it is critical to modeling
fires and to assessing the severity of fire exposure [1,13].

The focus of this paper is to outline potential sources of uncertainty
involved in measuring heat flux with different types of heat flux gages in a
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wind-blown fire environment. Three types of heat flux gages are placed near a
large, wind-blown fire to expose the gages to different levels of radiation and con-
vection. Although difficulties are encountered in quantifying the measurement
uncertainty of the different gages, key issues that should be considered when
measuring heat flux in large-scale fires with each type of gage are highlighted.

Experimental Setup

Tests were conducted in the large-scale test enclosure (19.5 m� 15.4 m floor
area) of the Univ. of Waterloo Live Fire Research Facility (Fig. 1). Crosswinds
were generated using a bank of six 2.0 m diameter fans, located in a three-by-
two array at one end of the enclosure. Average wind speeds of up to 13 m/s could
be generated. The winds issued through a 5.9 m high� 8.2 m wide� 8.3 m long
fan plenum into the main test area and exited the test enclosure through a 7.9
m� 7.9 m door. The present test series involved average wind speeds of 3, 5, 7,
and 10 m/s. A detailed characterization of the flow fields is provided by Best [14].

Fires were established in a 2.0 m diameter pan using Jet-A fuel floating on a
water substrate. The pan center was located on the central longitudinal mid-
plane of the test enclosure, 5.9 m downwind of the exit plane of the fan plenum.
A raised floor surround, made of insulating fire bricks raised on concrete cinder
blocks, was built around the fuel pan in a 2.7 m� 2.7 m area immediately sur-
rounding the pan. As shown in Fig. 2, the top surface of the bricks was raised to
be at the same level as the top rim of the pan. The upwind extent of the floor sur-
round was lengthened using fiber-reinforced cement boards joined to cover a
2.4 m� 4.9 m area and raised to the same level as the top of the fire bricks. This
extension was required to prevent the fire from becoming attached to the
upwind edge of the floor surround. The central region of the remaining floor
area of the test enclosure was protected by either a single or double layer of fire
bricks, as illustrated in Fig. 2, because it was expected to be exposed to signifi-
cant heat flux from the hot fire plume.

FIG. 1—Univ. of Waterloo Live Fire Research Facility.
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A network of 24-gage (0.51 mm diameter), Type-K thermocouples, insulated
with ceramic-fiber sheathing and covered with protective metal braiding, was
used to measure temperatures downwind of the fire. The thermocouples were
formed with exposed junctions and mounted pointing upwind on vertical chains.
As illustrated in Fig. 3, these chains were aligned along seven measurement
planes that were oriented normal to the x direction and located between 1.5 and
9.2 m downwind of the fuel pan center. The thermocouples were distributed
along each measurement plane to capture the cross-sectional extent of the fire
plume. The total number of thermocouples was 396, distributed over 53 rakes.

Three types of gages were used to measure heat flux: the Gardon gage, the
directional flame thermometer (DFT) and the hemispherical heat flux gage
(HFG). A description of these three gages was previously given in Lam and
Weckman [12]. For completeness, a summarized version of that description is
provided here.

FIG. 2—Geometry of the raised floor surround and surrounding brick layout.

FIG. 3—Plan view of experimental setup.
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The Gardon gage was a windowless, water-cooled sensor from the Thermo-
gage3 1000-1 series made by Vatell Corporation of Christiansburg, VA. With an
outer diameter of 25 mm, it produced a voltage corresponding to the difference
in temperature between the center and water-cooled edge of a 4.7 mm diameter
sensing foil [15,16]. The voltage signal was linearly related to the incident heat
flux (rated up to 155 kW/m2) via a manufacturer-provided calibration constant,
which was based on irradiation over 2p sr and had a stated accuracy of 63 %.
The sensing surface emissivity was specified by the manufacturer to be 0.94.
The temperature of the cooling water (approximately 16�C) was above the dew
point in all tests to prevent condensation on the gage surface [17].

Unlike the Gardon gage, the DFT and HFG were not water-cooled. For each,
total incident heat flux was estimated using an inverse heat conduction analysis.
The DFT, manufactured by Ktech Corporation of Albuquerque, NM, consisted of
two 3.2 mm thick Inconel4 sensor plates, each 120 mm� 120 mm and separated
by a 12 mm thick layer of metal-felt insulation [18]. The outward, exposed face of
each plate was coated with flat black paint with an emissivity of 0.85 to achieve a
diffuse, gray surface [19]. A 1.6 mm diameter, Inconel-sheathed, Type-K thermo-
couple with an ungrounded junction was attached to the center of the unexposed
face of each plate using retainer straps spot-welded to the surface [18]. The one-
dimensional inverse heat conduction program IHCP1D (of Beck Engineering Con-
sultants Company, Okemos, MI) was used to calculate the net heat flux from the
measured DFT temperature data [20]. In this program, the DFT was modelled as
a three-layer system in which data from both thermocouples were input to the
program to prescribe a temperature-time history on each side of the insulation.
Total heat flux was obtained by adding the radiation emitted from the gage sur-
face (estimated using the emissivity and surface temperature of the gage as calcu-
lated by IHCP1D) to the net heat flux determined using the IHCP1D program.

The HFG, manufactured by Sandia National Laboratories of Albuquerque,
NM, contained a 0.25 mm thick, stainless-steel sensor plate with a 50 mm diam-
eter exposed sensing area in the center [19]. A 1.6 mm diameter, Inconel-
sheathed, Type-K thermocouple with an ungrounded junction was attached to
the center of the unexposed side of the sensor plate using retainer straps spot-
welded to the surface. The sensor plate was sandwiched between two layers of
3.2 mm thick ceramic-fiber insulation and two 3.2 mm thick stainless-steel
plates (each with a 50 mm diameter hole aligned with the exposed sensing
area). This assembly was placed against one end of a 102 mm diameter� 102
mm long steel cylinder. The inside of the cylinder was filled with ceramic-fiber
insulation to minimize heat losses from the unexposed face of the sensor plate.
Similar to the DFT, the exposed area of the sensor plate was coated with flat
black paint with an emissivity of 0.85 to achieve a diffuse, gray surface. Temper-
ature data from the HFG were analysed using the data reduction routine
described in Blanchat et al. [19] to estimate the total incident heat flux. This pro-
gram, which was developed by Sandia National Laboratories specifically for

3Trademark of Vatell Corporation, Christiansburg, VA.
4Registered trademark of Special Metals Corporation, New Hartford, NY.
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their HFG, was based on heat conduction equations, derived from first princi-
ples, that modelled the gage response to an applied heat flux as the one-
dimensional response of a heated composite wall composed of the sensor plate
and the insulation.

All three gages were used to measure heat flux to the ground at several loca-
tions downwind of the fuel pan. All of the gages were centered along a plane sit-
uated at a distance of x¼ 2.64 m downwind of the fuel pan center (Fig. 3). The
gages (15 in total) were divided into five groups of three (with a Gardon gage,
DFT, and HFG in each group), located nominally on the longitudinal midplane,
6 1 m from the midplane, and 6 2 m from the midplane. Within each group of
gages, the three sensors were placed adjacent to each other at the same x loca-
tion, while the y locations varied by no more than 6 0.12 m from the nominal
positions listed in the preceding text. The measured y coordinate of each heat
flux gage (measured to the center of the gage surface with an uncertainty of
6 0.005 m) is listed in Table 1. In addition, a 24-gage (0.51 mm diameter), Type-
K thermocouple with an exposed junction was positioned (pointing upwind)
between the HFG and DFT at a height of approximately 25 mm above the
ground plane (z¼ 0.03 m) to measure the local gas temperature.

The heat flux gages were recessed into the brick floor such that the gage
surfaces were approximately flush (within 1 cm) with the top surface of the
bricks, as shown in Fig. 4. To minimize conduction between the non-water-

TABLE 1—Y locations of heat flux gages and associated thermocouples (x¼ 2.64 m; z¼ 0 m
for heat flux gages, z¼ 0.03 m for thermocouples).

Nominal Location, m �2 �1 0 1 2

Measured location of Gardon gage, m �2.11 �1.12 �0.11 0.90 1.91

Measured location of DFT, m �2.01 �1.03 �0.03 0.99 2.00

Measured location of HFG, m �1.88 �0.90 0.10 1.10 2.12

Measured location of thermocouple, m �1.94 �0.96 0.04 1.05 2.06

FIG. 4—Setup of heat flux gages in brick floor.
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cooled gages and the surrounding floor, the DFT was placed on top of two layers
of 25 mm thick ceramic-fiber insulation, while the cylindrical housing of the
HFG was surrounded by one layer of the same insulation.

All wires leading to the thermocouples and heat flux gages were run under-
neath the protective layer of fire bricks on the test enclosure floor in order to
minimize heat exposure to the instrumentation cables. Data acquisition was
conducted using a PC-based, distributed system consisting of a modular set of
backplanes linked through Ethernet cables to a computer. Data were sampled at
a rate of approximately 0.4 Hz; this was limited by the presence of a significant
quantity of other instrumentation in the experiment (described elsewhere [21]).

Results and Discussion

Temperature Contour Plots

Figures 5 and 6 show contour plots of the time-averaged increase in tempera-
ture (steady-state fire gas temperature referenced to ambient temperature) as
measured by the thermocouple arrays for the lowest and highest wind speeds.
The plots were produced using the Kriging method, which is a robust method

FIG. 5—Example temperature contour plots, (a) x¼2 m, 3 m/s wind, (b) x¼ 3 m, 3 m/s

wind, (c) x¼ 2 m, 10 m/s wind, and (d) x¼3 m, 10 m/s wind.
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that is suitable for many types of data and provides a visually plausible repre-
sentation of the data contours [22].

These contour plots are presented to show the general shape and direction
of the fire plume, which will be of importance in later discussions of the neces-
sary corrections to the heat flux data. As such, a detailed discussion of thermo-
couple measurement uncertainty is not provided and the remainder of the
paper focuses on heat flux. While noting that heat flux cannot be directly meas-
ured, but is instead deduced from thermocouple temperature measurements,
this paper will focus not on the uncertainty in the use of thermocouples, but
instead on the uncertainty in the overall heat flux measured using three differ-
ent designs of heat flux gage.

Heat Flux Measurements

Typical time traces of incident total heat flux to the Gardon gage, DFT, and
HFG nominally located at y¼ 0 m are shown in Fig. 7(a). A trace of net heat flux
absorbed by the DFT (as calculated by the IHCP1D program) with time is also
included. The corresponding temperatures measured by the thermocouples
attached to the DFT and HFG sensor plates, and by the exposed thermocouple
located between the two gages, are shown in Fig. 7(b).

At the beginning of the test, the thin sensor plate in the HFG heated up
more quickly than the thicker top plate of the DFT [Fig. 7(b)], however, by 223
s, the temperatures of the exposed sensor plates in the two gages were within
40�C of each other. Both temperatures were similar to those measured by the
exposed thermocouple. The HFG and DFT data did not exhibit the same level of
temporal fluctuation as the thermocouple data due to the larger thermal mass
(slower time response) of the sensor plates in the heat flux gages. The heat flux
time traces of the HFG and DFT [Fig. 7(a)] similarly exhibited less fluctuation
than that of the Gardon gage, due to the greater mass of their sensor plates in
comparison to the small circular sensing foil of the Gardon gage. With time, the
measured total heat flux from all three gages increased to quasi-steady values,
permitting the calculation and comparison of time-averaged values. For exam-
ple, in Fig. 7, the time-averaging period lasted from 223 to 402 s.

FIG. 6—Example temperature contour plots along y¼ 0 m, (a) 3 m/s wind, and (b) 10

m/s wind.
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Table 2 lists time-averaged values of the measured total incident heat flux for
each gage, along with corresponding values of standard deviation for all measure-
ment locations and wind conditions tested. The sensor plate temperatures from
the DFT and HFG, together with temperatures from the neighbouring exposed
thermocouple, are contained in Table 3. Reported values of heat flux and temper-
ature were calculated by subtracting the initial value (measured immediately
prior to the test) from the value averaged over the steady burning period. In this
way, the values were corrected for background heat transfer between the gage
and the surroundings along with any offset errors in the gage readings. No results
were available for the HFG located at y¼ 1 m due to failure of the thermocouple
on the sensor plate early in the test series. Similarly, no results were available
from the Gardon gage at y¼ 0 m during the test with the 5 m/s wind.

Table 2 indicates that measured values of heat flux were highest on the fire
axis, y¼ 0 m, and decreased towards the edges of the fire plume. Gages located
at the same nominal distance to either side of the centerline (e.g., y¼61 or 62
m) measured similar levels of heat flux, attesting to reasonable symmetry within
the fire plume. For example, values from the two Gardon gages located at
y¼6 1 m differed by up to 19 kW/m2 (35 % of the average of values measured
by both gages), while those from the corresponding DFTs differed by up to 6
kW/m2 (11 % of the average). At y¼62 m, data from the Gardon gages, DFTs,
and HFGs differed by up to 2, 4, and 3 kW/m2, respectively. Due to the low levels
of heat flux measured at this distance, these differences corresponded to larger
percentage differences (e.g., up to 113 % for the HFG) than at y¼61 m.

FIG. 7—Example time traces, 7 m/s wind, x¼ 2.64 m, y¼ 0 m, (a) heat flux, and (b)

temperature.
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TABLE 2—Increase in incident total heat flux to the ground, kW/m2.

Nominal y Location � 2 m � 1 m 0 ma 1 m 2 m

3 m/s Wind:

Gardon 14 6 3 40 6 8 176 6 14 51 6 9 16 6 3

DFT 7.9 6 0.6 42 6 3 212 6 7 38 6 3 5.1 6 0.6

HFG 4.1 6 0.6 41 6 3 157 6 10 … 1.2 6 0.2

5 m/s Wind:

Gardon 13 6 2 45 6 9 … 64 6 10 13 6 2

DFT 7.5 6 0.9 48 6 3 220 6 4 54 6 5 4.8 6 0.7

HFG 3.8 6 0.5 46 6 4 176 6 4 … 1.0 6 0.1

7 m/s Wind:

Gardon 8.9 6 1.5 64 6 11 175 6 17 79 6 10 8.1 6 0.8

DFT 7.0 6 0.8 64 6 4 210 6 10 69 6 5 3.4 6 0.5

HFG 2.7 6 0.6 59 6 4 177 6 7 … 0.5 6 0.1

10 m/s Wind:

Gardon 9.7 6 1.6 83 6 11 199 6 14 101 6 10 7.9 6 0.9

DFT 5.6 6 1.0 93 6 4 241 6 8 99 6 11 2.8 6 0.5

HFG 2.4 6 0.6 94 6 4 199 6 7 … 0.4 6 0.1

aAt y¼0 m, measurements from the Gardon gage were above the manufacturer-provided
range of calibration (maximum 155 kW/m2), but below the damage threshold for the gage
(207 kW/m2).

TABLE 3—Temperature increases measured by heat flux gages and exposed thermocouples, �C.

Nominal y Location �2 m � 1 m 0 m 1 m 2 m

3 m/s Wind:

DFT 187 6 15 578 6 7 1032 6 12 537 6 17 140 6 10

HFG 225 6 9 630 6 8 1001 6 17 … 105 6 4

Thermocouple 54 6 2 235 6 9 977 6 50 184 6 10 40 6 2

5 m/s Wind:

DFT 157 6 16 576 6 18 1029 6 9 604 6 25 114 6 12

HFG 208 6 8 646 6 13 1022 6 6 … 89 6 6

Thermocouple 44 6 2 274 6 14 1057 6 29 251 6 12 35 6 2

7 m/s Wind:

DFT 120 6 15 645 6 24 1015 6 17 627 6 45 62 6 8

HFG 173 6 9 720 6 9 1037 6 12 … 48 6 3

Thermocouple 39 6 2 375 6 17 1024 6 46 303 6 13 27 6 1

10 m/s Wind:

DFT 97 6 13 750 6 22 1061 6 13 750 6 42 58 6 7

HFG 154 6 8 840 6 8 1073 6 13 … 41 6 3

Thermocouple 36 6 2 565 6 19 1088 6 32 477 6 38 25 6 1
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Furthermore, Gardon data for y¼ 1 and 2 m were generally higher than those
for y¼� 1 and � 2 m, consistent with the fact that the Gardon gages on the þ y
side of the test enclosure were approximately 0.2 m closer to the fire than those
on the � y side (Table 1). The reverse was true for the HFGs at y¼62 m. No con-
sistent trend was exhibited in the DFT data because the DFTs were centered on
the nominal y locations and thus equidistant from the centerline of the fire
plume (Table 1). The preceding results indicate that the plume was symmetrical
across the y¼ 0 m plane, which is in agreement with the temperature contour
plots of Fig. 5. This is further confirmed by the thermocouple data in Table 3;
thermocouples at y¼61 m measured temperatures within 88�C of each other
(17 % of the average), while those at y¼62 m were within 14�C of each other
(29 % of the average).

While the overall symmetry of the fire plume could be confirmed by the con-
sistency in measured heat flux from each gage type (Table 2), it is clear that
magnitudes of measured heat flux differed from one gage type to another. For
large, optically thick, hydrocarbon fires under low wind conditions, uncertain-
ties in steady-state measurements of incident radiative heat flux have been
found to be approximately 39 % for commercially available gages like the Gar-
don gage, 27 to 40 % for DFT-type gages based on inverse conduction methods,
and 24 to 42 % for thin-skin sensors like the HFG [23]. For similar measure-
ments under high wind conditions, the corresponding uncertainties were esti-
mated to be 23 % for the Gardon gage, 25 to 27 % for the DFT and 21 to 31 %
for the HFG [23]. Since these levels of measurement uncertainty still do not
fully explain the differences in heat flux at all measurement locations in Table 2,
other factors affecting gage response must be examined and, where possible,
appropriate correction methods developed.

In the remainder of this paper, it is shown that differences in the location of
the gages relative to the fire plume greatly contributed to differences in meas-
ured heat flux from each group of gages. This is affected by the overall response
of each heat flux gage, combined with the sensitivity of any correction method,
to the local conditions encountered in the experiment. As such, corrections for
differences in the y location of the gages relative to the hot central core of the
fire plume (the major source of radiation being measured) form the framework
for much of the discussion, laying the foundation for the examination of other
sources of uncertainty such as gage surface temperature, gage thermal response
to the inherent modes of heating involved in the large hydrocarbon fire environ-
ment, and conduction losses from the gage sensor plates. While the latter effects
are better known, the former type of correction is rarely discussed in the litera-
ture and can quite often be missed during large-scale experiments of any kind,
yet it needs to be considered since it is a key factor in assessing the overall
uncertainty in heat flux measurements in large fires.

Correction for Differences in Gage Position

As indicated in Table 1, the heat flux gages at each nominal measurement posi-
tion varied in the y location by up to 6 0.12 m. In each case, since the DFT was
closest to the nominal measurement position, HFG and Gardon data were
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corrected to the location of the DFT. As discussed in this section, different cor-
rection methods were developed for each measurement location because at
each point the gages were exposed to differing contributions of radiative and
convective heat flux from the fire.

At y¼ 0 m, the heat flux gages were fully immersed in the fire as indicated
by the temperature contour plots in Fig. 5. This is further substantiated by the
temperature data in Table 3 where the sensor plate temperatures of the DFT
and HFG agree closely (within 6 %) with the data from the exposed thermocou-
ple.5 Although some convective heating of the gages may have occurred, partic-
ularly at higher wind speeds, the thermal conditions at this location were
radiation-dominated and the following equation was used to model the gage
response to the fire

Qrad ¼ agef rT4
f (1)

For a given heat flux gage, a change in position was associated with a change in
Tf, which is the temperature of the flames radiating to the gage. (Changes in ef

were assumed to be negligible.) The resulting change in Qrad was then expressed
as

DQrad ¼
agef rðTf þ DTÞ4 � agef rT4

f

agef rT4
f

¼
ðTf þ DTÞ4

T4
f

� 1 (2)

Here, Tf was taken as the temperature measured by the exposed thermocouple
in each group of sensors (Table 3). The change in flame temperature due to the
change in position, DT, was estimated based on the temperature gradient along
the lowest measurement height (z¼ 0.03 m) in the two measurement planes
closest to the heat flux gages, x¼ 2 and 3 m (example plots are in Fig. 8). Data
from these two measurement planes were averaged before being used in Eq 2.
For simplicity, DT was always estimated based on the maximum offset distance
of 0.12 m from the nominal y location (corresponding to the DFT), rather than
on the measured y locations listed in Table 1. In Figs. 8(a), 8(b), for example, DT
was � 40�C on the � y side and � 45�C on the þ y side. Values of DQrad, which
corresponded to the expected difference in measured heat flux caused by

5Due to differences in geometry, bare-bead thermocouples respond differently to a given
set of thermal conditions than do the sensor plates of the DFT and HFG, often resulting
in different temperature measurements. As seen in Table 3, temperatures measured by
the DFT and HFG at y¼61 and 62 m were significantly higher (up to 395C, or 168 %)
than those measured by the exposed thermocouples. This was likely due to differences in
convective effects and in the radiative response of the different sensors [24,25]. (Conduc-
tion losses might also be considered, although these are likely less important than the
other two modes.) The temperatures measured by the thermocouple, DFT, and HFG at
y¼ 0 m indicate minimal differences due to complete immersion of the sensing surfaces
in the fire, thereby implying that radiation from optically thick flames was the dominant
heating source.
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differences in the y position, were then determined for the Gardon gage and
HFG. Results for the gages at y¼ 0 m are given in the middle column of Table 4.

In the preceding calculation, uncertainty in the values of Tf would be
expected to affect DQrad much less than uncertainty in the values of DT. Uncer-
tainty in the values of DT arose because they were determined using the tempera-
ture contour plots, which were themselves produced via interpolation of
thermocouple measurements taken at 0.5 m intervals in the y direction (Fig. 3).
As an example of the effect, DT ranged from � 40 to 20�C in Figs. 8(c), 8(d); a vari-
ation in DT of 6 30�C corresponded to a change in DQrad of approximately 69 %.

For measurements made at y¼6 1 m, the heat flux gages were situated near
the edges of the fire plume, as indicated by the temperature contour plots in Fig.
5. Since these gages were not immersed in optically thick flames, both radiation
and convection contributed to the total heat flux incident on each gage. To esti-
mate the total heat flux, the following equation was considered

Qtot ¼ agef rT4
f þ hðTf � TgÞ (3)

FIG. 8—Example temperature contour plots, zoomed in near the ground at y¼ 0 m, (a)

x¼2 m, 3 m/s wind, (b) x¼3 m, 3 m/s wind, (c) x¼ 2 m, 10 m/s wind, and (d) x¼ 3 m,

10 m/s wind.

J_ID: DOI: Date: 9-January-12 Stage: Page: 163 Total Pages: 22

ID: ghomathys Time: 17:13 I Path: Q:/3b2/STP#/Vol01541/120010/APPFile/AI-STP#120010

LAM AND WECKMAN, doi:10.1520/JTE103922 163

 



The first term in this equation describes the radiative contribution, while the
second describes the convective contribution. For the radiative term, changes in
position of the heat flux gage would be associated with changes in Tf and affect
Qrad, according to Eq 2. For the convective term, changes in gage position would
also be associated with changes in Tf and, if the gage was not water-cooled, Tg.
For non-cooled gages, the value of Tg depends on the value of Tf due to radiative
and convective coupling between the gage surface and the surrounding gases.
For the purposes of this analysis, changes in Tg were assumed to be much
smaller than the corresponding changes in Tf and changes in h were assumed
negligible, resulting in the following simple expression for DQconv

DQconv ¼
hðTf þ DT � TgÞ � hðTf � TgÞ

hðTf � TgÞ
¼ DT

Tf � Tg
(4)

Equation 4 describes the change in convective heat flux due to a change in posi-
tion for a given sensor. For the HFG, Tg was taken as the temperature listed in
Table 3, while for the Gardon gage, it was assumed to be 100�C. Results for both
DQrad and DQconv for the gages located at y¼61 m are listed in separate col-
umns in Table 4.

The greatest sources of uncertainty in Eq 4 lay in the estimates of DT and
Tg, particularly for the Gardon gage. Because the sensing foil in the Gardon
gage is attached along its edges to a heat sink, the foil temperature is not uni-
form across its surface [16,17]. A variation in Tg (taken here as an average foil
temperature) of 50�C caused DQconv to change by up to 9 % for the data at
y¼�1 m. For the data at y¼ 1 m at the lowest wind speed, a 50�C change in Tg

TABLE 4—Predicted percent differences in heat flux relative to DFT (based on differences in
y location of the gages).

�2 m � 1 m 0 m 1 m 2 m

Gage DQrad, % DQrad, % DQconv, % DQrad, % DQrad, % DQconv, % DQrad, %

3 m/s Wind:

Gardon �9 �15 �15 �12 154 143 11

HFG 11 134 �30 �14 … … �9

5 m/s Wind:

Gardon �9 �12 �10 … 174 99 12

HFG 12 135 �35 �14 … … �9

7 m/s Wind:

Gardon �9 �17 �11 �17 126 64 11

HFG 11 97 �35 10 … … �9

10 m/s Wind:

Gardon �9 �29 �15 �10 65 27 11

HFG 11 57 �36 �3 … … �9
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caused DQconv to change by up to 210 % because the value of Tf was close to that
of Tg. As the wind speed increased, the value of Tf increased and corresponding
changes in DQconv decreased to 4 %. Similarly, a change in DT of 30�C corre-
sponded to a 6 to 36 % change in DQconv, with the largest difference occurring at
the lowest wind speed at y¼ 1 m. This brief analysis points to the sensitivity of
these corrections to details of the local conditions encountered by a heat flux
gage in a given experiment.

At y¼6 2 m, the gages were well outside the main fire plume based on the
temperature contour plots in Fig. 5. Radiation from the flame to the gage would
be expected to be the dominant mode of heat transfer, although there may be
some convective effects due to differences between the local gas temperature
and the surface temperature of the gage (Table 3). Nevertheless, because the
gages were not situated in a region of large temperature gradients, changes in
gage position would not be expected to result in significant differences in con-
vection to the gage. Thus, only differences in radiation were considered.

The expected impact on measured heat flux due to changes in gage position
at y¼6 2 m was estimated via the change in view factor between the fire and
each gage. To calculate this, the fire was represented as a tilted cylinder with a
diameter equal to the fuel pan diameter and a length equal to the distance from
the fuel pan center to a flame “tip” determined from the temperature contours
along the midplane, y¼ 0 m (Fig. 6). The location of the flame “tip” was taken as
the intersection of the 550�C temperature contour, which corresponds to 50 %
flame intermittency [26], with the plume centerline. The angle of the tilted cylin-
der was taken as the angle between the vertical and the line used to determine
the cylinder length. In Fig. 6(a), the flame “tip” is located at x¼ 4.4 m and z¼ 1.5
m, giving a cylinder length of 4.6 m and a tilt angle of 72�. In Fig. 6(b), the loca-
tion of the plume centerline is not obvious, so the flame “tip” was estimated to
be at x¼ 6.0 m and z¼ 0.7 m, where the 550�C contour just starts to slope down
towards the ground.

View factors were estimated using two closed-form expressions developed
by Mudan [27] for a horizontal differential element (the heat flux gage) viewing
the sides of a tilted flame cylinder. One expression was for a differential element
positioned downwind of the cylinder directly underneath the cylinder’s axis
(i.e., along y¼ 0 m), while the other was for a differential element positioned
along a line intersecting the center of the base of the cylinder and oriented per-
pendicular to the wind direction (i.e., along x¼ 0 m).6 Both were applied to the
gages at y¼6 2 m because the gages were 2.00 6 0.12 m away from the fuel pan
center in the y direction and also 2.64 m away from the fuel pan center in the x
direction. Differences in view factor were greater for changes in position along
the y direction, which is consistent with the notion that for small changes in the
x direction, the differential element remained approximately the same distance
from the cylinder, as long as the tilt angle of the cylinder was sufficiently large.
Changes in view factor in the y direction were therefore used to estimate

6The latter expression contained an error that was identified by Howell [28] and corrected
in the present analysis.
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changes in incident radiative heat flux to the gages at y¼6 2 m. These changes
are reported in the first and last columns of Table 4.

Comparison of Predicted Differences to Measured Differences

To allow a direct comparison to the heat flux corrections in Table 4, Table 5 shows
the percent differences between heat flux values measured by the DFT and those
measured by the other two gages at all five locations in all four tests. Each differ-
ence is reported with a value of “uncertainty” estimated using the root-sum-square
of the standard deviations listed with the measured heat flux levels in Table 2.

First considering the data for y¼6 2 m only, Table 5 shows that, in general,
the Gardon gage measured the highest heat flux level of the three gages in its
group and the HFG measured the lowest level, despite the fact that the Gardon
gage was closest to the fire at y¼ 2 m but furthest from it at y¼� 2 m, and vice
versa for the HFG (Table 1). In the extreme, heat flux levels from the Gardon
gage were higher than those from the DFT by 218 %, while heat flux levels from
the HFG were lower by 85 %. Table 4 indicates that changes in view factor due
to changes in gage location accounted for only approximately 10 % of the differ-
ence in heat flux. Therefore, the results suggest that in the thermal conditions
present at y¼6 2 m, there was an inherent bias in measured heat flux depending
on the type of gage employed.

Part of this bias may be due to differences in temperature of the gage sens-
ing elements. The Gardon gage was cooled by water at approximately 16�C,
while the air above the gage ranged from 25 to 54�C (Table 3). Thus, a small
amount of convective heating of the Gardon gage may have occurred in addition
to radiative heating from the fire. (There may also have been conductive effects
on the foil temperature due to the sensing foil being attached along its edges to
a heat sink and at its centre to a metal wire [16,17].) In contrast, neither the

TABLE 5—Percent differences in measured heat flux relative to DFT (based on values in Ta-
ble 2).

Gage � 2 m, % � 1 m, % 0 m, % 1 m, % 2 m, %

3 m/s Wind:

Gardon 74 6 43 �6 6 19 �17 6 7 32 6 25 218 6 71

HFG �49 6 8 �3 6 9 �26 6 5 … �77 6 4

5 m/s Wind:

Gardon 71 6 32 �7 6 19 … 20 6 22 180 6 56

HFG �50 6 9 �4 6 10 �20 6 2 … �78 6 4

7 m/s Wind:

Gardon 27 6 25 0 6 18 �17 6 9 14 6 17 137 6 41

HFG �61 6 9 �8 6 8 �16 6 5 … �85 6 3

10 m/s Wind:

Gardon 72 6 42 �10 6 13 �17 6 6 2 6 15 177 6 58

HFG �58 6 13 1 6 6 �18 6 4 … �85 6 3
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DFT nor the HFG was water-cooled and the temperatures of their sensor plates
ranged from 41 to 225�C, resulting in convective cooling of the plates by the sur-
rounding air (Table 3). In either case, such convective effects would be most
pronounced at the low levels of heat flux measured at y¼6 2 m and may explain
why the Gardon gage consistently measured the highest values of heat flux at
this position. This observation is consistent with Robertson and Ohlemiller
[29], who found that the error caused by differences in convection due to a
change in gage surface temperature could form a significant portion of the
measured signal (�50 % for a surface temperature difference of 35�C) if the
incident radiative heat flux was low (< 15 kW/m2).

Similarly, differences between the HFG and DFT results at y¼62 m may, in
part, be due to the small differences in gage surface temperature (Table 3) that
resulted from differences in thermal properties of the sensor plates and insula-
tion backing in the gages. The values of heat flux from the HFG may be further
influenced by significant conductive losses from the sensor plate to the cylindri-
cal gage housing, which could cause differences of �50 %, if not accounted for
in the one-dimensional model used to reduce the data [12]. Since the 9 %
decrease in heat flux, expected at y¼ 2 m because the HFG was further from the
fire than the DFT (Table 4), would have been counteracted by lower convective
cooling of the HFG (Table 3), only conductive losses could account for the large
differences between the measured heat flux from the two gages (between � 77
and � 85 %). This reiterates the need to either improve the design of the HFG or
to enhance the data reduction model to account for such losses.

At y¼ 0 m, where primarily radiative heat flux was expected, Table 5 indicates
that the difference in measured heat flux between the Gardon gage and DFT was
constant at � 17 % in all tests. This value agreed reasonably well with the predicted
radiation corrections in Table 4, which ranged from � 10 to � 17 %, and was con-
sistent with the �25 % uncertainty estimated by Nakos [23] for commercial heat
flux gages and DFTs in high wind conditions. Most of the difference in measured
heat flux at this location was therefore due to the difference in gage position.

For the HFG, the difference in measured heat flux compared to the DFT
was between �16 and �18 % at the two highest wind speeds and increased in
magnitude to � 26 % as the wind speed decreased to 3 m/s (Table 5). This trend
was consistent with the predicted corrections listed in Table 4, albeit of differing
magnitudes (ranging from 10 to � 14 %). The values listed in Table 4 for the
highest two wind speeds (10 and � 3 %) reflected a possible shift in the hottest
portion of the plume in the þ y direction (thus closer to the HFG) during these
tests. Figures 8(d) also suggest that the plume center shifted by approximately
0.2 m in the þ y direction along the x¼ 3 m measurement plane; however, better
spatial resolution of the thermocouple data (less than 0.5 m) would be needed
to confirm these results. The measured percent differences in Table 5 were con-
sistent with such a shift, although the trend was not as pronounced as in Table
4, partly because the HFG was exposed to the flame over a field of view of 2p sr
while the predicted corrections were determined using a single temperature to
represent the flame immediately above the gage.

Differences in heat flux summarized in Table 5 for y¼ 0 m were reasonably
consistent with the gage biases suggested by the data at y¼6 2 m. The HFG
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measured lower heat flux values than the DFT, even when the hottest portion of
the plume shifted closer to the HFG at the higher wind speeds. At the same
time, the lower levels of heat flux measured by the Gardon gage relative to the
DFT suggested that the difference in position between the two gages counter-
acted any potential tendency for the Gardon gage to measure higher heat flux
values than the DFT. Convective effects, particularly at the higher wind speeds,
would have influenced the Gardon gage differently than the DFT, however, con-
vection was expected to play a much smaller role than radiation at y¼ 0 m, so
such differences would have much less impact on the data [29]. Changes in sen-
sitivity of the Gardon gage may have occurred under the extremely high heat
flux levels, higher than the manufacturer calibration range, experienced at this
location (Table 2), contributing to additional difference between the Gardon
and DFT measurements.

At y¼� 1 m, the Gardon gage and HFG measured heat flux levels similar to
those from the DFT (within 10 % agreement), as seen in Table 5. Such agree-
ment was better than that predicted in Table 4, which indicates an expected 12
to 29 % decrease in radiative heat flux and a 10 to 15 % decrease in convective
heat flux for the Gardon gage. For the HFG, which was closest to the fire among
the three gages (Table 1), the radiative heat flux was expected to be higher by 57
to 135 % and the convective heat flux lower by 30 to 36 %. Because the HFG
sensing surface was hotter than the local surrounding gases (Table 3), the con-
vective heat flux acted to cool the gage, so a lower convective heat flux would
have contributed to a higher total heat flux. Although the relative ratio of radia-
tive to convective heat flux at y¼� 1 m was not known, thus preventing the val-
ues for DQrad and DQconv from being combined into a single weighted value,
comparison of the data in Tables 4 suggests that the expected difference in heat
flux caused by the difference in gage location was fortuitously balanced by the
biases involved in using the different types of gages. For instance, although Ta-
ble 4 indicates that the Gardon gage was expected to measure lower values of
heat flux than the DFT, the Gardon gage was biased to measure higher heat flux
values than the DFT due to differences in temperature of the sensing element
and thus convective response. When these two effects were of similar magni-
tude, they would cancel each other out, resulting in the Gardon gage measuring
a heat flux level similar to that of the DFT. Similarly, for the HFG, Table 4 indi-
cates that the measured heat flux levels should be higher than those from the
DFT, however, this was balanced by a tendency for the HFG to measure lower
heat flux values due to conduction losses from its sensor plate to its housing.
The data in Table 5 therefore suggest that the conduction losses were, in this
case, sufficiently large to counteract the difference in gage position and thus
minimize the overall difference between heat flux measurements made by the
HFG and DFT at y¼� 1 m.

The trends seen for the gages at y¼� 1 m were not observed for the data at
y¼ 1 m. Here, the difference between the measured heat flux levels from the Gar-
don gage and DFT decreased from 32 to 2 % as the wind speed increased from 3 to
10 m/s (Table 5). The same trend was evident in the predicted corrections, although
the values were much larger (Table 4). One possible cause was that at the highest
two wind speeds, the fire plume tilted over and flattened against the ground so that
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at x¼ 2 m, the region of the hot core (represented by the 900�C contour) remained
below a height of z¼ 0.5 m and spread from approximately y¼� 1 to 1 m, as shown
in Fig. 5(c). Under these high wind conditions, the gages were largely immersed in
the hot plume and a change in the y position resulted in a smaller relative change
in heat flux. In contrast, for lower wind speeds, the gages lay along the outer edge
of the plume where they were influenced by steep temperature gradients. This was
reflected in Eqs 2 and 4, in which Tf increased by 140 % from 235 to 565�C as the
wind speed increased from 3 to 10 m/s (Table 3). With DT remaining between 100
and 150�C in all four tests, the increase in Tf with higher wind speed therefore cor-
responded to a decrease in DQrad and DQconv.

Although trends in the data for y¼ 1 m in Tables 4 were consistent with
each other, the magnitudes at each wind speed greatly differed. Part of this dif-
ference was caused by the simplifications made in deriving the expressions for
DQrad and DQconv. Additionally, the sensitivity of the Gardon gage has been
shown to decrease when affected by convection [4,9,11]. Under normal condi-
tions, the Gardon measurement is based on the temperature difference between
the center and edge of the sensing foil [16,17]. With increased convection, the
temperature distribution across the foil becomes asymmetric (rather than the
temperature peaking at the center of the foil and decreasing towards the edges).
When such a temperature gradient exists across the foil, convective heat trans-
fer to the foil is non-uniform and the calibration response becomes nonlinear
[9,11]. The data in Table 5, at y¼ 1 m (particularly at the highest wind speed),
suggest that the above effects were significant and largely overcame the
expected increase in total heat flux caused by both the change in gage position
and the tendency of the Gardon gage to experience higher convective heat trans-
fer to its water-cooled sensing element than the non-cooled DFT.

As a final note, it should be emphasized that, when convection is significant,
water-cooled gages do not make representative measurements of the total heat
flux to a surrounding surface unless the surface is also water-cooled. Having a
water-cooled gage embedded in a surface that heats up during an experiment
greatly affects both the surface temperature distribution and the thermal
boundary layer, resulting in significant convective heat transfer effects. Con-
versely, a non-water-cooled gage will measure representative values of heat flux
to a surrounding surface only if it has similar thermal properties and surface
roughness such that perturbation of the surrounding thermal and flow fields is
minimized [30]. Despite these practicalities and the various issues outlined in
this paper, the measurement of heat flux remains of critical importance in
assessing fire exposure and thermal hazard. Therefore, quantification of uncer-
tainties in heat flux measurement remains a vital area of research.

Conclusions

When exposed to low levels of heat flux (� 15 kW/m2), Gardon gage measure-
ments at y¼6 2 m were higher than those from the DFT by up to �200 % due to
differences in gage surface temperature and convective response. This variation
was significantly larger than the 3 % calibration uncertainty specified by the
manufacturer for radiation-dominated environments. On the contrary, when
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exposed to high levels of radiation from optically thick flames at y¼ 0 m, differ-
ences between the Gardon and DFT measurement results could be mostly
accounted for by the difference in gage position. Here, differences in convection
due to changes in surface temperature did not have a significant impact on the
measured total heat flux levels. In the mixed radiative-convective environments
present at y¼6 1 m, differences in heat flux caused by the difference in gage
position appeared to be counteracted by differences in convective heat transfer
due to different gage surface temperatures and by decreased sensitivity of the
Gardon gage under convective flows.

For the HFG, measured values were up to �80 % lower than those from the
DFT for the low levels of heat flux experienced at y¼6 2 m, due to differences in
gage surface temperature and conduction losses from the HFG sensor plate to
the gage housing. The effects of these losses need to be minimized by improving
either the design of the gage or the one-dimensional model used to obtain heat
flux results from the HFG temperature measurements. However, when exposed
to optically thick flames at y¼ 0 m, the HFG results were much closer to those
from the DFT after accounting for changes in gage position. At y¼� 1 m, the dif-
ference in heat flux levels due to the difference in gage position appeared to be
of similar magnitude to conduction losses from the sensor plate of the HFG.

Based upon the aforementioned findings, heat flux gages should be selected
based upon the thermal conditions expected to occur at the measurement loca-
tions of interest in the fire. All three types of gages can be used in optically thick,
radiation-dominated fire environments. Non-water-cooled gages are preferred
for use in environments where convection may be significant or where low levels
of heat flux are expected, providing that all potential sources of heat loss from
the sensor plate are either minimized or accounted for in the model of the gage.
It should be noted that despite the difficulties involved in interpreting Gardon
measurements, Gardon gages continue to be used in fires (e.g., see [4]) due to
their fast time response, ease of use, and relatively low cost. Therefore, knowl-
edge of when the use of Gardon gages is appropriate is important to improving
the accuracy and interpretation of their heat flux measurements. Overall, in
cases where a wide range of thermal conditions may be encountered or where
thermal conditions are unknown, a non-cooled gage such as the DFT is recom-
mended for more accurate results.
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Development of a Proposed ASTM Guide to
Continued Applicability of Reports on Fire
Test Standards

ABSTRACT: Fire test reports provide information relative to the fire-test-

response characteristics of a material, product, or assembly at the time when

it was tested and to the evaluative approach of the fire test used, including

understanding of the fire test that was used. Such fire test reports remain valid

for the particular point in time at which the fire test was conducted, as long as

the test was conducted in full accordance with the fire test standard refer-

enced in the test report. However, fire test reports may, at some time, cease

being applicable to the material, product, or assembly currently being offered

for use; for example, if there has been a technical change in the fire test

protocol or if there has been a substantial change in the material, product, or

assembly being offered for use. The ASTM Committee E05, and subcommit-

tee E05.31 on Terminology and Services/Functions, is considering the devel-

opment of an ASTM Guide to formalize the above ideas. The draft ASTM

guide contains concepts which provide guidance for assessing the continued

applicability of fire test reports. The concepts in the draft guide are intended

for application by users of fire test reports to assess whether a particular fire

test report continues to be an applicable representation of the fire-test-

response characteristics of a material, product, or assembly which is required

to be tested for a new assessment using the same fire test standard. The con-

tinued applicability of the fire test report will be a function primarily of two

issues: (a) whether the material, product or assembly being offered for use is

substantially the same as the one that was tested and (b) whether the test
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method being required is substantially the same as the test that was con-

ducted for the report in question. Some concepts included in the draft guide

may be a function of the type of fire test conducted and of the type of material,

product, or assembly assessed. The draft guide considers in a separate cate-

gory materials, products or assemblies listed by an accredited listing agency.

KEYWORDS: fire test, fire test response standard

Introduction

Fire tests are, sometimes, conducted for research and development, but they are
very often conducted in order to obtain approval of a material or product by
authorities having jurisdiction for use in a particular application. It is not un-
usual for a fire test to be conducted at a certain point in time and for the associ-
ated report to be continued to be used for long periods following its issuance.
There was a time when that practice was logical and reasonable: materials and
products remained virtually unchanged for decades and fire testing technology
was stagnant. At that time, fire tests were conducted with wood or paper igni-
tion sources (and perhaps a small gas burner) and the materials tested were all
natural. However, that era has long since passed.

In the 21st century technology has a short life cycle and, therefore, materi-
als and products are constantly being invented and updated.2 The ever shorten-
ing lifespan of new materials and products is a recent development, although no
date can be assigned to indicate a sudden transition.

Also, new fire tests are being developed every few years and existing fire tests
are constantly being revised. Table 1 shows the fire test methods under the jurisdic-
tion of the ASTM E05, Committee on Fire Tests, the dates when they were first
developed, and the date of the latest edition. Figure 1 shows the date of first develop-
ment of ASTM E05 fire tests. The figure and table clearly show the accelerating
pace of standard fire test development, with more tests having been developed
between 1990 and 2009 than in all the decades preceding that period. An analysis of
newer fire test methods, and a comparison with traditional ones, illustrates the fact
that newer tests tend to be technically more sophisticated than the older ones. For
example, newer test methods often assess properties intended for use in fire safety
engineering, such as heat release and/or critical fluxes for ignition or flame spread,
while traditional tests generate data that can be used simply for material or product
approval. It is also interesting to note that even the two oldest tests, ASTM E84 [1]
and ASTM E119 [2], are constantly being renewed and updated, with 2011 editions
of both standards.

2Note, for example, “Gordon Moore’s law” (applicable to computer hardware and which
has proven very accurate over a period of more than 30 years) stating that “The number
of transistors that can be placed inexpensively on an integrated circuit doubles approxi-
mately every two years.” Similar “laws” or analyses have shown; for example, such market
facts as: (a) computer hard drive capacity has grown exponentially between 1980 and
2011 and (b) the number of “pixels” per dollar, in digital imaging has grown in a similar
way between 1995 and 2005.
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TABLE 1—ASTM E05 fire test methods.

Fire Test Method Year Introduced Year Latest Edition E05 Subcommittee

D2859 1970 2006 E05.22

E84 1950 2011 E05.22

E108 1955 2010 E05.14

E119 1917 2011 E05.11

E136 1958 2011 E05.23

E162 1960 2011 E05.22

E648 1978 2010 E05.22

E662 1979 2009 E05.21

E814 1981 2011 E05.11

E906 1983 2010 E05.21

E970 1983 2010 E05.22

E1317 1990 2008 E05.22

E1321 1990 2009 E05.22

E1352 1990 2008 E05.15

E1353 1990 2008 E05.15

E1354 1990 2011 E05.21

E1474 1992 2010 E05.21

E1529 1993 2010 E05.11

E1537 1993 2007 E05.15

E1590 1994 2007 E05.15

E1623 1994 2011 E05.21

E1678 1995 2010 E05.21

E1725 1995 2008 E05.11

E1740 1995 2010 E05.21

E1822 1996 2009 E05.15

E1966 1998 2007 E05.11

E1995 1998 2008 E05.21

E2058 2000 2009 E05.22

E2102 2000 2011 E05.21

E2187 2002 2009 E05.15

E2257 2003 2008 E05.21

E2307 2004 2010 E05.11

E2336 2004 2009 E05.11

E2405 2005 2005 E05.21

E2652 2009 2009 E05.23

E2707 2009 2009 E05.11

E2816 2011 2011 E05.11
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The changes in both fire tests and materials and products being tested cre-
ates an interesting dilemma when considering fire test results: is it reasonable,
given the changes in technology of material/product development and of fire
test invention/revision, that there be no guidelines issued by ASTM E05 for the
continued applicability of reports of fire test methods?

Test reports from fire test laboratories should be deemed to be a valid repre-
sentation of the fire-test-response characteristics of the material, product, or as-
sembly at the time that it was tested. The validity of such a test report is not
within the scope of the guide being developed. In the remainder of this discus-
sion it will be assumed that the fire test report in question was originally valid.

When considering the continued applicability of a fire test report, the fol-
lowing questions should be asked:

1. Is the time frame between the issuance of a fire test report and its new
requested use so substantial that there is a need to question its continued
applicability?

2. How does the material, product, or assembly that has been tested in the
past compare with the material product or assembly being offered for
use now?

3. How does the protocol of the fire test method that was used to perform
the test described in the fire test report compare with the current test
method protocol?

4. Are the inevitable differences in 2 and 3 small enough not to affect the
performance and the safety of the material or product in its end-use
application?

Those same questions can be addressed in a positive way to establish the
continued applicability of an old fire test report. Summary of concept: a fire test

FIG. 1—Development of ASTM E05 fire tests.
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report will continue to be applicable to a material, product or assembly for long
after the fire test was conducted unless: (a) either the test protocol has changed
substantially or (b) the material, product or assembly offered for use has
changed substantially, and a test conducted at the time the fire test report is
needed again on the material, product or assembly offered for sale would result
in a more unsafe fire test result.

Time Frame

When a U.S. code states that a material, product or assembly needs to meet a
certain fire test requirement, it usually contains the date of the edition of the
standard test method that must be complied with. The codes issued in the U.S.
by the key code-making organizations (ICC, NFPA, and IAPMO) are renewed
periodically, typically on a three year cycle. As a new edition of a code is issued,
typically either the code development organization’s staff or the organization’s
revision process will update all referenced standards to its most recent editions.
This provides one time frame for the continued applicability of a fire test report:
if the report is based on the edition of the fire test standard referenced in the
code, the code deems it to continue to be applicable.

When a material, product, or assembly is subject to an evaluation report,
and/or to a set of acceptance criteria which contains a fire test requirement, the
acceptance criteria will also generally include the date of the edition of the
standard test method that must be complied with. An evaluation report is a
report issued by an organization such as the International Code Council (ICC)
Evaluation Service. It is a public report that provides evidence, as certified by
the issuing organization, that a material, product or system complies with cer-
tain requirements; for example, ones laid out in a code or regulation, based on
its compliance with a variety of test methods. Evaluation report acceptance cri-
teria are revised periodically, with a time frame typically based on the rules of
the organization issuing the criteria or on requests by the holders of evaluation
reports that are associated with those criteria. Once again, this provides one
time frame for the continued applicability of a fire test report: if the report is
based on the edition of the fire test standard referenced in the acceptance crite-
ria, the acceptance criteria deem it to continue to be applicable.

When a certain regulatory body requires that a material, product, or assem-
bly meet a certain fire test, the regulation will normally contain the date of the
standard fire test method that must be complied with. Once again, a time frame
has been provided.

When a fire test report is requested by an organization specifying such
requirements without it being based on a code, a set of acceptance criteria or
some regulation, the date of the edition of the standard test method to be used
is likely to be contained in the specification, which may be an ASTM standard
specification. Once more, a time frame has been provided.

In principle ASTM fire test standards must be revised, reapproved or with-
drawn by a technical committee after no more than five years or they will be
withdrawn automatically without committee action. In practice, ASTM stand-
ards are not automatically withdrawn until the ninth year after the date of their
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last revision or reapproval/reconfirmation. Similarly, National Fire Protection
Association (NFPA) fire test standards must also be revised, reapproved/recon-
firmed or withdrawn by a technical committee after no more than five years
from their last edition. This ensures that, for both organizations, a technical
committee has considered whether revisions are needed and whether the test
standard is technically suitable to continue to be used. Thus, if a fire test report
based on an ASTM or NFPA test standard is being presented for use within the
relevant time frame, as discussed above, the continued applicability of the fire
test report will normally not be questionable.

The discussion above does not address the technical issues raised in ques-
tions 2 and 3 above but provides a background for when a fire test report may
be substantially out of date.

Listing and Labeling

A particular issue that must be considered, and will be discussed later, is
whether the material, product or assembly being considered is listed and la-
beled by an accredited certification agency.

The International Building Code (IBC) defines as follows:
Labeled: “Equipment, materials or products to which has been affixed a

label, seal, symbol or other identifying mark of a nationally recognized testing
laboratory, inspection agency or other organization concerned with product
evaluation that maintains periodic inspection of the production of the above-
labeled items and whose labeling indicates either that the equipment, material
or product meets identified standards or has been tested and found suitable for
a specified purpose.”

Listed: “Equipment, materials, products or services included in a list pub-
lished by an organization acceptable to the code official and concerned with
evaluation of products or services that maintains periodic inspection of produc-
tion of listed equipment or materials or periodic evaluation of services and
whose listing states either that the equipment, material, product or service
meets identified standards or has been tested and found suitable for a specified
purpose.”

Materials, Products, or Assemblies

Any person or organization who wishes to use a fire test report conducted sub-
stantially earlier than the time at which it is intended to be used should be able
to provide assurances that the material, product or assembly that was tested
does not differ substantially from the material, product, or assembly currently
being offered for use. That concept is easy and technically valid. However, the
problem is in the details, particularly in the interpretation of the term
“substantially” and in the issue of how these assurances can be made within a
modern industrial environment.

The rationale behind this basic concept is the assumption that any product
being offered for sale in the 21st century is likely to have undergone significant
changes in formulation in the period preceding its sale. In the case of plastic
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materials; for example, it is not uncommon for formulation changes to occur
several times per year. In the period during which the material/product is being
developed, and the formulation is being changed, fire testing is likely to have
occurred, either in-house or in an outside test laboratory. Such changes in for-
mulation are likely to be justifiable trade secrets or proprietary information and
may well have no effect on the fire-test-response characteristics of the material.
However, it is essential for someone to bear the responsibility for assuring those
who are asked to authorize a new use of a product based on an old fire test
report that it is safe to do so. Thus, the burden of proof must start, at least, with
the person or organization wishing to reuse an old fire test report.

If the information requested above is requested from the manufacturer, the
information should be available. However, even though it is technically reasona-
ble for a manufacturer to be asked to provide a detailed description of any
changes in the ingredients or in the manufacturing process, it is not commer-
cially reasonable for the requester of such a description to require the manufac-
turer to reveal proprietary information. A compromise must be reached between
the parties that is technically valid, and ensures safety and commercial viability.

Fire tests are not only conducted on materials but also on composite prod-
ucts or assemblies. In such cases the person or organization wishing to use the
old fire test report may be responsible for selling the final product but may not
be the manufacturer of any of the components. Consequently, such a person or
organization may not be in a position to provide detailed information on the
individual components. However, it is probably still the responsibility of the
person or organization wishing to use an old fire test report to provide enough
information to assure the expected new user of the fire test report that the prod-
uct being offered for sale is still adequately representative of the product that
was tested.

If a material, product, or assembly is listed and labeled by an accredited cer-
tification agency, the test results associated with the listing should continue to
be applicable as long as the listing remains in place, provided the listing organi-
zation has suitable procedures to validate the continuation of the listing. In the
case of listed and labeled items no report from the manufacturer should be
needed, since certification agencies, including listing organizations, are typi-
cally responsible for setting schedules, based on the type of fire test and on the
type of material, product, or assembly, on which manufacturers will be asked to
affirm that they believe there have been no changes of sufficient magnitude to
warrant new fire test reports. Certification organizations need to have systems
in place to address the continuation of listing based on the impact of standard
changes on existing listed materials, products, assemblies. It should be the
responsibility of the certification agency to provide suitable procedures to
ensure that the listing is still applicable to the material, product, or assembly
being offered for use.

The procedures used by certification organizations to ensure that the listing
is still applicable could provide guidance for ways in which the fire test report
submitter can provide assurances without either conducting a new fire test or
divulging commercial secrets. These include chemical analyses or screening
tests acceptable to both parties.
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Test Method Protocol

In order to determine whether a standard fire test protocol has substantially
changed since a report was issued, it is important for fire test reports to include
detailed descriptions of the protocol used in the testing recorded in the report. It is
common for “recent” fire test reports to be required to contain sufficient informa-
tion for this purpose. However, that has not always been the case and it is not un-
usual for older fire test reports to contain relatively little descriptive information.

In particular, fire test reports should be reviewed for inclusion of the specific
date of the edition of the fire test standard used for any assessment. The informa-
tion on the date of the test standard used is necessary, but not sufficient, to help
determine whether the fire test report being proposed for a new use is applicable
to the intended use. A key reason that this information is not sufficient comes
when fire test methods: (a) offer options, (b) mandate certain techniques (such
as specimen preparation and/or mounting methods) that are changing or have
changed over time or (c) develop newer, or varied, calculation methods.

In such cases, fire test reports should be reviewed for inclusion of sufficient
information for identification of the exact test protocol used, particularly if the
fire test standard includes options, whether mandatory or non-mandatory. An
example of options contained in a test method would be the initial test heat flux
used in heat release tests.

If a fire test standard includes specific specimen preparation or mounting
methods for particular materials or products, the fire test report should be
reviewed for inclusion of a detailed description of the specimen preparation and
mounting methods. This is very important since specimen preparation and
mounting methods can vary for many diverse test methods; details should be
given in the report irrespective of whether these methods are mandatory or are
provided as guidance. In the cone calorimeter; for example, mounting methods
are a function of the expected or known behavior of the material tested. For
example, mounting methods for the cone calorimeter take into account whether
the test specimen material melts, curls, or intumesces. As another example, spe-
cific standard practices were developed for mandatory ways to test certain
materials or products in the Steiner tunnel (ASTM E84 [1]). The following
standard practices are available in 2011: ASTM E2231 [3], forpipe and duct
insulation, ASTM E2404 [4], for wall and ceiling coverings, ASTM E2573 [5], for
site-fabricated stretch systems, ASTM E2579 [6], for wood interior finish, ASTM
E2599 [7], for reflective insulation materials, radiant barriers, and vinyl stretch
ceiling materials, ASTM E2688 [8], for tapes, and ASTM E2690 [9], for caulks
and sealants. In addition to the mandatory mounting methods, other guidelines
for mounting methods also exist in the Steiner tunnel, primarily in a non man-
datory appendix. In standard fire resistance tests, options include conducting a
hose stream test, among others.

If a fire test contains varied, or optional, calculation methods or techniques,
this information also needs to be included in the fire test report. This is usually
a direct consequence of the use of the test protocol associated with a certain edi-
tion of the standard. However, it is important to ensure the information is
clearly stated.
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Fire test reports should be reviewed for inclusion of a description of any
deviations between the test performed for the report and the published fire test
standard. It is not unusual for test reports to be conducted with “slight” (or not
so slight) variations from the standard test protocol. Such deviations may have
been made to accommodate a certain material or a certain specifier or authority
having jurisdiction. In that case it is essential that the information be known
when the test report is intended to be reused for a different purpose.

Fire test reports should also be reviewed for inclusion of detailed descrip-
tions of the test specimen, including such information as dimensions, density,
thickness, color, and layers, as appropriate.

Fire test reports should also be reviewed for inclusion of particular observa-
tions of phenomena that have occurred during the test, including melting and
dripping or burning away from the ignition source. This is an important consid-
eration when the material, product or assembly is used under different condi-
tions than it was intended to be used when the fire test report was originally
produced. For example, if a material was tested with the original intention of
using it behind a fire resistance-rated thermal barrier and the same test report
is now being presented with the intention of using it exposed in a habitable envi-
ronment, the information above could be an important decision tool.

As stated above, a code-writing body or a regulatory agency will almost
invariably include the applicable edition date when it adopts a particular fire
test standard. The same careful attention to fire test edition date is not necessar-
ily used by individual specifiers.

If the fire test standard edition or test protocol referenced by the applicable
regulatory document to which the material, product or assembly is to be
evaluated is different from, and typically newer than, the edition or protocol
used for the fire test report under consideration, the fire test report should be
accompanied by a description of the differences and their implications to the
applicability of the fire test report results. This may involve the provision of
additional information to that present in the original report when it is prepared
for reuse, if the referencing document has changed its references in the interim
period.

It may be possible for the fire test laboratory which has issued the fire test
report to be able to state, if requested, whether the fire test method used for gen-
erating the fire test report would have generated data that would still comply
with the requirements, within the accuracy and precision of the fire test
method, at the time of the enquiry. It may also be possible for the fire test labo-
ratory which has issued the fire test report to provide guidelines or information
that would indicate whether changes in test methods of the same designation
have not resulted in substantially altering the anticipated fire test results should
a similar test be conducted using the latest version of the fire test method.

A fire test laboratory should not necessarily be required to produce the
above information and analysis for older fire test reports. An agreement must
be reached between the parties that is technically valid and ensures safety and
commercial viability.

As stated already, the adoption of a new edition of a specific code is usually
accompanied by a change in the applicable edition of all fire test standards
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included in that code. A fire test report based on the edition of the fire test stand-
ard referenced in the code should be considered to be suitable for reuse unless a
particular issue arises that would indicate that further studies are needed.
Examples of particular issues that might require reconsideration have been dis-
cussed above. A fire test report based on an edition of the fire test standard ear-
lier than that cited in the regulatory document should be deemed to continue to
be applicable only if it can be judged that a test to be conducted on the new edi-
tion is likely to result in fire-test-response characteristics that would still comply
with the requirements.

In cases where a test standard has been slightly revised, one example of an
agreement between the manufacturer and the fire test laboratory could include
having the applicability of the fire test reports extended based on the indications
of screening tests mutually agreed upon. This would then result in the issuance
of a new or revised report that would indicate the laboratory’s technical opinion
on the extended applicability.

Individual fire test reports, or series of test reports, are often used to estab-
lish a product classification. Such fire tests may have been conducted to estab-
lish the performance of a product, or a family of products, that include a range
of formulations. These reports, even if they become dated, should be considered
a valid measure of the product, or family of products, as long as the product
offered for use by the manufacturer continues to fall within the range that was
established. Further testing, engineering analysis and/or chemical analysis may
be used to extend or modify the ranges initially established, with the mutual
agreement of the sponsor and the fire test laboratory.

The issue of test cost is often a key consideration. Even though this is not a
technical issue it is a valid concern and a resolution must be reached as an
agreement between the interested parties. Fire testing is an issue of public
safety and it is not appropriate to determine that even if an old fire test report is
no longer applicable; as a result of the analysis above, a new fire test will not be
conducted because it is too costly. It is likely that negotiations between the per-
son or organization wishing to use the old fire test report, the fire test laboratory
that conducted the test and the requester of the fire test report will lead to an
agreeable compromise.

It is essential to point out that any fire test report for which a concern has
been raised about one or more of the issues discussed above would not neces-
sarily have lost its applicability.

Additional Guidance

In the absence of either an analysis regarding the test protocol or regarding the
composition of the material, product or assembly, it should not be automati-
cally assumed that fire test reports for materials, products or assemblies con-
tinue to be applicable at the time they are being resubmitted.

Fire test reports referencing out-of-date editions of fire test standards
should be considered by the user to continue to be applicable if there have been
no significant changes either in the fire test standard or in the material, product
or assembly tested since the test was conducted.
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Test reports on fire tests conducted on materials, products or assemblies
intended for use as tested should be presumed to remain applicable as long as
the paragraph above continues to apply.

The continued applicability of fire test reports for reaction-to-fire tests con-
ducted on component samples intended for use as part of a composite system should
be considered to be a function of the continued presence and effect of the individual
component on the fire-test-response characteristics of the system actually to be used.

Authorities having jurisdiction and code-writing bodies should be the
appropriate groups to provide an interpretation of what predicted degree of
change, or fractional change, in measured product performance would be con-
sidered significant for safety and should be used as a threshold for issuance of a
new fire test report. That threshold can be defined as a one-sided criterion,
whereby a change in the direction of better fire performance does not trigger
the need for a new fire test report.

It is important to assume that manufacturers should somehow remain re-
sponsible for communicating to other parties when changes in the material,
product, or assembly they offer for use are sufficiently large as to create a pre-
dicted change in product performance greater than a defined threshold, if such
a threshold exists. It should probably also be the responsibility of the manufac-
turer to offer assurances to the user of fire test reports that the material, prod-
uct, or assembly used for the original fire test remains substantially unchanged.

Proposed ASTM Guide

The ASTM committee on fire standards, Committee E05, has a subcommittee
entitled Terminology and Services/Functions and designated E05.31. This sub-
committee has been working for a few years to develop a guide to be entitled
“Standard Guide for Assessment of Continued Applicability of Fire Test
Reports.” As of the date of this manuscript this draft standard has not been bal-
loted beyond subcommittee level, where it received persuasive negative votes.

Summary

It is the responsibility of a new user of an existing fire test report to ensure its
continued applicability. However, any fire test report will continue to be applica-
ble to a material, product or assembly for long after the fire test was conducted
unless: (a) either the test protocol has changed substantially or (b) the material,
product or assembly offered for use has changed substantially, and a test con-
ducted at the time the fire test report is needed again on the material, product or
assembly offered for sale would result in a more unsafe fire test result.
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