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Foreword

THIS SPECIAL ISSUE OF JAI, Special Technical Publication STP 1508, Fatigue and
Fracture Mechanics: 36th Volume, contains papers presented at the Seventh Interna-
tional ASTM/ESIS Symposium on Fatigue and Fracture �36th ASTM National Sympo-
sium on Fatigue and Fracture Mechanics� held November 14-16, 2007 in Tampa, Florida.
The symposium was jointly sponsored by ASTM International Committee E08 on Fatigue
and Fracture and the European Structural Integrity Society �ESIS�.
The symposium was co-chaired by Dr. Richard W. Neu of Georgia Institute of Technol-
ogy, USA, Dr. Kim R. W. Wallin of the Academy of Finland, Finland, and Mr. Steven R.
Thompson of Air Force Research Laboratory, USA.
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Overview
This book compiles the work of several authors who made presentations at
the Seventh International ASTM/ESIS Symposium on Fatigue and Fracture
(36th ASTM National Symposium on Fatigue and Fracture Mechanics),
sponsored by ASTM Committee E08 on Fatigue and Fracture and the Euro-
pean Structural Integrity Society (ESIS). The symposium was held on No-
vember 14-16, 2007, in conjunction with the November 12-13, 2007 stan-
dards development meetings of ASTM Committee E08.

The symposium opened with the Jerry L. Swedlow Memorial Lecture
given by James A. Joyce of the U.S. Naval Academy. Following his lecture,
several papers on related topics involving elastic-plastic fracture mechanics
were presented.

Many of the papers presented in the symposium focused on one of three
major themes: residual stress effects on fatigue and fracture, multiscale and
physics-based approaches, and reactor components and materials. Each of
these areas presents their own challenges to the development and applica-
tion of engineering approaches to predict the structural integrity and re-
maining life of systems.

A major highlight of the symposium was the extensive number of papers
on residual stress effects. ASTM Committee E08 recognizes that residual
stresses, both intentionally-applied and manufacturing-induced, can have a
significant effect on properties used in durability and damage tolerance de-
sign methodologies. These papers aim to ensure that testing standards are
robust enough to meet users’ needs.

In addition to the major themes, other papers cover the latest research in
fatigue crack growth, and in understanding and predicting the effects of el-
evated temperatures and environment. Finally, several papers deal with fa-
tigue and fracture of specific components, joining methods, surface treat-
ments, and coatings.

Richard W. Neu
Georgia Institute of Technology

Atlanta, Georgia, USA

Kim R. W. Wallin
Academy of Finland

Espoo, Finland

Steven R. Thompson
Air Force Research Laboratory

Wright-Patterson Air Force Base, Ohio, USA
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James A. Joyce1 and Xiaosheng Gao2

Analysis of Material Inhomogeneity in the
European Round Robin Fracture Toughness
Data Set

ABSTRACT: The European fracture toughness dataset was developed by
ten European laboratories in order to provide an experimental data base
sufficiently large to study specimen size and temperature effects on cleavage
fracture toughness in the ductile-to-brittle transition regime. The initial Master
Curve analysis of this data set was presented by Wallin �Eng. Fract. Mech.,
Vol. 69, 2002, pp. 451–481. showing a range of T0 reference values ranging
from �80°C to �110°C, with �90°C as an average and a standard deviation
of 6.7°C. The initial round robin data set included all scaled C�T� specimens
ranging from 1/2T to 4T in scale, but more recently additional specimens
have been tested using this material including deep and shallow crack bend
specimens �SE�B�� �Link, R. E., unpublished�, precracked Charpy size speci-
mens �Wallin, K., Fracture, Fatigue, and Residual stress—PVP, Vol. 393, J.
Pan, Ed., ASME, New York �1999��, and even some biaxially loaded cruci-
form specimens �Lidbury, D. P. G., Fatigue Fract. Eng. Mater. Struct., Vol. 29,
2006, pp. 829–849�. These specimens are being analyzed to develop and
test constraint analysis tools essential in the application of the Master Curve
method to structural applications in the commercial nuclear power industry.
The present authors have also developed fracture toughness data on this
material over a range of loading rates to investigate the sensitivity of the
calibrated Weibull coefficients used in the constraint correction models of
Gao and Dodds �Eng. Fract. Mech., Vol., 68, 2001, pp. 263–284� to material
loading rates in typical nuclear pressure vessel steels. Clear material inho-
mogeneity characteristics have developed in this data, and it was felt that a
more complete investigation of the inhomogenity in the Euro forging data set

Manuscript received October 30, 2007; accepted for publication August 1, 2008; pub-
lished online October 2008.
1 U.S. Naval Academy, Annapolis, MD 21402.
2 University of Akron, Akron, OH 44325.

Citation: Joyce, J. A. and Gao, X., �Analysis of Material Inhomogeneity in the European
Round Robin Fracture Toughness Data Set,� J. ASTM Intl., Vol. 5, No. 9. DOI10.1520/
JAI101512. Available online at www.astm.org. Also included in JAI Special Issue STP
1508, Fatigue and Fracture Mechanics: 36th Volume, R. W. Neu, K. R. W. Wallin, and S. R.
Thompson, guest editors, ASTM International, West Conshohocken, PA 2009, pp. 3-29.

ASTM Special Technical Publication, Vol. 5, No. 9
Paper ID JAI101512

Available online at www.astm.org

Copyright © 2008 by ASTM International, 100 Barr Harbor Drive, PO Box C700, West
Conshohocken, PA 19428-2959.
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should be conducted. Following the proposal of Wallin �Eng. Fract. Mech.,
Vol. 71, No. 16, 2004, pp. 2392–2346�, software was written to investigate
whether the subject data set could best be expressed as a bimodal distribu-
tion of two combined Master Curve distributions, and this software was then
applied to the various individual data sets in the European round robin data.
The output of each analysis �e.g., the 2T data set� was two Tx values and a
probability value pa, where Ta and Tb are the T0 values for the two constitu-
ents and pa is the probability of Ta. Using a procedure being developed as an
annex to ASTM E1921 which is based on suggestions of Wallin, standard
deviations of each of these quantities are estimated and used to judge if the
dataset represents inhomogeneous material. The results show that several
of the data sets obtained in the original round robin test program are better
described by bimodal probability distributions than by the single Weibull dis-
tribution of ASTM E1921. Both single specimen datasets, and multi-
temperature analysis of the various size specimens appear to show a pref-
erence for bimodal probability distributions. Additional sets of precracked
Charpy size specimens were then machined from slices of the cross section
and the results of testing these specimens shows that some cross sections
of the Euro forging demonstrate a clear pattern of toughness variation across
the forging cross section, while other cross sections show nearly constant
fracture toughness with crack position. A major conclusion of this work is that
making “mechanics based” conclusions comparing constraint effects using
the Euro forging material is going to be more difficult given the apparent
presence of material inhomogeneity in this material as demonstrated very
convincingly by the data and analysis presented in this paper.

Origin of the Problem

The Weibull Stress Model

The Weibull stress model originally proposed by Beremin �1� derives from the
weakest link statistics and adopts a two-parameter Weibull distribution to de-
scribe the cumulative failure probability:

Pf��w� = 1 − exp�− ��w

�u
�m� �1�

In this expression, �w represents the Weibull stress defined as the integral
of a weighted value of the maximum principal �tensile� stress ��1� over the
process zone for cleavage fracture �i.e., the plastic zone at the crack tip�:

�w = � 1

V0
	

Vp

�1
mdV�1/m

�2�

In Eq 2, Vp represents the volume of the cleavage fracture process zone, V0 is a
reference volume, m denotes the Weibull modulus which relates to the size
distribution of the microscopic cracks in the fracture process zone, and �u
represents the scale parameter of the Weibull distribution which defines the
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micro-scale material toughness when the cumulative failure probability is
63.2 %.

The Weibull stress enables construction of a toughness scaling model be-
tween different crack configurations based on equal failure probability. Under
increased remote loading described by KJ or J, differences in evolution of the
Weibull stress �w�J� reflect the potentially strong variations in crack-front stress
fields due to the effects of constraint loss and volume sampling. The inherently
3-D formulation for �w defined by Eq 2 readily accommodates variations in KJ
or J along the crack front. Constraint corrections then become possible be-
tween different crack geometries, applied loading conditions, or both, at iden-
tical �w values. The quality of fracture toughness predictions using the Weibull
stress model relies heavily on the calibrated model parameters m and �u. The
effect of temperature on the coefficients m and �u was investigated by Petti and
Dodds �2�, who showed a clear dependence of �u on temperature, but an insen-
sitivity of the Weibull modulus m on temperature. The effect of loading rate on
these same coefficients was investigated by Gao and Dodds �3� using an A515
structural steel. These results showed that �u was sensitive to the loading rate
while the Weibull modulus was insensitive to rate, at least over the relatively
limited range of rates investigated. The data set used for this investigation was
limited and an additional data set using the European round robin forging
material was initiated and ultimately completed by Gao, Joyce, and Roe �4�.
This latter investigation was one of the first instances where concerns of mate-
rial inhomogeneity in the Euro forging steel appeared to affect the results of the
data that were being used in the Weibull stress rate sensitivity investigation.

Three point bend specimens �1/2T SE�B� specimens� were machined with
shallow and deep crack geometries from a block of the Euro forging material,
as shown in Fig. 1. All tests were conducted according to E1921, except that the
loading rate was elevated beyond what is allowed by E1921. Each slice was
designated with a letter �ultimately running from A through S� and the layers
from the forging centerline were designated �1-2�, �3-4�, �5-6�, and �7-8� as
shown in Fig. 1. A further discussion of the cutting of the Euro forging is
presented in the following sections, but for this work the �7-8� layer specimens
were put aside as having crack positions too close to the forging surface. The
deep cracked �5-6� layer specimens then had crack positions within about
45 mm of the forging surface, which was within the region characterized by
Heerens and Hellman �5� in the original round robin report as consistent with
the general material, at least in terms of tensile and microhardness measure-
ments. In preparing specimens for the original round robin the material within
120 mm of the inside surface was avoided, an option not available to us since
only the inner 140 mm of material was made available. This will be looked at
further in the following sections. It has been clearly demonstrated since the
1970s that standard tensile mechanical properties, hardness, and Charpy
toughnesses vary through the thickness of large section, quench and tempered
steel plates and forgings used for nuclear pressure vessels �6� with the maxi-
mum strength, hardness, and fracture toughness occurring near the forging
surfaces. The Master Curve reference temperature has also been shown to vary
in a corresponding fashion by Joyce and Tregoning �7�. For this reason, the
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European round robin was conducted over a reduced section of the forging
thickness and described more fully in a subsequent section.

The first results obtained for the rate investigation are shown in Fig. 2,
plotted against a correlation equation suggested by Wallin �8�. The error bars
define 2� confidence bounds as define in E1921. While in the strictest interpre-
tation of E1921 these confidence bounds apply only to the deep crack data sets
with dK /dt �2. MPa
m they have been applied in Figs. 2 and 3 to all deep
crack data sets. Clearly the data looked consistent and in general agreement
with the correlation equation. The specimens at this time had been randomly
selected from the various “slices” and layers, but due to a variety of experimen-
tal and machining problems, there were not enough specimens to complete the
deep crack data set at the intermediate �dK /dt �100 MPa
m/s� loading rate.
Five additional slices were taken and machined into additional deep crack
specimens and tested at the dK /dt �100 MPa
m/s loading rate.

FIG. 1—Cutting diagram for the Euro forging block made available for testing at NSWC
Carderock laboratory and the U.S. Naval Academy.
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The full data set of 22 specimens, using the �1-6� layers, gave the unsatis-
fying results shown in Fig. 3 and labeled �1-6�. Recalculations of To using the
�1-4�, �1-2�, and �3-6� layers only are shown as well in Fig. 3. Thoroughly
puzzled at this point, a set of nine specimens from the surface �7-8� layer was
tested at the same loading rate to obtain an estimate of To closer to the forging
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FIG. 2—Initial data obtained for the Weibull rate effects study.
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FIG. 3—Rate data showing effects of material inhomogeneity.
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inside surface and this result is also presented in Fig. 3. This result clearly
shows that, for these slices at least, the toughness is clearly dependent on speci-
men position through the forging thickness. For the two data sets including
specimens from the �5-6� position, To is dramatically shifted toward the result
that would be expected if only near surface specimens, the �7-8� layer speci-
mens, were tested.

Additional testing, application of the inhomogeneity analysis proposed by
Wallin �8�, and some sorting and selection of the data were used to complete the
investigation of rate sensitivity on the Weibull calibration parameters that was
subsequently completed by Gao, Joyce, and Roe �4�. Further testing and analy-
sis was also undertaken to try to get a more complete understanding of the role
of inhomogeneity in the Euro forging material, as described in the following
sections of this paper.

Description of the Euro Forging Material

The Euro forging material described above and used in this study is from a
large forged, quenched and tempered ring segment of 22NiMoCr37 ferritic
steel. This material is similar to the A508 pressure vessel steel widely used in
North American commercial nuclear power plants. Ten European laboratories
have conducted extensive quasi-static fracture tests of this material to generate
the Euro fracture toughness data set for studying the specimen size and tem-
perature effects on cleavage fracture toughness in the ductile to brittle transi-
tion region. The chemical composition of the 22NiMoCr37 steel is given in
Table 1. Heerens and Hellmann �5� provide detailed descriptions of this mate-
rial and the Euro round robin fracture test program, including the variability of
material properties through the thickness of the ring segment.

Figure 4 shows the original cutting plan for the Euro ring forging. The
locations of all specimens used for the original round robin were recorded in
drawings like that shown in Fig. 5. Extensive work was done by Heerens and
Hellman �5� to characterize the uniformity of thick wall forging material. Fig-
ure 6, for instance, shows hardness traverses obtained across sub-blocks SX1,
SX2, and SX4 along with some tensile data obtained across various sub-blocks.
Property variations consistent with what would be expected across such a large
section steel cross section were observed, and by restricting the positions of the
fatigue cracks it was expected that relatively uniform test results would be
obtained. In one instance, unexpectedly large scatter was observed �5� in the 2T
data set and additional 1/2T specimens were machined from the broken pieces
of 2T C�T� specimens. These 1/2T specimens also showed the same increased
data scatter that had been observed in the 2T data set.

Wallin’s Master Curve analysis �9� of the original C�T� toughness data gen-
erated by the Euro fracture test program leads to an E1921 reference tempera-

TABLE 1—Chemical composition of the 22NiMoCr37 steel �wt. %�.

C Si P S Cr Mn Ni Cu Mo
0.21 0.24 0.003 0.004 0.003 0.82 0.79 0.049 0.56
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ture �T0� of −90°C �i.e., the temperature at which the median toughness of a 1T,
small scale yielding data set equals to 100 MPa
m�. Because of the large scale
of this data set it has been used extensively to support developments of aspects
of the ASTM E1921 test standard, to support development of the Weibull stress
procedure of constraint correction �1–4�, to evaluate the effect of biaxial load-
ing on the Master curve reference temperature �10,11�, and to develop other

FIG. 4—Overall cutting plan for the large ring segment of 22NiMoCr37 recognized now
as the Euro forging material used for the Euro fracture toughness data set, and for more
recent material tests �5�.
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techniques of constraint adjustment and correction �12,13�.
One piece of the Euro forging material was obtained by NSWCCD Card-

erock Laboratory specifically to investigate the effect of biaxial loading on the
Master Curve reference temperature To. Earlier work �14� by Oak Ridge Na-
tional Laboratory �ORNL� using large cross-section cruciform specimens
loaded in bending had suggested that the Master curve reference temperature
was dependent on the degree of biaxial loading. This result was not supported

FIG. 5—More detailed cutting diagram of the sub-blocks of the Euro ring forging.

10 FATIGUE AND FRACTURE MECHANICS

 



by a series of tests conducted at NSWCCD Carderock and at the U.S. Naval
Academy using smaller cruciform specimens of two different nuclear vessel
type structural steels �11�. Material variability was a concern in these tests, and
ORNL had tested a series of large scale Euro forging material cruciform speci-
mens in biaxial loading as part of the VOCALIST �12� project. Very little stan-
dard bend specimen data existed for the Euro forging material at that time, so
the Euro material was obtained by NSWCCD Carderock to generate shallow
and deep crack specimen data for comparison with the large scale Euro forging
cruciform tests results of ORNL.

The piece of Euro material that was made available to NSWCCD was ap-
proximately 0.33 m by 1 m by 0.14 m thick, representing the inner half of the
ring forging 0.28 m thickness shown in Fig. 1. Approximately 2/3 of this ma-
terial was used to test a series of 1T and 1/2T SE�B� specimens with both deep
and shallow crack configurations for comparison with the large scale cruciform

FIG. 6—More detailed cutting diagram of the sub-blocks of the Euro ring forging.
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results obtained by ORNL. Some of the remaining material was subsequently
used to develop a series of data over a range of loading rates to investigate the
rate dependence of the Weibull stress model. It was this data, as described
more fully below, that first showed that inhomogeneity of the Euro forging
material needed to be accounted for if the Euro forging material was to be used
to answer “Mechanics” questions. The drawing in Fig. 1 shows the basic cutting
plan for these test specimens, with each “slice” of material being designated by
slice and layer as the remaining part of this plate was machined and tested.

Concerns about the homogeneity of this segment of the Euro forging ma-
terial led to the machining of precracked Charpy size specimens from the bro-
ken halves of the 1/2T SE�B� specimens that were used for the Weibull coeffi-
cient rate characterization. Figure 1 shows how the “A” and “B” halves of the
1/2T SE�B� specimens were machined into “X” and “Y” Charpy specimens,
with the layer designations 1 through 8 locating the specimen through the
depth of the half thickness of the Euro material. These specimens were all
machined with a /W=0.5 and tested according to ASTM E1921-06. Two of the
original slices were machined in this fashion resulting in 64 specimens, 32 from
the “N” slice and 32 from the “P” slice. The various loading rates used for the
“Weibull Rate” program study did not allow a direct comparison of the indi-
vidual slices, but there was enough qualitative evidence to infer that the “P”
slice was in some sense tougher that the “N” slice. The results of these tests are
described below.

Analysis

Inhomogeneity Analysis

A straightforward type of material inhomogeneity is the assumption that the
data population consists of two combined distributions each of which can be
described by a Master Curve with its own distinct To reference temperature as
proposed by Wallin et al. �9�. This consists of assuming that the data population
consists of two combined Master Curve distributions with a total cumulative
probability distribution given by a bimodal distribution of the form:

Pf = 1 − pa exp�− �KJc − Kmin

Ka − Kmin
�4� − �1 − pa�exp�− �KJc − Kmin

Kb − Kmin
�4� �3�

where Ka and Kb are the characteristic toughness values for the two constitu-
ents and pa is the probability of the toughness belonging to distribution a.

A draft Annex to the ASTM Standard E1921 has been developed based on
the Wallin work, which formalizes the development of the procedure to be used
to obtain the two reference temperatures, Ta and Tb, and pa, where Tb�Ta. The
valid temperature range for the bimodal distribution is �Tb−50°C, Ta+50°C�.
Ta, Tb, and pa are determined using an appropriate solver that maximizes the
logarithm of the likelihood given by:
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ln L = �
i=1

N

�i ln fi + �1 − �i�ln Si �4�

where:

N � the number of specimen tested,
�i � 1.0 if the datum is valid or zero if the datum is a dummy

substitute value,
fi � the datum failure density given below, and

Si � the datum cumulative surviving probability given below,

fi = 4pa

�KJc�i� − Kmin�3

�Ka�T�i�� − Kmin�4

�exp�− � KJc�i� − Kmin

Ka�T�i�� − Kmin
�4� + 4�1 − pa�

�KJc�i� − Kmin�3

�Ka�T�i�� − Kmin�4

�exp�− � KJc�i� − Kmin

Kb�T�i�� − Kmin
�4� �5�

Si = pa exp�− � KJc�i� − Kmin

Ka�T�i�� − Kmin
�4� + �1 − pa�exp�− � KJc�i� − Kmin

Kb�T�i�� − Kmin
�4� �6�

and:
KJc�i� � either a valid KJc datum or dummy value substitute for an

invalid datum. All KJc input values, valid or dummy KJc,
must be converted to 1T equivalence before entry,

Ka�T�i�� � characteristic fracture toughness of population a at the test
temperature T�i�, and

Kb�T�i�� � characteristic fracture toughness of population b at the test
temperature T�i�.

The accuracy of the obtained parameters depends on the number of data
available and is given in terms of standard deviations by:

�Ta
=

22 ° C

N · pa − 2

�7�

�Tb
=

16 ° C

r − N · pa − 2

�8�
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�pa
=

0.35

N · pa − 2

�9�

where r is the number of valid data points. The measure of the likelihood that
a data set is inhomogeneous is obtained from:

MLNH =
Ta − Tb


�Ta

2 + �Tb

2 + �exp
2

�10�

where �exp is the experimental uncertainty of the reference temperature and is
assumed to be 4°C in the draft E1921 Annex. The data set is likely to be
inhomogeneous if MLNH is larger than 2.

Inhomogeneity Analysis of Euro Forging

As described in a previous section, considerable study and care were taken to
keep the effects of material variability to a minimum in the development of the
Euro forging round robin. All precracks were positioned in a central area of
forging which demonstrated uniform tensile mechanical properties and uni-
form microhardness.

The bimodal inhomogeneity analysis procedure was developed by Wallin
but not applied to the Euro forging data set. Many authors have used the sub-
sets of the Euro round robin data set to support analyses related to various
aspects of crack tip constraint modeling �1,2,4,10–15�. The present authors
were deep into developing additional data sets using small SE�B� specimens
obtained from the Euro forging material to investigate the sensitivity of the
Weibull stress constraint adjustment procedure to loading rate, when they ob-
tained enough data to become convinced that material inhomogeneity was in-
terfering with the measured data. This was quickly confirmed by applying the
Wallin bimodal procedure to the elevated rate data set, but it also caused a
reanalysis of the complete Euro round robin data set using the bimodal inho-
mogeneity technique. The Euro round robin data is available from a GKSS
website, and this full data set was downloaded for analysis. All round robin
specimens were C�T� specimens of 4T, 2T, 1T, and 1/2T scales. In the following
sections each size specimen is looked at individually and, analyzed using the
Wallin inhomogeneity approach. Sixty-four additional precracked Charpy size
specimens were also machined and tested as part of this study. These speci-
mens were precracked Charpy specimens which were machined from the bro-
ken halves of the 1/2T SE�B� specimens that had been used for the Weibull
model rate study described briefly previously in this paper. Thirty-two speci-
mens were machined from each of two slices, slices N and P, as shown in the
detail in Fig. 1. These specimens were intended to determine whether a tough-
ness gradient existed across the Euro forging that had not been detected using
the tensile and hardness measurements conducted as part of the initial round
robin �see Fig. 7�. These specimens were tested fully in compliance with ASTM
E1921.
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4T C�T� Specimens

Figure 8 shows a standard E1921 Master Curve plot of the 4T round robin
specimen data. Tabulated data for this data set is presented in Table 2. To
reference temperatures calculated for individual test temperature data sets, and
for the full set using the ASTM E1921 multi-temperature procedure are very
consistent. These specimens did not demonstrate any inhomogeneity as defined
by the draft ASTM procedure outlined above. In each case the pa was very high,
resulting in the calculation of �Tb, being undefined when the argument in the
radical in the denominator of Eq 8 became negative. Clearly the Master curve
and confidence bounds fit the data distribution well, as shown in Fig. 8. Be-
cause of the large size of these specimens, all cracks were very close to the
forging centerline in this case, and this combined with the long crack fronts
sampling a large amount of material, very little inhomogeneity was experienced
in this series of tests.

2T C�T� Specimens

The 2T specimen data set of the Euro round robin is presented in Fig. 9 and
Table 3, and these data show a much different result. Comparing the E1921

FIG. 7—Hardness profile �a–c� and tensile data �d� obtained across the wall thickness
showing the region used for the Euro round robin fracture tests �5�.
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multi-temperature Master Curve and the corresponding ±95 % confidence
bounds and the data is not very satisfying in this case with approximately 13 %
of the specimens lying outside the ±95 % confidence bounds. None of these
specimens showed ductile crack growth or were censored by the E1921 require-
ments.

The requirements of E1921 would invalidate the result To=−110.6°C cal-
culated based on the −60°C data set since T−To �50°C, while it would accept
the −40°C data set giving To=−85.8°C and the −91°C data set result of To=
−97.5°C since in these cases T−To �50°C. The multi-temperature analysis of
E1921 leads to the use of only the −60°C and −91°C data sets and gives To=
−107.4°C.

Applying the bimodal analysis demonstrates that the −60°C data set is
strongly inhomogeneous. The −91°C and −40°C data sets would be considered
homogeneous by the proposed E1921 criteria, but a multi-temperature analysis

0

100

200

300

400

-200 -100 0 100

Euro Forging 4T C(T)
y=30+70*exp(.019*(x+93.1))
E1921 �95% Confidence Bounds

Temperature oC

K
J(
1T
)
M
P
a�
m

FIG. 8—The Euro round robin 4T C�T� data set.

TABLE 2—Homogeneity results, 4T Euro forging specimens.

Temp.,
°C N r

To,
°C

Ta,
°C

Tb,
°C pa MLNH SX blocks

−91 15 15 −96.2 −96.2 — 1 — 8, 12, 16, 21, 23, 44
−20 15 15 −91.0 −91.0 — 1 — 12, 14, 16, 18, 21, 24, 25

0 15 14 −92.3 −92.3 — 1 — 19, 20, 21, 24
Multi-
temp

45 44 −93.1 −93.1 — 1 — All of the above
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results in the full 2T data set being considered inhomogeneous using the pro-
posed MLNH �2.0 criteria. Evaluation of the 95 % confidence bounds for the
bimodal analysis using the datum cumulative surviving probability of Eq 6,
as shown in Fig. 9, does lead to wider and more satisfying 95 % confidence
bounds of the data set with 6.7 % now excluded rather than the 13 % excluded
by the E1921 confidence bounds. The Ta−Tb difference is 18.3°C which
shifts the lower 95 % confidence bound to the right by about 5°C at the
KJ=100 MPa
m, which is a significant effect from a regulator’s viewpoint.

Looking at the cutting plan it is clear that while the 4T specimens were
constrained to having the crack front very close to the forging centerline, the 2T
specimens would have had crack positions much closer to the forging surface—
generally right at the outer limit allowed by the round robin fatigue crack zone
presented in Fig. 7 above. As shown in a following section, this difference in
crack position is a likely factor in producing the increased toughness demon-
strated in the 2T set of specimens. It is also shown below that when additional
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FIG. 9—Master curve plot of the 2T Euro forging data set.

TABLE 3—Homogeneity results, 2T Euro forging specimens.

Temp.
°C N r

To,
°C

Ta,
°C

Tb,
°C pa MLNH SX blocks

−91 30 30 −97.5 −90.4 −130.4 0.96 — 2, 7, 8
−60 30 30 −110.6 −100.0. −120.1 0.65 2.33 2, 9, 10
−40 30 30 −85.8 −82.3 −89.3 0.56 0.84 2, 11, 12

Multi-
temp

60a 60 −107.4 −97.3 −115.6 0.61 2.83 2, 7, 8, 9, 10

a−40°C data not included since T−To �50°C.

JOYCE AND GAO ON INHOMOGENEITY IN THE FRACTURE TOUGHNESS DATA 17

 



1/2T C�T� specimens were cut from 2T specimen halves using specimens origi-
nally from blocks SX2 and SX9, the higher toughness results were found again
in the resulting data set.

1T C�T� Specimens

A similar but much less dramatic case of apparent material inhomogeneity is
found in the 1T data set, as shown in Fig. 10 and Table 4. Here the −91°C single
temperature data set demonstrates inhomogeneity and this data set continues
to dominate when the multi-temperature calculation is made. The calculated Ta
and Tb bracket the E1921 To, and there is little difference between the ±95 %
confidence bounds based on a single distribution or a bimodal distribution,
though the data excluded goes from 4 out of 68 or 5.9 % to 3 out of 68 or 4.4 %
when the bimodal, ±95 % confidence bounds are utilized. Here the Ta−Tb dif-
ference is 14°C, which shifts the lower 95 % confidence bound to the right by
only 2°C at KJ=100 MPa
m.
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FIG. 10—Euro forging 1T C�T� bimodal Master Curve.

TABLE 4—Homogeneity results, 1T Euro forging specimens.

Temp.
°C N r

To,
°C

Ta,
°C

Tb,
°C pa MLNH SX blocks

−91 34 34 −97.2 −74.2 −98.6 0.23 2.35 8
−60 34 34 −87.5 −87.5 — 1 — 10
−40 32 31 −91.0. −46.2 −91.2 0.01 — 12

Multi-
Temp

68a 68 −91.0. −83.9 −97.9 0.61 2.25 8, 10

a−40°C data not included since T−To�50°C.
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1/2T C�T� Specimens

Figure 11 and Table 5 show the results of the Euro round robin 1/2T C�T� data
sets. Here again inhomogeneity is clearly demonstrated in the data sets tested
at −110°C and −60°C. The −60°C data was augmented here by a second set of
specimens that the round robin directors subsequently machined from speci-
mens halves of the 2T C�T�’s after these specimen had been recognized as being
higher than average in toughness. The second set of 1/2T C�T�’s did show el-
evated toughness with To=−96°C, though not nearly as elevated as the results
of the 2T specimens described above �To=−120°C�. Combining the two −60°C
1/2T C�T� data sets clearly shows that significant inhomogeneity again exists in
the data. Combining all data using the multi-temperature analysis shows that
strong inhomogeneity exists in the 1/2T data set with MLNH=3.38. Very little
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FIG. 11—1/2T C�T� Euro round robin data set.

TABLE 5—Homogeneity results, 1/2T Euro forging specimens.

Temp.,
°C N r

To,
°C

Ta,
°C

Tb,
°C pa MLNH SX blocks

−110 55 55 −85.0 −71.3 −86.9 0.20 1.78 1, 2, 4
−91 31 31 −90.9 −90.2 −91.0 0.17 0.07 8
−60 31 29 −79.1 −73.3 −96.0 0.82 1.61 10
−60 31 22 −92.7 −74.2 −97.1 0.26 2.12 2, 9 from 2T C�T�
−60 62 51 −86.6 −76.4 −103.8 0.69 3.32 2, 9, 10

Multi-
temp

148 137 −86.4 −71.5 −90.2 0.29 3.38 1, 2, 4, 8, 9, 10

Multi-
tempa

117 115 −84.6 −70.9 −87.7 0.27 2.82 1, 2, 4, 8, 10

aThis set excludes the extra specimens machined from the 2T C�T� specimens.
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change is noted when the multi-temperature analysis is repeated with the sec-
ond set of 1/2T C�T�’s at −60°C excluded. In this case the bimodal 95 % con-
fidence bounds better represent the data excluding 10 %, while the E1921 95 %
confidence bounds exclude 11.5 % of the data. In this case the Ta−Tb difference
is 18.7°C, corresponding to a shift of the lower 95 % confidence bound to the
right by about 5°C at KJ=100 MPa
m.

Precracked Charpy Data

Analyses of the high rate data obtained by the authors �4� and a review of the
original European round robin data set clearly demonstrates that material in-
homogeneity is a problem for the Euro forging material. The rate data implied
that the position through the forging was a factor in the material inhomogene-
ity, but this could not be verified using the round robin data because of uncer-
tainty in the positions of many of the specimens and the randomization done in
organizing the specimens. To investigate this aspect, precracked Charpy geom-
etry, deep crack bend specimens were machined that were systematically orga-
nized to keep track of the specimen location through the plate thickness. Speci-
men halves from the 1/2T SE�B� specimens originally machined from two
“slices” of the Euro forging material were machined into precracked Charpy
specimens with a /W=0.5 and tested statically according to ASTM E1921 at
−100°C. Each 1/2T SE�B� was cut into four precracked Charpy specimens, as
shown in the enlargement in Fig. 1, giving a total of 32 specimens per slice. For
the initial analysis the near surface specimens machined from the 7-8 layer
specimens are not included in the analysis. These specimen results are dis-
cussed later in this paper.

The resulting fracture toughness data for the 1-6 layer specimens presented
in Table 6 is plotted in Fig. 12. All specimens were tested to cleavage failure,
and while some required censoring when evaluating To, none showed signifi-
cant ductile crack extension before failure. Slices N and P were neighbors in
the forging since slice “O” was omitted in the rate study specimen machining
system to avoid specimen labeling confusion. A review of the high rate 1/2T
SE�B� tests did suggest that specimens obtained from the N slice tended to be
tougher than average while specimens from the P slice tended to be less tough
than average in whatever data set the N or P specimens were a part of.

The results obtained by applying the bimodal inhomogeneity analysis are
presented in Table 7 and plotted in Fig. 12. Neither slice can be demonstrated
to be inhomogeneous according to the proposed E1921 MLNH criterion,
though the plot of the data shown on Fig. 12 appears to be clearly inhomoge-
neous with a distribution much broader than expected by the E1921 confidence
bounds. When the N and P slices are compared it is clear that they are dis-
tinctly different, with the To values being −109.2°C and −84.5°C, respectively.

Combining the data from the two slices results in a strongly bimodal inho-
mogeneity with
Ta=−66.2°C, Tb=−111.4°C, pa=0.42, and MLNH=5.63. Re-analyzing using
reduced data sets of �1-4� layer specimens or �5-6� layer specimens results in
slight reductions in the MLNH coefficients.

Figure 13 shows a plot of cleavage initiation toughness versus the position
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of the specimen precrack from the forging centerline. The lines are least-
squares linear regression trend lines only. While the N and P slices are within
15 mm of each other in the forging, they demonstrate very different properties
when cleavage initiation toughness is plotted versus position through the forg-
ing. Slice N demonstrates a distinct position dependence with toughness in-
creasing as one moves from center to near the forging quarter thickness loca-
tion, while the P slice shows little dependence on specimen position, with if

TABLE 6—Tabulated results of the Euro forging precracked Charpy tests.

Specimen ID
�N Slice� a /W

KJc,
MPa
m

Specimen ID
�P slice� a /W

KJc,
MPa
m

HN1AX 0.509 84.9 HP1AX 0.52 74.6
HN1AY 0.516 93.1 HP1AY 0.521 93.8
HN1BX 0.511 125.6 HP1BX 0.53 98.2
HN1BY 0.542 179.6 HP1BY 0.513 85.9
HN2AX 0.511 118.5 HP2AX 0.528 79.2
HN2AY 0.509 158.1 HP2AY 0.546 87.5
HN2BX 0.507 92.8 HP2BX 0.526 84.4
HN2BY 0.506 111.7 HP2BY 0.51 90.3
HN3AX 0.537 101.6 HP3AX 0.533 156.1
HN3AY 0.508 181.6 HP3AY 0.564 171.1
HN3BX 0.495 191.6 HP3BX 0.541 60.0
HN3BY 0.505 122.8 HP3BY 0.531 83.5
HN4AX 0.489 124.9 HP4AX 0.515 79.2
HN4AY 0.510 136.2 HP4AY 0.523 67.0
HN4BX 0.496 113.6 HP4BX 0.539 53.44
HN4BY 0.511 163.2 HP4BY 0.541 138.0
HN5AX 0.510 192.8 HP5AX 0.536 71.3
HN5AY 0.509 196.4 HP5AY 0.505 52.5
HN5BX 0.489 214.4 HP5BX 0.523 95.3
HN5BY 0.499 205.7 HP5BX 0.534 167.5
HN6AX 0.501 119.0 HP6AX 0.510 77.2
HN6AY 0.499 231.6 HP6AY 0.541 77.4
HN6BX 0.511 139.7 HP6BX 0.53 58.7
HN6BY 0.506 249.3 HP6BY 0.528 54.0
HN7AX 0.433 169.0 HP7AX 0.442 51.9
HN7AY 0.446 111.5 HP7AY 0.450 89.0
HN7BX 0.442 196.7 HP7BX 0.465 124.5
HN7BY 0.447 223.3 HP7BY 0.452 88.9
HN8AX 0.452 109.8 HP8AX 0.446 62.9
HN8AY 0.459 77.6 HP8AY 0.440 69.5
HN8BX 0.446 252.6 HP8BX 0.447 61.4
HN8BY 0.431 138.9 HP8BY 0.455 55.6
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anything, a reverse behavior when compared to slice N. These results show why
adding additional specimen slices in the rate study could have produced such
unexpected havoc in the resulting data set.

Specimens machined in the �7-8� layers had been set aside until the results
shown in Fig. 13 were available, since it was expected that these specimens
would demonstrate a different toughness response than specimens machined
from the center region of the forging. Specimen halves were now located and
machined into precracked Charpy specimens, tested consistently with those
describe previously, and the results are shown in Table 6 and in Fig. 14. Rather
unexpectedly, the N slice specimens were found to have peaked in toughness at
about the 6 layer and the toughness then falls toward the P slice results. The P
slice results continued at a rather constant level, falling gradually, on average
from the forging centerline to the surface.

It seems clear from the results of the N and P slices that the inhomogeneity
is bimodal when combining the two slices with each slice representing one
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FIG. 12—Master curve plot of precracked Charpy data showing E1921 and bimodal
curve fits and confidence bounds.

TABLE 7—Homogeneity results, precracked Charpy Euro forging specimens, Temp:
−100°C.

N r
To,
°C

Ta,
°C

Tb,
°C pa MLNH Layers Slices

48 34 −99.0 −66.2 −111.4 0.42 5.63 1–6 N, P
24 13 −109.2 −109.3 −109.2 1.0 — 1–6 N
24 21 −84.5 −62.8 −121.1 0.82 — 1–6 P
32 25 −95.9 −72.4 −107.1 0.46 3.76 1–4 N, P
16 9 −105.1 −50.8 −121.4 0.38 3.41 5–6 N, P
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FIG. 13—Fracture toughness versus relative position from the forging centerline.
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FIG. 14—Toughness versus relative position for the N and P slices including the near
surface �7-8� layers.
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mode. For slice N the toughness is elevated as one moves from the forging
centerline to the quarter thickness location, and then falls again toward the
outside surface. Slice P demonstrates nearly uniform toughnesses throughout
the forging cross section. It seems highly likely that behavior like that of both
type of slices repeats throughout the forging, though it is certainly not clear
which behavior predominates. Data sets with all precracks located near the
forging centerline would be homogeneous, while data sets with precracks lo-
cated near the forging quarter thickness location would tend to be inhomoge-
neous.

Comparison with Other Experimental Results for the Euro Forging Steel

Additional data have been developed on the Euro forging material as part of the
VOCALIST �Validation Of ConstrAint-based methodoLogy In Structural integ-
riTy� project �12�. The stated objective of the VOCALIST project is to develop
analysis procedures to relate specimen geometry data to realistic crack geom-
etries and loading that might be found in critical engineering structures. To
advance toward this goal the participants have tested deep and shallow crack
bend specimens of the Euro forging material for comparison with the C�T�
specimens that were used for the Euro round robin. Besides the standard
E1921 specimen geometries the VOCALIST program has obtained ductile-to-
brittle transition data on biaxially load cruciform specimens of the Euro forg-
ing material as well as center-cracked tension specimens and modified C�T�
specimens �POR specimens� containing surface like cracks at the root of ma-
chined notches. All tests were conducted using Master Curve-like methods and
the results were reported in terms of the reference temperature To.

Additional results on shallow and deep SE�B� specimens using the Euro
forging material have also been reported by Joyce, Link, and Roe �11�, again
using the Master Curve approach. The comparable data from these studies is
presented in Fig. 15 with To plotted against specimen type. The C�T� data are
taken directly from the Euro round robin data set. The reference temperature
To calculated using the full set of E1921 qualified data, labeled in Fig. 15 as
“Full RR,” is To=−95°C, though if the 2T specimens and the 1/2T specimens
machined from these 2T specimens are removed from the analysis To=−90°C,
which is labeled in Fig. 15 as “Reduced RR.”

The deep crack SE�B� results reported by Joyce, Link, and Roe �11� are
consistent with the round robin C�T� results, while the VOCALIST SE�B� re-
sults, with To=−121°C, appear low and the difference between the C�T� and the
standard deep crack SE�B� is larger than one would expect if it was due only to
the constraint difference between these two E1921 specimen types. The “shal-
low crack effect” reported by Joyce Link, and Roe is approximately 25°C, and
this is consistent with what is reported by the VOCALIST project, but again the
VOCALIST shallow SE�B� result appears low in comparison with the round
robin C�T� results and the precracked Charpy specimen results. The precracked
Charpy results appear consistent between the results of this paper, the results
reported by Wallin �15� and the VOCALIST project, at least when thickness-
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dependent toughness variations that exist in the Euro forging material are un-
derstood.

Tabulated data for the VOCALIST SE�B� data were not made available, so it
is not possible to investigate the homogeneity of the VOCALIST SE�B� and
precracked Charpy data sets. The Joyce, Link, and Roe SE�B� data sets pre-
sented in Fig. 15 all demonstrate homogeneous behavior according to the pro-
posed E1921 Annex requirements, while the precracked Charpy data sets are
inhomogeneous, as described previously. The location through the forging
thickness where the VOCALIST specimens were machined is also not known.

It seems unlikely that a constraint difference alone is responsible for the
27°C difference between the reference temperatures of the round robin C�T�
specimens and the VOCALIST SE�B� results. It is also inconsistent with con-
straint based expectations that the larger SE�B� specimens would give To ’s so
much less than that obtained using precracked Charpy size specimens.

The work presented previously in this paper suggests that material inho-
mogeneity plays a role in the To differences observed in these results, especially
in the B by B SE�B� results which appear to be so inconsistent with the other
results, and this should be investigated further before intricate constraint mod-
els are developed based on these results.

Discussion of the Results

Significant material inhomogeneity exists in the Euro forging material used for
the Euro round robin and for aspects of the VOCALIST study. Application of
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FIG. 15—Comparison of VOCALIST and other constraint data available for the Euro
forging material.
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the proposed ASTM E1921 Annex procedure shows distinct inhomogeneity ex-
ists at one or more temperatures in the 2T, 1T, 1/2T Euro round robin C�T�
geometry data sets, and in the precracked Charpy data sets presented in this
work. Inhomogeneity was not found in the 4T data sets, in all likelihood, be-
cause for this geometry all precracks were placed at the forging centerline,
which does not exhibit material inhomogeneity. The 2T C�T� data sets demon-
strated the worst inhomogeneity, apparently because for these specimens the
precrack tips were often located near the forging quarter-thickness location, the
location that appears to demonstrate the worst inhomogeneity at “slices” where
inhomogeneity is present. Inhomogeneity in the test results was not traceable
to the European Round Robin test lab in any case. Inhomogeneity was present
in some of the sub-blocks shown in Fig. 4 and it is present in the block of
material provided to NSWCCD Carderock for testing. Testing done as part of
this study has clearly shown that in some areas of the forging the toughness
changes rapidly as the precrack position is moved from the centerline toward
the forging quarter thickness position, and in other areas the toughness is in-
sensitive to the precrack position through the forging cross section. In the “P
slice” data developed here, which did not demonstrate a through thickness
toughness variation, bimodal inhomogeneity was still present, as currently pro-
posed by the draft E1921 Inhomogeneity Annex.

The Euro forging ductile-to-brittle transition temperature is difficult to
characterize because of the large amount of material inhomogeneity present.
Individual data sets of the round robin give E1921 To reference temperatures
ranging from −79.1°C to −110.6°C, roughly consistent with the P and N slice
results of −84.5°C and −109.2°C, respectively. If the sole objective was to as-
sure the safety of a pressure vessel the highest To=−79.1°C could be adopted
for all safety analyses.

The large variation in To makes it difficult to use this material and the
existing round robin data set to make comparisons of crack tip constraint by
testing low constraint specimens, for example, shallow crack bend specimens,
single edge notch tension specimens, or biaxial cruiform specimens, since the
differences caused by constraint can be of the same order as the 25°C resulting
from inhomogeneity alone. Placing all low constraint geometry specimen
cracks at the forging centerline, and comparing the results with the 4T C�T�
round robin results would be the most effective comparison.

Conclusions

The forging material used for the European Master Curve round robin is inho-
mogeneous and care must be taken in interpreting results obtained using this
material. Larger data sets of each specimen and loading configuration should
be tested and care should be taken to position the precrack at consistent posi-
tions through the plate thickness. It should be expected that the measured To is
dependent on the position of the precrack relative to the plate thickness and
understood that differences in To of up to 75°C have been observed in E1921
valid data sets obtained from this forging. The restrictions used for the original
Euro round robin reduced this variation dramatically to about 32°C. This
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variation is considerably larger than the 20°C variation suggested as “typical”
for homogeneous materials by E1921. The data sets that contributed most to
this larger than expected variability were the 2T specimen data sets that dem-
onstrated higher toughnesses and hence lower To values than the other speci-
men data sets. Basically, 4T specimens had their precracks located near the
forging centerline, 1T and 1/2T specimens had their precracks distributed be-
tween the forging centerline and quarter thickness location, while the 2T speci-
mens had their precracks all near the forging quarter-thickness location. Work
presented here has shown that some forging cross sections show substantial
variations in fracture toughness between the forging centerline and the forging
quarter-thickness location, and this material inhomogeneity would have the
largest effect on the 2T data sets.

Application of the single temperature procedure of the draft E1921 Inho-
mogeneity Annex to the Euro round robin data sets shows that several data sets
are inhomogeneous according to the inhomogeneity standard presently pro-
posed. The 4T data sets, which had the precrack at the forging centerline for all
specimens, are shown to be much more homogeneous than the other data sets.
Applying the multi-temperature method of the proposed E1921 Inhomogeneity
Annex to the 2T, 1T, and 1/2T C�T� data sets of the Euro round robin results in
the conclusion that these data are all inhomogeneous.

Careful testing of cross-section slices using precracked Charpy specimens
presented here shows that at some cross sections the Euro forging fracture
toughness increases approximately linearly between the forging centerline and
the forging quarter thickness position, and then falls off again toward the forg-
ing surface. In other cross sections the fracture toughness is not dependent on
crack tip location. Combined data sets including data from near the forging
quarter-thickness location results in bimodal inhomogeneity as defined by the
draft E1921 Inhomogeneity Annex.

The Euro forging material does not appear to be a good choice for studies
like the VOCALIST project because the material inhomogeneity invariably will
confuse or at least complicate the determination of the effects of constraint on
To. The inhomogeneity observed in the Euro forging material is not unexpected
for a large forging but the observed difference, Ta−Ta= �18°C is large com-
pared to the constraint effect on To anticipated for various crack and loading
configurations, and it is difficult to separate the two effects in an experimental
study like that conducted in the VOCALIST project. The Euro forging is a good
material to demonstrate the value of the addition of inhomogeneity analysis
procedures to the ASTM E1921 standard. In order to obtain estimates of the
effect of constraint on To, it appears that an experimental program conducted
on a homogeneous model material will be necessary. Obtaining a material that
is homogeneous and available in large section sizes is certainly a challenge.
Continued research must be directed to develop methods and model materials
to evaluate and characterize material inhomogeneity in large section structural
materials.
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ABSTRACT: A new method of construction of the J-R curve has been pro-
posed recently that makes use of a postulated crack growth law relating
stable crack extension, ∆a, to plastic displacement, vpl. An analytical treat-
ment of both the J-∆a curve and the force-displacement, P-v, curve, is now
possible even under circumstances in which the sole inputs are the P-v curve
and the initial and final crack size values. Based upon this crack growth law
concept, and on the common and the concise format equations of Donoso
and Landes, an alternative way of estimating the amount of stable crack
growth is presented. This alternative method, which allows for the evaluation
of the crack size at any value of force or displacement along the P-v curve,
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Nomenclature

ac � Critical crack size
ao � Initial crack size
af � Final crack size
B � Thickness of a fracture toughness test specimen
b � Ligament size

bo � Initial ligament size
bc � Critical ligament size
C � Coefficient of geometry function for plasticity
cf � Elastic compliance for the final crack size
D � Parameter equal to �* ·�*

G � Geometry function
J � Total value of the J integral

JIc � Plane strain fracture toughness
JQ � Provisional value of JIc

JQexp � Experimental value of JQ
l0; l1 � Coefficient and exponent of crack growth law

m � Exponent of geometry function in plasticity
n � Exponent of hardening function
P � Force
Pf � Force at final point in a test
Pf

*
� Corrected value of force at the final point of the test

Pmax � Maximum force in a force-displacement graph
v � Displacement �general�

v* � Total displacement at the intersection point of two P-v curves
vc � Critical displacement; displacement at which P=Pmax
vel � Elastic displacement

vel,f � Final value of elastic displacement
vf � Final �total� displacement
vn � Normalized plastic displacement, equal to vpl /W
vpl � Plastic displacement

vpl,f � Final value of plastic displacement
W � Width of a fracture toughness test specimen

�a � Crack extension
�ac � Critical value of crack extension
�af � Final measured value of crack extension
�* � Common Format constraint factor
�* � Coefficient of the plasticity hardening function
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Introduction

The fracture toughness of a ductile material may be evaluated, following the
guidelines of E 1820, either as a point value, designated provisionally as JQ—to
become JIc, provided certain size and constraint requirements are met—or as a
complete fracture toughness resistance curve. If the latter option is taken, a
J-based resistance curve—the J-R curve—may be obtained from a single speci-
men fracture test, in which the actual crack length is measured concurrently
with the test by means of elastic compliance changes or other techniques.

Recently, Pehrson and Landes �1� were able to show empirically that JQ, the
single fracture toughness point value, correlates well with the value of J at
maximum force for C�T� specimens of size W=50 mm, i.e., JQ�J�Pmax�. More-
over, they suggest that JIc=J�0.99Pmax� with a high degree of statistical confi-
dence. Although the value of JQ is dependent on size �W�, Pehrson and Landes’s
results show that one can run a fracture test, analyze the force-displacement
�P-v� data, and obtain a reasonable estimate for a major fracture
property—JIc—related to the initiation of the stable crack extension process,
without the concern of how the crack size evolves in the test beyond maximum
force.

A fracture test is often carried out to displacements well beyond those for
maximum force. Figure 1 shows a schematic P-v curve with maximum force
Pmax. This curve is labeled as a variable, to reflect the fact that a specimen that
displays such a curve undergoes stable crack extension. The test is willfully

P, [N]

v, [mm]vc

Pmax

Pf, vf, af

P*f, vf, ao

a constant = ao

a variable

FIG. 1—Schematic P-v curves for constant and variable crack size.
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terminated at a point designated as Pf, vf, af, meaning that the force and dis-
placement at the final test point are �Pf, vf�, and the crack size is af. The stable
crack growth amount at the end of the fracture test is �a=af−ao.

The force for the a variable curve first increases, then decreases. The maxi-
mum force is attained at a displacement labeled as vc, so that JQ �J at Pmax for
a specimen with W=50 mm� may be calculated as �1,2�

JQ =
m

Bb
�

0

vc

Pdv. �1�

There is a second curve abutting the first, designated as a constant. This is
the curve the specimen would show in the absence of crack growth, i.e., it
represents the behavior of a blunt notch specimen with initial crack size ao. For
such a situation, the force—ideally—goes on increasing, following a well
known power-law pattern given by the conjunction of the common format
equation �3� and the concise format �4�.

Figure 2, taken from Ref. 5, shows a P-v curve for an ASTM A 508 steel
C�T� specimen. In this figure, three curves are included. The solid points joined
by the continuous line are the experimental data points for the A 508 specimen.
Two C&C curves are shown—C&C being the acronym for common and concise
formats—one for a variable, being coincident with the A 508 experimental
curve, and another for a constant. This latter curve has also been obtained with

FIG. 2—P-v curves for a 1T-C�T� A 508 specimen.
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the C&C Formats with a crack size equal to the initial specimen crack size, ao.
A couple of questions might be asked in light of Pehrson and Landes’s

findings:
�1� If the single point critical value of J, JIc, may be obtained with the aid

of Pmax, what then is the use of the force-displacement data for v�vc?;
�2� On the other hand, if the full J-R curve is sought and the concurrent

measurement of crack size with the fracture test is not viable—for any
number of reasons—can we get an estimate of the values of crack size
as a function of either force or displacement beyond maximum force?

The significance of the maximum force on the P-v curve, and its relation
with JIc, cannot be underestimated �1�. However, the events that take place after
the attainment of maximum force in a fracture toughness test of a ductile
material seem of equal importance. This paper will focus on how stable crack
extension data may be inferred, with only the knowledge of maximum load,
initial and final crack sizes, and the datum �Pf, vf�, as shown in Figs. 1 and 2.

The DZL Original Crack Growth Model

Donoso, Zahr, and Landes �DZL� �5� proposed a novel way of obtaining the J-R
curve using the common �3� and concise formats �4� �C&C�. Among several
advantages, the use of these formats has made it possible to relate the maxi-
mum force on a P-v curve to the crack extension values, for a specimen that
undergoes stable crack growth �6�. In order to show how maximum load on a
P-v curve is related to the crack extension process, the required C&C relations
for this analysis are presented next.

The common and concise formats developed by Donoso and Landes are
calibration functions that relate the force, P, to the displacement, v, and the
crack length, a, of a fracture toughness specimen. The common format deals
with the plastic component of the displacement, vpl �3�, whereas the concise
format is used in the elastic regime, in which v=vel �4�.

These P-v-a relations are based upon the concept of load separation �7� into
a geometry function and a deformation function. The geometry function de-
pends on crack size and does so through a power law relation on the normal-
ized ligament size b /W. The deformation function, on the other hand, depends
on vpl/W through a power law relation in the common format and linearly on
vel /W in the concise format. Since a test specimen undergoing stable crack
extension shows a large amount of plastic displacement compared to the elastic
one, the primary analysis is done using the common format.

The common format equation �CFE� was proposed by Donoso and Landes
�3� to describe the force-plastic displacement relationship for a blunt-notch
fracture specimen. As such, it relates the applied force P with two variables
representing the nonlinear deformation of a fracture specimen with a station-
ary crack: vpl/W, the plastic component of the force-line displacement, normal-
ized by the specimen width W, and b /W, the normalized ligament size �liga-
ment size b in lieu of the crack size a�. The CFE also includes a term that
denotes the out-of-plane constraint, �*, and is written as
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P = �* · B · C · W · �b/W�m · �* · �vpl/W�1/n, �2�

where B=specimen thickness; C and m=the geometry function parameters,
and �* and n are material properties, which are obtained from a material
stress-strain curve �8�, or directly from the specimen normalized force-
normalized displacement curve.

For a nongrowing crack, the crack �or ligament� size is constant, and P and
v become the variables of the calibration function, at constant crack size. When
there is stable crack extension, however, the crack size a also becomes a vari-
able, so that a separate relation between a and vpl is needed. For such purpose,
DZL proposed a “crack growth law” �5� to account for the relation between
stable crack extension �a and plastic displacement vpl. The assumed crack
growth law is a two-parameter power law equation relating the change in nor-
malized crack size, �a /W, with normalized plastic displacement, vpl/W, i.e.,

�a

W
= l0�vpl

W
�l1

. �3�

In Eq 3, l0 is a coefficient to be determined—as will be explained presently—
and l1 an exponent, which for C�T� specimens is of the order of 2.0 �5�.

The term �a, crack extension, may also be written in terms of the change in
ligament size, that is, �a=bo−b, where bo is the initial ligament size �bo is equal
to W minus the initial crack size, ao�. Thus, Eq 3 gives the following expression
for the current ligament size, b:

b

W
=

bo

W
− l0�vpl

W
�l1

. �4�

Substitution of Eqs 3 and 4 into Eq 2 yield the following expression for the
CFE in terms of only the plastic displacement when there is stable crack growth

P = DBCW	bo

W
− l0�vpl

W
�l1
m�vpl

W
�1/n

, �5�

where D=product of the parameters �* and �*.
On the other hand, substitution of Eqs 3 and 4 into Eq 2, gives the CFE for

a crack growth situation in terms only of crack extension, �a,

P = DBCW	bo − �a

W

m� 1

l0

�a

W
�1/�nl1�

. �6�

Equation 5 is the DZL model relation for the force versus plastic displacement
curve for stable crack growth. Equation 6, on the other hand, shows the rela-
tion between force and crack length alone, when there is stable crack growth.
The shape of both relations clearly indicates the existence of a maximum value
for P in terms of plastic displacement �Eq 5� or crack size �Eq 6�.

Following the procedure of E1820, a fracture toughness test plot is usually
given as force versus total displacement �often including the unloading-
reloading lines�, with the stable crack extension data given as a function of total
displacement, as a complement to the P-v output. The alternative look at the
J-R curve construction proposed by DZL, includes the crack growth law, Eq 3,
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and the relation between force and plastic displacement for a crack growth
situation, Eq 5. Both Eqs 3 and 5 relate �a and P to the plastic component of
the displacement; the elastic displacement, on the other hand, may be obtained
with the use of the concise format �5�.

Figure 3 shows the comparative behavior of two C�T� specimens with re-
gard to stable crack extension, obtained from the original P-v-a data: A 508 �5�
and A 533B �9�, both of which were included in the J-�a analysis of Ref. �5�.
Figure 3�a� �left� shows force normalized by maximum force, P /Pmax, plotted
against the ratio of the total displacement normalized by the displacement at
maximum force, v /vc �see Fig. 1 for nomenclature�. Figure 3�b� �right�, on the
other hand, shows P /Pmax plotted against the amount of stable crack extension,
�a, generated during the tests. Thus, these two plots reflect, somehow, the
P-v-a relations of Eq 5 �Fig. 3�a�� and of Eq 6 �Fig. 3�b��.

Looking at Fig. 3�b�, if one uses Pehrson and Landes’s criterion for the
1T-C�T� specimen �1�, then JQ could be obtained at a value of crack extension of
�ac�0.55 mm for A 533B. In fact, for this specimen �CT-10� Joyce and Link
�9� give a value of JIc of 240 �N/mm� at a value of �a of 0.556 mm. Also, from
Figs. 3�a� and 3�b�, one can expect that at a given P /Pmax beyond maximum
force, any value of the total displacement should give rise to a different �a
behavior response for the two specimens.

Figure 4 shows the amount of stable crack growth �a normalized by W, as
a function of normalized displacement, v /W, for the two specimens, A 508 and
A 533B. Two sets of curves are shown, one for the elastic displacement �left side
of the figure� and the other for the plastic displacement. The elastic values are
smaller than the plastic ones, are similar for both specimens, and their rate of
change with crack extension is rather low. On the other hand, it is clear that at
any given value of �a /W, the A 533B specimen gives a normalized plastic dis-
placement vn=vpl/W larger than that of the A 508, in agreement with what is

FIG. 3—Force divided by maximum force, P /Pmax, as a function of v /vc �Fig. 3�a�, left�
and as a function of �a �Fig. 3�b�, right�, for A 533B and A 508 C�T� specimens.

DONOSO ET AL. ON THE SIGNIFICANCE OF A CRACK GROWTH LAW 39

 



shown in Figs. 3�a� and 3�b�. The dependence of vn with �a /W—in other words,
the crack growth law of Eq 3—is shown in Fig. 4 for both specimens by means
of power-law fits. For the A 508 specimen, the coefficient l0 is larger than that
for the A 533B specimen, implying thus less amount of normalized plastic
displacement with unit crack extension. It is important to notice that l1
=2.001 for A 508 and 2.144 for A 533B, values which are close to that used
earlier in the DZL model, i.e., l1=2.0 �5�.

An Alternative Crack Growth Model for a C�T� Specimen

The original DZL model used a value of the exponent l1 of the crack growth law,
Eq 3, of the order of 2.0 for the C�T� specimens data examined �5�. The value of
the coefficient l0, on the other hand, was obtained by calibration with the final
point of the test. Using the notation of Fig. 1, the values of the set Pf, vf, af were
employed to obtain l0 as

l0 = ��af

W
��vpl,f

W
�−l1

, �7�

where the plastic component of Eq 11 at the end of the test, vpl,f, is

FIG. 4—The crack growth law for the C�T� specimens of Fig. 3.
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vpl,f = vf − vel,f, �8�

and the elastic displacement, vel,f, is

vel,f = cfPf. �9�

In Eq 9, cf is the elastic compliance—a function of the final value of the crack
size, af—at the test final point.

In order to introduce the alternative way to obtain values of crack exten-
sion, let us use the example of the A 508 specimen. Figure 5 shows the same P-v
curves for A 508 as Fig. 2, without the legend. The A 508 experimental curve has
22 data points—including the pair at the origin—of which the last seven have
been numbered in Fig. 5 every other one, backwards from 22 to 16. In this case,
maximum force is produced at point 16.

What if the test had been terminated at point 20 instead of 22? Or termi-
nated at any other point between the final point and that at maximum force?
The original data for this A 508 specimen includes the crack size at any �P ,v�
point on the experimental curve, determined from unloading compliance mea-
surements.

Figure 6 shows, once again, the experimental P-v curve for the A 508, plus
eight a constant curves, all of them constructed with the C&C formats. The
upper curve of Fig. 6 is the same a constant C&C curve for which a=ao. Each
one of the remaining seven curves of Fig. 6 has a crack size equal to the crack
size the specimen has at each of the selected experimental points labeled 16–22.

FIG. 5—P-v curves for 1T-C�T� A 508 specimen.
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These curves are, in fact, the equivalent of the uppermost curve �C&C, a=ao�
but adapted to the corresponding crack sizes at each one of the points 16–22.
Thus, each curve has its own elastic slope and geometry function, both of
which depend on crack size. Each curve, on the other hand, has been drawn up
to the intersection point with the experimental A 508 curve.

All points from 16 to 22 on Fig. 6 have their Pj, vj, aj sets of data well
identified, for any point “j” on the P-v curve �j=16,17, . . . . ,22�. The C&C con-
struction of the seven a constant curves has been done with full knowledge of
the corresponding crack size aj, at the point Pj, vj. Within some margin of error,
all seven curves intersect the experimental curve at, or very near to, each of the
selected points, 16–22. If this construction has a meaning, let us then work the
construction process backwards: assume a certain crack size—say a crack size
in between those experimentally measured—then draw the curve and look for
the corresponding P-v intercept.

This has been done and is shown in Fig. 7. Here, a certain crack size has
been assumed, and on this basis, a C&C curve has been constructed for that
crack size. The crack sizes have been calculated from the known values as the
average of the sizes of two neighboring points �16–22�, and therefore the curves
have been labeled as j /k. Thus, “17/18” means a crack size calculated as
0.5�a17+a18�.

The full result of this method is presented in Fig. 8, in the form of crack

FIG. 6—Experimental P-v curve for the A 508 specimen of Fig. 5, and eight C&C curves
of known crack sizes.
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size against total displacement. Here, three sets of data are included: the �
symbols are the experimental values; the open symbols ��� represent the solu-
tions obtained by the intercept method using the original known crack sizes
�Fig. 6�, and the triangle symbols ��� identify the solutions for the assumed
crack sizes of values j/k �Fig. 7�. The results shown in Fig. 8 indicate that this
“intercept method” works well in predicting crack sizes at any point on the
curve beyond maximum force.

Figure 9, on the other hand, shows the crack growth law of Eq 3 plotted for
the points obtained with the method �both data points j and j /k of Figs. 6 and
7, represented by open symbols�, together with the original experimental
points. The power law fit for the method gives l0=50.12 and l1=1.934, and has
to be compared to the values l0=61.81 and l1=2.001 of Fig. 4.

The rationale behind this method will be explained presently, by using as
an example curve “18” from Fig. 6: the intercept between the a variable curve
�the experimental A 508 curve� and the a constant curve �curve 18� will be
analyzed in order to assure that the method has a solid analytical foundation.
Let us recall first that curve 18 has been constructed with the C&C Formats by
knowing the crack size in advance; that is, curve 18, for this material, size and
geometry, is a unique function of that crack size. Furthermore, should elastic
unloading take place at any point along curve 18, the slope of the line would be
the same as the initial slope, characteristic of the crack size.

FIG. 7—Experimental P-v curve for 1T-C�T� A 508 specimen, and seven intersecting
C&C curves of known crack sizes of values j /k.
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Figure 10 shows the two curves, intersecting each other at a point close to
a force value of 50 kN. The corresponding total displacement has been labeled
as v*. For the experimental curve, the following relation holds:

v* = vx,el + vx,pl, �10�

where x stands for the fact that the crack size is an unknown—to be
determined—at that point. For curve 18, on the other hand, the displacement is

v* = v18,el + v18,pl. �11�

The two displacements must be equal at the intersection point, so

vx,el + vx,pl = v18,el + v18,pl. �12�

Now, at the intersection point, curve 18 has an elastic displacement given
by the force at that point �50 kN�, and by the elastic compliance corresponding
to crack size 18. On the other hand, the A 508 curve, of which we know that at
the intersection point has a crack size of value 18, must have an elastic dis-
placement equal to the elastic displacement of the C&C curve.

In fact, if crack size 18 has been experimentally measured on the A 508
specimen by the unloading compliance method, then the elastic slope of the a
constant curve 18 should be the same as the slope of the unloading line. Thus,
if vx,el=v18,el, then by Eq 12,

FIG. 8—Plot of crack size, a, versus total displacement, v, for A 508.
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vx,pl = v18,pl. �13�

Equation 13 indicates that the plastic displacements at the intersection point
are equal, no matter how the two curves arrive to that point: the experimental
curve, following the “loading” path, and the a constant curve, following the
deformation path, without crack growth. This is quite significant for the experi-
mental curve because the path followed to reach point 18 is the result of a
competition between a strain hardening process and a stable crack extension
process. The balance between the two processes leads to instability, giving rise
to the maximum force, to be followed then by a stable increase in crack size.

Applications of the Alternative Crack Growth Model

Two examples of P-v data included in Pehrson and Landes work �1�, and one
generated at our facilities were used to test the approach. The first is labeled as
SPEC4 and has known stable crack extension behavior. The second specimen is
designated as specimen SX 18.4.13, and it only has initial and final values of
crack size available. The third specimen was fabricated from a cast martensitic
stainless steel impeller of nominal composition 13 % Cr–4 % Ni, and is desig-
nated as MS 13-4.

Figure 11�a� �left side� shows the complete experimental P-v curve for
SPEC4 with nine elastic unloading-reloading cycles performed to determine

FIG. 9—The crack growth law for the A 508 data of Fig. 8.
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FIG. 10—Experimental P-v curve for the A 508 specimen, and one C&C “a constant”
intersecting curve that has crack size 18.

FIG. 11—Original experimental P-v curve for SPEC4, with nine unloading-reloading
cycles �left� and one intersecting C&C curve for cycle No. 5 �right�.
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crack size at the locations labeled 1,…,5,…,9. Figure 11�b� �right side� shows the
same experimental curve but stripped of all cycles save cycle No. 5. A C&C
curve with crack size corresponding to that given by the inverse compliance
solution of cycle No. 5, has also been drawn, including the unloading line,
whose slope is the same as the initial elastic slope of the C&C curve.

This fact gives further support to the notion expressed earlier, in relation
with the equality of the elastic displacements of both the C&C curve and the
experimental curve at the intersection point. Thus, the plastic displacements of
both the C&C and the experimental curve at the point of intersection are also
equal, so the intercept method presented here is able to produce sound values
of stable crack extension as a function of displacement.

Figure 12�a� �left side� shows a recreation of Fig. 11�a�, with the C&C curves
for unloading cycles 2, 5, and 8. Figure 12�b� �right side�, on the other hand,
shows the comparison of the nine experimental values ��� with data obtained
with the method ���. The correspondence between both sets of data points is
good; however, the crack growth law behavior of this specimen �l1�1.3� devi-
ates somewhat from the previous values of A 508 and A 533B, i.e., l1�2.0.

So far, only examples of fracture tests which include crack extension data
have been shown. Now, the method will be applied to P-v data for 1T-C�T�
specimens for which no crack size measurements are available, save for the
initial and final crack sizes, both measured after the tests. The first is SX-
18.4.13 �1�, whereas the second is MS 13-4.

Figure 13 shows the experimental curve �full line, labeled 18413� and the
various C&C curves �left�: the a constant curves for both the initial crack size, ao
��� and final crack size, af �•�; five other similarly generated curves for crack
sizes in between ao and af �“3” to “7”�, and the C&C curve ��� that should
replicate the experimental curve with the aid of the crack growth law shown on
the right side of Fig. 13.

Two significant issues should be noted in Fig. 13: first, the crack growth law

FIG. 12—The intercept method applied to SPEC4: Experimental and intersecting C&C
curves for cycles 2, 5, and 8 �left� and the crack growth law �right�.
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has a value of l1 of 1.25. This means that the rate of change of plastic displace-
ment with crack extension is almost linear, and the P-v curve ought to reflect
that fact. Second, the C&C curve derived from the analysis only matches the
experimental curve for displacements that are larger than the critical displace-
ment. This is probably so because the original specimen test data show an
subdued yield point at v�1 mm, a fact the C&C model is unable to reproduce.

Figure 14, on the other hand, illustrates the experimental behavior of the
13-4 martensitic stainless steel 1T-C�T� specimen, shown by the continuous,
jagged line �left side�. Again, two a constant curves have been drawn for both
the initial crack size ao ��� and final crack size af ���. The five C&C curves

FIG. 13—The intercept method applied to SX-18.4.13: Experimental and intersecting
C&C curves �left� and the crack growth law �right�.

FIG. 14—The intercept method applied to MS13-4: Experimental and intersecting C&C
curves �left� and the crack growth law �right�.
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constructed with the crack sizes a1–a5 have produced the crack extension val-
ues used for drawing the curve shown on the right side, in which l1�2. The
C&C curve generated with the a variable values obtained with the crack growth
law ��� matches fairly well with the experimental curve of the 13-4 specimen.

The alternative method used to determine the stable crack extension val-
ues, introduced in this work, and described above with the aid of Figs. 5–14,
can be summarized by means of the following steps:

�1� Characterize the Pn-vn behavior of the specimen-material, obtaining
the values of D and n of the common format equation. Table 1 shows
the values of D and n for all specimens reported in this work.

�2� Construct two bordering curves with the C&C formats �elastic
+plastic�, one with the initial ligament size �known�, and the other with
the final ligament size �also known�.

�3� Define a discrete number of ligament sizes in between the two known
values, and construct C&C curves with constant ligament �the a con-
stant curves�, which intersect the experimental curve at various points.

�4� The crack size of the experimental curve at each of the intersection
points will be equal to the crack size of the corresponding a constant
�constant ligament� curve.

�5� The intersection point defines not only the crack size, but the force and
total displacement along the experimental curve as well.

�6� A discrete set of values of crack extension �a and plastic displacement
vpl, obtained with the method, will give rise to the crack growth law, Eq
3. Once the parameters l0 and l1 are known, a more complete set of
data may be surmised in order to generate �a and J values for the
construction of the full J-R curve.

In order to show the applicability of the intercept method for J-R curve
construction, J-�a data have been calculated for the A 508 specimen, on the
basis of the procedure outlined above. A similar J-R curve comparison for this
same specimen was included earlier in the DZL crack growth law paper �5�, in
which the crack extension values were estimated by using the final point of the
test as the calibration point, the CG law parameters being those shown in Fig.
4 �i.e., l0=61.81 and l1=2.001�. Figure 15 shows the experimental J-R curve for
the A 508 specimen, marked with open symbols �O�, and calculated with the E
1820 methodology using the originally measured crack sizes. On the same plot,
the J-�a data points obtained with the CG law solution based on the intercept
method, are shown by dark triangles ���, and appear to follow closely the ex-

TABLE 1—Values of D and n for all specimens.

Specimen D, MPa n
A 508 370 5.60

A 533B 350 5.65
SPEC4 350 6.20

SX 18.4.13 305 7.75
MS 14-3 560 6.90
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perimental points. These data points were calculated with the crack growth law
parameters l0=50.12 and l1=1.934, as given by Fig. 9.

Figure 15 shows the typical E 1820 plot structure, including the boundaries
set by the lines Jmax �462 N/mm� and �amax �6.0 mm� for the A 508 specimen.
It also includes the construction line, the 0.2 mm offset line, and the 1.5 mm
exclusion line, the 0.15 mm exclusion line being left out for clarity purposes.
The points labeled “intercept method” comprise actually two sets of data: for
J�JQ exp�210 N/mm �given by the intercept between the experimental curve
and the 0.2 mm offset line�, the points correspond to those of Fig. 9 on a
one-to-one basis. The point at J=JQ exp�210 N/mm, has been outlined by an
open triangle ��� to indicate that it is the point at which P�Pmax. Finally, all
points for which J�JQ exp have been estimated with the crack growth law, fol-
lowing the procedure explained at length in Ref. �5�.

It was pointed out above that the J-R curve constructed with the crack
extension data estimated by the intercept method is similar to the experimental
curve. There is one marked difference, however, at the experimental point for
which J�190 N/mm. In fact, this point has a value of crack extension �a
�0.2 mm, there being another data point at the same �a, but with a smaller
value of J�150 N/mm. This makes the experimental J-R curve to show a

FIG. 15—Experimental and intercept method J-�a curves for the A 508 specimen.
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“cusp” where there should be a smooth curvature. If one interpolates the value
of crack extension for the experimental point at J�190 N/mm, giving �a
�0.5 mm, then JQ exp�180 N/mm. The data points that make up the intercept
method J-R curve, on the other hand, are disposed in a fully regular fashion,
giving a conservative value of JQ�160 N/mm.

Concluding Remarks

A new method of construction of the J-R curve was proposed by DZL �5� that
made use of the notion of a crack growth law relating stable crack extension,
�a, normalized by W, to the normalized plastic displacement, vpl/W. The crack
growth law was proposed in the form of a power-law type relation with two
parameters: a coefficient, l0, and an exponent, l1.

Of these two parameters in the original DZL proposal, the coefficient l0 was
substituted on the basis of one known calibration point �highlighted in Fig. 1�,
which is the final point of the test: total displacement, vf, and force, Pf. Thus,
the crack growth law model had only one adjustable parameter, namely the
exponent, l1. The value of l1 that seemed to accommodate best the experimental
values of force and displacement �i.e., to best reproduce the experimental P-v
curve� was 2.0. This value was used in a couple of examples of P-v data of
1T-C�T� specimens of A 508 and A 533B steels with known values of crack
extension along the test, giving a very good fit between the experimental P-v
curve and the C&C a variable curve.

It was then proposed that an analytical treatment of both the P-v curve and
the resulting J-�a curve would be possible even under circumstances in which
the sole inputs are the P-v curve and the initial and final crack size values,
without crack extension values measured concurrently with the fracture test. In
order to accomplish this however, the concept of the crack growth law needed
a more solid analytical foundation and empirical proof of its significance. This
has been the core subject of this work.

Based upon this crack growth law concept, and on the common and the
concise format equations of Donoso and Landes �2–4�, an alternative way of
generating the amount of stable crack growth has been introduced. The
method, called the “intercept” method, has shown here to produce reasonable
crack extension values when using P-v-a data in which crack sizes at various
P-v points along the test were experimentally measured by the unloading com-
pliance method.

The intercept method developed in this work is based upon the fact that the
C&C format equations are able to generate a constant P-v curves, of given
known crack sizes of values in between the initial crack size, ao, and the physi-
cally measured final crack size, af. The intercept of these blunt-notch P-v curves
with the experimental curve will give a value of total displacement and force at
which the experimental curve will have a crack size equal to that of the corre-
sponding C&C curve. From this intercept, the value of the plastic displacement
at each point may be calculated, and thus, by using the C&C approach, a full set
of crack extension values may now be available.

The method, which allows for the evaluation of the actual crack size at any
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value of force or displacement along the experimental P-v curve, was extended
here to some examples of 1T-C�T� fracture test specimens for which there are
no crack extension measurements available, save for the initial and final crack
sizes. The results obtained are quite encouraging, and suggest more work along
these lines.

Furthermore, in order to show the applicability of the intercept method for
J-R curve construction, the J-�a data points calculated with the crack growth
law solution based on the intercept method for A 508, were plotted together
with the experimental points for this specimen. The values estimated with the
proposed method follow quite closely the experimentally observed behavior.

The crack growth law, of which it might be said that it is a convenient and
useful tool, may not always have the exponent l1=2.0. Some of the examples
shown along this paper have values of l1 close to unity, i.e., the rate of genera-
tion of plastic displacement with crack extension is almost linear. Nonetheless,
the use of a crack growth law, regardless of the value of l1, should prove to be of
great help obtaining crack size values where there are none available. Thus, a
J-R curve construction may now be derived from P-v data that only has as a
complement the initial and final crack sizes.
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Introduction

For fracture toughness tests in the ductile-to-brittle transition region, the cur-
rent ASTM Standard E1921-05 requires specimens to be loaded using a loading
rate dK /dt between 0.1 and 2 MPa�m/s during the initial elastic portion. A
table is also provided, which allows estimating the testing machine loading rate
associated with this allowable range, both in terms of time to control load tM or

specimen load-line displacement rate �̇LL. It has been proposed that the stan-
dard allow testing at higher loading rates, including precracked Charpy speci-
mens tested with an instrumented pendulum machine �impact toughness tests�.
The revised version of ASTM E1921 would require test results �KJc or To� to be
reported along with the relevant loading rate �dK /dt�, and should therefore
provide guidance on how to assess the value of dK /dt in a relatively simple but
reliable manner.

Possible Options for Evaluating dK /dt in a Fracture Toughness Test

The loading rate is not constant during a fracture toughness test, particularly
once plasticity is evident in the force/displacement record. However, for prac-
tical purposes it is necessary to specify a single value of dK /dt to be associated
to the individual test result and reported with the measured data. This might
also be prescribed in a future revision of ASTM E1921 or in the future ISO
standard on impact toughness tests. In this paper, the following five options
have been investigated.

�a� Average value of dK /dt, calculated using each individual force/time
data point in a test up to cleavage or test termination. This option is
the most time-consuming from a computational point of view. In prac-
tical terms, for the Nth data point, dK=KN−KN−1 and dt= tN− tN−1.

�b� Ratio between stress intensity factor and corresponding time at cleav-
age or test termination �Kc / tc�. Since Kc is always calculated, the only
additional parameter that needs to be evaluated is tc.

�c� Estimation based on Table 3 of ASTM E1921-05 �reproduced in Table
1�, which is intended to help the user choose the appropriate value of

TABLE 1—Rate estimation for SE�B� and C�T� specimens �Table 3 from ASTM E1921-05�.

SE�B� Specimen Rate Estimation C�T� Specimen Rate Estimation

a /W
tMK̇

�Y
�W

E�̇LL

dK
dt

�W
a /W

tMK̇

�Y
�W

E�̇LL

dK
dt

�W

0.45 0.346 5.064 0.45 0.412 3.475
0.50 0.333 5.263 0.50 0.386 3.829
0.55 0.318 5.522 0.55 0.361 4.212
0.60 0.302 5.851 0.60 0.336 4.635
0.65 0.283 6.267 0.65 0.312 5.118
0.70 0.263 6.798 0.70 0.287 5.696
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load-line displacement rate ��̇LL� or tM �time to control force PM� cor-
responding to the required loading rate dK /dt. In Table 1, a is the
crack size, W the specimen width, �Y the yield strength at the test

temperature, K̇ or dK /dt the loading rate, and E the Young’s modulus.
By fitting the values in the third or sixth column as a function of a /W
and solving the relationship for dK /dt, the loading rate can be easily
calculated since all remaining variables �a, W, E, and load-line dis-
placement rate� are known.

�d� Ratio between stress intensity factor and corresponding time within
the linear elastic region of the test record �Kel / tel�. This option requires
only the determination of Kel and tel at an arbitrarily chosen point
along the linear elastic slope.

�e� Value of loading rate dK /dt at the instant preceding cleavage fracture
�or test termination�; i.e., if N corresponds to the instant of cleavage,
the loading rate to be considered would be �dK /dt�N−1= �KN−1
−KN−2� / �tN−1− tN−2�.

Investigations Performed

The study consisted in analyzing data from 27 fracture toughness tests. More
specifically, three steels with significantly different characteristics were chosen:

• EUROFER97 �9Cr reduced activation ferritic/martensitic steel, presently
considered as the European reference structural material for future fu-
sion reactors� �1�;

• JRQ �A533B reactor pressure vessel steel, used by the International
Atomic Energy Agency for several Coordinated Research Projects� �2,3�;

• JSPS �Japanese RPV steel of A533B type, artificially embrittled by in-
creasing the sulphur content in order to obtain low toughness properties
in the unirradiated condition� �3�.

Chemical composition and basic mechanical properties are given in Tables
2 and 3 for the three investigated steels.

Three displacement �loading� rate regimes were examined:
• quasi-static �machine crosshead displacement rate 0.2 mm/min; sam-

pling time 1 s; digital precision A/D converter=24 bit�;
• intermediate/dynamic �displacement rate=150 mm/min; sampling

time=0.2 ms; digital precision A/D converter=24 bit�;
• impact �tests performed on precracked Charpy specimens using an in-

strumented pendulum with impact velocities in the range 1.2–1.6 m/s;
sampling time=0.5 �s; digital precision A/D converter=12 bit�;

Tests were performed in accordance with ASTM E1921-05 �quasi-static and
dynamic rates� and the ESIS TC5 Test Procedure �4� �impact rates�. Typical test
records for the three loading rates are shown in Fig. 1 �JRQ steel in mid-
transition regime, KJc=99 to 133 MPa�m�.

Three different fracture toughness levels were considered �typical examples
of test records are shown in Fig. 2 for the lowest loading rate, i.e.,
0.2 mm/min�:
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• lower transition regime �KJc=41–88 MPa�m�;
• mid-transition regime �KJc=98–133 MPa�m�;
• upper transition regime �KJc=138–241 MPa�m�.
For the sake of clarity, the three regions of the ductile-to-brittle transition

regime are schematically represented in Fig. 3.
In order to illustrate four of the five investigated approaches, the force/time

record for one of the tests �JRQ steel, 0.2 mm/min, KJc=174 MPa�m� is shown
in Figs. 4 and 5 together with the evolution of the loading rate and the stress
intensity factor, respectively. Options �a� and �e� are depicted in Fig. 4, while
Fig. 5 illustrates options �b� and �d�.

As far as option �c� is concerned, the loading rate for a SE�B� specimen can
be estimated from the left-hand side of Table 1 using:

dK

dt
=

E�̇LL

Y�W
�1�

where E is in MPa, �̇LL is in m/s, W is in m, and Y is a function of a /W obtained
by fitting a third-order polynomial curve through the values in the third column
of Table 1 and is given by:

TABLE 3—Room temperature tensile properties �measured in accordance with ASTM
E08M� and Master Curve reference temperature �measured from bend-type samples in ac-
cordance with ASTM E1921� for the steels investigated.

Steel
Rp02,
MPa

Rm,
MPa

A,
%

RA,
%

To,
°C

EUROFER97 557 670 20 80 −112
JRQ 455 609 20 73 −70
JSPS 461 640 18 59 −5

FIG. 1—Typical test records for three different loading rates �JRQ steel�.
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Y� a

W
� = 24.15� a

W
�3

− 25.31� a

W
�2

+ 11.72� a

W
� + 2.272 �2�

Results Obtained

The values of loading rate calculated using the five options previously listed for
the 27 fracture toughness tests considered are presented in Table 4.

As an example, results for tests conducted in the lower transition regime
�KJc=41 to 88 MPa�m� are illustrated in more detail using histograms in Fig. 6
�quasi-static loading rates�, Fig. 7 �intermediate/dynamic�, and Fig. 8 �impact�.

FIG. 2—Typical test records for the three toughness levels �JRQ steel, 0.2 mm/min�.

FIG. 3—Schematic representation of the fracture toughness/temperature curve for a
ferritic steel.

LUCON AND SCIBETTA ON ASSESSING LOADING RATE FOR A FRACTURE TEST 59

 



Discussion

It is clear, from the investigations performed and also from a merely intuitive
standpoint, that the loading rate changes continuously during a fracture tough-
ness test and no “unique” value of dK /dt can be defined. However, the results
obtained show that options �a� and �b� �and �d� as well, but only in the lower
transition regime� provide substantially equivalent results and appear suffi-
ciently representative of the effective loading rate for practical purposes.

FIG. 4—Loading rate and test record for a JRQ specimen tested at 0.2 mm/min. Op-
tions �a� and �e� are illustrated.

FIG. 5—Stress intensity factor and test record for a JRQ specimen tested at
0.2 mm/min. Options �b� and �d� are illustrated.
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In particular, Kc / tc �option b� offers a straightforward and convenient way
to estimate the overall loading rate in a fracture toughness test and, with re-
spect to the average value of dK /dt �which can significantly vary during the test,
see Figs. 4 and 9�, it offers the advantage of being calculated in relation to the
actual fracture event. Moreover, a similar approach is suggested by both ASTM
E399-06 �Annex A10� and ASTM E1820-06 �Annex A13�. However, one notable
exception are tests where partial unloadings are performed in order to evaluate

FIG. 6—Comparison between different approaches for evaluating the loading rate under
quasi-static conditions for tests conducted in the lower transition regime.

FIG. 7—Comparison between different approaches for evaluating the loading rate under
dynamic/intermediate conditions for tests conducted in the lower transition regime.
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the current crack size; in this case, the time spent during the partial unloadings
should be subtracted from the time to cleavage �tc� used to calculate the loading
rate. From a practical point of view, it might be advisable to use for such tests
one of the other two approaches; i.e., average dK /dt �option a� or Kel / tel �option
d�.

The two approaches that clearly emerge from our investigation as unsatis-
factory and therefore should not be recommended are:

FIG. 8—Comparison between different approaches for evaluating the loading rate under
impact conditions for tests conducted in the lower transition regime.

FIG. 9—Loading rate and test record for a dynamic test �150 mm/min� on the JRQ
steel.
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• the use of Table 3 from ASTM E1921-05 �option c�, which often overes-
timates the average loading rate of the test, and

• the value of dK /dt just before cleavage �option e�, which can produce
erratic or even negative results since the actual loading rate in some
cases oscillates around its mean value, particularly for higher test veloci-
ties �an example in Fig. 9�.

Conclusions
• Based on the investigations performed, the ratio between stress inten-

sity factor and time at cleavage �or test termination�, i.e., Kc / tc, can be
used to effectively estimate the average loading rate dK /dt in fracture
toughness tests, since:
�a� it is sufficiently close to the average loading rate of the test; and
�b� it requires a minimum of additional computation �i.e., only the de-

termination of the time at cleavage tc�.
• However, in case partial unloadings are performed during the test �for

instance, during the linear elastic portion�, Kc / tc should not be used and
other options �average dK /dt excluding the unloading periods or Kel / tel
evaluated before the first unloading� should be chosen.

• The use of Table 3 from ASTM E1921-05 can grossly overestimate the
average loading rate and is therefore not recommended. The reasons for
this poor performance are not clear.

• Since the actual loading rate in a test tends to fluctuate around the
average value, using dK /dt just before cleavage can lead to erratic re-
sults, including �albeit only in the case of dynamic tests� negative values
that have no physical meaning.

The results obtained do not appear to depend on material type or loading
rate.
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Experimental Estimation of J-R Curves from
Load-CMOD Record for SE„B…

Specimens

ABSTRACT: Fracture resistance of ductile materials is often characterized by
a J-R curve, and measured using the fracture toughness testing standard
ASTM E1820 �Standard Test Method for Measurement of Fracture Tough-
ness�. The recommended elastic unloading compliance method or resis-
tance curve test method requires simultaneous measurements of applied
load �P�, load-line displacement �LLD�, and crack-mouth opening displace-
ment �CMOD� from a single test for the single-edge notched bend �SE�B��
specimen. The P-CMOD record is used to determine crack extension, and
the P-LLD record in conjunction with the crack extension is used to calculate
the J-integral. However, it is well known that while highly accurate CMOD
measurements can be made, the measurement of LLD is less accurate and
more difficult because of transducer mounting difficulties, specimen load
point indentions and load train deflections, or a combination thereof. Exten-
sive finite element analyses showed that the LLD-based J equation may give
inaccurate results for a shallow-cracked SE�B� specimen because its geom-
etry factor � may depend on the strain hardening exponent. In contrast for
the same geometry, the CMOD-based � factor is insensitive to the hardening
exponent, and thus a CMOD-based J equation could be more accurate to be
used in the determination of J-R curves. Based on the energy principle, this
paper proposes a CMOD-based J equation for a growing crack using an
incremental function similar to the present ASTM E1820-06 formulation that
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is applicable to the J calculations for a J-R curve testing. The proposed
CMOD-based J formulation contains two geometry factors, i.e., CMOD-
based � and �, and can consider the crack growth correction. The solutions
of four geometry factors are presented for the SE�B� specimens with a wide
range of crack length. The proposed formulation is then applied to determine
J-R curves for HY80 steel using the load-CMOD record for SE�B� speci-
mens, and the results are compared with those using the traditional LLD-
based formulation. The comparison shows close agreement between these
two formulations. It is recommended that the proposed formulation be used
in ASTM E1820 to determine more accurate J-R curves and reduce test
costs as well.

KEYWORDS: fracture toughness testing, J-R curve, crack extension,
load-line displacement �LLD�, crack mouth opening displacement
�CMOD�, SE�B� specimen

Introduction

The J-integral proposed by Rice �1� in the late 1960s symbolizes the birth of
elastic-plastic fracture mechanics theory and method. Now the J-integral is
used as a principal parameter for characterizing fracture behavior of ductile
materials, and the J-based fracture mechanics method has been extensively
applied to structural integrity management, flaw assessment, material perfor-
mance evaluation, and fitness for service analysis for various engineering struc-
tures, such as the nuclear pressure vessels and piping, oil and gas pipelines, and
high-pressure storage tanks. Originally, the parameter J represents the intensity
of crack-tip singularity of HRR field �2,3�. Since the introduction of the
multiple-specimen technique by Begley and Landes �4,5� in the early 1970s, the
J-integral has become a material parameter because it can be determined ex-
perimentally using a variety of specimens. The experimental value of J was then
accepted as the fracture toughness of materials at crack initiation in the earliest
fracture toughness testing standard ASTM E813 �Standard Test Method for
JIC, A Measure of Fracture Toughness�.

Significant effort has been devoted in the development of effective fracture
testing methods for measuring the material toughness parameter J. To save test
costs, in the early 1970s, Rice et al. �6� developed the single specimen technique
which allows the calculation of J from a single load-displacement record for
different configurations, where the J-integral was expressed as the function of a
geometry factor, the remaining ligament and the area under the load-
displacement curve for a given specimen. Their expression of J for the single-
edge notch bend �SE�B�� specimen with deep cracks under pure bending has
been broadly used for bending geometries. Merkle and Corten �7� suggested a
modified expression of J to consider the tensile effect on the compact tension
�CT� specimen. Sumpter and Turner �8� further proposed a general equation of
J for the SE�B� specimens that is applicable to all crack sizes.

At the same time, many investigators explored whether the J-integral can
be used as the controlling parameter in the presence of crack growth. In the
late 1970s, Hutchinson and Paris �9� proposed that a J-controlled crack growth
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region exists near the crack tip for a limited amount of crack extension. Con-
sequently, it became common practice to characterize the fracture resistance of
materials against crack growth using the J-resistance curve, or J-R curve. This
fracture resistance curve has been used to characterize the material capability
against fracture initiation, stable crack growth, and unstable crack tearing. At
that time, the J was estimated using the original crack length only, and the
crack extension was determined using the elastic unloading compliance
method �10�. In the early 1980s, Ernst et al. �11� suggested a simple and effec-
tive method for determining correct values of J for a growing crack by follow-
ing the actual path of the load-displacement record. Their expression of J is an
incremental function, and contains two geometry factors � and � with the
crack growth correction considered. Since then, this incremental expression
has been widely used as an accurate equation to estimate the J values in the J-R
curve testing, in conjunction with use of different measuring methods, includ-
ing the elastic unloading compliance method, the key curve method �12�, the
electric potential drop method �13�, and the normalization method �14� for
determining crack extension. To date, this incremental equation of J is still
adopted worldwide in various fracture testing codes, including ASTM E1820-06
and all its predecessors in the determination of J-R curves.

For a SE�B� specimen, the elastic unloading compliance method recom-
mended in ASTM E1820 requires simultaneously recording three sets of test
data, i.e., load �P�, load-line displacement �LLD�, and crack mouth opening
displacement �CMOD� from a single specimen during the fracture testing to
develop a J-R curve. The P-CMOD record is used to estimate the crack exten-
sion, and the P-LLD record with the crack extension is used to calculate the J
values. However, it is well known that it is usually difficult to accurately mea-
sure LLD for the SE�B� specimen in a fracture test. Although the LLD can be
measured remotely, it requires correction for specimen Brinell hardening and
nonlinear machine compliance. If mounted on the specimen, the LLD gages
suffer effects from specimen load-point indentation, friction between specimen
surfaces and gage legs, specimen geometry changes during test and problems
mounting the apparatus. In contrast, CMOD gages are much more precise,
more accurate, more repeatable, more sensitive, and more easily mounted on
the specimen than LLD gages. On the other hand, extensive finite element re-
sults �15–19� have shown that the LLD-based J estimation equation may give
inaccurate estimations of J for some materials because the LLD-based geom-
etry factor � for the SE�B� specimen is more sensitive to the strain hardening
exponent for shallow-cracked SE�B� specimen geometries with a /W�0.3,
where a is the crack length and W is the specimen width. In contrast for these
same geometries, the CMOD-based � factor is insensitive to the hardening ex-
ponent, which implies that the J estimation could be more accurate if the
P-CMOD record is used. In fact, Sumpter �20�, Morrison and Karisallen �21�,
and Wang et al. �22� have used the load versus CMOD records for the SE�B�
specimens in the experimental determination of J or it critical value JC for
different metals.

To improve the test quality and accuracy of an experimental J-R curve, the
current ASTM standard E1820-06 has included a CMOD-based J equation that
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is valid for stationary cracks. This CMOD-based J equation is good for the J
calculations in the basic test method. If it is used for the J calculations for a
growing crack as required in the resistance curve test method, the calculated J
values shall be corrected for crack growth using the procedure from an empiri-
cal method proposed by Wallin and Laukkanen �23�. However, the procedure is
complicated because it includes an initial crack growth correction, a power-law
curve fit with the initial J-R curve, and a final crack growth correction for each
test. To our knowledge, an incremental CMOD-based J estimation equation for
a growing crack that can correct the J integral for crack growth is not available.
The development of this relationship would result in more accurate and more
cost effective J calculations in J-R curve testing.

So motivated, the present paper proposes an incremental CMOD-based J
estimation equation for a growing crack to determine a J-R curve using the
P-CMOD record in reference to the energy principle. As similar to the LLD-
based J equation, the CMOD-based J equation is developed with two geometry
factors, i.e., CMOD-based � and � and the crack growth correction is consid-
ered. The expressions of CMOD-based � and � factors are discussed in details
for SE�B� specimens with various crack sizes. The proposed CMOD-based for-
mulation is then applied to determine J-R curves from the load-CMOD record
of SE�B� specimens for HY80 steel. The J-R curves are then analyzed and com-
pared with those determined from the traditional LLD-based formulation. It
should be noted that this paper focuses on the SE�B� specimens for moderately
short to deep cracks in the CMOD-based formulation that is generally capable
of also addressing very shallow cracks of a /W�0.25, a topic which will be the
subject of a subsequent paper.

Review of the LLD-Based J Estimation Method

Rice �1� proposed the parameter J-integral for a nonlinear elastic material as a
measure of the crack-tip singularity intensity of HRR field �2,3�. Begley and
Landes �4,5� first recognized that the J-integral and its critical value can be
evaluated experimentally from the interpretation of J as the energy release rate
given by:

J = −
dU

Bda
�1�

where U is the strain energy and B is the specimen thickness. Using multiple
specimens with different crack lengths, they obtained the load-displacement
records, and the J is then determined using Eq 1. The major disadvantage of
the multiple-specimen method for determining J is that five to ten specimens
are needed to develop the calibration of J versus displacement. Therefore, a
technique for establishing the J from a single specimen is very desirable so as to
reduce test costs. A method for estimating the J from a single load-
displacement record was proposed first by Rice et al. �6�. For convenience, they
introduced two alternative, but equivalent forms of J as:
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J =
1

B
�

0

P ��

�a
dP �2a�

or

J = −
1

B
�

0

� �P

�a
d� �2b�

where P is the total generalized load or force of the component and � is the
associated load-point or load-line displacement �LLD�. For a deeply-cracked
SE�B� specimen, J is equivalent to:

J =
2

bB
�

0

�

Pd� =
2ALLD

bB
�3�

where b is the remaining ligament and ALLD is the area under the P-� record.
Note that Eq 3 was developed initially for the deeply-cracked SE�B� specimen
in pure bending, where the generalized load is the applied moment M, and the
load-point displacement is the relative rotation � of the beam ends. It was
found that Eq 3 is applicable to three-point bend and compact specimens with
deep cracks because their remaining ligament supports primarily a bending
moment due to an applied load P. For a bending specimen with different sized
cracks, Sumpter and Turner �8� proposed a general expression of Eq 3 as:

J =
�LLD

bB
�

0

�

Pd� =
�LLDALLD

bB
�4�

where �LLD is an LLD-based geometry factor that is a function of a /W only,
where a is the crack length and W is the specimen width. This expression gives
a very convenient way for evaluating the J for any bending specimens from a
single P-LLD record.

A total LLD, �, can be separated into an elastic component �el and a plastic
component �pl:

� = �el + �pl �5�

At any given point in the P-LLD record, the elastic component of LLD can be
calculated as the load times the elastic load-line compliance, and the plastic
component of LLD is calculated from Eq 5. Substitution of Eq. 5 into 2b gives:

J = Jel + Jpl �6�

in which the elastic component of J can be directly calculated from the stress
intensity factor K, as used in ASTM E1820 for a plane strain crack:

Jel =
K2�1 − �2�

E
�7�

where E is the Young’s modulus and � is the Poisson ratio. The plastic compo-
nent of J is determined from Eqs 2a and 2b or 4 as:
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Jpl =
1

B
�

0

P ��pl

�a
dP = −

1

B
�

0

�pl �P

�a
d�pl =

�LLDALLD
pl

bB
�8�

where ALLD
pl is the plastic component of area under the measured P-� curve.

All expressions introduced above are valid only for stationary cracks. For a
growing crack, the J estimation should consider the crack growth correction.
Since the J-integral was developed on the basis of deformation theory of plas-
ticity, it is independent of the loading path leading to the current values of LLD
and a, provided that J-controlled crack growth conditions �8� are satisfied. Ac-
cordingly, the deformation theory based J value is a function of two indepen-
dent variables: � and a. From Eq 8, Ernst et al. �11� derived the complete
differential of Jpl as:

dJpl =
�LLDP

bB
d�pl −

�LLD

b
Jplda �9�

with

�LLD = �LLD − 1 −
b

W

�LLD�

�LLD
�10�

where the prime denotes the partial differential with respect to a /W, i.e.,
�LLD� =��LLD /��a /W�. Integrating Eq 9, one has:

Jpl =�
0

�pl �LLDP

bB
d�pl −�

a0

a �LLD

b
Jplda �11�

This equation holds for any loading path leading to the current values of a and
�pl, including the actual loading path for a growing crack.

Figure 1 illustrates a typical P-�pl curve for a growing crack. This figure
includes the deformation paths for an original crack length a0 and also for two
arbitrarily fixed crack lengths ai and ai+1. Since the Jpl in Eq 11 is valid for any
loading path leading to the current values of ai and �pl

i , its value at point A �or
B� can be determined by following path OA �or OB� for the fixed crack length ai

to the corresponding �pl
i �or �pl

i+1� in the actual P-LLD curve. Because da=0 on
this loading path, from Eq 11, one has:

Jpl
A =

�LLD
i

biB
�

0

�pl
i

Pd�pl �12�

and

Jpl
B = Jpl

A +
�LLD

i

biB
A�pl

i+1,i �13�

where A�pl
i+1,i represents the area under the P-�pl curve between �pl

i and �pl
i+1 with

an error of the area of triangle �ABC. Integration of Eq 11 along BC obtains an
approximate result:
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Jpl
C = Jpl

B�1 −
�LLD

i

bi
�ai+1 − ai�� �14�

From Eqs 12 to 14, one obtains:

Jpl�i+1� = �Jpl�i� +
�LLD

i

biB
A�pl

i+1,i��1 −
�LLD

i

bi
�ai+1 − ai�� �15�

This incremental expression is the LLD-based J estimation equation that was
adopted in ASTM E1820-06 and all its predecessors, where the specimen thick-
ness B is replaced by the net thickness BN for specimens with side grooves. The
simultaneous measurement of the load, LLD and CMOD �used for measuring
crack extension� permits the determination of a J-R curve from a single test.

Formulation of CMOD-Based J Estimation

Following the similar route for deriving the LLD-based J equation, this section
formulates an incremental CMOD-based J estimation. A total CMOD, V, is
separated into an elastic component Vel and a plastic component Vpl. At any
given point in the P-CMOD record, the Vel can be calculated as the load times
the elastic CMOD compliance, and the Vpl is obtained from Vpl=V−Vel. As
such, the total J can be decomposed into an elastic component Jel and a plastic
component Jpl, as shown in Eq 6. The Jel is defined in Eq 7, whereas the Jpl is
determined next.

FIG. 1—Typical load versus plastic displacement curves for static and growing cracks.
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For a stationary crack, using the P-Vpl record, the plastic component of J
can be expressed as:

Jpl =
�CMODACMOD

pl

bB
=

�CMOD

bB
�

0

Vpl

PdVpl �16�

where ACMOD
pl is the area under the measured P-Vpl curve. Without loss of gen-

erality, it is assumed that the ratio of Vpl and �pl is a function of a /W:

Vpl

�pl
= ��a/W� �17�

From Eqs 8, 16, and 17, three equivalent expressions for this new geometry
factor are obtained:

� =
Vpl

�pl
=

ACMOD
pl

ALLD
pl =

�LLD

�CMOD
�18�

Since Jpl is now the function of Vpl and a, its complete differential is ob-
tained as:

dJpl =
�CMODP

bB
dVpl −

�CMOD

b
Jplda �19�

where

�CMOD = ��CMOD − 1 −
b

W
���

�
+

�CMOD�

�CMOD
� �20�

Substituting Eq 18 into 20, it is interesting to find that �CMOD=�LLD.
Integrating Eq 19 gives the plastic component of J in reference to the

CMOD-based geometry factors:

Jpl =�
0

Vpl �CMODP

bB
dVpl −�

a0

a �CMOD

b
Jplda �21�

This integral holds for any loading path leading to the current values of a and
Vpl.

A typical P-Vpl curve for a growing crack can be illustrated as similarly as
in Fig. 1, where a loading path for an original crack length a0 and two defor-
mation paths for arbitrarily fixed crack lengths ai and ai+1 are included. Since
the integral Jpl in Eq 21 is path-independent, its value at point A can be deter-
mined by following path OA for the crack length ai up to �pl

i in the actual path
of P-CMOD curve. Note that “path-independent” is used here to evaluate the
J-integral following the loading path of load versus plastic displacement plots.
Because da=0 on this loading path, from Eq 21, we have:
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Jpl�i� = Jpl
A =

�CMOD
i

biB
�

0

Vpl
i

PdVpl �22�

where the integral represents the area under the curve OA. Likewise, at point B,
we obtain:

Jpl
B = Jpl

A +
�CMOD

i

biB
AVpl

i+1,i �23�

where AVpl
i+1,i represents the area under the curve AB and is approximated as the

area under the actual path of P-Vpl records between Vpl
i and Vpl

i+1 with an error
of the area of triangle �ABC. To determine Jpl

C for the fixed crack length ai+1 and
displacement Vpl

i+1, integrating Eq 21 along the curve BC where Vpl is constant
obtains the following expression:

Jpl�i+1� = Jpl
C = Jpl

B�1 −
�CMOD

i

bi
�ai+1 − ai�� �24�

where the first-order approximation is used in the calculation of integration.
From Eqs 22 to 24, we obtain the following CMOD-based J estimation equation
for a growing crack:

Jpl�i+1� = �Jpl�i� +
�CMOD

i

biB
AVpl

i+1,i��1 −
�CMOD

i

bi
�ai+1 − ai�� �25�

Equation 25 is an incremental function in the form similar to Eq 15. In the
derivation of these two equations, the actual loading path is approximated by
the artificial step lines for small crack extensions, and the apparent error is the
area of triangle �ABC in Fig. 1. When the crack extension or the increment of
plastic displacement between two loading points is sufficiently small, the error
is small and both equations are “accurate.” To compare the relative accuracies
of Eqs 15 and 25, it is needed to compare the errors in J from the triangle
�ABC, or equivalently compare �CMOD

i ACMOD
�ABC /biB and �LLD

i ALLD
�ABC /biB, where

ACMOD
�ABC and ALLD

�ABC are the areas of triangle �ABC, respectively, using P-CMOD
and P-LLD records. At the deformation path from A to B, it follows from Eq 18
that AVpl

i,i+1+ACMOD
�ABC =�i�A�pl

i,i+1+ALLD
�ABC�. This equation leads to:

�CMOD
i ACMOD

�ABC

biB
−

�LLD
i ALLD

�ABC

biB
=

1

2biB
�Pi + Pi+1���i − �i+1��pl

i+1�CMOD
i � 0 �26�

where �i−�i+1�0 for a growing crack with ai+1	ai is used. Note that this
inequality will be demonstrated by Eq 31 and Fig. 3 in the next section. Equa-
tion 26 indicates that the error in J from the triangle �ABC using CMOD is less
than the error using LLD. This implies that Eq 25 has a higher accuracy than
Eq 15. It is known that for the SE�B� specimens in three-point bending, the
applied load P increases with b2 because its limit load is PL=1.455b2B
Y /S,
where S is the beam span. Accordingly, the error difference of J in Eq 26 could
become larger when the ligament b is larger, or the crack length is shorter.
Therefore, the CMOD-based J in Eq 25 should be larger than the LLD-based J
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in Eq 15 at each loading point, and their difference would get smaller as the
crack becomes deeper. As a result, it is expected that the proposed CMOD-based
J formulation would be much more accurate than the LLD-based J formula-
tion, particularly for specimens with initially short cracks where an accurate
LLD measurement can be more difficult. Therefore, the CMOD-based J formu-
lation is the better way to determine J-R curves for SE�B� specimens.

Recall that the LLD-based Eq 15 requires simultaneous measurements of P,
LLD, and CMOD, whereas the CMOD-based Eq 25 requires only measurements
of P and CMOD �note that crack extension can be determined from P-CMOD
record in the elastic unloading compliance method� in the determination of a
J-R curve from a single test on the SE�B� specimen. Obviously, the test proce-
dures are simplified and the test costs are reduced in the proposed CMOD-
based formulation. In general, this incremental CMOD-based J formulation is
applicable to any laboratory specimen with any crack length, provided that the
two related geometry factors are known for that specimen. In case CMOD is
equal to LLD, such as for the compact tension �CT� specimen, Eq 25 is identical
to Eq 15, and thus the CMOD-based J formulation is equivalent to the LLD-
based J formulation.

Determination of Geometry Factors for SE„B… Specimen

For the fracture standard ASTM E1820-06 recommended SE�B� specimens
with deep cracks of 0.45�a /W�0.70 under three-point bending, all predeces-
sor versions adopted �LLD=2 and �LLD=1, while E1820-06 used �LLD=1.9 and
�LLD=1 in the LLD-based J Equation 15. However, the latter set of the geometry
factor values does not satisfy Eq 10, and so it should not be used. It is thus
suggested herein to use:

�LLD = 1.9 and �LLD = 0.9 �27�

Through detailed finite element analysis �FEA�, Kirk and Dodds �15� deter-
mined a CMOD-based factor �CMOD for the SE�B� specimen under three-point
bending for a wide spectrum of crack lengths and strain hardening exponents.
They found that �CMOD is insensitive to the strain hardening exponent, and
their FEA results were fitted by the following curve:

�CMOD = 3.785 − 3.101�a/W� + 2.018�a/W�2, 0.05 � a/W � 0.7 �28�

This equation was adopted in the fracture standard ASTM E1820-06 and
E1290-02 �Standard Test Method for Crack-Tip Opening Displacement �CTOD�
Fracture Toughness Measurement� for the standard SE�B� specimen. In addi-
tion, Nevalainen and Dodds �16�, Kim et al. �17�, and Donato and Ruggieri �18�
also performed detailed FEA calculations and obtained the FEA results of
�CMOD for the SE�B� specimens for different crack lengths and strain hardening
exponents. Similarly, their FEA results of �CMOD are less sensitive to the strain
hardening exponent, as shown in Fig. 2, where the slip line field �SLF� solution
developed by Wu et al. �24,25� is also included for comparison. It is seen that
except for the FEA results of Kirk and Dodds for a /W�0.5, the other FEA
results match well with the SLF solution that is believed to be accurate for deep
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cracks with a /W�0.3. The reasons for the deviation of the FEA results of Kirk
and Dodds with a /W�0.5 is not understood but they significantly deviate from
the accurate SLF solution and the other FEA trend. Thus, Eq 28 is acceptable
only up to a /W=0.5, and the general use of Eq 28 in ASTM E1820-06 is inap-
propriate. Actually, Kim and Schwalbe �19� already pointed out the errors and
gave an alternative solution by fitting the FEA results of Kirk and Dodds for
shallow cracks and the SLF solutions for deep cracks as follows:

�CMOD = 3.724 − 2.24�a/W� + 0.408�a/W�2, 0.05 � a/W � 0.7 �29�

Figure 2 shows that the results of Eq 29 agrees closely with the correct FEA
results and SLF result with a slight overestimation. By fitting all valid FEA
results, excluding those of Kirk and Dodds for a /W�0.5 and Donato and Rug-
gieri for a /W�0.1, an improved quadratic curve is found as:

�CMOD = 3.667 − 2.199�a/W� + 0.437�a/W�2, 0.05 � a/W � 0.7 �30�

As demonstrated in Fig. 2, the new relationship for �CMOD in Eq 30 is in excel-
lent agreement with all correct FEA results and the SLF solutions. Accordingly,
this new expression of �CMOD is more accurate, and can be used for SE�B�
specimens for all crack lengths of interest. Since it has higher accuracy, the
proposed expression of �CMOD in Eq 30 is recommended for use in all related
ductile fracture testing standards, including ASTM E1820, E1290, and E1921
�Standard Test Method for Determination of Reference Temperature, T0, for
Ferritic Steels in the Transition Range�.

FIG. 2—Variations of the geometry factor �CMOD with a /W.
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Figure 3 plots the variation of the geometry factor � with a /W. In this
figure, the FEA results from Kirk and Dodds �15�, Nevalainen and Dodds �16�,
Kim et al. �17�, and Donato and Ruggieri �18� are calculated using �
=�LLD /�CMOD, and the SLF solutions of Wu et al. �25� are obtained using the
relationship �=V /� for perfectly-plastic materials. These FEA results are in
close agreement for a /W	0.25, but deviate gradually from the linear trend
when a /W�0.25. By curve fitting of the FEA results of � versus a/W for a /W
	0.25, a linear relationship of the form:

� = 0.436 + 0.534�a/W�, 0.25 � a/W � 0.7 �31�

is found to be adequate. This equation, in conjunction with Eq 18, can be used
to check the experimental accuracy of LLD and CMOD measurements in the
elastic unloading compliance method, or to infer LLD from CMOD data for
determining J using the LLD-based formulation, and vice versa. In addition,
Fig. 3 includes the analytic results of Underwood et al. �26�. Clearly, this solu-
tion is inaccurate because it deviates far below the FEA results.

From Eqs 30 and 31, we have the LLD-based geometry factor:

�LLD = �0.436 + 0.534�a/W���3.667 − 2.199�a/W� + 0.437�a/W�2�, 0.25 � a/W

� 0.7 �32�

This equation is equivalent to the following quadratic curve:

FIG. 3—Variations of the geometry factor � with a /W.
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�LLD = 1.620 − 0.850�a/W� − 0.651�a/W�2, 0.25 � a/W � 0.7 �33�

Figure 4 shows the variation of �LLD with a /W determined from Eq 33. Also
included in this figure are the SLF solutions by Wu et al. �25� and the FEA
results by Joyce �27�, Kirk and Dodds �15�, Nevalainen and Dodds �16�, Kim et
al. �17�, and Donato and Ruggieri �18�. It indicates that our solutions in Eq. 33
match well with the FEA results for a /W	0.25, and are nearly identical to
�LLD=1.9 that is used in ASTM E1820-06 for deep cracks within the range of
0.45�a /W�0.7. Therefore, the use of �LLD=1.9 rather than 2 in the new stan-
dard E1820-06 is more reasonable and accurate for the SE�B� specimen in
three-point bending. Note that the geometry factor �LLD strongly depends on
the strain hardening exponent for short cracks with a /W�0.25, as demon-
strated in Refs. �15–18,28�.

The factor �CMOD and �LLD are similarly obtained by substituting Eqs 30
and 31 into Eq 20 or substituting Eq 33 into Eq 20, and the results are shown
in Fig. 5. These calculated results are almost identical to the following qua-
dratic curve:

�CMOD = 0.131 + 2.131�a/W� − 1.465�a/W�2, 0.25 � a/W � 0.7 �34�

Figure 5 shows that �CMOD or �LLD approaches to 0.9 only for very deep cracks
with a /W�0.6. This indicates that the small slope of the function �LLD has
bigger influence on the � factor. For instance, at a /W=0.5, the “accurate” so-
lution �LLD=1.882 and �LLD� =0.199 from Eq 33, and �CMOD=0.829 from Eq 34.
The approximate solution �LLD=1.9 overestimates the “accurate” solution of

FIG. 4—Variations of the geometry factor �LLD with a /W.
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�LLD=1.882 by only 0.96 %; however, �CMOD=0.9 overestimates the “accurate”
solution of �CMOD=0.829 by 8.56 %. Nevertheless, the larger value of � will
allow conservative estimation of J. Therefore, one may use:

�CMOD = �LLD = 0.9, 0.45 � a/W � 0.7 �35�

in both the CMOD-based J Eq 25 and the LLD-based J Eq 15 for the standard
SE�B� specimens, as specified in ASTM E1820-06. The following section applies
these two formulations to determine J-R curves for an HY80 steel using the
SE�B� specimens.

Applications to Determining J-R Curves for HY80 Steel

Joyce and his coworkers �27,29,30� tested a series of 1T SE�B� specimens with
a wide range of crack lengths from short to deep at room temperature. In their
tests, all SE�B� specimens were loaded in three-point bending, with a bend span
of 203 mm, a span to width ratio of 4, and a thickness to width ratio of 0.5. The
specimens were manufactured with two side-grooves of a total 20 % thickness
reduction to promote the plane strain deformation along the crack front. The
material used was an HY80 steel with the 0.2 % offset yield stress of 630 MPa,
the ultimate tensile stress of 735 MPa, the Young’s modulus E=207 GPa and
the Poisson ratio �=0.3. Detailed chemistry and tensile properties for this steel
were presented in Ref �27�. The test data for most of these specimens can be
found in Ref �30�.

FIG. 5—Variations of the geometry factor �CMOD with a /W.
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The standard elastic unloading compliance method was used in all their
tests for determining the instantaneous crack length and crack extension. For
each specimen, the load, LLD and CMOD data were simultaneously recorded
during the test. Figures 6�a� and 6�b� show the raw experimental data of the
load-LLD record and the load-CMOD record, respectively, for the initial crack
lengths a0 /W=0.704, 0.606, 0.550, 0.549, 0.393, and 0.286. Except for the last
two cracks, the other four are the standard deep cracks as defined in E1820.
Comparison of these two figures indicates that the total LLD is larger than the
total CMOD at each loading point, and the P-LLD curve is relatively fatter in
shape than the P-CMOD curve for each crack.

With the measured crack length and the P-LLD record, the J-integral is
calculated from Eq 15 for each specimen. Likewise, using the measured crack
length and the P-CMOD record, the J-integral is estimated from Eq 25 for each
specimen. Figures 7�a� to 7�b� compare the J-R curves determined from the
LLD- and CMOD-based formulations, respectively, for two deep cracks of
a0 /W=0.704 and 0.606. Figures 7�c� and 7�d� compare the J-R curves for two
moderately short cracks of a0 /W=0.393 and 0.286. It is seen that these two
formulations have close agreement for the two deep cracks, and good agree-
ment for the two short cracks with slightly higher values of J estimated using
the CMOD-based formulation. These observations are consistent with the ex-
perimental results by Morrison and Karisallen �21�, where their J values were
calculated without considering the crack growth correction. These observations
also confirm our early prediction that the CMOD-based J is larger than the
LLD-based J at each loading point for a growing crack, and their difference
goes larger when the crack becomes shorter. In addition, detailed examination
of experimental data indicates that the ratio of CMOD- and LLD-based plastic
displacements or plastic areas is higher than that determined from Eq 31 for
most tests. This may show the measurement errors for LLD and CMOD, or the
discrepancy between actual measurements and ideal FEA results for the geom-
etry factors. Anyway, the results in Figs. 7�a�–7�d� verify the correctness and
efficiency of the proposed CMOD-based formulation and the related geometry
factors for the SE�B� specimens.

To obtain consistent fracture toughness JIC, E1820 suggests a J validity
requirement for the maximum crack extension as �amax=0.25b0. Accordingly,
the maximum crack extension for the HY80 SE�B� specimens shown in Fig. 7
should be 3.75, 5.00, 7.71, and 9.10 mm, respectively, for a0 /W=0.704, 0.606,
0.393, and 0.286. Comparing these values with the measured data of crack
extension as shown in Figs. 7�a�–7�d� indicates that except for the deep crack of
a0 /W=0.606, the maximum crack extensions for the other three cracks are
close to those required in ASTM E1820. For the special case of a0 /W=0.606,
the J-R curve is developed with much larger crack extension. Although being
far beyond the J-controlled crack growth, it might still be within the two-
parameter controlled crack growth, and provides more usable fracture resis-
tance data of J versus crack growth, and enables to perform a complete crack
growth failure analysis including crack initiation, stable crack growth and un-
stable crack tearing for an actual crack in the HY80 steel with an anticipation
of large crack extension.
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FIG. 6—Experimental data of load-displacement record for six SE�B� specimens �a�
P-LLD record; �b� P-CMOD record.
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Figures 8�a� and 8�b� show the experimental J-R curves determined, respec-
tively, using the LLD-based formulation and the CMOD-based formulation for
all six cracks considered for the HY80 SE�B� specimens. The blunt line and the
0.2 mm offset line are also included in Fig. 8. Within the crack extension of
2 mm, the J-R curves determined by the two formulations are nearly identical
to each other for these specimens. This infers that the fracture toughness at
crack initiation determined using the proposed CMOD-based formulation is
equivalent to that using the traditional LLD-based formulation. In addition, the
scatter range of J-R curves in Fig. 8�b� is slightly larger than that in Fig. 8�a�.
This may reflect the nature of constraint �or crack size� effect on the fracture
resistance curve and the higher accuracy of the CMOD-based Eq 25 or it may
be caused by displacement measurement errors. Therefore, it can be concluded
that the proposed CMOD-based formulation performs well and suggests that it
can be used, and maybe should be used to determine more accurate J-R curves.

Conclusions

Based on the energy principle, this paper developed an incremental CMOD-
based J equation for a growing crack to be used in the experimental determi-
nation of J-R curves for one single test on the SE�B� specimen. Its expression is
similar to the traditional LLD-based J equation for a growing crack, rather than

FIG. 7—Comparisons of J-R curves determined by the CMOD- and LLD-based formu-
lations for the HY80 SE�B� specimens with �a� a0 /W=0.704; �b� a0 /W=0.606; �c�
a0 /W=0.393; �d� a0 /W=0.286.
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the available CMOD-based J equation for a stationary crack, presently used in

FIG. 8—The experimental J-R curves for the HY80 SE�B� specimens �a� LLD-based J-R
curves; �b� CMOD-based J-R curves.
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ASTM E1820-06. The newly proposed formulation contains two geometry fac-
tors, and can accurately correct the crack growth effect on the J integral. More-
over, the rigorous mathematical error analysis indicated that the proposed
CMOD-based J equation has higher accuracy than the traditional LLD-based J
equation. As a result, the complicated procedures suggested in E1820-06 for the
crack growth correction of CMOD-based J evaluations are not needed. This has
the added advantage that the LLD measurement is no longer required for a
ductile fracture toughness test. Therefore, test procedures can be simplified and
test costs can be reduced if the proposed formulation is adopted in a J-R curve
test on the SE�B� specimen. In general, the proposed CMOD-based J formula-
tion is applicable to any laboratory specimen with any crack length, provided
that the two related geometry factors are known for that specimen.

Based on the FEA results, the solutions for the geometry factors: �CMOD,
�CMOD, �, �LLD, �LLD for the SE�B� specimen were given using data regressions
over a wide range of crack length ratio. The comparisons showed that the
�CMOD in Eq 28 presently used in E1820-06 is inaccurate for a /W�0.5, and
thus the use of Eq 28 in E1820-06 is inappropriate. In contrast, the proposed
new solution of �CMOD in Eq 30 is more accurate and can be used for all cracks
of interest: 0.05�a /W�0.7. The proposed solutions of � in Eq 31, �LLD in Eq
33, and �CMOD or �LLD in Eq 34 are valid and accurate for cracks with a /W
	0.25. As such, it is suggested to use the �CMOD in Eq 30, �LLD=1.9, and
�LLD=0.9 for the SE�B� specimens with standard deep cracks in E1820-06.

The proposed CMOD-based J formulation was applied to determine J-R
curves from the load-CMOD record for SE�B� specimens in the HY80 steel.
These J-R curves were then compared with those determined by the LLD-based
formulation for different crack sizes. The results showed close agreement of the
J-R curves between these two formulations, with a general trend that the
CMOD-based J-R curve is higher than the LLD-based one for each specimen.
The trend is consistent with the results predicted in the mathematical analysis
on the errors for these two methods. With this validation, it is strongly recom-
mended to use the incremental CMOD-based J formulation and the geometry
factors proposed in this paper in all related facture testing standards, including
ASTM E1820, E1920, and E1921 to determine more accurate fracture tough-
ness or J-R curves.
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ABSTRACT: In this paper we examined the characterization of constraint
effects for surface cracked plates under uniaxial and biaxial tension loadings.
First, three-dimensional �3D� modified boundary layer analyses were con-
ducted using the finite element method to study the constraint effect at a
typical 3D crack front. The analyses were carried out using small geometry
change formulation and deformation plasticity material model. Elastic-plastic
crack front stress fields at a constant J and various T-stress levels were
obtained. Three-dimensional elastic-plastic analyses were performed for
semi-circular surface cracks in a finite thickness plate, under remote uniaxial
and biaxial tension loading conditions. In topological planes perpendicular to
the crack fronts, the crack stress fields were obtained. Then, J-Q and J-T
two-parameter approaches are used in characterizing the elastic-plastic
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Introduction

It has been well established that elastic-plastic fracture mechanics using the
J-integral works well only for crack-tip stress/strain fields that are under high
constraint conditions �1,2�. For low constraint conditions, an additional param-
eter is required to quantify the constraint effects. Significant efforts and
progress have been made in the past 15 years in quantifying the effect of con-
straint on fracture using a two-parameter methodology. In this methodology,
the first parameter measures the degree of crack-tip deformation, as character-
ized by J �or equivalently crack-tip opening displacement�. The second param-
eter characterizes the degree of crack-tip constraint. The most commonly used
second parameters are T-stress, Q-factor, and A2-term, corresponding to the
J-T, J-Q, and J-A2 characterizations �1–3�. It has been shown that two-
parameter approaches provide effective characterization of plane-strain elastic-
plastic crack-tip fields in a variety of crack configurations and loading condi-
tions. Recently developed life assessment and structural integrity procedures
have incorporated frameworks that including the constraint effect �4�.

However, most of the developments have been based on the analyses using
two-dimensional �2D� plane-strain models. The understanding of constraint ef-
fects in three-dimensional crack configurations, typically encountered in engi-
neering practice, and the corresponding two-parameter characterization is still
quite limited. In many 3D crack geometry configurations and loading condi-
tions, the crack front conditions could deviate from the plane-strain conditions
and both the in-plane �perpendicular to the crack front� and the out-of-plane
�parallel to the crack front� constraint effects must be properly accounted for.
For example, surface cracks in nuclear pressure vessels experience complex
biaxial stress states under pressurized thermal shock conditions. Figure 1
shows a surface cracked plate under biaxial loading conditions, which presents
a good model for these situations. In these cases, both in-plane and out-of-

FIG. 1—Surface cracked plate under biaxial loading; � is the biaxial ratio.
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plane conditions will play important roles at the crack-tip stress fields. There-
fore, the applicability of the two-parameter characterization needs to be further
studied. Several experimental and numerical research programs have been con-
ducted to investigate biaxial loading effects �5,6�. It is necessary to carry out
additional detailed numerical analyses to investigate the crack-tip stress fields
along a 3D crack front under both uniaxial and biaxial loading conditions.
Based on these analyses, the two-parameter quantifications of the stress fields
can be assessed.

In this paper, we focus on the J-Q and J-T two-parameter approaches for
3D crack configurations. First, three-dimensional modified boundary layer
�MBL� analyses were conducted using the finite element method to study the
constraint effect at a typical 3D crack front. The analyses were carried out
using small geometry change formulation and deformation plasticity material
model. Elastic-plastic crack front stress fields at a constant J and various
T-stress levels were then obtained. Three-dimensional elastic-plastic analyses
were then performed for semi-circular surface cracks in a finite thickness plate,
under remote uniaxial and biaxial tension loading conditions. In topological
planes perpendicular to the crack fronts, the crack stress fields were obtained
and assessed. Then, J-Q and J-T two parameter approaches are used in char-
acterizing the elastic-plastic crack-tip stress fields along the 3D crack front.

Theoretical Background

The elastic T-stress, the second term of the asymptotic series �7� for the stress
field in linear elastic material, has been used to characterize the constraint �see
�1,8��. It has also been shown in �2� that a two-parameter description, using J
and a constraint parameter Q, fully characterizes the near tip stress and strain
states in wide range of crack geometries. The parameter Q is determined from
a finite element analysis and is the difference between the actual hoop stress
and reference hoop stress. In this section, the J-T and J-Q characterizations of
crack-tip stress fields are summarized.

J-T and J-Q Theories

In both J-T and J-Q theories, the plane-strain crack-tip stress field is con-
structed using the modified boundary layer formulation in which the remote
tractions are given by the first two terms of the Williams series expansion so-
lution under plane-strain conditions �7�:

�ij =
KI

�2�r�f11��� f12��� 0

f21��� f22��� 0

0 0 f33���
� + �T 0 0

0 0 0

0 0 �T
� �1�

Here, r and � are polar coordinates centered at the crack tip with �=0 corre-
sponding to a line ahead of the crack and normal to the crack front, shown in
Fig. 2. KI is the Mode I stress intensity factor of the crack. The term T is the
T-stress, and � is the Poisson’s ratio.
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Fields of different crack tip stress triaxialities can be induced by applying
different combination of K and T in an elastic-plastic finite element analysis,
the boundary layer analysis. These fields can be organized into a family of
crack-tip stress fields parametrized by

�ij = �0f̃ij� r

J/�0
,�;

T

�0
	 �2�

That is, the parameter T /�0 provides a convenient means to investigate the
constraint effect. It has been shown that this method can be used to quantify
the elastic-plastic crack-tip stress fields for a wide range of crack geometries
under small scale loading and contained loading conditions �see �1,8��.

However, it has been realized that the results of Eq 2 cannot be applied for
large scale yielding conditions since the elastic solution of Eq 1 will not be valid
under those loading conditions. Recognizing this limitation, O’Dowd and Shih
�2� identified the family of stress fields by the parameter Q, which arises in the
plasticity analysis. It can be written as

�ij = �0gij� r

J/�0
,�;Q	 �3�

The function of gij can be obtained from the modified boundary layer analysis,
and the equation holds for finite width crack geometries under large yield con-
ditions.

FIG. 2—Three-dimensional modified boundary layer model.
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Through numerical and analytical analyses, the stress field represented by
Eq 3 can be represented by

�ij = ��ij�T=0 + Q�0�ij for 
�
 � �/2 �4�

where �ij is the Kronecker delta. The Q-parameter can be obtained by subtract-
ing the stress field for the T=0 reference state from the stress field of interest.
The most commonly used definition of Q is

Q �
�yy − ��yy�T=0

�0
at � = 0 and

r�0

J
= 2 �5�

where �0 is the yield stress. For the modified boundary layer solutions, T and Q
are uniquely related.

Both T- and Q-parameters have been used as constraint parameters; using
these as a basis on which the resistance to fracture for different geometries can
be accounted, a more realistic fracture assessment can be obtained. For ex-
ample, the recently developed structural integrity assessment procedures for
European industry �SINTAP �4�� have suggested procedures for failure assess-
ments that include the constraint effect. However, most of the development has
been based on analyses using 2D plane-strain models.

Three-Dimensional Aspects

It is important to realize that the J-T and J-Q theories have been developed
using plane-strain stress fields. Real cracks are three dimensional and the stress
state will vary along the crack front. In addition to the in-plane �plane perpen-
dicular to the crack front� loading and geometry effects characterized using
plane-strain models, the loading and geometry effects from out-of-plane �plane
parallel to the crack front� need to be considered. For example, surface crack in
a finite thickness plate �Fig. 1�, the biaxial versus uniaxial loading influence on
the constraint effect needs to consider both in-plane and out-of-plane effects.

Several researchers investigated the quantification of stress fields using J-T
and J-Q theories for surface cracks in uniaxial and biaxial loading conditions
�8,9�. It has been observed that under uniaxial tension and bending loading
conditions, J-T characterizes the stress fields up to contained yielding condi-
tions �8�. Dodds et al. �9� considered one surface crack geometry �a /c
=0.33, a / t=0.25� and found that J-Q characterization works well for both
uniaxial and biaxial loading conditions. Several experimental programs were
also conducted to investigate the effect of out-of-plane loading on constraint
effects �5,6�. Further studies are required to assess the validations/limitation of
the constraint quantification along crack front. In the following sections, a
detailed finite element analysis is conducted to assess the J-T and J-Q charac-
terizations for surface cracks. Both uniaxial tension and biaxial tension load-
ings are considered.
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Finite Element Analysis

Three-dimensional finite element analyses are conducted to obtain the crack-
tip stress fields for the modified boundary layer models and for surface cracked
plate specimens. The finite element models use conventional small-strain
theory. In this section, the details of the models are outlined, beginning with
those aspects common to both the small-scale yielding �SSY� and surface
cracked plate analyses.

Material Properties and Crack-Tip Models

The material model used is the deformation plasticity theory, Ramberg-Osgood
model provided in ABAQUS �10�:

�

�0
=

�

�0
+ 	� �

�0
	n

�6�

where 	 is a material constant, n is the strain hardening exponent, �0 is a
normalizing stress, and �0=�0 /E. For all the analyses, 	=1, E=207 GPa, �0
=200 MPa, �=0.3, and n=10 were used.

The finite element analyses are made using ABAQUS, version 6.4 �10�, with
20-noded isoparametric three-dimensional solid elements. At the crack tip,
three-dimensional prism elements �a degenerate cube with one face collapsed�
are used. The mid-side nodes are retained at the mid-side points. Initially co-
incident nodes along the crack front are unconstrained, which gives a 1/r sin-
gularity appropriate for elastic-plastic crack analysis and allows blunting defor-
mation of the crack tip. A domain integral method is used to calculate the
J-integral values at the crack tip �10�.

Modified Boundary Layer Models

Figure 3 shows the finite element mesh used in modified boundary layer mod-
els analyses. A sharp crack with tip located at r=0 is modeled. Symmetric
boundary conditions are applied on the crack plane. Since we are analyzing a

FIG. 3—Finite element model for the modified boundary layer analysis.
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typical 3D crack front, the thickness along the z-direction is modeled to be
large. The radial extent of the disk is assumed as rmax= t, where t is the disk
thickness. In the plane perpendicular to the crack front �x-y plane�, the element
size is gradually increased with radial distance from the crack front. Forty
radial elements are used with the radial length of the smallest element is about
10−3 of the maximum disk radius. There are 24 sectors within the angular
region from 0 to � along the circumference and one-element layer through the
half thickness.

The loadings are applied by displacement boundary conditions through the
stress intensity factor KI and T-stress. They are applied uniformly on the finite
element model across the disk thickness at r=rmax. The values of displacement
components ux and uy are calculated from the plane strain KI-T stress fields
represented in Eq 1:

ux =
KI

2

� r

2�
cos� �

2
	�� − 1 + 2 sin2� �

2
	 +

1 − �

2

Tr cos � �7�

uy =
KI

2

� r

2�
sin� �

2
	�� + 1 − 2 cos2� �

2
	 +

�− ��
2


Tr sin � �8�

where 
 is the shear modulus, � is Poisson’s ratio, �=3–4�, T is the far-field
T-stress, and KI is the far-field stress intensity factor. The stress intensity factor
is related to the far-field J-integral as

J =
1 − �2

E
KI

2 �9�

To simulate the plane-strain condition, the condition of out-of-plane displace-
ment component, i.e., uz=0, is used in the analyses. A wide range of analyses
for loading of the same J and varying T /�0 ratio were carried out. Through
these calculations, the crack-tip stress distributions parametrized by J and T
are investigated.

Surface Cracked Plate

Three-dimensional finite elements are used to model the symmetric quarter of
a plate containing a semi-circular surface crack. The geometry and co-ordinate
system used are shown in Fig. 1. The two loading conditions, uniaxial ��=0�,
and biaxial ��=1� tension loadings, are considered. Loads are applied to the far
ends of the plate �see Fig. 1�. The geometry considered is a /c=1.0 and a / t
=0.2, i.e., a shallow semi-circular surface crack. The h /w ratio is fixed to 1, and
w /c ratio is fixed to 16 in the calculations. The large w /c ratio used is to
exclude the effect from free boundary in the width direction. A typical finite
element mesh is plotted in Fig. 4. A total of 18 elements are used along the
crack front. The core element is divided into 30 rings of increasing size with
eight elements of equal spacing of � for each ring. The intense refinement in r
is necessary to provide resolution needed for crack-tip stress characterizations.
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FIG. 4—Three-dimensional finite element mesh for analyses of surface cracked plate.

FIG. 5—Normalized crack-opening stress distribution at various values of T /�0. The
thick line is the results for T /�0=0.
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The loading remote level increases from small to moderate yielding condi-
tions.

Results of Crack-Tip Stress Fields and Analysis

Modified Boundary Layer Models

Elastic-plastic crack-tip stress fields of modified boundary layer �MBL� solu-
tions were obtained by systematically varying the T-stress level �−1�T /�0
�1� while keeping the stress intensity factor KI �and J� constant.

Figure 5 shows the variation of normalized crack-opening stress �yy ��
=0� versus normalized distance from the crack tip under varying T /�0 ratios.
Here the distance is normalized by J /�0, which is the relevant length scale
around the crack tip �in the order of crack-tip opening displacement�. Very
similar results were obtained from early calculations using plane-strain models
�see �1,2,8,9��. Substantial stress reduction is seen at negative T-stress. Moder-
ate stress elevation is observed at positive T-stress.

FIG. 6—Relationship between Q and T obtained from modified boundary layer
analyses.
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Based on the observations of �1�, the plane-strain stress variation with re-
spect to T-stress as shown in Fig. 5 can be fitted into the following form for any
normalized distance in the range of 1�J /�0�6:

�ij
MBL = ��ij

SSY�T=0 + An� T

�0
	 + Bn� T

�0
	2

+ Cn� T

�0
	3

�10�

where An, Bn, and Cn are constants dependent on the strain-hardening expo-
nent n.

Based on Eq 5, the Q-factor can also be calculated from this set of data at
r / �J /�0�=2. Comparing Eqs 10 and 5, the Q-factor is obtained:

Q = An� T

�0
	 + Bn� T

�0
	2

+ Cn� T

�0
	3

�11�

Figure 6 shows plot of Q- versus T-stress using the data from Fig. 5 at
r / �J /�0�=2. It is clear the J-T and J-Q characterizations are equivalent for
modified boundary layer models. Least-squares fitting was conducted and the
constants An, Bn, and Cn are determined as 0.6164, −0.4549, and 0.0867, re-
spectively, for the present strain-hardening exponent �n=10�.

FIG. 7—Evolution of Q-factor in surface cracked plate ahead of crack tip at �=20° and
90°, for uniaxial tension.
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Surface Cracked Plate

Uniaxial and biaxial tension loadings are applied to the surface cracked plate
model, and the remote load � is increased up to 0.7�0, corresponding to a
moderate yielding condition. Figures 7 and 8 show the resulting Q-factor ob-
tained along the radial lines normal to the crack front at two crack locations:
�=20° and 90° for uniaxial and biaxial loadings, respectively. It can be seen
that the Q-factors are nearly independent of the radial dependence, indicating
the Q-theory is adequate in quantifying the constraint effects along the crack
front. Note that only results for �=0.7�0 are presented here. Similar results
were obtained for lower loadings. Due to the applied stress in the second direc-
tion, the biaxial loading generates a significant increase in the constraint level
around the crack front near the surface point �as shown at �=20°�.

Figure 9 shows the resulting Q-factors along the crack front for both
uniaxial and biaxial loadings. It is observed under both loadings, the constraint
level are nearly the same around the deepest point of the crack ��=90° �. How-
ever, away from the deepest point, the constraint level increases under biaxial
loading and it remains the similar level under uniaxial loading.

It is important to point out that the crack front J-integral distributions are
different for uniaxial and biaxial loading conditions. Figure 10 shows the nor-

FIG. 8—Evolution of Q-factor in surface cracked plate ahead of crack tip at �=20° and
90°, for biaxial tension ��=1�.
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malized fully plastic J-integral �h1 factor� from �11� for the present crack geom-
etry �a /c=1, a / t=0.2� under uniaxial and biaxial loadings ��=1�. It is clear that
under same external loading ��� the J-integral is generally smaller under biax-
ial loadings comparing to uniaxial loadings. When combined with the Q-factor
solutions, we can conduct fracture assessment using the J-Q locus of the given
material. The effects of the biaxial loading on the failure of surface cracked
plates can be investigated extensively. It is expected that the increase of con-
straint level away from the deepest point under biaxial loading will play an
important role in determining the load carrying capacity.

Estimation of Q Using the Elastic T-Stress

It has been shown at the beginning of this section that there is a one-to-one
relationship between T and Q under small to contained yielding conditions. For
the material in the present paper, the T-Q curve has been fitted by a cubic
polynomial in Eq 11. This approximation method can be used to estimate the
Q-factors.

Recently, T-stress solutions for a wide range of surface crack geometries in
finite thickness plates were obtained from three-dimensional finite element

FIG. 9—Distribution of Q-factor along the crack front for �=0.7�0 under uniaxial and
biaxial ��=1� loadings.
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analyses �12–14�. The T-stress results were obtained for any point along the
crack front for a wide range of ratios of a /c and a / t. The results for biaxial
tension loading were presented in �14�. For biaxial tension loading of ratio �, as
shown in Fig. 1, the T-stress for general point along a semi-circular crack,
represented by the parametric angle �, can be calculated directly by:

T��,�� = �zV��� + �z� cos2 � �12�

where V��� is the normalized T-stress for the uniaxial tension case, available
from �12�. From Eq 12, it can be seen that the T-stress at the deepest point
��=90° �, under biaxial tension is the same as the corresponding T-stress under
uniaxial loading. However, for all other points along the crack front, moving
away from the deepest point, the T-stress is gradually larger for the biaxial case
than the values for uniaxial case. Therefore, the predicted constraint level is
generally higher along the crack front for the biaxial case. Figure 11 shows the
T-stress variations along the crack front for the present crack geometry �a /c
=1, a / t=0.2�.

For any given surface cracked plate under biaxial loading, Eq 12 can be
used to calculate the corresponding T-stress distribution along the crack front,
and then Eq 11 can be used to estimate the Q-factor distributions. Figure 12

FIG. 10—Normalized fully plastic J-integral solutions �h1� for uniaxial and biaxial ten-
sion ��=1� loadings from Ref. 11. Jp=h1	�0�0a�� /�0�n.
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shows the comparisons between the results of T-stress based Q-factors and the
Q-factors obtained from present finite element calculations. For the present
load level �=0.7�0, reasonable agreements are achieved. For uniaxial loading,
the T-stress based Q-factors predict the same trend and similar low level of
constraint. For biaxial loading, the T-stress based Q-factors predict the con-
straint increase away from the deepest point as well. Therefore, the T-stress
based Q-factors give reasonable estimate of the crack-tip constraint conditions,
but cautions are needed since the T-stress based approach overestimates the
Q-factors slightly for both uniaxial and biaxial loading conditions.

Conclusions

This paper has examined the characterization of constraint effects for surface
cracked plates under uniaxial and biaxial tension loadings. Three-dimensional
finite element analyses are conducted to calculate the crack-tip fields for modi-
fied boundary layer models and surface cracked plate models. Both the J-Q and
J-T two-parameter characterization are considered. The following conclusions
are summarized.

�1� For semi-circular cracks in finite thickness plates, the J-Q characteriza-
tion provides good estimate for the constraint effect for crack-tip stress

FIG. 11—Normalized T-stress, V=T /�, along the crack front for �=0 and 1.
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fields. For the crack geometry considered, it is found that under both
uniaxial and biaxial loadings, the constraint level are nearly the same
around the deepest point of the crack. However, away from the deepest
point, the constraint level increases under biaxial loading and it re-
mains the similar level under uniaxial loading. When combined with
J-integral solutions for the corresponding loadings, constraint based
fracture assessment can be conducted to investigate the biaxial loading
effect.

�2� The Q-factors are also obtained using the T-stress solutions based on
the T-Q relationship. It is found that reasonable agreements are
achieved between the results of T-stress based Q-factors and the
Q-factors obtained from finite element calculations. In other words, the
J-T characterizations can be used to estimate the constraint conditions
for both uniaxial and biaxial loadings. However, the T-stress based Q
factor results for both uniaxial and biaxial loading should be used with
caution because it overestimates the Q-factors slightly.

�3� Further studies are required to investigate the effects of higher level
loads, crack aspect ratio �a /c�1�, and deep cracks �a / t�0.2�.

FIG. 12—Comparison of T-stress based Q-factors and Q-factors from finite element
analyses for uniaxial and biaxial ��=1� loadings.
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Influence of Residual Stresses on Fretting
Fatigue Life Prediction in Ti-6Al-4V

ABSTRACT: The objective of this work was to evaluate life prediction meth-
odologies involving fretting fatigue of turbine engine materials with advanced
surface treatments. Fretting fatigue tests were performed on Ti-6Al-4V dove-
tail specimens with and without advanced surface treatments. These tests
were representative of the conditions found in a turbine engine blade to disk
attachment. Laser shock processing and low plasticity burnishing have been
shown to produce deep compressive residual stresses with relatively little
cold work. Testing showed these advanced surface treatments improved fret-
ting fatigue strength by approximately 50 %. In addition to advanced surface
treatments, several specimens were also coated with diamond-like carbon
applied through a nonline-of-sight process capable of coating small dovetail
slots in an engine disk. Testing with this coating alone and combined with
advanced surface treatments also significantly improved fretting fatigue
strength due to a decreased coefficient of friction along with the compressive
residual stresses. This work presents a mechanics based lifing analysis of
these tests that takes into account the local plasticity and the redistribution of
residual stresses due to the contact loading. The use of superposition of the
residual stresses into the contact stress analysis results in unconservative
crack growth life predictions. Finite element analyses were conducted to
predict the redistribution of residual stresses due to the contact loading. The
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redistributed residual stresses were used to make improved crack growth life
predictions when possible. The results showed very little redistribution of
residual stresses for the advanced surface treatments, however, a significant
change in shot peened residual stress gradients was predicted.

KEYWORDS: fretting, fatigue, crack growth, surface treatments,
residual stress

Introduction

Fretting occurs in many aerospace components such as the dovetail attach-
ments of turbine blades and disks in turbofan engines or lap joints in aircraft
structures. Designers often seek palliatives such as coatings or shot-peening to
reduce the negative effects of fretting on the life of a component. Typically,
however, the positive effect of these palliatives is not taken into account in the
design life of a component. Instead it may be treated as an additional margin of
safety. As the retirement age of aerospace vehicles continues to grow, the ex-
pected maintenance cost and burden also continues to increase. This drives the
need for new palliatives and design methods that will allow safe increases in
component usage before repair or replacement. One option is advanced surface
treatments such as laser shock processing �LSP� or low plasticity burnishing
�LPB�. These methods of inducing a layer of compressive residual stresses on a
component, although more costly than shot-peening, may allow designers to
use improved analysis methods to take credit for residual stresses in design as
proposed by Prevey and Jayaraman �1�, for example.

In order to take design credit for a process such as LSP or LPB it must be
satisfactorily shown that the compressive residual stresses are sufficiently re-
tained throughout the life of the component. Thermal relaxation, plastic defor-
mation, or other sources of damage such as fretting or foreign object damage
could all potentially reduce or even reverse the effects of the compressive re-
sidual stresses. It is known that plasticity in fretting contacts plays an impor-
tant role in the understanding of crack nucleation and propagation of cracks.
Waterhouse �2� observed that many antifretting palliatives may be disrupted by
plastic deformations. Plastic deformation in the substrate of a coated material,
for example, may result in a loss of coating adhesion and effectiveness. Inten-
tionally induced compressive residual stresses by methods such as shot-
peening could also be disrupted by this plasticity.

Martinez et al. have also proposed that the loss of residual stresses in a
fretted material may be an indicator to fatigue damage �3�. Martinez et al.
tested shot-peened fretting samples, some of which were interrupted prior to
failure, and made an array of residual stress measurements on the surface
across the fretting scar. The results showed that the compressive residual
stresses relaxed in the fretted region. It appears that this may be a different
mechanism than the local plastic zone being proposed in the current work
since the relaxation appears over a wide region. Instead, accumulation of dam-
age on the surface �microcracking, scarring, etc.� may be responsible for the
relaxation of residual stresses throughout the fretted region. Since only surface
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residual stress measurements were taken, it is not clear if this was only a sur-
face phenomenon or if relaxation extended into the depth.

In previous work, the current authors applied a mechanics based life pre-
diction analysis to a series of fretting fatigue tests that included bare speci-
mens, coated specimens, and specimens treated with LSP or LPB �4�. The con-
clusion of this work was that mechanics based predictions were accurate and
conservative for bare Ti-6Al-4V specimens and also for coated specimens mean-
ing that all of the predicted lives to failure were shorter than the actual lives to
failure. In the LSP and LPB treated specimens, the fracture mechanics analysis
predicted in all cases tested that short cracks would grow into a decreasing
stress intensity factor range until crack arrest occurred. Thus, no specimen
failures were predicted. In reality, several of the test specimens with LSP and
LPB did fail, therefore, the predictions were not conservative. The objective of
this paper was to investigate the possibility that redistribution of compressive
residual stresses due to plastic deformations contributed to the nonconserva-
tive failure predictions in the LSP and LPB treated fretting specimens. A hypo-
thetical shot-peened �SP� specimen was also analyzed. The influence of differ-
ent levels of compressive residual stress retention was also studied. The
approach was to conduct elastic-plastic contact finite element method �FEM�
analyses to determine the level of plasticity and residual stress redistribution in
the fretting experiments.

Experiments

The material used in this study was a Ti-6Al-4V alloy from the United States Air
Force National High Cycle Fatigue program �5�. The material was �+� forged
then solution treated and overaged at 932°C for 75 min, fan cooled, and mill
annealed at 704°C for 2 h. The resulting microstructure was approximately 60
% primary � and 40 % transformed �. All of the test specimens were machined
from this material. The elastic modulus was 116 GPa and the 0.2 % offset yield
stress was 930 MPa. The ultimate tensile strength was 980 MPa. Monotonic
and cyclic stress-strain curve fits were generated for this material and are plot-
ted in Fig. 1. The cyclic stress-strain curve were fit to the stress-strain hysteresis
loops from multiple strain controlled low cycle fatigue tests measured at the
half life of the specimens. These stress-strain curves will be used in the elastic-
plastic contact models described later.

A photograph of the dovetail fretting experimental setup is shown in Fig. 2.
Development and testing with this fixture has been discussed previously by
Conner and Nicholas �6� and Golden and Nicholas �7�. The steel fixture worked
by pulling together a dovetail shaped test specimen and two fretting pads that
had precisely machined surface profiles. Several surface profiles have been
tested including cylindrical and flat with rounded edges with varying dimen-
sions. All of the fretting pads in this work were machined to a flat with rounded
edges profile with a 3 mm flat and 3 mm radii. There were several key features
to this setup that separate it from other fretting fatigue apparatus. First, the
specimen was dovetail shaped which resulted in cyclic loading of both the
normal P and shear Q contact forces rather than only cyclic Q. Second, the
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fixture was designed with replaceable fretting pads. Each experiment only re-
quired replacement of the pads rather than the entire fixture as with other
dovetail fatigue experiments �8�. Finally, it was not possible to obtain direct
measurement of the contact forces P and Q unlike many other fretting fatigue
test setups that do allow direct measurement of the contact forces through

FIG. 1—Monotonic and cyclic stress versus strain curves used in the finite element
analysis.

FIG. 2—Photograph of the dovetail fretting fatigue setup.
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placement of load cells in the load path �9�. Instrumentation of the contact
loads, however, was critical to allow validation of life prediction methods. In-
strumentation was achieved through the addition of strain gages to the fixture
in location of peak strain. Calibration of the contact forces to the strain gages
was achieved through finite element modeling of the fixture as discussed in
Golden and Nicholas �7�.

The focus of this effort was to test and model the effects of coatings and
residual stress surface treatments on dovetail fretting. LSP and LPB were each
applied to six specimens in the regions of contact. Half of these and an addi-
tional five untreated specimen were also coated with diamond-like carbon
�DLC�. Several specimens were sent post-test for destructive measurement of
the in-depth residual stresses. The measurements were made using x-ray dif-
fraction in a region of the specimens just outside of the fretting scars. In-depth
measurements were made by layer removal with electropolishing. The results
were shown previously in Golden et al. �10� and curve fits of those results are
plotted in Fig. 3. Also plotted is a typical residual stress profile of a shot-peened
Ti-6Al-4V specimen peened with steel shot at 6–8 A intensity. These profiles
were used in the stress analysis and life prediction described later. Note that the
shot-peening profile has a significantly higher magnitude than both the LSP or
LPB profiles, but the LSP and LPB processes provide a much deeper layer of
compressive residual stress.

Room temperature tests at a load ratio R=0.1 were conducted at several
load levels on bare Ti-6Al-4V, LSP treated, LPB treated, DLC coated, LSP
+DLC, and LPB+DLC. The results were plotted in Fig. 4 and have been de-
scribed previously in Golden et al. �10�. Both the residual stress treated speci-
mens and the DLC treated specimens each extend the life by an order of mag-
nitude. When DLC was combined with LSP or LPB none of the specimens were
able to be failed. The fatigue load limit of the fixture was exceeded before
failure of the specimens could occur. The contact loads and average friction

FIG. 3—Residual stress profile curve fits. The LSP and LPB curves were fit to measure-
ments made in this work. The SP curve is fit to typical 6–8 A intensity peening data on
Ti-6Al-4V.
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coefficients for each of these tests were measured and will be used in the stress
analysis and life prediction described below.

Analytical Procedures

Several different analysis procedures have been applied in this work. The over-
all objective of this research was to develop and demonstrate effective deter-
ministic analysis methods that will allow accurate life prediction in a dovetail
geometry. These methods accounted for changes in friction and residual stress
due to surface treatments and processing. The mechanics based approach
taken was dependent on the quality of the contact force measurement or pre-
diction as well as the stress analysis tools. In this study, the contact forces were
determined experimentally as discussed above. In general, however, the contact
forces and the bulk stresses would be predicted from the results of a global
FEM model. In either case, the local contact stresses were then calculated using
the contact geometry and forces as input to a singular integral equation �SIE�
solution �described below�. In the case of applied surface treatments and/or
local plasticity the residual stresses must be superimposed with the applied
stresses. The effects of redistribution of residual stresses were a focus of the
elastic-plastic contact modeling conducted in this work. Once the complete
stress field had been calculated, standard nucleation and fracture mechanics
life prediction methods were applied.

FIG. 4—Results of the dovetail fretting fatigue tests with advanced surface treatments
and diamond like carbon coating.
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Figure 5 shows two schematics that represent the contact in the current
experimental setup and the equivalent geometry used in the contact mechanics
analysis. In the experiment, the dovetail specimen was pulled down into the
contact pad, by force F. This results in the reaction forces P and Q and moment
M �not shown� between the specimen and pad. The contact pad had a surface
profile that was described by h�x�. In this case, the profile was a 3 mm flat with
3 mm radii at the edges of contact. In general, the configuration could have two
materials; the specimen �E1 ,�1�� and the pad �E2 ,�2�, but in this study the
materials were both Ti-6Al-4V. Although the contact forces were known from
the experiment, the bulk stresses in the contact region were not. Prior studies
�11,12� have described a method to extract the bulk stress from the FEM analy-
sis in the contact region of a dovetail configuration. In short, the bulk stress
was the FEM stress solution minus the contact stresses. Once the contact
stresses were determined analytically as described below, they were subtracted
from the FEM stress results to obtain the bulk stress. The reason a FEM and a
SIE analytical solution were both used was that each had an advantage and a
disadvantage in terms of accuracy and efficiency. The FEM solution accounted
for all of the specimen or component geometric features and boundary condi-
tions, whereas the SIE solution did not. The SIE solution was very fast and
accurate at obtaining the very steep edge of contact stress gradient, whereas the
FEM solution had long computational times and it was often not possible to
obtain a converged stress solution at the edge of contact, particularly in three-
dimensional models.

The second schematic in Fig. 5 shows the configuration used in the SIE
analysis. A MATLAB script named CAPRI was used to solve the SIE that describes
the contact between two similar materials with a gap function h�x�. CAPRI was
written at Purdue University to calculate the normal and shear contact trac-
tions and the subsurface stresses for an arbitrary indenter that is pressed into a
semi-infinite body �13�. The influence of the bulk stress plays a role in the
calculation of the contact tractions, but must be a known input and is not an
output of the analysis. Thus, there is often a need for a FEM analysis to deter-

FIG. 5—Schematic of an equivalent geometric representation of an actual dovetail used
in the singular integral equation solution to the contact problem.
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mine the bulk stress as described above. Once the SIE contact stress analysis
including the bulk stress is complete, stress gradients can be extracted along
the expected crack growth paths as shown in Fig. 5.

After the stress gradients were extracted the next step was to calculate
nucleation and fracture mechanics stress intensity factor K. Nucleation was not
the focus of this effort, however, an equivalent stress methodology to calculate
nucleation life based on surface stresses had been applied in prior work �14�.
This model includes the multiaxial components of stress and used a stressed
area approach to account for the local stress peak at the edge of contact. K
solutions were calculated using the weight function methodology. Mode I sur-
face crack and through crack weight function K solutions were written in MAT-

LAB to efficiently work with the output of CAPRI �11,15,16�. Negative KI values
were allowed to be calculated in the case of the residual stress gradients and
were plotted in Fig. 6 and referred to as KRS. Clearly negative values of KRS are
not real. They are only being used in combination with KI calculated from the
applied stresses to account for the change in stress state in the body and its
affect on the crack due to the residual stresses. Superposition of KRS with the
maximum and minimum applied KI resulted in a total �KI that had a shift in R
that was also a function of crack length. An effective stress intensity factor
range, �Keff, was then used to account for this changing R as calculated in Eq
1. Figure 7 is a plot of �Keff versus crack size. Here, m is an exponent fit from
crack growth data at R values of −1, 0.1, 0.5, and 0.8 �5� and equals 0.72 for
positive R and 0.275 for negative R. The crack growth rate and propagation life
was then calculated from �Keff using the sigmoidal crack growth law shown in
Eq 2. Here B, P, Q, d, Kth, and Kc were constants fit to the crack growth data
with values of −18.1, 3.71, 0.235, −0.0066, 4.21 MPa�m, and 66 MPa�m, re-
spectively �5�. The crack growth rate da /dN data were in units of m/cycle

FIG. 6—Stress intensity factor due to residual stress gradients.
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�Keff = Kmax�1 − R�m, �1�

da

dN
= 0.0254 � expB��Keff

Kth
�P�ln��Keff

Kth
�	Q�ln� Kc

�Keff
�	d

. �2�

A finite element model was generated to represent the dovetail fretting fa-
tigue experiment loading conditions and is shown in Fig. 8. A simplified geom-
etry of a two-dimensional �2D� plate and contact pad was chosen rather than
modeling the actual dovetail geometry. The maximum and minimum contact
forces, P, Q, and M, from the experiments were applied to the top surface of the
contact pad in a cyclic manner. Five load cycles were found to be sufficient to
stabilize the elastic-plastic response. Constraints were applied to the fretting
pad to distribute the applied loads and to control its rotation. The bulk stress

FIG. 7—Stress intensity factor range for combined applied load and residual stress.

FIG. 8—Finite element model used to represent the loading conditions in the dovetail
fretting tests.
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was applied to the end of the plate, which represented the fretting specimen.
The plate was 15 mm deep by 60 mm long and had roller constraints on the
edges opposite the contact and bulk stress as shown in
Fig. 8. The model was analyzed in ABAQUS and was meshed with 2D plane strain
four-node bilinear elements. The element size in the contact region was 5 �m
by 5 �m which was sufficient to capture the very high stress peaks at the edge
of contact and the plastic zone that developed. The nonlinear combined
isotropic/kinematic model provided in ABAQUS was used. The cyclic and mono-
tonic stress strain curves plotted in Fig. 1 were the only data available for this
analysis. The model was run using both sets of data with very little difference in
results for these problems. The results shown in the following section were
analyzed using the cyclic stress-strain curve.

Results and Discussion

The results of this work consist of the output of the elastic-plastic contact finite
element analysis, changes in the residual stress profiles, and the resulting in-
fluence on life predictions. The life predictions in this work are focused entirely
on crack propagation including short crack growth, rather than nucleation plus
propagation. Prior work �17� has shown that at the end of interrupted fretting
fatigue tests in Ti-6Al-4V cracks were often found very early in the expected life
of the specimens. Also, nucleation life predictions on these experiments �11�
have previously been shown to be on the order of 10 % of the total life or less.
This was expected since the stresses at the edge of contact were typically well
above yield in an elastic analysis, and then rapidly decreased. This lead to early
crack nucleation followed by relatively slow early crack growth. Additionally,
all of the analysis in this work was limited to mode I fracture mechanics. Again,
previous analysis on these experiments �11� as well as on other fretting fatigue
experiments �18� have shown that any mode II contribution to crack growth
was expected to be quite small. Although the calculated value of KII was signifi-
cant, �KII was not. This, however, did not imply that all cracks grew perpen-
dicular to the surface. In fact, the experiments showed that the macroscopic
cracks grew approximately 15–25° from normal in a direction away from the
center of contact. This was accounted for in the fracture mechanics calcula-
tions.

In these experiments, many of the treated specimens ended as run-outs and
did not fail. It was predicted from the stress analysis, nucleation model, and
fracture mechanics that despite the compressive residual stresses and/or the
low friction coatings that cracks would still form at the edge of contact and
grow a short length before arresting. This, in fact was the case as demonstrated
in Fig. 9. Fig. 9 is a scanning electron microscopy micrograph showing a crack
that grew from the edge of contact in a specimen treated with LPB. The section
was mounted, ground, and polished in the specimen thickness direction. The
crack was nearly 100 �m deep in this cross section which was near the maxi-
mum depth found for this crack. The fracture mechanics analysis with the El
Haddad short crack correction �19� for this specimen predicts crack arrest at a
depth of approximately 60 �m when the full residual stress gradient is super-
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imposed with the applied stress gradient. The actual crack length is longer than
the predicted crack arrest which is generally consistent with the unconservative
fracture mechanics life predictions for these experiments that was discussed
earlier. The observation of a crack in this and other run-out specimens did,
however, validate the analytical results that showed cracks can nucleate, grow,
and arrest under fretting fatigue. This has been observed in run-out tests with
and without residual stresses due to LSP or LPB.

The contact finite element analysis with plasticity and initial residual stress
distribution was conducted for the LSP, LPB, and SP conditions. Several dif-
ferent loading conditions were analyzed. These load cases used minimum and
maximum values of P, Q, M, and bulk stress taken directly from the experi-
ments. They were representative of the range from the least to most severe load
cases found in the actual experiments. Multiple steps of maximum and mini-
mum load were run until the plastic zone stabilized. Five cycles was found to be
sufficient. Analyses with both the cyclic and the monotonic stress-strain curves
were run and compared, but since the plasticity was so localized the difference
was very small. The final result of interest was the change in the initial residual

FIG. 9—Profile of a crack located at the edge of contact found post-test in a run-out
experiment that had been processed with LPB.
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stress in the model, so the final load step in the analysis was unloading to zero
applied loads. Fig. 10 is an example of redistributed shot-peen residual stresses
in the specimen. The fretting pad is not shown. The surface to the right of the
crack location is under the contact. The component of stress shown is the
normal stress parallel to the surface. The effected zone was an approximately
300�300 �m area at the edge of contact. It is observed that a significant
amount of redistribution was predicted to occur in this very small volume. This
could significantly affect crack growth predictions for shot peened specimens
in the short crack regime. A plot of the redistributed SP residual stress is shown
in Fig. 11�a�. This stress was taken along a path from the edge of contact into
the depth and was compared to the original SP residual stress gradient. The
distribution peak was significantly pushed into the tensile direction for the first
70 �m. This result is important because this peak is what is responsible for
leading to potential early crack arrest and providing a fatigue benefit. Fig. 11�b�,
however, shows that for the LPB treated specimens a very different redistribu-
tion of the residual stress gradient occurred. The LSP treated specimens had a
nearly identical trend. Here, the near surface stresses were pushed more com-
pressive. Slightly deeper, the residual stress becomes more tensile to compen-
sate.

The mechanisms for the different results in SP and LSP or LPB specimens
can be explained as followed. The modeling showed that the high compressive
stress due to contact during the negative shear reversal can combine with the
compressive residual stresses to result in a localized plastic zone as was hy-
pothesized. This can be observed in the finite element results shown in Figs. 10
and 11�a�. The compressive yield results in a region of residual stresses that are

FIG. 10—Contours of shot-peen residual stress, �xx, at the edge of contact after stress
redistribution. Contours range from +80 �light� to −960 MPa �dark� in 130 MPa
increments.
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shifted in the tensile direction near the surface �20 �m deep�. Tensile yield
occurs in the shot peened example �Fig. 11�a�� due to the high tensile stress due
to contact during the positive shear reversal. This results in more compressive
residual stresses at the surface �0–5 �m�. The compressive yield zone was
larger �60–70 �m deep� than the tensile, however, so there is a zone of more
tensile residual stress �5–70 �m�. Beyond 70 �m the residual stresses become
more compressive to compensate. In the LPB treated samples, yielding was not
predicted to occur during the negative shear reversal. The highest compressive
stresses due to the applied loading occurred very near the surface, while the
highest compressive residual stresses occur deeper in the material than those

FIG. 11—Predicted redistribution of residual stress at the edge of contact for typical
contact loading case for both �a� shot peening and �b� LPB.
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due to shot peening. The two compressive stress peaks �applied and residual�
did not sufficiently overlap to result in a predicted plastic zone in the case of
LPB. This is reflected in the predicted redistribution shown in Fig. 11�b�. Here,
the redistribution was caused entirely by the tensile yield that occurs at the
surface in the edge of contact during the positive shear reversal. The compres-
sive residual stresses due to LPB were smaller near the surface than those due
to shot peening which also resulted in a larger predicted tensile plastic zone.
Residual stress measurements of the specimens at the edge of contact were
never performed. It was believed by the authors that the minimum x-ray spot
sizes available using the x-ray diffraction technique were much too large to
capture any expected localized change in residual stress. This may be an area of
future work to either help confirm the analysis results or better explain the
experimental results.

These predictions were based entirely on homogeneous material proper-
ties. The predicted plastic zone depths, however, were on the order of only a
few grains. The local microstructure was not taken into account in the analysis.
Goh et al. �20� showed that crystal plasticity may result in quite different results
in predictions of localized plastic zones. In their simulations of plasticity under
a fretting contact they showed that in the case of homogeneous material prop-
erties a small zone of cyclic plasticity develops surrounded by a larger zone that
reaches an elastic shakedown condition. Much like the results predicted in this
work. When the same material was modeled with crystal plasticity, however, a
much deeper zone of ratcheting and cyclic plasticity was predicted. Although
this type of analysis has not been conducted for the experiments in this work,
Goh’s results suggests that a more accurate analysis using crystal plasticity
could result in a larger and deeper influence on residual stress redistribution.

The results of this work lead to the questions of how much of a reduction in
the residual stress gradient is required to lead to life predictions that match the
experimental results. Is a redistribution of residual stresses alone enough to
explain the unconservative life predictions, or are some other sources of uncer-
tainty in the analysis more important? To help answer these questions the life
prediction analyses were repeated with different levels of residual stress gradi-
ents. The SP, LSP, and LPB gradients were each scaled to 100, 80, 50, 35, 20,
and 0 % and the analyses were repeated for all of the respective fretting experi-
ments. The SP gradients were applied to the uncoated LSP and LPB experi-
ments for comparison since there were no shot peened experiments to analyze.
An example of the results of this analysis is shown in Fig. 12. Crack growth to
failure was predicted from a range of initial flaw sizes. In this example, 50 % of
the LPB residual stress gradient or higher was predicted to result in no failure
for initial crack depths smaller than approximately 0.5 mm. Shorter crack
lengths were either below the crack propagation threshold or grew for a short
time then arrested. Approximately 35 % of the LPB residual stress gradient
resulted in a finite life prediction of approximately 2 million cycles. Since the
actual specimen was a 10 million cycle run-out, the predicted remaining level
of residual stresses in the specimen was between 35 and 50 %. A similar analy-
sis was conducted on all of the LSP and LPB experiments and also the hypo-
thetical SP samples. The predicted remaining level of residual stresses in the
LSP specimens was 50–80 %. The predicted remaining level of residual stresses
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in the SP specimens that would result in some specimens failing was 35–50 %.
One additional observation from these analyses has been that the SP re-

sidual stress gradient could be predicted to be just as effective at preventing
growth of fretting fatigue cracks as the LSP or LPB residual stress gradients.
Even though the LPB gradient was much deeper than the SP gradient, it ap-
peared that the magnitude and depth of the SP gradient is sufficient to prevent
cracks of significant depth �0.3 mm� from growing in these experiments, if the
original residual stresses remain unaltered. What the elastic-plastic contact
analysis in this work showed, however, was that the SP residual stress gradients
appeared to be more easily altered due to redistribution from local plasticity
than the LSP or LPB residual stresses. Additionally, prior research showed that
shot peened Ti-6Al-4V was more susceptible to thermal relaxation than either
LSP or LPB �21�. This was explained as being a result of the much higher level
of cold work imparted on the material in shot peening than in LSP or LPB. A
thorough understanding of the loading and thermal conditions and the possi-
bility of tensile or compressive local yielding are important factors to consider
when designing a fatigue critical location with SP, LSP, or LPB.

Conclusions

Mechanics based life predictions of LSP and LPB treated fretting fatigue ex-
periments resulted in unconservative life predictions. An elastic-plastic contact
analysis was conducted to determine the influence of plastic deformations on
the residual stresses. The compressive stress from the applied loading at the
edge of contact during the reverse shear cycle was predicted to be elastic under
the test conditions in these experiments. When the applied compression was
combined with shot-peening compressive residual stresses, however, a com-
pressive yield zone formed that redistributed the compressive residual stresses
in the tensile direction. This compressive yield zone did not form in the case of

FIG. 12—Predicted remaining life as a function of crack length and percent retained
residual stress due to LPB for a typical fretting experiment.
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LSP or LPB treated samples because the peak compression was either deeper in
the material or because the peak magnitude of compression was smaller than
for shot-peening. Based on the results of the finite element modeling, it could
not be concluded that redistribution of the residual stresses due to plasticity
was the source of the unconservative life predictions on these experiments.
Further analysis using crystal plasticity models, however, could reveal that local
plasticity does result in redistribution of residual stresses in LSP or LPB.

The elastic-plastic contact analysis of shot-peened specimens showed a sig-
nificant redistribution of the residual stresses at the edge of contact. Although
no experiments were conducted with shot-peening in this work, this result sug-
gests extreme caution must be applied before taking design credit for shot
peening residual stresses with fretting.

Life predictions were conducted on all of the fretting experiments with
different levels of retained residual stresses. Predictions were then made to
determine the level of retained residual stresses that would make the predicted
lives match the actual fretting fatigue lives. The level of retained residual
stresses in the LPB specimens that correlated with the experimental results was
35–50 %. In the LSP specimens, the level of retained residual stresses that best
correlated with the experiments was 50–80 %. This would be a significant re-
duction in residual stress that the analysis did not support. This lead the au-
thors to believe that other sources of uncertainty besides the residual stresses
not considered in the current deterministic analysis may be driving the uncon-
servative life prediction results.
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Fatigue Response of Aluminum Aircraft
Structure under Engineered Residual Stress
Processing

ABSTRACT: Advanced surface treatment methods for imparting beneficial
residual compressive stresses into fatigue-prone metallic components such
as laser shock processing �LSP� and low plasticity burnishing �LPB� have
proven highly effective in prolonging the life of titanium turbine engine
blades. The objective of the current effort was to experimentally evaluate
whether similar life enhancement benefits are possible for metallic aircraft
structures. Under this initiative, aluminum test specimens were processed
using three engineered residual stress techniques, referred to as LSP 1, LSP
2, and LPB, and subsequently fatigue tested under uniaxial, constant ampli-
tude loading conditions. Evaluation of the test results indicated that both the
LSP and LPB processes, if carefully designed and applied, have the poten-
tial to increase the fatigue life of aircraft structural components.

KEYWORDS: residual stress, laser shock processing, low plasticity
burnishing, aircraft structures

Introduction

Advanced surface treatment methods for imparting beneficial residual com-
pressive stresses into fatigue-prone metallic components, such as laser shock
processing �LSP� and low plasticity burnishing �LPB�, have proven to be highly
effective in prolonging the life of turbine engine blades in U.S. military aircraft
�see, for example, Ref. �1��. Whether similar fatigue life enhancements are pos-
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sible for airframe components, however, has been a subject of considerable
debate. Because aircraft structural components typically utilize very different
material systems, can have very complex structural geometries, and experience
complex and often variable loading spectra, many of the “tried and true” meth-
odologies used to extend the life of turbine engine components may not neces-
sarily perform in a similar fashion when applied to airframe components. To
address these issues, the Air Force Research Laboratory �AFRL� conducted a
feasibility study to provide first-order test data in support of a quantitative
evaluation of LSP and LPB processes for fatigue life enhancement of airframe
structures. Within this program, two primary test issues were identified:

• Can LSP and LPB increase the fatigue life of aircraft structural compo-
nents?

• Is additional research in LSP and LPB for aircraft structures warranted?
Although both of the processing techniques used in this study are designed

to introduce deep residual compressive stress fields into metallic components,
the mechanisms employed by LSP and LPB are quite different �see Ref. �2� for
a concise overview of mechanical surface treatments�. With LSP, the residual
stresses are induced via a high amplitude �5–10 GPa, typically�, short duration
�10–50 ns, typically� pressure pulse generated through laser-induced vaporiza-
tion of a sacrificial opaque coating on the surface of the target material. The
propagation of the highly localized shock wave through the material causes
dynamic yielding and plastic deformation which result in deep �on the order of
1–2 mm� residual compressive stresses. In contrast, LPB is a quasi-static pro-
cess in which a freely rolling spherical ball is passed along the surface of the
material. The hydraulically controlled normal force applied to the ball causes
plastic deformation of the surface which results in residual compressive
stresses after the ball passes.

Exploratory fatigue experiments using two specimen configurations and
three residual stress processes were conducted to address the test issues. As
discussed in the following sections, data considered in the evaluation were the
overall fatigue responses �cycles to failure� and through-the-thickness residual
stress profiles.

Three residual stress processing techniques were used in the evaluation,
two LSP techniques �designated as LSP 1 and LSP 2� and one LPB technique.
Each technique was provided by a separate vendor. Each vendor was provided
specimens, the loading spectra, and detailed finite element models. All
processing-specific details, including processing area, process specifications,
system settings, etc., were left to the discretion of the vendors. For proprietary
reasons, processing details were not released to AFRL. See Ref. �2� for a discus-
sion of the relationship between process control parameters and the induced
stress fields.

Overview of Experiments

To ensure an Air Force relevant test program, the design of the laboratory
specimens was inspired by historical aircraft usage data for fatigue-prone
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structural components. Key elements of typical airframe components were con-
sidered, including

• Material type
• Complex geometry
• Complex load paths
• High stress gradients
• Low cycle fatigue
• Damage tolerant design
Using these design considerations, two specimen configurations were se-

lected �Fig. 1�. Both specimens were fabricated from Al 2024-T851, a high
strength aluminum alloy typically used for aerospace structural applications.
The first specimen, referred to as Part A, was inspired by a canopy sill compo-
nent and is characterized by a highly complex geometry. Because of the asym-
metric design, axially applied loading resulted in a coupled bending and axial
response with a localized stress concentration located along the fillet at the
base of the flange. The second specimen, Part B, was inspired by a fuselage
bulkhead cutout. It was designed to have a simpler geometry consisting of a flat
panel with an offset circular through-hole but a much more challenging load-
ing spectrum �fully reversed axial loading�.

Fatigue responses were evaluated using both smooth and pre-cracked
specimens with the pre-cracks introduced at the high stress locations prior to
residual stress processing. For these tests, a small �nominal 0.02 in. �0.5 mm��
notch was cut into the specimens and then grown to 0.05 in. �1.27 mm� nomi-
nally under constant amplitude fatigue loading �R=0.1�.

All specimens were tested under constant amplitude loading using an MTS
servo-hydraulic axial test frame. For Part A, uniaxial tension with a stress ratio
of 0.01 was used. For Part B, fully reversed loading �stress ratio of −1.0� was
used. In keeping with the stated test design philosophy, the loading spectra
were developed so that failure would occur in the low cycle fatigue regime. For
the unprocessed state �e.g., no residual stress processing�, the target number of
cycles to failure was designed to be 30 000. This correlated to loading spectra
with stress amplitudes of 11.4 ksi �78.6 MPa� for Part A and 11.5 ksi
�79.3 MPa� for Part B. In addition, each specimen configuration was tested
using a second constant amplitude loading spectrum with the amplitude in-
creased by 10 %. The objective of the increased loading was to obtain a pre-

FIG. 1—Specimen geometries.
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liminary assessment of the sensitivity of the LSP and LPB processes to small
variations in the applied loads.

The primary test variables considered �Table 1� were the residual stress
process �none, LSP 1, LSP 2, and LPB�, the pre-crack status �with and without
the 0.05 in. �1.27 mm� precrack��, and the loading condition �nominal loading
and 10 % increased loading, shown as “Med” and “High,” respectively�. Either
three or six repetitions per test case were used as indicated.

In addition, for Part B, the effects of small satellite holes drilled in the
vicinity of the main hole were also considered, as shown in Table 2. This is a
common procedure used in the assembly of aircraft structural components
during which small holes are drilled on-site to accommodate the fastening of a
collar or other fitting inserted through the main hole. The objective of these
tests was to evaluate whether post-drilling �that is, drilling after the residual
stresses have been imparted�, can affect the efficacy of the processes.

For both specimen types, processing was applied primarily to the specimen
faces in the through-thickness direction. One exception was the LSP 2 process-
ing of the simple specimen in which processing was also applied radially along
the face of the circular through-hole.

The following primary data were collected:
• Residual stress profiles: Through-thickness residual stress distributions

were measured using X-ray diffraction with layer removal �see, for ex-
ample, Ref. �3��.

• Fatigue data: The number of cycles to failure was collected for each
specimen tested. For Part A, scanning electron microscopy �SEM� was
also conducted on representative samples to assess crack initiation char-
acteristics.

Results and Discussion

For the smooth �i.e., no pre-crack� simple test specimens, the average numbers
of cycles to failure, normalized by the baseline averages �26 987 cycles for the
medium load case and 15 195 cycles for the high load case� are shown in Fig. 2.
Also shown for reference are bars indicating maximum and minimum values
for each process type.2 As is shown, very little fatigue life benefit, on average,
was observed for the specimens with LSP-induced residual stress fields for
either the medium or high load cases. In addition, some of the specimens ex-
perienced decreases in fatigue life on the order of 15–30 %. For the specimens
with LPB-induced fields, average increases on the order of 3� were observed.
The scatter in the data however was fairly significant, ranging from a minimum
of 1� to a maximum of approximately 5�.

These observations raised the question as to whether LPB processing was
somehow “better” than LSP processing in enhancing the fatigue response of
this specimen set or whether the observed differences in fatigue life were due to
differences in the way in which the processing was applied. To address this

2Tabulated data documenting individual specimen test results are considered proprietary
information and are not included in this article.
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issue, the LSP 2 vendor processed a new set of simple specimens using the
geometry of the LPB-processed zone as a template. In this case, rather than
processing around the entire circumference of the hole as was done for the
initial specimen set, the LSP 2 vendor processed only a small region in the
vicinity of the stress concentration. These specimens were then fatigue-tested
under the same loading conditions as the initial specimens. The results are
shown in Fig. 3. As can be seen, this second round of LSP processing resulted in
an average life increase of over four times the baseline life, outperforming all of
the initial specimens including those processed using LPB. These results sug-
gest that both the LSP and LPB processing techniques have potential for en-
hancing the fatigue life of aluminum structural components, with proper de-
sign and application of the engineered fields as critical elements for achieving
success.

For the pre-cracked simple test specimens, the average fatigue responses,
normalized by the baseline average responses �1276 cycles to failure for the
medium load case and 1215 cycles for the high load case� are plotted in Fig. 4.
Also shown for reference are bars indicating the maximum and minimum val-
ues for each process. As can be observed, increased average life was observed
for all of the processed specimens with gains ranging from about 3.5� –30�
for the medium load case and about 2� –13� for the high load case. Unlike the

TABLE 2—Test matrix for post-drilled holes.

Part B �R=−1.0�

Test Case Process Load Level Holes Repetitions
4a.1 None Med yes 3
4b.2 High yes 3
4b.3 LSP 1 Med yes 3
4b.4 High yes 3
4b.5 LSP 2 Med yes 3
4b.6 High yes 3
4b.7 LPB Med yes 3
4b.8 High yes 3

FIG. 2—Comparison of average fatigue response �Part B, no pre-crack�.
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smooth specimens, none of the individual data points dropped below 1�.
These results suggest that the engineered residual stress fields could be particu-
larly beneficial in extending the life of cracked components.

The average fatigue response for the specimens with small satellite holes
drilled through the induced stress fields is shown in Fig. 5. As can be seen,
post-drilling holes in close proximity to the processed regions resulted in sig-
nificant stress relief. These results suggest that structural components requiring
this sort of fabrication might not be good candidates for residual stress pro-
cessing.

To glean further insights, residual stress profiles in the through-thickness
direction were measured using X-ray diffraction with layer removal for a small
number of processed specimens. Measurements were obtained at two locations
on the top side of the specimen and the corresponding locations on the bottom
side in both the longitudinal and transverse directions, as shown in Fig. 6.

FIG. 3—Second round of LSP 2 results.

FIG. 4—Comparison of average fatigue response �Part B, pre-cracked�.
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Because the specimen geometry is symmetric in the thickness direction, the top
and bottom designations were chosen arbitrarily. Two specimens were evalu-
ated for each processing technique �one for the topside measurements and one
for the bottom�. In addition, baseline measurements were obtained using an
unprocessed specimen.

The residual stress data for “Location A, Longitudinal,” the high stress
point in the specimens, are plotted in Fig. 7. The data show the “top” and
“bottom” face residual stress profiles are very similar in shape and magnitude
indicating that the residual stress distribution is symmetric about the mid-
plane of the plate. The depth of the induced stresses was approximately
0.025–0.030 in. �0.64–0.76 mm�. Magnitudes of the compressive fields varied

FIG. 5—Comparison of average fatigue response �Part B, post-drilled holes�.

FIG. 6—Locations for X-ray diffraction measurements �Part B�.
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from about 5–20 ksi �83–138 MPa� for the LSP processing and about 30 ksi
�207 MPa� for the LPB processing. �Note that residual stress distributions were
not obtained for the modified LSP processing.�

The average fatigue responses of the complex specimens are shown in Fig.
8. The average number of cycles to failure has been normalized by the baseline
average �30 6422 cycles for the medium load case and 16 979 cycles for the
high load case�. Also shown for reference are bars indicating the maximum and
minimum values for each process type. As can be seen, the average response of
the smooth complex specimens was similar in nature to that of the smooth
simple specimens with little to no fatigue life benefit observed on average, for
the LSP-processed specimens and significant benefit associated with the LPB
processing. Based on the results of the second round of testing conducted on
the simple specimens however, it is likely that with proper design and applica-
tion, all of the processing techniques could demonstrate the same potential for
life enhancement.

The fatigue test results for the pre-cracked, complex specimens are shown
in Fig. 9. The average baseline response was 1583 cycles to failure for the
medium load case and 610 cycles to failure for the high load case. The ob-

FIG. 7—Distribution of longitudinal component of stress in the through-thickness di-
rection �Part B�.

FIG. 8—Comparison of average fatigue response �Part A, no pre-crack�.
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served life enhancements for these specimens were quite significant, on the
order of 2–5� for the LSP-processed specimens and 15–20� for LPB.

Through-thickness residual stresses were measured using X-ray diffraction
with layer removal to gain insight into the observed fatigue responses. Mea-
surements were obtained at two locations on the top side of the specimen and
two locations on the bottom side in both the longitudinal and transverse direc-
tions, as shown in Fig. 10. Two specimens were evaluated for each processing
technique �one for the topside measurements and one for the bottom�. In ad-
dition, for the bottom side, baseline measurements were obtained for an un-
processed specimen. The residual stress data for “Location 2, Longitudinal,”
the high stress point in the specimens, are plotted in Fig. 11. The induced LSP
1 stresses are fairly shallow and even show a small amount of tension at the
surface. This observation is in line with the corresponding fatigue response for
these specimens which indicated �on average� a loss of life. For the LSP 2 and
LPB specimens, more classic stress profiles were measured with maximum
compression magnitudes of about 40–60 ksi �275–414 MPa� compression and
corresponding depth of about 0.02 in. �0.5 mm�.

FIG. 9—Comparison of average fatigue response �Part A, pre-cracked�.

FIG. 10—Locations for X-ray diffraction measurements �Part A�.
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Conclusions

This test program was developed to address two primary issues regarding the
potential application of advanced surface treatments �in particular, laser shock
processing and low plasticity burnishing� for enhancing the fatigue life of alu-
minum aircraft structural components. The first issue was to evaluate whether
the LSP and LPB processes have the potential to increase the fatigue life of
structural components. The second issue was to evaluate whether additional
research in LSP and LPB for aircraft structures is warranted. The simple an-
swer to both questions, as demonstrated by the test results, is yes.

Regarding the first issue, clear evidence was obtained to support the con-
cept of fatigue life enhancement for aircraft structures using LSP and LPB
processes. In the case of tension-only loading of a geometrically complex fa-
tigue specimen, increases in fatigue life were demonstrated for some portion of
the test matrix. Life increases were especially significant for specimens that
contained a small pre-crack in the high stress area prior to processing. Also
observed was the ability of the processed specimens to retain significant fatigue
life increases even under a 10 % increase in the amplitude of the loading spec-
trum. Somewhat surprisingly, similar trends were observed for the case of fully
reversed loading on geometrically simple specimens. Conventional wisdom
suggests that engineered residual stress processing is typically less effective for

FIG. 11—Through-thickness longitudinal stresses �Part A, top�.
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fatigue life extension in parts subjected to fully reversed loading due to cyclic
plasticity effects. However, under the current test program, life increases on the
order of 3� for the LPB-processed smooth specimens and 2–30� for the LSP-
and LPB-processed precracked specimens were observed.

Regarding the second issue, several areas for additional research were
identified. First, in some cases, the introduction of the residual stresses resulted
in a loss of fatigue life. A better understanding of the relationship between the
engineered residual stress processing and the resultant impact on fatigue re-
sponse needs to be established for aircraft structural applications. Second, the
measured average fatigue life of the specimens was highly dependent on the
design of the residual stress fields, with results varying widely between vendors.
This indicates a need for process specifications and application standards by
which to define a uniform process. Third, considerable scatter in the fatigue
response �greater than the scatter in the baseline specimens� of some of the test
series were observed. Because this could impact the structural reliability of a
processed component, further research in this area is warranted. Finally, addi-
tional test variables of importance to aircraft structural applications, such as
specimen thickness, stress ratio, bending, variable amplitude spectrum loading,
etc., need to be investigated.
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ABSTRACT: Although mechanical surface treatments are commonly used in
engineering practice for their beneficial effect on fatigue life, little quantitative
data are available from published literature. This paper presents the first
results of a long-term research program that aims to develop quantitative
design guidelines for the influence of mechanical surface treatments on the
fatigue life of structural lightweight components. To gain a detailed under-
standing of the effects of mechanical surface treatments on surface rough-
ness, residual stress distribution, and resulting fatigue strength, extensive
experimental work as well as accompanying fracture analyses have been
performed. Four-point rotating bending tests and alternating torsional tests
were performed on a Ti-6Al-4V titanium alloy. Both smooth and notched
specimen geometries were investigated. The heat-treated and machined
specimens were subjected to a shot peening process with varying shot in-
tensities within the recommendations of the MIL-S-13165C and MIL-P-81985
specifications. It was observed that shot peening can result in both an im-
provement as well as a deterioration in fatigue strength, depending on the
shot peening intensity and the type of loading. For the assessment of the
fatigue failure mechanisms, detailed investigations of the surface layer were
included in the research program.
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Shot Peening of Ti-6Al-4V

Ti-6Al-4V is the most common titanium alloy as far as its fatigue behavior is
concerned. However, all of the results documented have only a very narrow
range of validity with respect to heat treatment conditions and microstructure,
owing to the strong influence of the microstructural parameters on the result-
ing fatigue behavior. This becomes particularly apparent if one studies the in-
consistencies in the results communicated in the literature regarding the effects
of surface treatments on the fatigue behavior of Ti-6Al-4V. The type of loading
and the specimen geometry must also be known exactly as the effect of surface
treatment on fatigue strength is always localized in the surface layer and de-
pends on the stress gradient.

Gray et al. �1� tested unnotched rotating bending specimens peened with an
intensity of 0.28 A �mm�, which exhibit an increase in the fatigue limit of 23 %,
at 107 load cycles, over unpeened specimens. Wagner et al. �2� as well as Franz
and Obricht �3� obtained improvements in the fatigue limit of �15 %, at 107

load cycles. Wohlfahrt �4� reported a decrease in the fatigue limit in combina-
tion with an increase in the slope of the S/N curve at 0.25 A �mm� peening
intensity. However, with additional glass bead shot peening the fatigue limit
was increased by 25 % compared to milled specimens. In many of the refer-
ences found, detailed information about the microstructure and the surface
layer is missing or at least incomplete. In summary it may be stated that the
literature shows a considerable fatigue strength optimization potential due to
shot peening of up to 25 %. Shot peening with inappropriate parameters �e.g.,
shot peening intensity too high� may easily result in a decrease in the fatigue
strength. Results describing the effect of shot peening on torsional fatigue and
experiments in the very high cycle fatigue �VHCF� regime, i.e., fatigue data at
more than 108 load cycles are extremely rare. The majority of the documented
experiments were performed in the high cycle fatigue �HCF� range, i.e., be-
tween 104 load cycles up to a maximum cycle count of 107. In the low cycle
fatigue �LCF� region, i.e., below 104 load cycles, the residual stresses are re-
lieved due to cyclic plastification. For this reason shot peening is not so com-
mon. Taking this information as a starting point, a systematic parametric in-
vestigation of the effects of shot peening on the fatigue behavior of Ti-6Al-4V
was initiated.

Material Characterization

Table 1 presents the chemical composition of the investigated Ti-6Al-4V mate-
rial. The material corresponds to the ASTM B348, “Standard Specification for
Titanium and Titanium Alloy Bars and Billets” and was delivered as �-rolled

TABLE 1—Chemical composition in wt. %.

Material Ti Al V C Fe O2 H2 N2

Lamellar balance 6.24 3.83 0.015 0.17 0.150 0.0038 0.0035
ASTM B348 spec. balance 5.5–6.75 3.5–4.5 �0.10 �0.40 �0.20 �0.0125 �0.05
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cylindrical bars, 18 mm in diameter and 4 m in length. The fine lamellar mi-
crostructure results from a rolling at 1050°C and air cooling and is a typical
microstructure for �-processed components.

Figure 1 shows the micrograph of the fine lamellar microstructure. The
quasi-static strength of the material was determined by tensile tests, cf. Table 2.

Test Procedure

Specimens manufactured from Ti-6Al-4V with lamellar microstructure and
shot peened with varying intensities were tested under different loading condi-
tions, i.e. tension/compression, rotating bending and torsion, cf. Table 3. The
peening intensities were chosen in the range recommended by MIL-S-13165C
and MIL-P-81985 �5,6�. Table 3 shows a summary of the conditions investi-
gated. Coverage of 200 % was chosen for all experiments. The shot used was a
steel ball shot, size classification 0.35 mm with hardness HV 640 �labeling StD-
G3-0.35-HV640�.

FIG. 1—Micrograph of the fine lamellar microstructure.

TABLE 2—Quasistatic strength of lamellar Ti-6Al-4V.

Microstructure

Young’s
Modulus E

�MPa�

Yield
Strength

Rp0.2

�MPa�

Ultimate
Tensile

Strength Rm

�MPa�

Ultimate
Strain A5

�%�

Reduction
of Area

After Fracture Z
�%�

Lamellar 110800 885 938 14.45 30.8
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The experiments were performed at room temperature in ambient air. All
tension/compression tests were run on a servo-hydraulic test stand at a stress
ratio of R=−1 and a frequency of 30 Hz. The rotating bending tests were car-
ried out on a rotating bending test machine. The tests under alternating tor-
sional loading were performed on a purpose-designed test rig capable of real-
izing arbitrary combinations of rotating bending and torsional loadings,
including arbitrary phase shifts and frequency ratios.

Both the literature, �7–10�, as well as the test results in this paper validate
that there is no fatigue limit up to at least 108 load cycles, because some speci-
mens failed at a number of load cycles above 107. Therefore, the experimental
data points were fitted by a two-slope S/N curve model initially developed to
describe the fatigue behavior of aluminum cast alloys �11�. In this model the
slope of the S/N curve in the high cycle fatigue regime is five times as high as in
the finite life region, i.e., k2=5k1. The ratio k2=5k1 was chosen as the best fit for
a large amount of test series. The data analysis was divided in two steps. At first
the slope k1 of the S/N curve was be determined by the help of a lognormal
distribution. Only load levels with exclusive failed specimens were included. In
the second step the load levels with a mixture of failed specimens and run-outs
or solely run-outs were used to calculate the fatigue limit regarding 107 load
cycles. Through this point the second S/N curve k2 was drawn. By extending
both S/N curves the point of intersection was defined.

Shot peening does not significantly affect the scatter of the fatigue data.
Therefore, to describe the characteristic effects of shot peening all S/N curves
in this paper correspond to a survival probability of 50 %. The detailed analysis
including the scatter of the fatigue test results can be found in �12�.

All residual stress measurements were performed by X-ray diffraction in
combination with the sin2 � method. The presented residual stresses are mea-
sured data points without any smoothing.

Rotating Bending Tests under Varying Peening Conditions

Figure 2 shows the results of the rotating bending fatigue tests of unpeened
specimens and of specimens peened with intensities of 0.16 A �mm� and
0.25 A �mm�, respectively.

Due to the lamellar microstructure of the material, the S/N curve for the
unpeened reference specimens displays relatively low fatigue strength of

TABLE 3—Test program.

Microstructure Peening Intensity Loading Conditions Stress Concentration Factor Kt

Lamellar Unpeened Rotating bending 1.02
Lamellar Unpeened Alternating torsion 1.02
Lamellar I=0.16 A �mm� Rotating bending 1.02
Lamellar I=0.16 A �mm� Rotating bending 1.70
Lamellar I=0.16 A �mm� Alternating torsion 1.02
Lamellar I=0.25 A �mm� Rotating bending 1.02
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330 MPa at 107 load cycles, compared to strengths as high as 600 MPa for
equiaxed or bimodal microstructures �2,3,12�. The fatigue strength increase
due to shot peening with 0.16 A �mm� is particularly significant in the finite life
region with about 18 % enhancement compared to the unpeened specimens at
107 load cycles. At higher cycle counts the advantage of shot peening is not that
significant and decreases to approximately 4 % at 5�107 load cycles.

For a peening intensity of 0.25 A �mm� the situation is quite different. For
cycle counts below 6�106, the fatigue strength is also slightly improved; how-
ever, for higher cycle counts it falls below the strength of the unpeened refer-
ence specimens, getting as low as 250 MPa at 5�107 load cycles. Apparently
this behavior is due to a change of the damage mechanism, which will be
discussed in more detail in section here after.

Figure 3 deals with the effect of notches on the fatigue behavior. It can be
observed that, for the unpeened material, unnotched and notched specimens
show almost identical fatigue strength with only a slight increase in the finite
life regime. This means that the material is highly notch sensitive. Shot peening
of the notched specimens—using the optimum peening intensity of
0.16 A �mm� as determined above—augments the fatigue strength significantly
for any number of cycles, and by as much as 80 % at the endurance limit.

In addition to the rotating bending tests, alternating torsion experiments
with unpeened and peened specimens were performed, cf. Fig. 4. A significant
enhancement was achieved at load cycles of up to 2�107. Due to testing time
restrictions it was not possible to carry out tests up to 108 load cycles. However,
considering the rotating bending results, it may be assumed also that for tor-

FIG. 2—Rotating bending S/N curves for machined versus shot peened specimens.
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FIG. 3—Rotating bending S/N curves of notched and unnotched specimens shot peened
with different intensities.

FIG. 4—Effect of shot peening on the fatigue limit of specimens loaded in torsion.
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sional loading, shot peening results neither in an improvement nor in a degra-
dation of the fatigue strength in the VHCF regime.

Fracture Analysis

Figures 5 and 6 present typical normal stress controlled fracture areas of the
rotating bending tests. The crack initiation positions are marked by the com-
mon origin of the arrows. For all unpeened specimens the initial crack is found
at the surface of the specimen Fig. 5 �left�, in case of the peened specimens the
crack initiation is observed below the surface at a depth of 0.2–0.3 mm, Fig. 5
�right�. Figure 6 shows optical and secondary electron images �SEI� of the crack
initiation site for the shot peened specimen shown in Fig. 5 �left�, including the
positions from which the EDX analyses were taken, see also Table 4. The crack
initiation site can be observed in Fig. 6 �left� in detail. Figure 6 �right� shows a
SEI image of the crack initiation location inclusive the sites for the energy
dispersive X-ray EDX analysis. The EDX analysis confirms that the chemical
composition at the crack initiation site was Ti-6Al-4V and not a material imper-

FIG. 5—Fracture surface of: �left� an unpeened specimen; �right� a peened specimen.

FIG. 6—Crack initiation site for the peened specimen: �left� optical micrograph; �right�
SEI.
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fection, e.g., a nonmetallic inclusion. The paths of the arrows indicate the fa-
tigue crack propagation. The crack growth rate increases due to the continuous
decrease of the remaining intact cross section, leading to a coarsening of the
fracture surfaces. This process finally leads to unstable crack growth and forced
rupture exhibiting a granular crystalline surface, marked in Fig. 5 by the
shaded areas. With increasing load, the cross section affected by forced rupture
increases.

A fracture surface of a specimen loaded in torsion is shown in Fig. 7. The
crack initiation starts shear stress controlled perpendicular to the specimen
axis. During crack propagation the crack growth process changes into a normal
stress controlled mode, at 45° to the specimen longitudinal axis.

Characterization of the Surface Layer

Crack initiation takes place typically at the surface or close to the surface. For
a deeper understanding of the shot peening mechanism, the surface layer was
analyzed extensively. Figure 8 presents a micrograph of the surface layer of a
specimen shot peened with 0.16 A �mm� intensity. The lamellar microstructure
is plastically deformed up to a depth of 10–15 �m due to the shot peening
process, see Fig. 8. With increasing shot peening intensity, the depth of the
plastically deformed layer increases too. Specimens peened with 0.25 A �mm�
show a surface layer with a plastically deformed zone of approximately 20 �m
depth.

One of the most important parameters for an interpretation of a shot peen-
ing process is the residual stress distribution in the surface layer. Figure 9

TABLE 4—Results of the EDX analysis of the sites shown in Fig. 6 �right�.

Spectrum Ti �wt %� Al �wt %� V �wt %�
Spectrum 1 88.2 7.5 4.3
Spectrum 2 90.4 5.6 4.0
Spectrum 4 88.0 8.1 3.9

FIG. 7—Specimen loaded in torsion: �left� fracture path; �right� fracture surface.
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depicts residual stress distributions in specimens peened with 0.16 A �mm� and
0.25 A �mm� measured before cyclic loading. In addition, residual stress mea-
surements were performed after cyclic loading to investigate the residual stress
relief. For 0.16 A �mm� peening intensity the residual stresses at the surface are

FIG. 8—Optical micrograph of a surface layer of a specimen peened with 0.16 A �mm�.

FIG. 9—Residual stress distribution in the shot peened surface layer.
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at a residual stress level of −570 to −600 MPa. A shot peening intensity of
0.25 A �mm� does not lead to higher compressive residual stresses compared to
0.16 A �mm�. It is important to note that residual stress measurement with
X-ray diffraction is always afflicted with a considerable scatter �typically
30–50 MPa�. The 0.16 A �mm� specimens showed no stress relief at relatively
low load levels in the HCF regime, but a considerable stress relief at higher
loads. It can be supposed that the stress relief under cyclic loading is caused by
microplasticity. The effect increases with an increase of the load level and is
known from investigations on different shot peened materials �13–15�.

Figure 10 shows three-dimensional images of machined as well as shot
peened surfaces. The surface roughness increases significantly with higher
peening intensity. The roughness values are given in Table 5; Ra is the arith-
metic mean height and Rz the mean height according to �16�.

Finally, microhardness measurements were performed at the surface layer
of the shot peened specimens. No considerable mircrohardness variations were
observed.

Discussion

Rotating bending and alternating torsion experiments on shot peened Ti-6Al-4V
specimens have been performed and the results may be summarized and inter-
preted as follows:

• Shot peening gives, under optimum process conditions, compressive re-
sidual stresses ranging from −600 to −800 MPa in a surface layer of

FIG. 10—Comparison of the surface roughness of machined and shot peened
specimens.

TABLE 5—Peening intensity versus surface roughness.

Rz ��m� Ra ��m�
Machined 2.61 0.82

Shot peened 0.16 A �mm� 6.96 2.36
Shot peened 0.25 A �mm� 8.47 2.90
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0.1–0.15 mm thickness �Fig. 9�. In HCF, no residual stress degradation
is observed; this ties in well with the widespread assumption that, at or
near the endurance limit, no gross cyclic plasticity must occur. On the
other hand, under LCF loading, the residual stress degradation is quite
pronounced, due to a large amount of cyclic plasticity.

• Shot peening with an intensity of 0.16 A �mm� leads to a marked im-
provement in the fatigue strength, whereas an intensity of 0.25 A �mm�
results even in a degradation of the fatigue life in the HCF/VHCF re-
gime. This is explained easily by overpeening. As is shown in Fig. 9, an
intensity of 0.25 A �mm� does not yield significantly higher compressive
stresses compared to 0.16 A �mm�, but results—due to increased plastic
deformation of the surface layer—in higher initial ductile damage, lead-
ing to reduced fatigue resistance. In addition, the surface roughness for
the 0.25 A �mm� specimens is much higher �cf. Table 5 and Fig. 10�,
which is also known to have an adverse effect on the fatigue resistance
�17�.

• Shot peening increases the fatigue resistance in the lower HCF ranges;
however, the VHCF behavior near the endurance limit is left almost
unchanged in the case of alternating load.
• The behavior near the endurance limit may again be explained by the

absence of the required gross plasticity: in the presence of residual
compressive stresses of �−600 MPa near the surface, the yield limit
in compression of −885 MPa and the ultimate strength of 940 MPa
�i.e., the strength after severe plastic deformation, such as found in
the surface layer� are reached with superimposed alternating bending
stresses of 285 MPa and 340 MPa, respectively. This means that for a
shot peened specimen the endurance limit will be in a range, due to
the higher yield strength of the deformed surface layer, close to
340 MPa.

• In the LCF regime, the allowable alternating stresses are higher, as
the residual stresses have already decreased during the first few
cycles �Fig. 9�.

• In the HCF regime, no residual stress degradation is observed, cf. Fig.
10; this means that cyclic plasticity will occur, and will lead to the
initiation of fatigue cracks. However, fatigue crack growth is signifi-
cantly delayed due to stress-induced crack closure in the presence of
residual compressive stresses, which explains—together with the in-
creased yield limit of the deformed surface layer—the fatigue
strength increase in the HCF regime due to shot peening.

• In the shot peened specimens, failure is often observed to result from
subsurface crack initiation sites at a depth of 0.2–0.3 mm. This means
that in these cases the fatigue resistance of the surface layer �character-
ized by higher yield strength and compressive residual stresses� is
higher than that of the material below �without plastic deformation and
residual stresses�.

• Likewise, in alternating torsion, shot peening results in an increased
fatigue resistance in the lower HCF ranges, whereas the VHCF behavior
is again nearly unaffected. Fatigue cracks initiate in Mode II �i.e., per-
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pendicular to the specimen axis�, but switch later to Mode I propagation
�i.e., at 45° to the axis�. Here, the same line of argumentation may be
applied as in the case of rotating bending:
• Failure initiation in the VHCF regime is due to incipient cyclic plas-

tification. Consequently, the fatigue limit in torsion corresponds—by
way of the von Mises yield criterion—to 1/ �3 times the fatigue limit
in tension: at 108 cycles, 190 MPa�340 MPa/ �3.

• Final failure occurs by fatigue crack growth in Mode I, which is
known to be significantly delayed by compressive stresses. The com-
pressive residual stresses induced by shot peening therefore lead to a
fatigue life increase in torsion just as in �rotating� bending.

• Notched specimens show a much more pronounced fatigue strength
increase in the VHCF regime due to shot peening than unnotched speci-
mens, although a comparison of unpeened notched and unnotched
specimens shows that the material is highly notch sensitive. One of the
standard concepts for explaining the effect of residual stresses as well as
reduced notch sensitivity is the critical distance method �CDM�, where it
is assumed that the damage relevant stress is obtained by averaging over
a critical distance, or a critical material volume. If one were to assume
that stresses are to be averaged over 0.05 to 0.1 mm, this would result
in lower notch sensitivity as well as in an increase in the effect of com-
pressive residual stresses �which increase from −600 MPa to
−800 MPa within the first 0.05 mm�. The impact of the described be-
havior is influenced by both the stress gradients of the residual stresses
and the applied loading. The increased fatigue strength of notched shot
peened specimens stands in contrast to a fully notch sensitive material.
These somewhat contradictory findings are now subject to further inves-
tigations.

Conclusions
• Variation within the range of the shot peening intensity according to

MIL-S-13165C and MIL-P-81985 specifications can lead to both a sig-
nificant increase or decrease in the HCF strength of lamellar Ti-6Al-4V.

• The effect of shot peening on the fatigue behavior is significantly influ-
enced by the combination of the stress gradient due to external loading
�geometry and type of loading� and the distribution of the residual
stresses caused by shot peening.

• Under alternating torsion loads, shot peening shows similar effects on
the fatigue behavior as for rotating bending loads. In the HCF regime
the fatigue strength is increased significantly, whereas the VHCF region
is nearly unaffected.

• In the lower HCF regime the compressive residual stresses induced by
shot peening are reduced throughout the cyclic loading. At load levels
causing VHCF the residual stress state is persistent.

• Under rotating bending loading both the crack initiation and the crack
propagation of the investigated material are normal stress controlled.
By contrast, fatigue crack initiation under torsional loading is caused by
shear stresses but fatigue crack growth is normal stress dominated.
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ABSTRACT: Shot-peened titanium alloy Ti-6Al-4V and nickel-based super
alloy IN100 were subjected to plain and fretting fatigue under cylinder-on-flat
contact condition at room temperature. Measurement of compressive re-
sidual surface stress from shot-peening before and after fretting showed
relaxation, which was significant in IN100 and near the contact surface. The
fretting fatigue life of IN100 did not improve significantly due to shot-peening,
while there was considerable improvement for Ti-6Al-4V and relatively less
relaxation of the residual surface stress. Further, fretting had a relatively
more detrimental effect on the fatigue performance of Ti-6Al-4V than in the
case of IN100. A critical plane-based fatigue crack initiation model, a modi-
fied shear stress range parameter, was computed from finite element analy-
sis for two levels of residual surface stress relaxation: no relaxation and
complete relaxation. This analysis suggested that not only crack initiation but
also propagation should be considered to characterize fretting fatigue behav-
ior of shot-peened specimens; however, it showed an appropriate trend with
the measured fretting fatigue life and agreement with several other experi-
mental observations.
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Introduction

Fretting fatigue involves mating components under cyclic load that causes the
localized relative motion at contact surface�s�. This develops contact stresses
that along with relatively small applied cyclic stresses lead to premature crack
initiation and failure, and hence reduction in fatigue life. Failures from fretting
fatigue are observed in many applications. One such case is the dovetail joint;
i.e., interface of the disk slot and blade attachment in the fan compressor or
turbine section of a gas turbine engine. Fretting fatigue causes not only signifi-
cant reduction in aircraft and engine components’ service life and premature
failure in several instances but also increases maintenance costs. Therefore, the
fretting fatigue is one major concern to the gas turbine engine community.

Considerable attention has been given to several aspects of fretting fatigue
in an effort to better understand as well as to mitigate its effects in practical
applications �1–3�. One of the most common techniques to enhance the plain
fatigue as well as fretting fatigue performance is shot-peening, which involves
the bombardment of the material surface with small, hard steel balls. This
creates a residual compressive stress-state near the shot-peened surface. At the
same time, a tensile stress within the interior is also created. The residual
compressive stress plays a critical role in fatigue crack initiation and crack
propagation retardation. Further, the residual stress can relax under cyclic
loading condition but more so during fretting fatigue. The induced surface
residual stress along with its relaxation also modifies the contact stress-state.

Fretting fatigue behavior of several important engineering materials, such
as carbon steel, high strength steel, stainless steel, Ni-Mo-V steels, aluminum
alloys, titanium alloys, nickel-based super alloys, etc., have been reported �1–3�.
Titanium and nickel-based super alloys are utilized widely in both land-based
and aero-based gas turbine industries. There are several fretting fatigue studies
of titanium alloys reported in the literature �1–7�. However, very few studies are
available on fretting fatigue behavior of nickel-based alloys. One such study
involved the investigation of the fretting fatigue of nickel-based alloys,
Inconel® 600 and Inconel 800 when in contact with carbon steel and 410S
stainless steel in a steam environment at 265°C �8�. On the other hand, nickel-
based alloys have been also used as one of the contacting materials �i.e., fretting
pad� to investigate the fretting fatigue behavior of titanium alloy �9–12�. An-
other study involved the fretting fatigue behavior of a single crystal nickel alloy
in contact with polycrystalline nickel alloy �IN100� at 610°C �13�. Furthermore,
there are several fretting fatigue studies of shot-peened titanium alloys �14–16�.
On the other hand, the authors are not aware of any such study of nickel-based
alloys.

The objective of this study is twofold: �i� to characterize fretting fatigue
behavior of a shot-peened nickel-based alloy by conducting experiment and
their analysis, and �ii� to compare this with a shot-peened titanium alloy avail-
able from previous studies �14–16�. Titanium and nickel-based alloys are used
in both disks and blades of gas turbine engines at different locations and tem-
peratures, but they are subject to fretting fatigue during their usage. Therefore,
the comparison of their fretting fatigue behaviors, especially similarities and
differences, is of importance to the gas turbine designers and maintenance
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technologists. This study involved only room temperature, ambient laboratory
condition as a first step in this direction. Further, the study looked into the
relaxation and role of residual surface stress on the fretting fatigue crack ini-
tiation behavior through finite element analysis using a critical plane-based
fatigue crack initiation parameter.

Experiments

Material and Specimen Details

Two test materials, Ti-6Al-4V and IN100, from titanium and nickel-based al-
loys, respectively, were used in this study. They were selected without any spe-
cific consideration except that they are the representative materials from each
group that are commonly used in gas turbine engines. A forged alpha-beta
titanium alloy Ti-6Al-4V was obtained as the plate. It contains 6 wt.% Al and
4 wt.% V, and its elastic modulus, yield strength, and ultimate strength are
126 GPa, 930 MPa, and 980 MPa, respectively. IN100 was obtained as a disk
manufactured from powder metallurgy �P/M� and extrusion processes. It con-
sisted of 60 wt.% Ni, 15 wt.% Co, 9.5 wt.% Cr, 5.5 wt.% Al, 4.75 wt.% Ti,
3 wt.% Mo and remaining other constituents. Its elastic modulus, yield
strength, and ultimate strength are 196 GPa, 1150 MPa, and 1520 MPa, re-
spectively. Dog-bone type specimens, machined by a wire electrical discharge
machining method, had a thickness of 6.4 mm, width of 6.4 mm, and length of
127 mm. Specimens were ground to obtain a smooth surface finish, and then
were shot-peened as per SAE Materials Specification �AMS� 2431 with standard
cast steel shots of 4.3 mm diameter. The shot-peening intensity was 7±1A and
12±1A for Ti-6Al-4V and IN100, respectively. The surface coverage was 100 %
for all specimens. A cylinder-on-flat contact configuration was used in this
study. Fretting pads had 9.53 by 9.53 mm2 cross section with 50.4 mm end
radius and were not shot-peened. The pads were ground to an 8 RMS surface
finish.

Residual stress on the surface of the shot-peened specimen was measured
via X-ray diffraction technique before and after the fretting fatigue test. The
X-ray diffraction measurements of residual stress were conducted using a two-
angle sine-squared technique, in accordance with SAE J784. The surface area
irradiated in these measurements was 0.5 by 5 mm2. Residual stresses were
also measured at several depths below the contact surface by iterative removal
of thin layers of material by electropolishing and subsequent X-ray measure-
ments. The distribution of these measured residual stresses is shown in Fig. 1.

Test Details

A servo-hydraulic fatigue test machine equipped with a fretting test setup was
used �Fig. 2�. The details of fretting test setup and fretting test procedure are
documented in previous studies �4–6�. Several experiments were conducted
under axial tension-tension fatigue loading condition at different stress levels
with a constant stress ratio of 0.1. The cyclic axial force on the specimen was
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applied in its length direction with constant amplitude at frequency of 10 Hz. A
pair of pads was pressed on both sides of the specimen through the fretting
fixture. The normal contact force P on the pad was 1335 N and 4000 N for
Ti-6Al-4V and IN100 specimens, respectively. The tangential force Q was gen-
erated by pads. It was determined from the measured forces on the each side of
the specimen �4–6�. The tangential force increased initially in a fretting test, but
it stabilized between 100 to 500 cycles in a test. Axial and tangential forces were
recorded throughout the test. The experimentally stabilized value of tangential
and contact forces �Q /P� ratios ranged from 0.4 to 0.6 in this study. All tests
involved the partial slip condition that was verified from the hysteresis loops
between axial stress and tangential force. These were of the slender elliptical
shape representative of the partial slip condition.

FIG. 1—Residual stress before and after fretting: �a� Ti-6A1-4V and �b� IN100.
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Finite Element Analysis

Finite element analysis �FEA� of all tested specimens was conducted using a
commercially available finite element code ABAQUS. Details of the analysis can
be found elsewhere �17�. Finite element model of fretting fatigue specimen and
cylindrical pad was created using four-noded, plane strain elements along with
master-slave contact elements on the contact surface between fretting pad and
specimen. A mesh with an element size of 0.0062 by 0.0062 mm2 was used in
the contact region between pad and specimen. This mesh size was gradually
increased in regions away from the contact zone. The element size was selected
after performing a convergence test. The selected mesh size resulted in a dif-
ference of less than 5 % in the contact region stress-state between the analytical
and FEA in a semi-infinite domain; i.e., in a specimen with a very large thick-
ness �18�. All specimens were analyzed using the measured axial, contact, and
tangential forces. Normal contact force P was applied in the first step. In the
second step, the stabilized value of the maximum tangential force Qmax and
maximum axial stress were applied to match the experimental maximum cyclic
loading condition. Finally in the third step, the stabilized value of minimum
tangential force Qmin and minimum axial stress were applied to match the
experimental minimum cyclic loading condition. Shot-peening effects were in-
corporated by adding the residual stresses to the longitudinal and transverse
normal components of computed stress-state from the finite element analysis at
all locations of the specimen. It was assumed that the shot-peening introduced
only normal longitudinal and transverse stresses not the shear stress, and these
stresses from the shot-peening were assumed equal to each other.

Results and Discussion

Damage Mechanisms

Fretting scar and fracture surface of fretting fatigued specimens were investi-
gated using optical and scanning electron microscopes. All specimens from

FIG. 2—Fretting fatigue setup.
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both Ti-6Al-4V and IN100 materials fractured typically near the trailing edge
of contact, as shown in Fig. 3 for a Ti-6Al-4V specimen. Besides the failure
location on the fretting scar, the crack initiation location on the fracture sur-
face is also an important consideration. Examination of the fractured surfaces
with scanning electron microscopy showed that crack initiation location was at
the contact surface in both Ti-6Al-4V and IN100 materials. Figure 4 shows this
feature. Crack initiation location is on the contact surface of specimen, where
there are river patterns and discoloration. Another important feature of the
crack initiation is its orientation on the contact surface. For this purpose, sev-
eral specimens were sectioned along the longitudinal direction and perpendicu-
lar to the fracture surface, then mounted in epoxy, and ground and polished
near the crack initiation location. In both Ti-6Al-4V and IN100 materials,
cracks initiated initially at either +45° or −45° with a variation of ±10° from
perpendicular to the applied loading direction, and then became perpendicular
to the applied fatigue loading direction over a short distance ranging from
30 �m to 100 �m. Figure 5 shows this feature in both materials. Similar dam-
age characteristics were observed in both unpeened Ti-6Al-4V and IN100
specimens �4–6�.

Fatigue Life

Figure 6 shows the applied stress range versus fretting fatigue life �S-N� results
of Ti-6Al-4V and IN100 for both unpeened and shot-peened conditions as well

FIG. 3—Crack initiation location on fretting scar in Ti-6A1-4V.
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as the corresponding plain fatigue results for the unpeened specimens. These
S-N results are shown on the basis of the applied stress range. Both materials
clearly illustrate decrease in the fatigue strength with fretting. In many metallic
materials, the magnitude of this reduction in the presence of fretting has been
reported in the range of 30 % –60 % relative to plain fatigue �1–3�. So, in es-
sence, the fretting fatigue behavior of both Ti-6Al-4V and IN100 follows the
same general process of degradation relative to plain fatigue. Further, there is
definitely a more detrimental effect on the fatigue performance of Ti-4Al-4V in
comparison with IN100 in the presence of fretting. This is shown more clearly

FIG. 4—Crack initiation location on contact surface in �a� Ti-6A1-4V and �b� IN100
�arrow shows contact surface�.
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in Fig. 7, where the S-N results are illustrated on the basis of normalized stress
range, where the applied stress range is normalized by the yield strength of
each material. As can be seen in this figure, the normalized fretting fatigue
strengths for 5�106 cycles are about 50 % and 20 % for Ti-6Al-4V and IN100,
respectively; while these values for the plain fatigue are about 70 % and 60 %,
respectively for the two materials.

Further, there is an improvement in the fretting fatigue life of Ti-6Al-4V
due to shot-peening, and this is relatively more pronounced in the high cycle
regime; i.e., for fatigue life greater than 10 000 cycles. This is not the case in
IN100 where improvement from shot-peening is almost the same in both low
and high cycle regimes. Furthermore, shot-peening of intensity equal to 12A

FIG. 5—Crack initiation orientation on contact surface: �a� Ti-6A1-4V and �b� IN100.
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generated relatively less improvement in IN100 than in Ti-6Al-4V shot-peened
with 7A intensity. These features of the tested materials could depend upon the
induced residual surface stress from the shot-peening and its relaxation char-
acteristics as discussed in the next section. Further, the fatigue-life diagrams

FIG. 6—Stress range versus cycles to failure: �a� Ti-6A1-4V and �b� IN100 �all curves
are trend lines�.
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shown in Figs. 6 and 7 are based on the applied stress range on the specimen.
They do not account for the contact stresses that also play a role on the fretting
fatigue behavior of a material. It is obvious that the contact stress should be
incorporated. This can be done through what is referred to as the critical plane-
based fatigue parameters since they take into account the multi-axial stress
state in the contact region. This is discussed later.

Residual Stress

Figure 1 shows the residual stress profiles of shot-peened Ti-6Al-4V and IN100
specimens that had 7A and 12A intensities, respectively. This figure shows re-

FIG. 7—Normalized stress range versus cycles to failure: �a� Ti-6A1-4V and �b� IN100
�all curves are trend lines�.
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sidual compressive stress distributions along a vertical distance �or depth� away
from the contact surface before and after the fretting test. Its values at the
contact surface before fretting fatigue test were approximately −600 MPa and
−820 MPa for Ti-6Al-4V and IN100 specimens, respectively. These values of
residual stress increased initially inside the material, and then decreased. The
major difference between these two cases are that shot-peening with greater
intensity generated greater residual compressive stresses �−820 MPa versus
−600 MPa� and deeper �up to �300 �m for 12A versus �175 �m for 7A�; i.e.,
over the greater material volume below the contact surface. Further, it should
be mentioned that the residual surface stress were measured up to a depth of
about 250 �m–300 �m, which spanned a region generally with compressive
residual stress. Further, these measurements away from the contact surface
were done by the successive removal of material from the surface that may
have some effect on the redistribution of internal stresses especially at greater
depths. Therefore, this procedure is generally restricted to a region in the vi-
cinity of the surface. Hence, these measurements were restricted near the con-
tact surface.

As mentioned earlier, shot-peening also induces a compensatory tensile
stress below the contact surface in order to balance the internal force in the
material. Thus, the stresses at depths more than 250 �m–300 �m in Fig. 1
were calculated such that the total internal compressive force is balanced by
the total internal tensile force in the specimen that involved the force balance
over the areas under the positive and the negative stresses �17�. These tensile
stresses were approximated as a constant value inside the specimen, as shown
by dotted lines in Fig. 1.

Further, it has been observed that residual stresses from shot-peening are
relaxed during fretting fatigue. This was also the case in the present study with
both Ti-6Al-4V and IN100, as shown in Fig. 1. There was considerable relax-
ation of residual stresses especially near contact surface in the case of IN100,
and it was almost fully relaxed at the contact surface after fretting fatigue. On
the other hand, relaxation �i.e., reduction� of residual compressive stresses
from fretting fatigue ranged from 20 % to 40 % at all locations below the con-
tact surface as well as on the contact surface in Ti-4Al-4V. This clearly suggests
that IN100 is prone to more relaxation than Ti-6Al-4V in spite of greater initial
residual stresses in IN100. However, this relaxation behavior appears to be
primarily in the vicinity of the fretting action that is generally up to about
100 �m from the contact surface in the case of IN100, while it is almost equal
at all depths in Ti-6Al-4V. It should be mentioned here that relaxation behavior
could depend upon many factors, such as shot-peening intensity, number of
fretting fatigue cycles, applied stresses, etc., which should be investigated fur-
ther. Such full characterization would require a significant number of tests and
greater effort than undertaken in this study.

Fatigue Parameter

The stress state in contact region subjected to fretting fatigue is of a multi-axial
nature. In order to characterize the crack initiation under such a situation one
of the authors of the present paper and his colleagues have proposed a critical
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plane-based parameter, a modified shear stress range �MSSR� parameter that
has been shown to be effective in terms of predicting fretting fatigue life from
the plain fatigue data as well as the orientation and location of crack initiation
in the unpeened titanium alloy Ti-6Al-4V tested with various contact geom-
etries �6�. This parameter involves a combination of shear and normal stresses
on the critical plane. This parameter will be utilized in the present study with
shot-peened Ti-6Al-4V and IN100 specimens to study the effects of residual
stress on the fretting fatigue crack initiation behavior.

To compute the MSSR parameter, shear stress was calculated on all planes
with angles −� /2���� /2 �Fig. 5� using:

�S12�� = −
S11 − S22

2
sin 2� + S12 cos 2� �1�

where; S11, S22, and S12 are the longitudinal, transverse, and shear stresses,
respectively, and � is the orientation from a vertical to the applied axial force
direction �1 – direction� of the specimen. By differentiation of Eq 1, and then
equating it to zero, the angle of the plane where the shear stress is maximum
was determined:

���S12max
= − 0.5 arctan�S11 − S22

2 · S12
� �2�

The shear stress range on the plane was then computed:

�S12 = S12max − S12min �3�

Here, S12max and S12min are shear stresses due to maximum and minimum
applied axial forces on the specimen, respectively. S12max is given as:

S12max = −
�S11�Sb max

− �S22�Sb max

2
sin 2���S12max

+ �S12�Sb max
cos 2���S12max

�4�

or, in terms of stresses directly after substituting ��S12max
from Eq 2 and simpli-

fication:

S12max =
1

2
	S11

2 − 2S11S22 + S22
2 + 4S12

2 �5�

A similar expression for S12min involves the corresponding terms for the
minimum applied axial force. From these, the value of the maximum shear
stress range, its location, and the plane where it is acting, i.e., the critical plane,
were obtained. Since the mean stress or stress ratio also affects the fatigue
behavior, this effect on the critical plane was accounted for by a technique
proposed by Walker �19�. �S12crit was then calculated from:

�S12crit = S12max�1 − R��m �6�

where S12max and R�=S12min/S12max are the maximum shear stress and shear
stress ratio on the critical plane, respectively. A fitting parameter m was deter-
mined to be 0.45 in a previous study �6�. Finally, the MSSR parameter was
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calculated by combining �S12crit and the maximum normal stress on the criti-
cal plane of maximum shear stress range as:

MSSR = A��S12crit�B + C����S�S12max
��Sb max

�D �7�

where �S�S12max
��Sb max

is the normal stress on the critical plane at the maximum
applied force on the specimen, and is expressed as:

���S�S12max
��Sb max

= 1
2 ��S11�sb max

+ �S22�Sb max
� + 1

2 ��S11�sb max
− �S22�Sb max

�cos 2���S12max

+ S12 sin 2���S12max
�8�

A, B, C, and D are the constants determined in a previous study �6�: A=0.75,
B=0.5, C=0.75, and D=0.5.

Two levels of relaxation of residual stress from shot-peening were assumed
in this study as these are limiting conditions. These were either full relaxation
or no relaxation, and will be referred to as 0 % RS and 100 % RS, respectively.
In other words, 100 % of residual stress �100 % RS� belongs to an initial value
in the shot-peened specimen, i.e., before relaxation or before a fretting test, and
0 % of residual stress �0 % RS� represents the complete relaxation. Further,
the 0 % RS case is the same as an unpeened specimen. The MSSR parameter
was calculated at all locations for all specimens without any relaxation
�100 % RS� and with complete relaxation �0 % RS� of residual stress as the
two limiting cases.

The computed MSSR was analyzed to investigate the fretting fatigue crack
initiation behavior as well as the role of shot-peened induced residual stress.
The MSSR parameter predicted well the crack initiation location that matched
closely with the experimental results. It was near the trailing edge and at the
contact surface. In addition, the predicted crack initiation angle was ±45° with
variation of ±10°, which matched very well again with the experimental results.
Further, these predictions about location and crack initiation angle did not
change due to addition of the residual stresses. Thus, these features from the
MSSR parameter were the same for either the unpeened or shot-peened condi-
tion for both Ti-6Al-4V and IN100.

The computed MSSR parameter values versus fretting fatigue life �MSSR-N
data� from all fretting tests �shot-peened and unpeened� of both materials for
the two shot-peened limiting cases, 100 % RS and 0 % RS, as well as the un-
peened specimens, are shown in Fig. 8. In addition, the similar relationships
from the plain fatigue are shown in this figure. Firstly, it can be observed that
MSSR versus N data for fretting fatigue and plain fatigue of unpeened speci-
mens for both materials are in agreement with each other. This shows that this
critical plane-based parameter represents well the fretting fatigue behavior.
This also shows that IN100 has better plain and fretting fatigue resistance than
those of Ti-6Al-4V, which is also evident based on the stress range basis, as
seen previously in Fig. 6. Further, the MSSR parameter shows that there is an
improvement in fretting fatigue life due to shot-peening when there is no relax-
ation of residual stress �i.e., 100 % RS versus unpeened� in both materials.
However, the full relaxation of residual stresses lead to practically little or no
improvement in the IN100 material, as predicted by the critical plane-based
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fatigue crack initiation parameter, which is also evident from the measured
experimental total life data �i.e., stress range versus fatigue life in Fig. 6�. On the
other hand, in the case of Ti-6Al-4V, the critical plane-based fatigue crack
initiation parameter MSSR shows that there is an improvement in fretting fa-

FIG. 8—MSSR versus cycles to failure: �a� Ti-6A1-4V and �b� IN100 �all curves are
trend lines�.
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tigue life due to shot-peening in spite of the relaxation of residual stress. In
reality, the stress relaxation is somewhere in between these two limiting condi-
tions, i.e., in-between no relaxation �100 % RS� or complete relaxation
�0 % RS�, as shown in Fig. 1. If this consideration is included in the analysis,
then the MSSR approach would show even more improvement in the fretting
performance of Ti-6Al-4V than what is shown in Fig. 8. Moreover, the differ-
ence between these two sets of data, i.e., improvement in fretting fatigue life
due to shot-peening, would also depend on the difference in number of cycles
for crack initiation versus that for crack propagation in specimens with and
without shot-peening.

It has been shown in a previous study that crack initiation consisted of
about 90 % to 95 % of the total life or complete specimen rupture �4�. This was
estimated from the post-mortem analysis of striations on fractured specimens
as well as from crack growth analysis �4�. However, this would not be the case
in shot-peened specimens due to the presence of residual compressive stresses
that would cause longer crack initiation period and slower crack propagation
rate and these characteristics would depend also upon the hardness, strength,
etc. of the material. Thus, these two sets of S-N data �based MSSR parameter�
from the unpeened and shot-peened specimens are expected to be apart from
each other, which is not in the case of IN100. This suggests that crack initiation
part was probably contributing relatively more than the crack propagation part
in IN100, which might be expected since there was relatively much more relax-
ation of residual stress especially near the contact surface. On the other hand,
crack propagation phase was probably contributing relatively more in
Ti-6Al-4V shot-peened specimens. This phenomenon has been shown qualita-
tively in previous studies �20,21�. However, there may be several other factors.
Therefore, further studies are needed to characterize the fretting fatigue behav-
ior in shot-peened materials and the present study is a step in the direction.

Conclusions

Fretting fatigue behavior of shot-peened titanium alloy Ti-6Al-4V and nickel-
based super alloy IN100 under cylinder-on-flat contact condition at room tem-
perature was investigated. Residual stress measurements before and after fret-
ting test showed that it relaxed during fretting fatigue. Further, this relaxation
near the contact surface was considerable in IN100. Therefore, shot-peening
generated a small improvement in the fretting fatigue life of IN100. On the
other hand, shot-peening improved considerably the fretting fatigue life of
Ti-6Al-4V in spite of the relaxation of the residual surface stress. A critical
plane-based fatigue crack initiation parameter, modified shear stress range
�MSSR�, was computed from finite element analysis. It showed the appropriate
trend with the measured fretting fatigue life. Further, cracks always initiated at
the contact surface near the trailing edge of the fretted region and were cor-
rectly predicted by the MSSR parameter. In addition, the MSSR parameter
correctly predicted the orientation of fretting fatigue crack initiation on the
contact surface that was in excellent agreement with the experimental counter-
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part. Finally, fretting had a relatively more detrimental effect on the fatigue
performance of Ti-6Al-4V than in the case of IN100.
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Prediction of the Fatigue Limit of Prestrained
Carbon Steel Under Tensile Mean
Stress

ABSTRACT: The effect of tensile mean stress on the fatigue limit of carbon
steel was investigated. Annealed 0.1 % and 0.5 % carbon steel specimens
were subjected to monotonic tension to produce prestrain. Fatigue tests
were performed using a servohydraulic fatigue test machine. The experimen-
tal results showed that tensile mean stress degraded the fatigue limit. How-
ever, the tensile mean stress did not affect the decrease in the surface hard-
ness as a result of fatigue loading for the specimen without a defect. In the
case of the specimen with a defect, the decrease in the hardness was small
and did not depend on the mean stress or stress amplitude. Formulae for
predicting the fatigue limit of prestrained carbon steel specimens under ten-
sile mean stress were proposed. The results calculated using the formulae
showed good agreement with the experimental results.

KEYWORDS: prestrain, fatigue limit, mean stress, carbon steel,
hardness, residual stress

Introduction

Structural members and parts for practical use are subjected to plastic defor-
mation during manufacturing. It has been reported that this plastic deforma-
tion, which is called prestrain, affects the static and cyclic properties of metallic
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materials �1–6�. Many previous studies on the effect of prestrain on fatigue have
also been reported �1–9�. In our previous study, we investigated the effect of
prestrain on the fatigue limit of carbon steels and proposed formulae for pre-
dicting the rotating bending fatigue limit �R=−1� �10�. In general, the modified
Goodman equation, the Gerber parabola, and the Morrow equation have been
used to consider the effect of tensile mean stress in fatigue design for non-
strained metallic materials �11,12�. However, there have been a few in which
the effect of tensile mean stress on the fatigue limit of prestrained carbon steels
is investigated and a method of predicting the fatigue limit is proposed. When
we consider real conditions used for most prestrained mechanical structural
members and parts, the effect of tensile mean stress on the fatigue limit of
prestrained carbon steel must be considered for safe and rational fatigue de-
sign.

The aim of the present study is to investigate the effect of tensile mean
stress on the fatigue limit of prestrained carbon steels and to propose formulae
for predicting the fatigue limit under tensile mean stress. Axial loading fatigue
tests under tensile mean stress were performed using tensile-prestrained an-
nealed 0.1 % carbon steel and annealed 0.5 % carbon steel specimens. A hard-
ness test and the observation of the specimen surface during fatigue tests were
carried out. In addition, formulae for predicting the fatigue limit were pro-
posed on the basis of the test results.

Experiment

The materials used in this study were annealed 0.1 % carbon steel and annealed
0.5 % carbon steel, hereafter called S10C and S50C, respectively. Table 1 lists
the chemical compositions and mechanical properties of the test materials.
Prestrain is defined as the remaining plastic strain after tensile plastic defor-
mation. Figure 1 shows the shapes and dimensions of the prestrain and fatigue
specimens. Figure 2 shows the procedure for preparing and testing the speci-
mens. All the specimens were electropolished to remove the work-hardened
layer and to make it easier to observe changes in the surface state. Static tensile
tests were performed to apply prestrain to the specimens. The prestrains ap-
plied to the specimens were 12 % for S10C and 10 % for S50C. The specimens
were heated at 100°C for 1 h after prestraining to prevent any time-dependent
variation in the static and fatigue characteristics as a result of strain aging
�13,14�. The prestrained specimens used for the fatigue test are shown in Figs.
1�b� and 1�c�, before the fatigue test. The central part of the specimen was
preserved to retain the effect of prestrain. To make the specimen with a defect,
as shown in Fig. 1�c�, an artificial defect was introduced using a microdrill
�diameters 500 �m� on the central part of the fatigue specimen, shown in Fig.
1�b�, after heating. The fatigue tests were performed using a servohydraulic
fatigue test machine �50 kN, 30 Hz� at room temperature. The fatigue limits
were determined at intervals of 5 MPa. All fatigue tests were carried out at
25 Hz. The surface hardness of the specimens was measured using a micro-
Vickers hardness tester to determine the variation of the hardness before and
after fatigue tests. The measuring load was 4.9 N. An X-ray diffraction residual
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stress measurement apparatus was used to measure the surface residual stress
in the axial direction of the specimens before fatigue tests. The X-ray tube of
CrK� type was operated at 40 kV and 30 mA. The shift of �-Fe�211� diffraction
profile was detected. The X-rays were counted for 60 s at each step at angles of
� equal to 0, 13.6, 19.5, 24.1, 28.1, 31.8, 35.3, 38.6, 41.8, and 45.0°. Here, � is
the angle between the normal to the specimen surface and the normal to the
diffractive face. The diffraction angle 2� without strain was 156.4° and the

FIG. 1—Shapes and dimensions of prestrain and fatigue specimens. Dashed lines in �a�
represent the shape of the fatigue specimen after remachining. Defect size, �area, is the
square root of the area obtained by projecting the crack onto a plane perpendicular to
the specimen axial direction.
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stress factor of the X-ray diffraction method was −318.0 MPa/deg. An X-ray
beam with a diameter of 0.5 mm was focused on the central part of specimens
without a defect. In the case of specimens with a defect, the X-ray beam was
focused on the vicinity of the defect �500 �m far from the edge of the defect� to
consider the relaxation of residual stress as a result of introducing the defect.
The replica method was used to monitor the formation of fatigue cracks and
the propagation behavior on the specimen surface.

Fatigue Limit of Prestrained Specimens Under Tensile Mean Stress

Figure 3 shows the fatigue limit of prestrained S10C specimens under tensile
mean stress. The fatigue limits of specimens without a defect are 210, 210, and
185 MPa at a mean stress of �m=0, 145, and 230 MPa, respectively. The results
show that as mean stress increases, the fatigue limit decreases. In the case of
specimens with a defect, the same tendency is shown. The fatigue crack forma-
tion and propagation behavior of the specimens at the fatigue limit stress are
shown in Figs. 4 and 5. The fatigue limits of all the prestrained S10C specimens
without and with a defect are determined by the nonpropagation of a fatigue
crack, as shown in the figures. As mean stress increases, the length of the
nonpropagating crack on the specimens without and with a defect decreases.
This result is in agreement with the result of another study �15�. It is thought
that this phenomenon is related to the decrease in the threshold stress intensity
factor �Kth as a result of increasing stress ratio R or mean stress �m �16�. When
the crack size is small �threshold stress is equal to fatigue limit, �th=�w�, �Kth
depends on the crack length �16,17�. Therefore, it is thought that R or �m
decreases �Kth and the length of the nonpropagating crack.

Variation of Surface Hardness and Fatigue Limit in Prestrained
Specimen

To investigate the macroscopic change in material properties, the surface hard-
nesses of the prestrained S10C specimens before and after fatigue tests were

FIG. 2—Procedure for preparing and testing specimens.
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measured, as shown in Table 2 and Fig. 6. The load of the hardness test was
4.9 N. The hardnesses shown in the table and figure were average hardnesses
measured at 10 points and the scatter of these values was within ±10 %. In the
case of the specimens with a defect, the points used to measure the hardness

FIG. 3—Fatigue limit of prestrained S10C specimens. The fatigue limit decreases with
mean stress. �a� S–N curves of prestrained S10C specimens. �b� Relationship between
fatigue limit and mean stress.
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were far from the defect to prevent the effect of plastic deformation due to
stress concentration in the vicinity of the defect. The hardness data given in
Table 2 are separated into stress amplitude �a �Fig. 6�a�� and mean stress �m
�Fig. 6�b�� and plotted in Fig. 6. The hardness of all the specimens decreased
after the fatigue test. For specimens without a defect, the hardnesses after the
fatigue test decreased with increasing stress amplitude, as shown in Fig. 6�a�. In
addition, considering that the hardnesses of the specimens for which �a
=160 MPa, �m=0 MPa, and �a=160 MPa, �m=290 MPa are the same in Fig.
6�b�, it is clear that the decrease in hardness after the fatigue test is not related
to the tensile mean stress but to the stress amplitude. The hardnesses of the
specimens with a defect decreased to HV=160 after the fatigue test, regardless

FIG. 4—Fatigue crack formation and propagation of prestrained S10C specimens with-
out a defect at fatigue limit stress. �a: stress amplitude, �w: fatigue limit, �m: mean
stress.

170 FATIGUE AND FRACTURE MECHANICS, 36TH VOLUME

 



of the stress amplitude and tensile mean stress, but these values are greater
than those of the specimens without a defect. This result signifies that the
macroscopic cyclic softening �decrease in hardness� caused by fatigue loading
in the prestrained specimens with a defect is smaller than that in the pre-
strained specimens without a defect.

Figure 7 shows the variation in hardness induced by fatigue loading for a
prestrained specimen during the fatigue test. The mean stress �m and stress
amplitude �a were 0 and 230 MPa, respectivley. The hardness of the pre-
strained specimen decreases rapidly in the early stage �0.05�0.1Nf� and then
decreases slowly. This result says that the cyclic softening �decrease in hard-
ness� is saturated within 10 % of the specimen life. When we consider that the
crack formation life in nonstrained low-carbon steel and prestrained low-
carbon steel without a defect is generally about 20�30 % �up to grain size�

FIG. 5—Fatigue crack formation and propagation of prestrained S10C specimens with
a defect at fatigue limit stress. �a: stress amplitude, �w: fatigue limit, �m: mean stress.
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FIG. 6—Variation of surface hardness in prestrained S10C specimens before and after
fatigue tests ��a	1.2�w�. �a� Surface hardness versus stress amplitude. �b� Surface
hardness versus mean stress.
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FIG. 7—Change in surface hardness with fatigue. N: number of fatigue cycles, Nf: num-
ber of cycles to fatigue fracture.

FIG. 8—Schematic illustration of relation between cyclic softening and fatigue behav-
ior in specimen without and with a defect.
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�18,19� and 40 % �up to about 50 �m in length� �20� of the specimen life, it is
thought that the crack is formed after the saturation of the cyclic softening. In
contrast, it is reported that the crack formation life is about 2�8 % of the life of
medium carbon steel with a defect �21�. The crack formation life of the speci-
men with a defect is shorter than that of the specimen without a defect.

Figure 8 schematically shows the difference between the cyclic softening
behavior for the specimen without a defect and the specimen with a defect. In
the case of the specimen without a defect, the hardness decreases with cyclic
loading. After the cyclic softening has been saturated, a fatigue crack is formed,
propagates, and stops. The hardness, which was decreased by cyclic softening,
affects the arrest of the fatigue crack. In other words, this decreased hardness
affects the fatigue limit. In the case of the specimen with a defect, the cyclic
softening and fatigue crack initiation from the defect seem to occur at almost
the same time, then the crack propagates. Nisitani and Takao �19,22� reported
that most of the fatigue damage is concentrated at the tip of the fatigue crack
when the crack propagates. This phenomenon explains why the decrease in the
hardness of the specimen with a defect is smaller than that in the specimen
without a defect. Namely, the decrease in the hardness is small in the specimen
with a defect because of the early crack initiation from the defect and the
concentration of the fatigue damage at the tip of the crack, and this decrease in
hardness, which occurs before the cyclic softening is not yet saturated, affects
the fatigue limit of the specimen with a defect.

Prediction of the Fatigue Limit Under Tensile Mean Stress

In the fatigue limit and surface hardness sections, the fatigue tests, the obser-
vation of fatigue crack and measurement of the surface hardness before and
after the fatigue tests were performed using prestrained S10C specimens. In
summary, we obtained the following experimental results.

�1� Tensile mean stress degrades the fatigue limit of the prestrained speci-
men �refer to Fig. 3�.

�2� The length of the nonpropagating crack decreases with the increase in
tensile mean stress. This means that tensile mean stress affects �Kth
related to the crack nonpropagation �refer to Figs. 4 and 5�.

�3� The decrease in surface hardness as a result of fatigue loading in pre-
strained specimen without a defect is not affected by tensile mean
stress �refer to Table 2 and Fig. 6�.

�4� In the case of prestrained specimen with a defect, the decrease in sur-
face hardness as a result of fatigue loading is small compared to that of
the prestrained specimens without a defect regardless of stress ampli-
tude and tensile mean stress �refer to Table 2 and Fig. 6�.

Figure 9 shows a schematic of the relationship between the surface hard-
ness and fatigue limit of carbon steels. The slope of the tensile-prestrained
carbon steel �Line ②� is smaller than that of nonstrained carbon steel �Line ①�.
In general, this phenomenon is caused by cyclic softening �23–25�. The fatigue
limit of prestrained carbon steel increases at a certain rate with increasing
hardness due to prestrain. However, the fatigue limit decreases with generation
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of precrack as a result of prestrain beyond a certain hardness level �Dot ③�. In
a previous study �10�, we have suggested formulae Eqs 1 and 2 for predicting
the rotating bending fatigue limit of prestrained carbon steels without and with
a defect by considering the cyclic softening phenomenon. We derived the for-
mulae from test results using annealed 0.1 % carbon steel �HV=119� and
quenched and tempered 0.5 % carbon steel �HV=546�. Equation 1 is for the
case when precrack or defect does not exist. This equation involves the effect of
the decrease of the surface hardness due to fatigue loading �as shown in Fig. 8�
and the effect of the surface residual stress as a result of prestrain at the fatigue
limit. Equation 2 is for the case when precrack or defect exists on the specimen
surface after applying prestrain and involves the effect of the surface hardness
and surface residual stress as a result of prestrain and the defect size at the
fatigue limit. Equation 2 is based on the equation proposed by Murakami �26�.
The hardness used in Eq 2 is not the decreased hardness after fatigue loading
but the hardness immediately after prestrain. The decrease in the hardness is
ignored in this equation because it is small in the specimen with a defect �as
mentioned in the surface hardness section and shown in Fig. 8�. We now dis-
cuss and propose formulae for predicting the fatigue limit of prestrained car-
bon steel under tensile mean stress on the basis of these equations and the
experimental results

�w = �wo + 0.77��HV� − 0.18�wo
0.75�R

�u
��m = 0� �1�

�w =
1.43�HV + 120�

��area�1/6 � �w

�w + 0.75�R
��

��m = 0� �2�

where

FIG. 9—Schematic illustration of relationship between hardness and fatigue limit of
prestrained carbon steels. HV: Vickers hardness. �wo: fatigue limit of nonstrained car-
bon steels. �w: fatigue limit of prestrained carbon steels �10�.

176 FATIGUE AND FRACTURE MECHANICS, 36TH VOLUME

 



�w 
 fatigue limit of prestrained specimen,
�wo 
 fatigue limit of nonstrained specimen,

�HV 
 change in Vickers hardness upon applying prestrain,
�R 
 surface residual stress of the specimen in the axial direction

induced by prestrain,
�u 
 tensile strength,

HV 
 Vickers hardness of prestrained specimen,
� 
 0.226+HV�10−4,

�area 
 the square root of the area obtained by projecting the crack or
defect onto a plane perpendicular to the specimen axial
direction.

Prestrained Specimen Without a Defect

Experimental results 1, 2, and 3, which are listed above, reveal that tensile
mean stress does not affect the decrease in surface hardness as a result of
fatigue loading, but it affects the limit of crack nonpropagation in the pre-
strained specimen without a defect. Thus, the fatigue limit decreases with the
increase in tensile mean stress, although tensile mean stress does not affect the
decrease in surface hardness �Fig. 6�. Therefore, to predict the fatigue limit of a
prestrained specimen without a defect under tensile mean stress, it is necessary
to consider the effects of surface hardness and tensile mean stress on crack
propagation and nonpropagation. Equation 1 involves the effect in the decrease
of the surface hardness due to fatigue loading and the effect of the surface
residual stress as a result of prestrain on the fatigue limit. Murakami �26� has
proposed Eq 3, which predicts the fatigue limit of a nonstrained metal with a
defect within ±15 % error. The first term of this equation, 1.43�HV
+120� / ��area�1/6, represents the effects of the hardness, HV, and defect size,
�area, on the threshold stress intensity factor range, �Kth, when the mean
stress �m is zero. The second term of the equation, ��1–R� /2��, represents the
effect of the stress ratio R or mean stress �m on �Kth. This term is based on Eq
4 �12,27� and was determined from experimental data. Therefore, we combine
Eq 1 with the second term of Eq 3 to propose a formula, given by Eq 5, that
predicts the fatigue limit of prestrained carbon steel under tensile mean stress,

�w =
1.43�HV + 120�

��area�1/6 �1 − R

2
��

, R =
�m − �w

�m + �w
�3�

�Kth�R�0� = �1 − R��1−���Kth�R=0� �4�

where

R 
 stress ratio,
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�m 
 mean stress,
�Kth�R�0� 
 threshold stress intensity factor range when R�0,
�Kth�R=0� 
 threshold stress intensity factor range when R=0,

� 
 empirical constant depending on material.

�w = ��wo + 0.77��HV� − 0.18�wo
0.75�R

�u
� · � �w

�w + �m
��

��m � 0� �5�

Figures 10�a� and 10�b� show the experimental results and the results
calculated using Eq 5 for S10C and S50C using the data in Table 3. The
predicted results for both prestrained materials are in agreement with the
experimental results within 11 % error, as shown in Table 3.

Prestrained Specimen with a Defect

From experimental result 4, it is thought that the fatigue limit of the specimen
with a defect can be predicted by considering only the effect of mean stress on
�Kth. Equation 2 is a formula that was proposed to predict the fatigue limit of
prestrained carbon steel with a defect when the mean stress is zero. This equa-
tion is based on Eq 3. Surface residual stress as a result of prestrain is regarded
as the mean stress in the equation. When the effect of the mean stress is con-
sidered, Eq 6 can be obtained from Eq 2,

�w =
1.43�HV + 120�

��area�1/6 � �w

�w + 0.75�R + �m
��

��m � 0� �6�

Figures 10�a� and 10�b� show the experimental results and the results cal-
culated using Eq 6 for S10C and S50C. When Eq 6 was calculated, the surface
residual stress in the vicinity of the defect � * mark in Table 3� was used to
consider the relaxation of the residual stress as a result of introducing the
defect on the specimen. The predicted results for both prestrained materials
show good agreement with the experimental results within 14 % error, as
shown in Table 3.

The proposed prediction formulae have a limitation on their application,
shown by the dash-dotted lines in Figs. 10�a� and 10�b�. When the sum of the
stress amplitude and the mean stress is equal to the tensile strength of the
material, �a+�m=�B, monotonic fracture occurs instead of fatigue fracture.
Therefore, Eqs 5 and 6 can only be applied when �a+�m	�B.

Conclusion

The effect of tensile mean stress on the fatigue limit of prestrained carbon steel
was investigated. The main results obtained are as follows:

�1� Tensile mean stress does not affect the decrease in the surface hardness
caused by fatigue loading in the prestrained specimen without a defect.

�2� The decrease in surface hardness as a result of fatigue loading is small
in the specimen with a defect compared with that in the prestrained
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specimen without a defect, regardless of stress amplitude and mean
stress.

�3� The fatigue limits of specimens both without and with a defect de-
crease with tensile mean stress. This means that the tensile mean stress

FIG. 10—Calculation results �using Eqs 5 and 6� and experimental data of fatigue limit
for prestrained S10C and S50C specimens. The dash-dotted lines in the graphs indicate
the limit of application of Eqs 5 and 6. �a� Prestrained S10C specimens. �b� Prestrained
S50C specimens.
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affects �Kth, which is related to the crack opening/closure behavior of
the formed fatigue crack, although the tensile mean stress does not
affect the variation of the hardness.

�4� On the basis of the experimental results, formulae for predicting the
fatigue limit of prestrained carbon steels under tensile mean stress
were proposed for specimens without and with a defect.
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Practical Challenges Testing Coupons with
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ABSTRACT: Cold expanding holes in metal components is widely used
throughout the aerospace industry to extend fatigue life and damage toler-
ance. The beneficial residual stresses induced by hole cold expansion arrest
or significantly retard the growth of fatigue cracks, and in doing so make
fatigue or crack growth life prediction more difficult. Under low stress level/
high cycle fatigue testing, residual compressive stresses have been shown
to increase the fatigue strength of the material leading to an “infinite life” and
consequent “run-out” of test coupons at the test hole or changing the location
of failure away from the test hole. While advantageous to aircraft operators,
it makes statistical life prediction difficult because the incomplete data have
to be censored, leading to a knock-down of the beneficial life attained. Con-
versely, increasing stress levels toward material yield stress; life improve-
ment factors are more definitive and tend toward unity. This paper reviews
the derivation of residual stresses induced by hole cold expansion and dis-
cusses benefits to the structure/test coupon and how the residual stress field
impacts fatigue life and damage tolerance/durability under cyclic load condi-
tions. Challenges observed when testing coupons that have been processed
using hole cold expansion including modification of the crack behavior and
its effect on material microstructure, relocation of crack initiation, dynamics of
the redistribution of stress and the crack growth mechanism as well as scat-
ter of results, are also discussed with a focus on aluminum materials.
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Introduction

Hole cold expansion has been used to improve the fatigue resistance at a hole
for decades. The most common method of inducing residual compressive
stresses around holes in metals is by the split sleeve cold expansion method.
Effectively, it is achieved when the area around the hole is expanded locally
beyond the material’s yield point, as shown in Fig. 1. The cold expansion pro-
cess is performed by placing a pre-lubricated split sleeve on a tapered mandrel,
and the mandrel/sleeve combination is fit through the test hole. The puller unit
pulls the mandrel back through the hole and sleeve, producing a cold expanded
hole. The diameter of the mandrel and sleeve are greater than the hole causing
the hole to enlarge and the material near the hole to plastically yield. As the
material tries to return to the original steady state position after the mandrel is
removed, an annular zone of residual compressive stress is produced around
the hole in hoop compression with a balancing tension field outside the com-
pressive zone, as shown schematically in Fig. 2. This residual compressive
stress will influence the mean stress as it is applied at the hole during cycling.
The zone of residual stress may not reduce the time to crack initiation �cycles to
form micro-crack� since this is mainly a function of alternating fatigue stresses,
but it does slow crack growth since it is a function of the mean and alternating
stress �1�.

There are many factors that can influence the ability to achieve a uniform
residual compressive zone around a cold expanded hole. The amount of varia-
tion of the zone of compression can be significant and will depend on the
prevailing different mechanical and physical conditions such as �1� the amount
of applied expansion, �2� the material and its elastic-plastic properties, �3� the
material thickness and geometry of the part or coupon, and �4� the material
response to the radial expansion. The influences of these variations are dis-
cussed in a number of papers summarized in the report by McClung �1�, which
also summarizes reported experimental and finite element simulations of the
cold expansion process. The small changes in residual stress and how they
behave under fatigue test or in-service cyclic loading has a significant effect on
life prediction and correlation of actual test results. Other outside influences
also can affect the long term fatigue performance of cold expanded holes. These
influences include loading conditions and the possibility of high stress over-

FIG. 1—Split sleeve cold expansion process.
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loads, presence of flaws, environmental conditions, and coupon design. These
factors will be discussed in this paper focusing on the performance in alumi-
num materials.

Nature of Induced Residual Stresses

The nature of the split sleeve cold expansion technique whereby the expansion
mandrel is pulled through the lubricated split sleeve causes most of the varia-
tion in residual stress around and through the depth of the hole. On the man-
drel entry and exit surfaces, the hole is constrained radially but not axially since
it is a free surface. A very localized “bulging” is noticeable on these surfaces.
Through the thickness, however, the material is constrained axially and there-
fore the magnitude of the residual stress is larger through the thickness inter-
nally than at the free surface edges. In addition, as the mandrel travels through
the hole there is a plastic flow of material ahead of the mandrel resulting in a
higher applied expansion at the exit face compared to the entry face. From a
practical testing aspect, this will affect the location of crack initiation since the
crack will generally start on the side corresponding to the mandrel entry where
the magnitude of the residual stress is least. The slight surface bulging typically
is not a factor in load transfer testing provided the coupons were adequately
clamped together during cold expansion. Localized fretting has been detected
during high load transfer testing; however, typically the presence of the residual
stresses will mitigate crack initiation or growth from the fretting surface.

In general, the location of the opening of the split in the sleeve typically
does not matter except in special instances where materials have actual elon-
gation properties less than 3 % �in the grain direction of processing�, the hole
is near an edge, near another hole, or next to a critical detail. The sleeve ridge

FIG. 2—Residual compressive stress field created by the split sleeve cold expansion
process.
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left by the gap in the sleeve during processing, also called a pip �Fig. 3� typically
is removed in final reaming operations. Depending on the ream allowance, the
location of the pip can influence the location of the fatigue crack. If the pip is at
90° to the load line, the crack typically will start 180° from the location of the
pip �2�. To reduce this influence, the pip is generally oriented toward the load
line for testing. If the coupon represents a special case �as listed above� the
sleeve gap should be oriented similar to what would be recommended for the
structural part the coupon is representing.

Factors Influencing Fatigue Life under Test

The nature of the deep residual compressive hoop stress generated by the split
sleeve cold expansion method has been shown by a large number of tests and
from many years of in-service experience to be extremely beneficial in extend-
ing the fatigue life of structures. The most significant observed difference in
testing cold expanded coupons, against similar non-cold expanded coupons, is
the increased scatter of results with the cold expanded data set. Typically the
non-expanded set will record a tighter grouping of failure points. In many cases
coupons with cold expanded holes will test to a failure while others will test to
a “run-out” condition in the same set of coupons. In general, the influence of
the residual stress field is to increase fatigue life or allow operation at higher
allowable stresses for the same life, but with greater scatter than in the unproc-
essed condition.

There are a number of other factors that influence the benefits of the re-
sidual compressive hoop stresses induced by the cold expansion process. The
following influences will be discussed:

1. Plastically induced overloads, tension or compression
2. Stress-ratio �R, both positive and negative�
3. Spectrum loading
4. Presence and size of flaws/cracks in holes
5. High temperature effects
6. Coupon design

FIG. 3—Attributes of a split sleeve cold expanded hole �8�.
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As noted previously, the residual stress field induced into the material may
relax or redistribute due to a variety of mechanisms. Inelastic behavior, caused
by compressive or tensile overload, or by possible creep under repeated high
load or high temperature operation, can cause redistribution or relaxation of
residual stresses over time. Alternately, the coupon design can influence the
results by providing alternate crack initiation sites when the hole is shielded by
the residual compressive stress field.

Plastically Induced Overloads

Plastically induced overloads, either tension or compression prior to testing or
periodically applied during testing, can relax the residual stress field at a hole
processed with the split sleeve cold expansion process. In a test program per-
formed at Fatigue Technology Inc. �FTI� to evaluate and quantify the effects of
tensile and compressive overloads on specimens with cold expanded holes, test-
ing was terminated after most of the specimens with cold expanded holes failed
away from the test hole �Fig. 4� �3�. For these tests, the effects of overloads
produced inconsistent results. However, in testing performed by Ball and Do-
erfler �4� a compressive overload significantly reduced the fatigue life benefit

FIG. 4—Results of overloads on cold expanded holes.
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from 5 to 2.5 times the baseline coupon �Fig. 5�. The induced compression
overload can cause reverse yielding at the edge of the hole allowing cracks to
initiate and grow. While plastically induced overloads can impact the beneficial
effects of the cold expansion residual stress the impact on actual coupon or
component life will be influenced by the number of occurrences and the mag-
nitude of the overload strain. Inelastic loading sufficient to alter the induced
residual stresses can significantly alter the fatigue performance and residual
life prediction.

Stress ratio

Similar to changing the applied maximum stress, changing the stress ratio �R�
will change the fatigue life. At low stresses, the stress intensity factor associated
with small cracks may not be sufficient to drive the crack through the compres-
sive stress field induced by cold expanding the hole, thereby providing signifi-
cant fatigue life improvement compared to non-cold expanded holes. Experi-
ence has shown that when testing at low stresses the failure location may be

FIG. 5—Constant amplitude fatigue test after compressive overload.
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moved away from the hole to the next location of highest stress concentration.
The impact of this is that coupons with cold expanded holes appear to have
larger scatter bands, or in fact not fail at a reasonable number of cycles, at the
low stresses �Fig. 6�, making it difficult to analyze the data since many coupons
“run-out.”

At high stress levels, the difference in fatigue life between parts with and
without cold expanded holes becomes less significant. In these cases the part
failures for both hole configurations will generally be at the hole. At low stress
levels, there is a high likelihood that test specimens will fail away from the hole.
Wagner �5� evaluated over 200 specimens in 2024 and 7075 aluminum using
cold expansion for new production and as a rework process. The results
showed that as the test stress was decreased, the probability of failure away
from the hole does increase significantly �Fig. 7�.

Rufin �6� performed a test program to develop stress-life �S-N� curves for
specimens with cold expanded holes with negative stress ratios �Fig. 8�.
Reamed open hole specimens were also tested as a comparison dataset. The
decrease in stress ratio lowered the fatigue life as expected for both hole con-
figurations. Similar to Wagner �5�, at the low stresses specimens tended to fail
away from the hole. In the 7075-T651 material, the direction of the crack
changed with the lower stress ratios to oblique cracks growing in shear. When
calculating the stress-life curve for the cold expanded data, the data are typi-
cally censored to remove results for specimens that reached run out. The re-
sults are also removed for specimens that fail outside the test area. Figure 8
shows the results using the equations from ASTM E739 to calculate the stress-
life curves with and without the censored data. Note that for these results, the
author did not censor the data when there were multiple crack initiation sites

FIG. 6—Constant amplitude stress-life curves.

REID AND RANSOM ON PRACTICAL CHALLENGES TESTING COUPONS 189

 



or when there were oblique cracks, as there were cracks in these specimens that
started from the hole. Censoring data reduces the data set and can make it
difficult to provide good comparisons or predictions.

Finding, monitoring or reporting cracks that start on the surface away
from the hole edge, or when multiple cracks initiate from the hole, or even
when cracks grow along an alternate plane than expected, are problematic
when assessing test results. Additionally, when testing coupons at a higher
stress level in order to drive a failure in fewer cycles, it could force a failure at
the hole instead of failing away from the hole as would have been the case at
the lower stress level. These all add to the complexities of interpreting test
results.

Variable Amplitude Loading

As previously mentioned, when tests are performed with negative stress ratios
the fatigue life of coupons with cold expanded holes is reduced. This is also true
when testing is performed using spectrum, or variable amplitude loading that
includes compressive loads. Ball and Doerfler �4� performed a spectrum test
where the spectrum contained compressive loads �Fig. 9�. The spectrum was
then clipped and all of the negative loads were set to zero resulting in a tension-
only spectrum. In this test, the fatigue life of both the coupons with cold ex-
panded holes and without cold expanded holes was increased when the com-
pression loads were removed from the spectrum.

Presence, Size, and Shape of Flaws or Cracks

It has been shown that cold expansion residual stresses have virtually no effect
on crack initiation at an open hole �1,7�. Conversely, the growth of fatigue

FIG. 7—Failure locations versus stress.
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cracks may be significantly delayed, if not arrested completely, by these com-
pressive residual stresses by reducing the stress intensity factor range ��K�, �8�,
as well as the stress ratio �R, minimum stress/maximum stress�. When associ-
ated with crack growth or damage tolerance, the growth of a crack through the
residual stress field can cause significant changes in the residual field under
some test conditions. In addition, the nature of the compressive hoop stress
around the hole acts like a strong clamp on the material around the crack,
minimizing crack opening displacement and thereby preventing or retarding
crack growth.

Most of the predictive crack growth analysis work �1,4,8,9� uses the stress

FIG. 8—Stress-life curves for changing stress ratios �6�.
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intensity K methodology for predicting crack growth from cold expanded holes;
however, the accuracy and inconsistencies of this method are documented �10�.
Traditional crack growth life prediction analysis has assumed fatigue cracks
have “conventional” shapes such as the quarter-elliptical corner crack and the
straight through thickness crack. These formed the basis for the K method
solutions. Pell �11� and later Kokaly et al. �12� show that real cracks through the
residual stress have complex shapes; most notably “P” shapes, shown in Fig. 10,
indicative of highly non-uniform crack growth rates through the thickness.

From a testing and crack growth monitoring perspective this non-uniform
crack growth characteristic makes monitoring of cracks almost impossible be-
cause the surface crack length is no longer indicative of the crack length
through the thickness. This phenomenon also has an impact on the actual
crack growth life because the rate of crack propagation is influenced by the
material microstructure and the redistribution of the residual stress around the
crack and especially at the crack tip. As has been seen in many lot tests, cracks
in some coupons are arrested while others are slowed by varying degrees leav-

FIG. 9—Effects of different fatigue loading on fatigue life �4�.
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ing a scattered series of results. Gathering da /dN versus �K data again shows
a large scatter in results shown in the fatigue crack growth studies conducted
by Priest et al. �13�. The scatter in the experimental results was attributed to the
asymmetry of crack growth.

FIG. 10—“P” crack development with cold expanded hole �12�.
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High Temperature Effects

Long exposures to high temperatures can relax the residual stress field pro-
duced by the hole cold expansion process. Tests conducted on coupons that
were cold expanded and subjected to high temperature by either heat soak at
elevated temperature or cycling the coupon at elevated temperature or both,
showed some form of relaxation of effective fatigue life improvement compared
to coupons tested at ambient temperature. A test conducted on 7050-T7451 �14�
before and after thermal aging at 220°F �104°C� for 250 h, showed a relax-
ation of residual stress of 13.6 % with an estimated relaxation of 17 % at
5000 h. Fatigue properties could significantly change from exposure to elevated
temperature depending upon the level of applied cyclic stress. Clark et al. �14�
noted a reduction in the fatigue life of thermally aged aluminum parts, but the
effects were not quantified.

Coupon Design

In addition to the test parameters and environment, coupon geometry can also
affect the results from testing with cold expanded holes. Since the residual
hoop stress shields the hole and reduces the effective stress concentration of
the hole, many cold expanded coupons in a test will exhibit failure that initiates
remote from the hole, such as a free edge or change in coupon geometry. In
some cases this could invalidate the test and require censoring of the results.
Moving the crack initiation away from the hole can also be an advantage. In a
test conducted by FTI �15�, the objective was to move the crack initiation away
from the hole edge where it was difficult to inspect and required removal of the
fastener, or in this case the expanded rivetless nut plate, that was used around
the access panel cutout �Fig. 11�. Cold expansion residual stresses successfully
moved the crack initiation to the adjacent free edge where a surface eddy cur-
rent technique could easily be used to monitor crack initiation and growth.

Test coupons that incorporate cold expanded holes should be designed to
focus the failure to the area of interest which is typically the hole. Regions of
high stress concentration away from the hole, such as the grip areas or changes
in section or geometry, may attract premature crack initiation or failure outside
the test region. To reduce the probability of premature failure in these locations
they can be surface shot peened or in the case of the grip attaching holes, these
too should be cold expanded.

As noted earlier and shown in Fig. 2, the residual stress induced by cold
expansion shields the hole and is balanced by the tensile residual stress zone
beyond it. Since the stress concentration at the edge of the hole is greater than
that in the tensile stress region, assuming no change in local surface geometry,
it is unlikely that cracks would initiate in this region. When cracks have been
detected in this region, they are usually associated with aluminum materials
that have had the surface treated with anodize or ion vapor deposition �IVD�
coating �16,17�. These types of processes require a surface etching prior to
application of the coating. This pretreatment exposes the grain boundaries and
sets up micro stress concentrations that lead to crack initiation and growth.
Cracks typically will propagate normal to the principle stress axis and are vis-
ible as “eyebrow” cracks due to the shape of the crack. Depending on the ini-
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tiation point of these eyebrow cracks they will typically grow around the re-
sidual hoop stress remote from the hole �Fig. 12�. Multiple crack initiation sites
may be evident, as shown in the coupon in Fig. 13, in which case the dominant
crack can link up to the other cracks. In tests conducted by FTI �16,17� in high
strength 7050-T7461 IVD coated aluminum alloy, the non-cold expanded cou-
pons all had crack initiation at the edge of the hole, whereas the cold expanded
ones all initiated away from the hole.

Another way specimen geometry can affect the residual zone of compres-
sion is when the specimen is scaled down from a large structural component
design to a smaller specimen for convenience of shape, simplicity, or loading
restrictions. Each of these factors can change the results of testing and produce
complications in analyzing the results in comparison to the structure it repre-
sents. When a specimen must be scaled down for convenience, additional tests
and analysis must be performed to assure that the test results from the scaled
down specimen are properly applied to the full scale structure. As previously
discussed, increasing test loads, or removing structural details or coatings can
mask crack initiation sites away from the hole and can change the predicted
fatigue life benefit of cold expanded holes compared to non-cold expanded
holes in the test coupons.

A not-so-obvious effect of scaling is the change in the residual stress field
produced by the cold expansion process for different hole sizes. Because the

FIG. 11—Example of specimen where crack initiation site moved with cold expanding
holes �15�.
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FIG. 12—Comparison of crack initiation site to maximum tensile ring from cold ex-
pansion of hole �17�.

FIG. 13—Example of failure surface of anodized specimen with cold expanded hole
�16�.
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applied expansion is constant at a nominal 3.5 % for holes up to a 1-in. �25-
mm� diameter, the zone of residual stress, typically extending at least one ra-
dius away from the hole. Above 1-in. diameter, the applied expansion reduces
to maintain a one-sided process thus reducing the zone of residual stress in
proportion to the hole. For this reason and other inherent scaling factors, test-
ing of coupons should be as representative of the actual part as possible main-
taining the same geometrical proportions for edge margin and part thickness.
All these factors will influence crack initiation and growth and ultimately pro-
jected life improvement.

Other Materials and Cold Expansion Processes

While this paper focuses on aluminum alloys, similar testing challenges apply
to other materials and related cold expansion processes. The affect of residual
compressive stresses due to the cold expansion of titanium alloys are discussed
in a number of references �18–21�. Rich et al. �20� also discussed the influence
of interference fit fasteners in both aluminum and titanium alloys. The combi-
nation of residual compressive stresses plus interference fit fasteners further
increases fatigue life but also increases scatter of results due to the interaction
of the combined processes. Rufin �21� discussed thermal influences on materi-
als used in engine components, including thermal cycling and heat soak. These
topics will be the subject of future studies.

Conclusion

There are many challenges when testing coupons with cold expanded holes, as
these coupons may be sensitive to factors not typically affecting coupons with
non-cold expanded holes because of the presence of the beneficial compressive
hoop stress around the hole.

The specimen design should be carefully reviewed to be sure that it will
provide results that meet the test requirements such as failures at the test hole
or failures in the test area. It is best to design the specimen in the test area to be
similar to the structure it is representing, including edge margins, coatings,
part thickness, and other geometrical details.

The test loads should also represent the expected in-service applied loads of
the structural element that is being evaluated. The presence and influence of
the residual compressive hoop stress associated with cold expanded holes has a
significant impact on conducting fatigue tests and interpreting fatigue and
crack growth test results. The scatter of results is significantly broader for cold
expanded hole coupons compared to non-cold expanded coupons, especially at
low stresses �high cycle fatigue loading�. Comparing non-cold expanded holes
to cold expanded holes under low stress conditions, life increase tends toward
infinity and endurance may cause suspensions in testing �termination of test
prior to failure� or produce failures away from the test hole. The results from
these non-test area failures can skew the results in analysis because of the data
scatter and reduced number of repetitions that can be used. This can compli-
cate the failure analysis and use of the data for prediction calculations, espe-
cially when the results are censored due to “run-out.”

REID AND RANSOM ON PRACTICAL CHALLENGES TESTING COUPONS 197

 



With the possibility of multiple crack initiation sites and cracks starting
away from the test hole, the methods for recording crack growth from coupons
with cold expanded holes may need to be reviewed. Automated crack growth
monitoring at the hole edge may not be adequate. Inspection of in-service
structure will need to address both crack initiation sites at the hole and possi-
bly adjacent areas to the hole.

The residual stress field produced from cold expanding a hole has been
shown to be affected by the coupon geometry and loading conditions. In all
cases presented, the cold expansion process does provide fatigue life improve-
ment as compared to coupons with holes that have not been cold expanded
though the amount of improvement may be dependent on these conditions.
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The Influence of Residual Stresses on the
Fatigue Strength of Cold-Formed
Structural Tubes

ABSTRACT: Rectangular hollow sections �RHS� are widely used in load-
carrying structures due to their good load transfer behavior and aesthetic
form. During fabrication of a cold-formed rectangular hollow section
�CFRHS�, the concave inside corner surfaces experience significant com-
pressive plastic strains. The resulting tensile residual stresses in the corner
region significantly reduce the fatigue strength in some design applications.
Sections cut from CFRHSs with two different wall thicknesses were studied
using distortion fatigue loading and using X-ray diffraction residual stress
measurements. Residual stresses and fatigue strengths were virtually iden-
tical for the two thicknesses even though the corner radius to thickness ratio
was different. Residual stresses were found to significantly influence those
corners subjected to compression-compression loading. Fatigue strength of
these corners was improved by a stress relief heat treatment, but the treat-
ment had no significant effect on corners subjected to tension-tension load-
ing.

KEYWORDS: fatigue, cold forming, residual stresses, structural tubes

Introduction

Following their introduction more than 40 years ago, rectangular hollow sec-
tions �RHS� have become widely accepted in both civil and mechanical engi-
neering applications. Rectangular hollow sections �RHS� are widely used in
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load-carrying structures due to their good load transfer behavior and aesthetic
form. During fabrication of a cold-formed rectangular hollow section �CFRHS�,
the corner regions experience significant plastic strains. The resulting through
thickness residual stresses in the corner region can significantly influence the
fatigue strength of a structure and, in some design applications, the fatigue
strength of the inside corner may be critical �1–7�. Fabricators often desire
smaller outside corner radii both for aesthetic reasons and to reduce the
amount of preparation required for some welded joint configurations. However,
smaller corner radii can cause micro-cracks and reduce the fatigue strength
due to the increased stress concentration factor. The forming process may also
coarsen the initially smooth surface and enhance both micro-cracking and fa-
tigue crack development on the surface �8�.

If the tensile residual stresses in a fabricated component are sufficiently
high, a crack can propagate even if the applied local stresses are cyclically
compressive. Greasley et al. �9� showed that a Mode I fatigue crack within a
tensile welding residual stress field can grow when the cyclic external stresses
are compressive. However, in this study the cracks arrested after a period of
propagation. Hermann �10� tested compact tension aluminum alloy specimens
that were precompressed in order to create a tensile residual stress field ahead
of the notch tip. It was shown that the crack length at which a crack arrested
increased with increasing levels of the precompression, i.e., an increasing large
tensile residual stress field.

The relaxation of manufacturing process-induced residual stresses during
cyclic loading is of great importance in understanding the fatigue strength of
fabricated structures. It has been reported that the cyclic stress-strain proper-
ties of the material, rather than the static yield strength, are related to the
relaxation and redistribution of residual stresses �11,12�. The implication is
that residual stresses in cyclic softening materials would relax during the sta-
bilization of the cyclic stress strain curve. In cyclic hardening materials, any
potential residual stress relaxation would occur within the few first cycles. It
has also been observed that relaxation may even occur at stress levels below the
cyclic yield stress �12�. Other factors affecting the relaxation include the initial
magnitude and gradient of the residual stress field, the degree of cold working,
the cyclic stress amplitude, and the mean stress ratio �13,14�. It has been re-
ported that higher strength materials are more resistant to residual stress re-
laxation than lower strength materials because the relaxation in some cases is
associated with the rearrangement of dislocations which depends on the
macro- and microplastic strain �15�. The mobility of the dislocations also de-
pends on the initial dislocation density and the initial dislocation arrangement
�11�.

Experimental Methods

Test Materials

Cold-formed rectangular hollow sections �CFRHS� can be manufactured by ei-
ther brake pressing or by a roll forming process. Brake pressing is used mainly
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for small production series or for tapered sections. Roll forming is used for
large volume production with constant section profile. Roll forming may be a
single process in which an RHS is formed from a strip, but a two-stage process
is more common. During two-phase forming the tube is first formed into a
circular mother tube and then cold-formed to its final rectangular shape. Al-
though the appearance and nominal properties of sections fabricated from
these processes is similar, the residual stress states in the sections can be dif-
ferent significantly depending on the manufacturing process. The greatest dif-
ference is that the roll forming process induces residual stresses in both the
circumferential and longitudinal directions �16� whereas break pressing in-
duces primarily circumferential residual stresses. During roll forming, the
tubes are also mechanically compressed circumferentially during the rectangu-
lar forming stage so that the material thickness in the corner region actually
increases. By contrast, break pressing is closer to a pure plate bending opera-
tion. A simplified schematic illustrating the two-stage cold roll forming process
is shown in Fig. 1.

Two phase roll forming was used for the tubes in this current study. Hollow
sections were roll formed from structural steel S355 MHJ2H. Nominal yield
stress of the material is fy=355 MPa but the actual yield stress for this material
is 460–520 MPa, the measured ultimate strength is 510–620 MPa and mea-
sured ultimate strain A5 is 25–33 % �17,18�. The ultimate strain A5 is defined as

A5 = � lu − l0
l0

� · 100 �1�

where lu is the final length and l0 is the initial length of the test specimen. The
initial length for A5 is defined as

l0 = 5d0 �2�

where d0 is the initial diameter of the circular test specimen.
Due to the cold forming process the material in the corner region of the

CFRHS goes through large plastic deformations and thus work hardens. Yield

FIG. 1—Simplified schematic of the two-stage cold roll forming process.
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and tensile strengths of the material in the corner regions are typically 25 %
greater than for the flat faces and the A5 is reduced by about 13–15 %. From a
structural point of view, the material in the corner region is still sufficiently
ductile. The sections were square with outer nominal dimensions of 200 by
200 mm. Wall thickness was either 12.5 or 6 mm. The nominal outer corner
radii were 37.5 mm for the 12.5 mm thick section and 12 mm for the 6 mm
thick section. Precise dimensions were measured and are given in Table 1 with
reference to Fig. 2.

Test Samples

The CFRHSs were received as 3000 mm long tubes. These were then cut into
100 mm long sections for fatigue testing, one 500 mm section for residual
stress measurement, and one 500 mm long section which was cut open longi-
tudinally to inspect for inside corner cracks using a dye penetrant method.
None of the tubes tested showed any indications of pre-existing cracks.

The edges of the 100 mm long fatigue specimens were machined and the
machined edges were slightly chamfered to avoid cracks initiating from the
edge. The surfaces of the specimens were cleaned by solvent but not otherwise
treated. Strain gages were fixed to the inside radius of one of the corners which
were subsequently subjected to tensile stress during fatigue loading. In some
tests the opposite corner was also strain gaged.

Residual stresses from the 500 mm long tubes sections were measured
using the X-ray diffraction method. The diffraction peak of CrK� hkl �211� and
a pin hole collimator with a diameter of 1 mm were used. Measurements were
made along the inner surface of each corner as close as possible to the mid-
point of the corner radius. Two 500 mm lengths of the CFRHS with 12.5 mm
wall thickness were stress relieved at 620°C±10°C for 30 minutes. These were
subsequently cut into specimens by the procedures just described. Residual
stress measurements were performed on one of these specimens. For two of the
stress relieved test sections the inside radii of the two corners subjected to
tensile loading were mechanically ground and polished with the intention that
those corners would resist fatigue crack initiation longer than corners sub-
jected to compressive loading and crack would initiate on corners subjected to
compressive loading.

Fatigue Tests

The testing arrangement presented in this paper was chosen due to its simplic-
ity and in order to preserve as much as possible of the original residual stress
state in the tube. Because the residual stresses are self-equilibrating through-
thickness, longitudinally and around the tube perimeter, any cutting operation
causes some degree of residual stress redistribution. For this reason larger
specimens would be ideal but the testing arrangement may become compli-
cated and uncertainties in boundary conditions and local stresses may be in-
troduced.

Sections of CFRHS tubes were tested in the distortion test arrangement
seen in Fig. 3. The applied force was compressive with a force ratio RF=10, i.e.,
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minimum force/maximum force. With reference to Fig. 3, the resulting local
stress ratio for the two inside vertical corners was R�=0.1, i.e., tension-tension
stress cycle, while the local stress ratio for the two inside horizontal corners
was R�=10, i.e., compression-compression stress cycle. As can be noted from
Table 1, there are slight differences in the four corner geometries for a single
CFRHS. Specimens were oriented in the test machine so that the inner corner
with minimum corner radius was subjected to tensile stress for half of the
specimens in a series and compressive stress in the remaining tests. In reality
the stress ratios during testing varied slightly from these values due to the
dimensional tolerances of the CFRHS sections.

A test was continued until section failure or until five million fatigue cycles
had been reached. Frequencies used varied from 3 Hz to 12 Hz depending on
the force and the testing machine used. The maximum and minimum values of
force, displacement and strain over a time period of ten seconds were recorded
every five minutes.

FIG. 2—Measured dimensions of the tested CFRHS, refer to Table 1.
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Results

Fatigue Life Calculation

The applied local stress range �� of all the test specimens have been plotted
against the number of cycles to failure Nf in Fig. 4 and presented numerically in
Table 2. The local stress range has been calculated from the measured strains
on the inside surface of one corner of the specimen. The correlation between
the stress range and the number of cycles to failure can be expressed as

�� = C�Nf�m �3�

The best fit value of m was calculated to be m=5.2 for the 6 mm specimens
and m=3.1 for the 12.5 mm thick specimens. If both thicknesses are consid-
ered as a single dataset the value is m=4.0. A test result was censored if Nf
�2�106. The characteristic fatigue strength, ��C, defined as the stress range
corresponding to Nf=2�106 and 95 % survival probability, for the 6 mm thick
specimens was 253 MPa and for the 12.5 mm thick specimens ��C
=198 MPa. If all specimens were considered as a single dataset ��C
=226 MPa. Statistical methods presented by Hobbacher �19�were used to com-
pute ��C.

Fatigue of Specimens Without Heat Treatment

The results of tests of specimens without heat treatment are marked with dia-
monds in Fig. 4. Several of the nonheat treated specimens failed from one of
the inside corners subjected to fully compressive loading. These are denoted
with C in column 2 of Table 2. The combination of high tensile residual stresses

FIG. 3—Test arrangement for the CFRHS.
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plus cyclic compressive loading was sufficient to make these corners critical.
One such crack is shown in Fig. 5. Generally, however, compression cracks did
not initiate or did not propagate to failure.

Fatigue of Heat Treated Specimens

In Fig. 4 and Table 2 the heat treated specimens are marked as HT while heat
treated plus polished specimens are marked as HT,P. The HT specimens had
fatigue strengths similar to the specimens without heat treatment. This is an
indication that high tensile residual stresses are not detrimental if the applied
loading is tensile, i.e., R�=0.1. No cracking was observed in HT corners sub-
jected to compressive loading, i.e., R�=10. Since only two heat treated speci-
mens without polishing were tested, reliable conclusions cannot be made.

The intention of HT,P specimens was that improving the fatigue life of the
inside corners subjected to pulsating tensile stresses by polishing would in-
crease the likelihood of failure occurring in one of the inner corners subjected
to cyclic compression loading. However, Table 2 indicates that only one of four
HT,P corners failed and this single failure occurred in the polished tensile cor-
ner. Fatigue strength in all cases was significantly greater than that of the non-
heat treated specimens. The residual stresses of the stress relieved specimens
are assumed to be near zero, and confirmation of these using X-ray diffraction
measurements is in progress. The significantly increased fatigue strength ob-
served indicates that the tensile residual stresses on the inside surface were
significantly reduced. The single HT,P specimen that failed from the tensile
corner clearly had fatigue strength greater than the fatigue strength of the non-

FIG. 4—Test results for the specimens 200 by 200 by 12.5 and 200 by 200 by 6. Runouts
have been marked with arrows. HT=heat treated, HT, P=heat treatment with mechani-
cal polishing of the tensile corners.
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heat treated specimens. More tests would be needed to make any further con-
clusions on the influence of mechanical polishing of the specimen inside cor-
ners.

Residual Stresses

Residual stresses measured using X-ray diffraction are presented in Tables 3
and 4. In Table 3 the sections have the same length, 500 mm, and same outer
dimensions but different thicknesses. Data from Table 3 is presented graphi-
cally in Fig. 6. There is no significant difference in residual stresses as a func-
tion of wall thickness. The average residual stress for the four corners in the

TABLE 2—Test results for the specimens 200 by 200 by 12.5 and 200 by 200 by 6. C denotes
failure in the corner subject to compressive stresses.

200�200�12.5

Number Note
��

�MPa�
Nf

thousands
1 349 380
2 C 272 780
3 C 251 5000
4 C 229 1400
5 229 1850
6 349 320
7 297 430
8 368 270
9 264 630
10 322 380
11 HT 321 344
12 HT 321 205
13 HT,P 263 5000
14 HT,P 311 5000
15 HT,P 328 5000
16 HT,P 328 566

200�200�6
1 273 1550
2 407 250
3 269 1350
4 406 230
5 283 1112
6 393 245
7 276 1117
8 418 50
9 271 1280
10 368 410

208 FATIGUE AND FRACTURE MECHANICS

 



6 mm thick section is only 3 % greater that the average residual stress for the
four corners in the 12.5 mm thick section. These values are approximately
25 % of the yield strength of the material in the cold worked corner region. The
Full Width Half Maximum �FWHM� values in Tables 3 and 4 represent the

FIG. 5—Crack initiated on inside surface in corner under compression-compression
loading.

TABLE 3—Measured residual stresses transverse to the corner radius in specimens with
different wall thickness.

200�200�12.5, 500 mm
Corner Residual Stress FWHM

MPa ± MPa deg
R1 171 21 2.54
R2 116 36 2.61
R3 126 26 2.58
R4 211 34 2.51

200�200�6, 500 mm
R1 155 7 2.59
R2 135 24 2.59
R3 187 19 2.57
R4 167 31 2.56
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width of the intensity profile corresponding to half of the maximum intensity
value of X-ray diffraction. These values are given in degrees and relate to the
relative plastic deformation at the point of measurement.

Some of the residual stress in CFRHS are self-equilibrating around the
section so that any sectioning of the original CFRHS beam causes redistribu-
tion of the elastic residual stresses. Detailed modeling and measurements are

TABLE 4—Measured residual stresses transverse to the corner radius in specimens of two
different lengths �15�.

200�200�10, 500 mm
Corner Residual Stress FWHM

MPa ± MPa deg
R1 85 25 2.54
R2 133 17 2.53
R3 119 26 2.60
R4 112 21 2.52

200�200�10, 100 mm
R1 −2 27 2.51
R2 14 26 2.53
R3 141 38 2.56
R4 65 36 2.51

FIG. 6—Measured residual stresses transverse to the corner radius in specimens with
different wall thickness. Measurement uncertainty and average stress for all four corner
are also shown.
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beyond the scope of this paper, but any sectioning of the CFRHS beams, either
longitudinally or transverse, have been observed to induce small but measur-
able changes in the profile. For example, a rectangular profile will tend to “oval-
ize” from the beam ends as the long beam is cut into shorter sections. This is
due to longitudinal residual stresses on straight sides of the CFRHS profile that
are compressive on the inner surface and tensile on the outer surface �16,20�
and tend to bend outwards as is noted e.g., by Weng and Pekoz �20�. As the
longitudinal residual stresses redistribute the circumferential residual stresses
also redistribute which can be seen from Table 4 in which residual stresses
from one 500 mm long section and one 100 mm long section cut from the
same mother tube are compared �15�. Note that these CFRHSs had slightly
different thicknesses than those specimens fatigue tested in this study. Table 4
shows that three of the four inside corners had significant reductions in the
residual stresses while one corner had some increase. The observed increase
was smaller than the uncertainty in the measurements. High tensile residual
stress transverse to the corner was observed even in the shorter specimen.

Discussion

For CFRHS the ratio of outer corner radius per thickness, r / t, is normally used
as a measure of the degree of cold work in the corner region. In this study, the
respective ratios were nominally 3 for the 12.5 mm thick sections and 2 for the
6 mm thick sections. From Table 3 and Fig. 6 it can be seen that there was no
significant difference in the measured elastic residual stresses as a function of
wall thickness. The tangential elastic residual stresses in the inner corner are
mainly due to elastic spring back effect in forming and, thus, are more depen-
dent on the yield stress of the material rather than on r or the ratio r / t. The
average residual stress for the four corners in the 6 mm thick section �r / t=2� is
only 3 % greater that the average residual stress for the four corners in the
12.5 mm thick section �r / t=3�. These values are approximately 25 % of the
yield strength of the material in the cold worked corner region. The fatigue life
data in Fig. 4 show a small but clear trend that the 6 mm thick specimens had
fatigue strengths about 14 % greater than the 12.5 mm thick specimens. This
fatigue strength increase with respect to thickness is consistent, e.g., with the
increase in fatigue strength with respect to diameter for specimens subjected to
rotating bending loading. For example, Dowling suggests a strength increase
due to stress gradient of 10–15 % as the diameter decreases from 12.5 to 6 mm
�21�.

The 12.5 mm and 6 mm thick specimens are evaluated as separate
datasets. The exponent for the specimens with a wall thickness of 12.5 mm was
m=3.1 and for 6 mm was m=5.2. It is interesting to note that these two values
are similar to those used for fabricated structures. Based on an extensive data-
base, the exponent m in Eq 1 for welded structures is normally assumed to be
m=3 and for base materials with rolled surfaces, m=5 �19�. For ferritic steels,
a slope close to 3.0 is normally used as an indication that the crack initiation
phase is largely absent. However, the small difference in the S-N slopes for
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different thicknesses is not considered statistically significant due to the rela-
tively small number of tests.

The surface finish on the inside corners of the sections will influence the
fatigue strength and produce S-N curves with different slopes. This is depen-
dent on the degree of cold work and the compressive hoop strains induced
during the final sizing of the CFRHS as only the outer surfaces of the mother
tubes are rolled and the inner surfaces are forced to form without support.
Bäckström et al. investigated the surface finish for CFRHS cold formed from
the same material as that used in this investigation and with r / t=2. Surface
defects with depths of 5–20 �m were found in the inside corner region �18�.
Corrosion or problems in the manufacturing process, e.g., excessive mill scale
during rolling, can increase the size of the surface defects and have been shown
to decrease the fatigue strength of CFRHS �15,18�.

Analysis of the tangential residual stress distribution through wall thick-
ness due to the roll forming operation has been previously reported by Heinilä
et al. �7�. Similar residual stress distributions were obtained, e.g., by Quach et
al. �22� for press-braked steel sections. Heinilä et al. �7� made the analysis for a
CFRHS geometry and material different from those in this study so the results
can only be interpreted qualitatively. Also, the two-dimensional nature of the
numerical simulation does not fully represent the 3-D roll forming process. The
tangential residual stress pattern is shown in Fig. 7. The tensile residual stress
on the inner corner surface and the compressive residual stress on the outer
corner have been confirmed in many X-ray diffraction measurements. Tensile
residual stresses equal to 25–33 % of the material yield strength are confirmed
by other studies �5,15�.

In the case of corners subjected to tension-tension loading, the heat treated
sections fatigue lives were nearly the same or even slightly less than the fatigue
lives of the sections without heat treatment. The complex through thickness

FIG. 7—Tangential residual stress distribution through wall thickness in the center of
the corner of CFRHS.
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stress distribution which alternates between tension and compression will have
a mixed effect on crack propagation rate when the external loading is tension-
tension. Cracks will tend to initiate relatively quickly but slow down as a region
of compressive residual stress is reached. However, residual stresses will be
constantly redistributing so as to be self-equilibrating. Residual stress relax-
ation and redistribution and their effect on fatigue crack growth and the fatigue
crack path has not received much research attention. The behavior of fatigue
crack path due to residual stress redistribution has been discussed in by Hein-
ilä et al. �5�.

Some nonheat treated specimens failed from corners under compressive
loading, see Fig. 5. The tensile residual stresses on the inside surface of the
corners were high enough to initiate fatigue cracks when the external cyclic
stresses were fully compressive. The variation of these tensile residual stresses
between different corners can be explained with the slightly different corner
radii, normal error in the X-ray diffraction system, and also different residual
stress redistribution due to sawing of the test specimens to their length of
100 mm. Change in residual stresses with section length is not investigated
further but merely noted as for specimens from the same tube but of different
lengths, see Table 4. No cracking was observed in HT corners subject to com-
pressive loading.

Conclusions

Sections cut from CFRHS were fatigue tested using compressive distortion
loading. The sections had nominally identical outer dimensions but two differ-
ent wall thicknesses and different corner radii. Some of the thicker sections
were stress relieve heat treated before fatigue testing. X-ray diffraction was
used to measure the residual stresses on the inner corners of the sections. The
following conclusions based on the results can be made:

1. Tensile residual stresses have significant influence on the fatigue lives
of the corners under compressive loading. If tensile residual stresses
are present the initiation and advance of fatigue cracks is possible even
in corners subjected to external cyclic compressive loading.

2. In heat treated specimens, fatigue crack initiation in corners subjected
to cyclic compressive loading was not observed and the fatigue strength
of these corners was significantly increased.

3. In the case of corners subjected to tension-tension loading, the heat
treated sections fatigue lives were nearly the same the fatigue lives of
the sections without heat treatment. The complex through thickness
stress distribution which alternates between tension and compression
and also changes due to crack propagation. These have a mixed effect
on crack propagation rate.

4. The sections had different degrees of cold working as measured by the
difference in r/t ratios but the residual stresses showed no significant
differences.

5. Sections with smaller wall thicknesses had slightly greater fatigue
strength, but the difference can be explained as a thickness stress gra-
dient effect.
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Dale L. Ball1

The Influence of Residual Stress on the
Design of Aircraft Primary Structure

ABSTRACT: Aggressive performance and weight objectives are driving air-
craft manufacturers toward the use of advanced materials and structural
concepts that may have inherent, process induced residual stresses in local-
ized, but critical areas. Certification of these structures will require that the
influence of these residual stresses be properly accounted for during design.
One example of this circumstance is the unitization of lugs and fittings with
primary spars and bulkheads. This is being done in order to reduce part
count, which, in turn, reduces the necessity for large numbers of fasteners
and the associated hole preparation/mating requirements. Such unitization
can be achieved through the use of large forgings, which experience has
shown may have significant residual stresses in localized areas, even after
final machining. For man-rated flight vehicles, primary structural elements
are typically designed based on damage tolerance concepts. This requires
that fatigue crack growth analysis and testing be used for certification of the
structure. Thus, for advanced design concepts based on unitized structure,
the influence of residual stress on fatigue crack growth must be addressed. A
substantial body of work has been developed over the past three decades by
numerous researchers in the field of fracture mechanics with regard to re-
sidual stress. In what has become the standard approach to the problem, the
residual stress field is used to estimate a residual stress intensity factor �SIF�
using weight function or Green’s function techniques. The residual SIF is
superimposed with the applied SIF due to service loading and the total is
then used in an otherwise unmodified, LEFM-based fatigue crack growth
analysis. In this paper, we describe current research directed toward the
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formal inclusion of residual stress effects in the design of aircraft primary
structure. This effort has three focus areas. The first is the extraction of
confounding residual stress effects during the characterization of the funda-
mental fatigue crack growth rate behavior of a critical aluminum alloy. The
second is the quantification, both by analysis and experiment, of the location,
spatial magnitude, and stress magnitude of the residual stress fields in a
candidate forged/machined part. The third is the development of improved
fatigue crack growth analysis methods that selectively account for the pres-
ence of residual stresses. Each of the three focus areas provides a critical
ingredient to a proposed design analysis method in which components are
analyzed using intrinsic �residual stress free� material data, with residual
stresses then explicitly introduced only in those areas where they are known
to exist. The discussion includes the results of a trade study on a wing spar
showing potential optimization, both in terms of weight savings in over-
designed areas, and service life/damage tolerance enhancement in under-
designed areas.

KEYWORDS: residual stress, ACR-method, fatigue crack growth
analysis, structural design

Nomenclature

a � crack dimension in the z-coordinate direction
c � crack dimension in the x-coordinate direction

ACR � adjusted compliance ratio
Cf � closure factor

DAS � design allowable stress
FCGR � fatigue crack growth rate

G � Green’s function �stress intensity factor coefficient�
KI � mode I stress intensity factor

LEFM � linear elastic fracture mechanics
MSS � maximum spectrum stress

n � exponent in Kmax sensitivity relationship
ND � nondestructive

p � load
r � radial coordinate in a right cylindrical coordinate system

R � stress ratio
Rso � generalized Willenborg retardation model overload shutoff

ratio
S � applied stress

SIF � stress intensity factor
t � thickness

W � width
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x ,y ,z � coordinates in Cartesian coordinate system
� � constraint index

�K � stress intensity factor range
� � parametric angle for specifying position on crack front of

elliptical or part-elliptical cracks
�o � flow stress

Background

Aggressive performance and weight objectives are driving aircraft manufactur-
ers toward the use of advanced materials and structural concepts that may have
inherent, process induced residual stresses in localized, but critical areas. Cer-
tification of these structures will require that the influence of these residual
stresses be properly accounted for during design. One example of this circum-
stance is the unitization of reinforcements, stiffeners, brackets, and fittings
with primary structural components such as spars and bulkheads. This is being
done in order to reduce part count, which, in turn, reduces the necessity for
large numbers of fasteners and eliminates the associated hole preparation/
mating requirements. These benefits generally translate into weight reduction/
avoidance when comparing unitized versus comparable assembled structure.
Unitization raises a number of issues for structural durability and damage tol-
erance, notably, reduced repair/replace capability and reduced crack arrest ca-
pability. These issues aside, however, the viability of the unitization concept is
dependent on the availability of material systems that retain their mechanical
properties in very thick sections. Recent developments in aluminum forging
technology have addressed this issue �1�, paving the way for the production of
unitized structural components using large, near net forgings. But experience
has shown that these forgings may have significant residual stresses in local-
ized areas, even after final machining.

Historically, the utilization of aluminum forgings for large structural com-
ponents has been problematic �2,3�. The presence of residual stresses at the
coupon level tended to confound the mechanical property data �specifically
fracture toughness and fatigue crack growth rate �FCGR��, and at the compo-
nent level tended to invalidate fatigue crack growth life predictions. In recent
aircraft programs, these issues have been addressed by using conservative �left
bound� fits to FCGR data for design. This method tends to be very conservative
for large portions of finished parts which are residual stress free. On the other
hand, it can be unconservative �unsafe� for locations with residual stresses that
are greater than those implicit in the design FCGR curves. In both cases, the
inaccuracy arises because residual stress effects have not been explicitly ad-
dressed.

Bucci and co-workers have recently suggested a design approach that over-
comes the issues inherent in large forgings �and in any component with re-
sidual stresses for that matter� and have shown that all of the technologies
required for its implementation are currently available �4�. In this approach,
design fatigue crack growth analyses are conducted using “intrinsic,” residual
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stress-free material data, and residual stresses are explicitly introduced only in
those regions where such stresses are known to exist. The approach requires
three critical developments. The first is the development of intrinsic material
data. In recent work by Donald and co-workers �5�, it has been shown that the
adjusted compliance ratio �ACR� method can successfully extract residual
stress effects during FCGR testing and can thus characterize intrinsic behavior.
The second critical development is the characterization of the residual stresses
in finished parts made from large aluminum forgings. This characterization
includes identifying the location, spatial extent and magnitude of the residual
stress fields in a part, and may be achieved by both experimental and analytical
means. The recently developed contour method �6,7� will permit quantification
of residual stress profiles on critical planes in realistic, complex geometry parts.
Finally, the third development requires implementation of residual stress field
capability into production fatigue crack growth analysis algorithms. This in-
volves existing fracture mechanics technology and has been accomplished and
demonstrated by several researchers �8,9�.

The design approach described herein calls for the identification of residual
stress zones on candidate parts. A standard residual stress profile, with speci-
fied peak and distribution characteristics �including no residual stress�, is as-
signed to each zone. The fatigue crack growth analyses used to support the
design process �sizing� for all control points within a given zone are performed
using intrinsic material data and explicitly include the residual stress distribu-
tion appropriate for that zone. In this way, regions with no residual stress are
not unnecessarily penalized �oversized�, while regions with high residual stress
are sized as required to satisfy service life and residual strength requirements
even with detrimental residual stresses present.

First Required Development: Generation of Intrinsic Fatigue Crack Growth Rate
Data

The first of the three critical ingredients for the proposed design approach, is
the characterization of intrinsic, residual stress-free, fatigue crack growth rate
data. A schematic overview of a proposed, six-step process designed to produce
such data is shown in Fig. 1. The process generally involves the removal of
confounding residual stress effects by processing applied �K data using the
ACR method and then reconstructing the stress ratio dependence required for
production fatigue crack growth analysis by re-introducing Kmax sensitivity and
closure effects.

The six steps are as follows:
�1� remove residual stress �and closure� effects via the ACR method
�2� remove Kmax effect via the ACR method
�3� re-introduce Kmax sensitivity
�4� re-introduce plasticity induced closure effects
�5� calibrate constructed FCGR curves based on constant amplitude tests

using residual stress-free coupons
�6� validate constructed FCGR curves by correlating fatigue crack growth

analysis with spectrum �variable amplitude� with residual stress-free
tests.
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In recent years, a number of researchers have demonstrated the ability of
the adjusted compliance ratio method to reduce applied �K �stress intensity
factor range� versus da /dN �fatigue crack growth rate� data to intrinsic, �K
versus da /dN data by removing the effects of tensile residual stresses, the ef-
fects of crack closure �both plasticity and roughness induced� and sensitivity to
Kmax. The details of the ACR method have been reported extensively and will
not be repeated here �10,11�. The result of applying the ACR method during
FCGR testing is a single, intrinsic, da /dN versu Knorm curve. An example data
set for the forged aluminum material considered in this study is shown in Fig.
2. As shown in Fig. 2�a�, the �K applied data indicate the presence of confound-
ing residual stresses as evidenced by the considerable scatter in the data as well
as the apparent crossing of data sets at different applied stress ratios �R�. How-
ever, as shown in Fig. 2�b�, application of the ACR method successfully col-
lapses this data to a single Knorm versus da /dN curve. Also shown is the mean
curve fit to the Knorm data; this curve serves as the starting point for step 3 of
the reconstruction process.

Many fatigue crack growth analysis algorithms require that the stress ratio
dependence of FCGR be included in the definition of material properties. Thus,
before the FCGR data shown in Fig. 2�b� can be used for analysis, they must be
converted back to R-dependent form. In step 3 of the FCGR data reduction
approach, Kmax sensitivity �12� is re-introduced using the expression

�Kint = Knorm�1 − R�n �1�

where �Kint represents an intermediate quantity which includes Kmax sensitiv-
ity but not closure. Using the mean da /dN versus Knorm curve that has been fit

FIG. 1—Overview of FCGR data reduction approach.
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to the test data, �Kint curves are calculated for a range of R values and an
assumed value of n. The result is a family of da /dn versus �Kint curves, as
shown in Fig. 3 �for n=0.25�.

The next step in the process is the re-introduction of crack closure effects.
While it is recognized that a variety of closure mechanisms are typically at play
during fatigue crack growth, only plasticity induced closure is formally ad-
dressed in this data reconstruction process. This is primarily for the sake of
expediency; the expressions given by Newman for the relationship between
closure factor and applied stress ratio �13�, which are predicated on the condi-
tion that plasticity is the dominant closure mechanism, are very compact and
easy to apply. Given each of the da /dN versus �Kint curves above, the corre-
sponding da /dN versus �Kapp curves may be estimated using the relationship

�Kapp = �Kint
1 − R

1 − Cf
�2�

where Cf is the closure factor, defined as

Cf =
Kopen

Kmax
�3�

and the relationship between Cf and R was given by Newman as

Cf = max�R,�A0 + A1R + A2R2 + A3R3�� for R � 0 �4�

Cf = A0 + A1R for − 2 � R � 0 �5�

FIG. 2—Generation of da /dN versus Knorm data for die forging, 2–4 in., T-L, HHA: �a�
da /dN versus �Kapplied and �b� da /dN Knorm.
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A0 = �0.825 − 0.34� + 0.05�2��cos��

2

Smax

�o
��1/�

�6�

A1 = �0.415 − 0.071��
Smax

�o
�7�

A2 = 1 − A0 − A1 − A3 �8�

A3 = 2A0 + A1 − 1 �9�

The result of this step is a family of da /dn versus �Kapp curves over a range of
stress ratios. A typical set of results, generated using �=2 and Smax/�o=0.3, is
shown in Fig. 4.

Note that steps 3 and 4 can be combined, and that �Kapp can be calculated
directly from Knorm as

FIG. 3—Intermediate da /dN versus �Keff mean curves for die forging, 2–4 in., T-L,
HHA.
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�Kapp = Knorm�1 − R�n 1 − R

1 − Cf
�10�

As mentioned above, it is recognized that plasticity may not be the only
significant closure mechanism operating during fatigue crack growth in the
aluminum forgings being addressed here. Since tractable models for all closure
mechanisms other than plasticity are not readily available, these mechanisms
are not treated explicitly. In step 5 of the data reconstruction process, the com-
bined �net� effect of the other closure mechanisms is determined empirically by
comparing FCG analysis results for constant amplitude loading with data taken
using residual stress-free coupons. The FCGR mean curves from step 4 are
adjusted �calibrated� as required in order to achieve agreement between analy-
sis and test. The amount of calibration required is a measure of the significance
of the other closure mechanisms. At the conclusion of the calibration step �step
5�, the family of adjusted da /dn versus �Kapp curves are suitable for use in
standard fatigue crack growth analysis.

In the final step of the FCGR data reduction-reconstruction process, the

FIG. 4—Design da /dN versus �Kapp mean curves for die forging, 2–4 in., T-L, HHA.
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overall procedure is validated by comparing spectrum fatigue crack growth
analyses performed using the adjusted da /dN curves with test data taken using
residual stress-free coupons. An example of one such comparison is shown
below. A small edge cracked test specimen fabricated from 2–4 in. forged ma-
terial in the T-L orientation, was subjected to the wing bending moment spec-
trum shown in Fig. 5. Two corresponding fatigue crack growth analyses were
performed. The first utilized a conservative �left bound� FCGR data set accord-
ing to current design practice. The second utilized the reconstructed, residual
stress free data set shown in Fig. 4. �No step 5 calibration was applied to this
FCGR dataset.� As shown in Fig. 6, usage of the reconstructed FCGR data in the
analysis resulted in a considerable improvement in accuracy.

Second Required Development: Quantification of Residual Stress

The second critical ingredient required for the viability of the proposed design
approach is sufficient knowledge of the location, magnitude and internal dis-
tribution of residual stresses. Obviously, if residual stresses are going to be
explicitly introduced in design fatigue crack growth analyses, these character-

FIG. 5—WBM spectrum min-max exceedance diagram.
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istics must be known. In the current program, residual stresses in large alumi-
num forgings are characterized using both analytical and experimental meth-
ods.

Advanced finite element analysis �FEA� techniques are required for analyti-
cal determination of residual stresses in finished parts. These analyses require
very detailed geometric modeling �very small element size, high level of dis-
cretization� as well as sophisticated constitutive modeling. The work of Tanner
and Robinson on relatively simple shapes �14,15� provides insight into the com-
putational complexity of these analyses. In order to estimate residual stresses
in a finished part, a three-step process is generally required. The first step is the
quench from the forging temperature to room temperature. This analysis of
thermal cooling involves large, non-linear deformation and elasto-thermo-
visco-plastic material behavior. The initial geometric model is based on the
as-forged dimensions of the part being analyzed. The second step is the cold
compression or cold work step. This is typically an isothermal analysis of the
part response to the imposed boundary �surface� displacements or forces ex-
pected during the cold work process. Again deformations are large and elasto-
plastic material behavior must be accommodated. Finally, the machining step
is simulated by removing elements from the model. This is generally an ap-

FIG. 6—Comparison of fatigue crack growth analyses with experimental result for an
edge crack in a small, straight sided coupon subjected to WBM spectrum loading.
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proximation since there is no guarantee that the dimensions �surface positions�
of the finished part will correspond exactly with model element boundaries
after the quench and cold work steps have been applied.

Preliminary, but very detailed analyses of actual aircraft components �bulk-
heads� conducted by Alcoa Forgings �16� have indicated that with post-forging
cold work, residual stresses can be very low for significant portions �webs,
flanges, stiffeners� of the finished parts. Early indications are that after the
quench/cold work/machine process, the only significant, detrimental �tensile�
residual stresses left are found in highly localized areas like radii and triple
points, and that the highest peak stress �max principal� is generally less than
95 MPa �see Fig. 7�.

FEA calculated residual stresses depend very heavily on a number of as-
sumptions ranging from heat transfer coefficients �estimated from experimen-
tal surface cooling curves� to parameters for the requisite elasto-thermo-visco-
plastic constitutive relationships. Clearly, there is still a good measure of “art”
involved in these calculations. As a result, FEA results cannot be used without
experimental validation.

In the case of large, complex aluminum forgings, experimental determina-
tion of residual stresses, particularly in sharp radii and corners, can be chal-
lenging. Non-destructive measurement techniques have generally proven to be
ineffective. For example, X-ray �XRD� diffraction �XRD� data tend to be con-
founded by grain size and texturing effects in wrought aluminum alloys; the

FIG. 7—FEA calculated max principal stresses in bulkhead segment after quench, cold
work and machining �Courtesy Alcoa Forgings �16��.
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scatter in the data can be larger than the measured residual stresses them-
selves. XRD also suffers from the inability to resolve high stress gradients in
small areas. The indicated stress from a given measurement represents the
average over the “footprint” of the X-ray beam.

Most of the experimental data currently available has been taken by de-
structive means. In support of the current program, the Alcoa Technical Center
has conducted extensive testing on components that are representative of new,
unitized parts �17� using the hole drilling technique �18�. For example, data
were taken at eighteen locations on the wing spar segment shown in Fig. 8.
Measurements were made primarily in the webs and spar caps; as with XRD it
is not possible to study radii or triple points. In most cases, variation of the
stress with hole depth was noted and the average was used. For the component
shown, the minimum measured stress was about −40 MPa and the maximum
was roughly +60 MPa.

In future work, the ability of advanced techniques such as the contour
method �6� will be evaluated for their ability to characterize residual stresses at
any location in the part, including tight radii and triple points. The contour

FIG. 8—Wing spar component subjected to residual stress measurements by hole drill-
ing technique, Alcoa Technical Center �18�.
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method is very attractive because it can provide data both at the surface and
within the interior �on a selected plane� of the part being studied.

Third Required Development: Incorporation of Residual Stress
in Fatigue Crack Growth Analysis

The traditional LEFM approach for the analysis of fatigue crack growth in the
presence of residual stresses �19,20� calls for the calculation of the initial re-
sidual stress field in the uncracked body and makes the assumption that this
stress field remains essentially unchanged during the subsequent fatigue crack
growth. With the additional assumption that the bulk material response is elas-
tic, both stresses and stress intensity factors may be superimposed. In particu-
lar, the stress intensity factor due to the residual stress field and those due to
the applied cyclic stresses may be summed to determine the appropriate total
stress intensity factor at each cycle of the analysis. The total SIF is used to
calculate fatigue crack growth rate, which in turn is integrated to obtain the
crack growth life. With these assumptions, the only additional requirements for
the analysis of crack growth are the initial residual stress field and the corre-
sponding residual stress intensity factor versus crack length relationship.

In its basic form, the LEFM approach does not address potential changes
in the residual stress distribution due to cyclic plasticity or crack advance. As a
result, it is understood that the method provides only a reasonable approxima-
tion in situations where the service loading is not too severe �thus avoiding
significant alteration of the initial residual stress distribution due to additional
plastic deformation� and where crack advance does not significantly relieve the
residual stresses. Even with these limitations, the traditional LEFM approach is
considered appropriate for design and was adopted for use in the current study.

Stress Intensity Factor Solution Development

Given a residual stress distribution in the uncracked body, which has been
defined based on experimental data, by analysis, or both, we require a general
stress intensity factor �SIF� solution technique that can accommodate any
stress distribution. The Green’s function method was chosen for use here, in
part because it meets the requirement of general applicability but also because
Green’s functions themselves are readily available for a variety of geometries
�21,22�. In this approach, the stress intensity factor at a specified point on the
crack front �referred to as the evaluation point� is found as the area integral
over the entire crack plane, of the product of the stress distribution acting on
that plane and the Green’s function for the crack/body geometry being ana-
lyzed:

K =	
A

�GdA �11�

In this context, the Green’s function for a given crack/body geometry is the load
normalized SIF for a pair of opposing point forces acting on the crack faces for
that configuration:
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Kij = pijG �12�

The Green’s function technique is very powerful because it allows the calcula-
tion of SIFs for arbitrary stress distributions, given a known solution for a
symmetric point force on the crack face.

The typical configuration for a crack in a radius is that of a semi-elliptical
surface crack �see Fig. 9�. A Green’s function for this configuration was given by
the author in �23�:

G =
1

��Rc�3/4� a2�1 − 	i
a5�a6

1 + 	i
2 − 2	i cos��
j�

� �13�

where Rc is the radial distance to the crack front at the angle 
 and 	i is the
normalized radial coordinate: ri /Rc. The parameters a2, a5, and a6 are transcen-
dental functions of the angular position of the load point; the reader is referred
to �23� for details.

The stress distribution in Eq 10 is the normal stress on the critical plane
�the plane of the crack�. This distribution may be approximated over the crack
face using an array of point loads

pij = ��r,
�ri�ri�
j �14�

and the SIF for each point load may be calculated as

�KI�ij = pijGij �15�

The SIF for the total distribution is found by summation

FIG. 9—Definition of geometric parameters for a semi-elliptical surface crack.
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KI = 

i



j

pijGij �16�

KI = 

i



j

��ri,
j�Gijri�ri�
j �17�

which, in the limit, becomes integration

KI =	
−�/2

�/2 	
0

Rc

�Grdrd
 �18�

For fatigue crack growth analysis, it is convenient to write SIF in terms of a
reference stress and define a Green’s function modifier

KI = S��c�GFC �19�

�GFC =
1

��c
	

−�/2

�/2 	
0

Rc �

S
Grdrd
 �20�

This expression is evaluated using numerical integration.
The Green’s function expressions were evaluated in �23� by calculating SIFs

for a configuration for which certain solutions are known. As shown in Fig. 10,
the Green’s function technique yields accurate results for uniform remote axial
loading over the full range of c /W=0 to c /W=1, when compared to those gen-
erated using the expressions given in �24�. Also shown in Fig. 10, are normal-
ized SIFs calculated using the weight function technique of Shen and Glinka
�25� for the depth �c� direction and Shen, Plumtree and Glinka �26� for the
surface �a� direction. In both cases, the current results are in reasonable agree-
ment up to about c /W=0.7. Note that while bi-variant stress distributions can
be treated with the current approach, the cited weight function solutions re-

FIG. 10—Comparison of normalized SIF for a semi-elliptical edge crack in a finite
width and thickness plate subjected to uniform remote axial load �23�.
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quire uni-variant stress distributions. A similar result is found when comparing
the current Green’s function and closed form results for in-plane bending �see
Fig. 11�.

Finally, the stress intensity factors due to applied service loads are super-
imposed with the residual SIF to find the total or effective SIF:

Ktotal = Kapp + Kresidual �21�

Crack Growth Life Prediction

The remainder of the analysis is carried out in the manner of traditional,
LEFM-based fatigue crack growth analysis �27–29�. At each load point in the
fatigue history, the total stress intensity factor is determined using the tech-
niques discussed above. Next, load interaction effects are introduced as re-
quired. There are numerous empirical models available for this purpose, the
one employed in the current study is the Generalized Willenborg model �30�.
The effective SIF range for a given load cycle is used to determine the crack
growth rate for that cycle; this is typically done using log-log interpolation in a
FCGR data table like the one shown in Fig. 4. Once a crack growth rate is
determined, the corresponding crack growth increment is known. Starting
from a prescribed initial size, the crack size is increased by the calculated crack
length/depth increment at each cycle and the process is repeated until instabil-
ity is reached or until the crack reaches a boundary. The only data over and
above that normally required for a traditional fatigue crack growth analysis is
the initial residual stress profile.

The algorithm consists of the following primary steps:
�1� calculate the residual SIF,
�2� calculate the total SIF �applied+residual� for cycle i,
�3� check whether calculated SIF exceeds the toughness of the material; if

so, stop,
�4� calculate the effective stress intensity factor for cycle i,

FIG. 11—Comparison of normalized SIF for a semi-elliptical edge crack in a finite
width and thickness plate subjected to remote in-plane bending �23�: �a� depth direction
�phi=0° � and �b� surface direction �phi=85° �.
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�5� calculate crack growth rates and crack growth increments and incre-
ment crack size,

�6� check for transition; if crack front of part-through crack has reached a
free surface, then re-define the crack geometry as required �e.g., part-
through crack to through thickness crack�,

�7� check whether maximum crack size has been exceeded; if so, stop,
�8� repeat steps 2 through 7 for the next cycle.
Example SIF and fatigue crack growth calculations were made for a semi-

elliptical surface crack in a finite width and thickness section of 7085-T7452
aluminum forging. The plate width and thickness were 127 mm and 12.7 mm,
respectively. The initial crack was semi-elliptical with 2c=0.508 mm and a
=0.0254 mm, and it was centered in the plate. Transition to a through thick-
ness crack occurred when the crack-tip growing in the thickness direction
reached the opposite plate surface. A residual stress intensity factor was calcu-
lated for the assumed residual stress profile shown in Fig. 12�a�. The residual
SIF, along with the applied SIF for a 10-ksi uniform tensile stress, as well as the
sum of the two, is shown in Fig. 12�b�. Using the crack growth rate parameters
from Fig. 4 �which were assumed to be the same in both the crack-length and
crack-depth directions�, and the wing bending moment �WBM� spectrum
whose min-max exceedance curves are shown in Fig. 5, fatigue crack growth
lives both with and without the residual stress were calculated. As shown in
Fig. 13, introduction of tensile residual stress causes increase in effective SIF
and decrease in calculated life.

Design Approach for the Inclusion of Residual Stress Effects

In the existing design approach for forged components, the potential for detri-
mental residual stresses is incorporated by using conservative �left bound�
FCGR data. Depending on control point location and spectrum type, this can

FIG. 12—Calculated SIFs for a semi-elliptical surface crack in a finite width strip sub-
jected to remote axial load: �a� residual stress profile �through thickness� and �b� calcu-
lated SIF phi=5°.
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very conservative for large portions of the finished part that are residual stress
free. On the other hand, this approach may produce results that are unconser-
vative �unsafe� for locations with residual stress greater than that implicit in
da /dN data. In the first case, the design suffers a weight penalty; in the second,
it may fail to meet its durability, damage tolerance requirements, or both.

The more efficient way to utilize product forms or structural concepts that
have built-in residual stresses is to explicitly address those residual stresses in
the design process. In the proposed design approach, standard residual stress
“zones” are identified for machined parts. �There is a precedent for the zoning
concept since fracture critical parts are currently zoned for different ND in-
spection types and levels.� In this process we envision a small of number of
standard zones for different details, ranging from large zones with zero re-
sidual stress for major portions of webs and flanges, to small zones with sig-
nificant tensile residual stress for fillets, radii, and triple points. �No zones are
defined with, and no benefit is taken for beneficial compressive residual
stresses.� Each zone has a standard peak stress and profile. Design fatigue crack
growth analyses for control points within each zone are based on intrinsic
�residual stress-free� FCGR data and explicitly include the residual stress field
specified for that zone. Note that the residual stress is treated as a pre-load
stress, meaning that it is not scaled with the spectrum during the process of
determining design allowable stress. A schematic of the design process is
shown in Fig. 14.

FIG. 13—Calculated FCG life for a semi-elliptical surface crack in a finite width strip
subjected to WBM spectrum loading.
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Shown in Fig. 15 is an example set of profiles and corresponding residual
SIF curves for web and flange locations that would support the analysis. In this
simplified example, the residual stress in each zone varies in the through-
thickness direction �z-direction� only. The residual SIFs associated with each
zone may be calculated for several different crack configurations �1D versus
2D� and at multiple points along the crack front for 2D configurations. The
results shown in Fig. 15�b� are for the point near the surface penetrating crack
tip �phi=5°, see Fig. 9�. The approach would apply in a similar way for the
individual residual stress fields and SIFs associated with triple points, radii,
and fillets.

FIG. 14—Proposed design approach for incorporation of standard residual stress pro-
files in design fatigue crack growth analysis.

FIG. 15—Example standard residual stress profiles and calculated residual SIFs for a
semi-elliptical surface crack: �a� standard residual stress profiles - through thickness
and �b� calculated residual SIFs, phi=5°.
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Example Application—Forged Wing Spar

The potential impact that the proposed design approach might have was evalu-
ated by conducting a very comprehensive parametric analysis of a forged wing
spar. This analysis was conducted using the highly automated fatigue design
tool described in �31�. After the capability for residual SIF calculation was
installed, 970 generic control points were defined, one for almost every element
in the coarse grid finite element model of the part. The control points were
“generic” in the sense that they all assumed the growth of a semi-elliptical flaw.
However, each was unique in that it was based on the fatigue spectrum for the
FE element with which it was associated. In all 970 cases, three level-2 analyses
were performed. �A level-2 analysis is one in which the fatigue crack growth
analysis is run several times with a range of spectrum scale factors; it is used to
determine the design allowable stress �DAS� at a control point �CP�.�

For the baseline analysis, the DAS at all CPs was determined using conser-
vative �left bound� FCGR data. For the intermediate analysis, all of the control
point analyses were run using the intrinsic residual stress free FCGR data. In
the third and final step, each of the control point analyses was conducted using
the intrinsic FCGR data and the standard residual stress specified for the CP
location. �The estimated standard profiles shown in Fig. 15 were used; approxi-
mately 90 % of the CPs were assumed to be zone A—zero residual stress.� As
expected, the DAS at each control point for the intermediate step increased
when compared to the baseline DAS for the same CP �the result of using less
conservative da /dN data�. However, the CP DAS from the final analysis was in
some cases lower than the baseline, and in some cases higher than the baseline,
depending on the severity of the residual stress. The results are summarized in
Figs. 16 and 17. As shown in Fig. 16, the ratio of DASfinal to DASbl shows an
increase for the majority of the control points; 930 out of 970 �96 % � have
DASfinal /DASbl�1. The change in the allowable stress can be used estimate the
relative change in required local thickness. The control points in Fig. 17 that
show a potential decrease in required thickness correspond to the ones in Fig.
16 with DASfinal /DASbl�1. These points indicate regions where potential
weight savings exist. Note that this is only a potential since other requirements
such as minimum gage or compression stability may override. Of equal impor-
tance in Fig. 17 is the small number of control points with an increase in
required thickness indicated. This means that at these control points, the con-
servatism built in to the baseline da /dN is not sufficient to account for tensile
residual stresses. The DASfinal /DASbl results are fringe plotted on the wing spar
coarse grid FEM in Fig. 18.

Conclusions and Recommendations

• The adjusted compliance ratio �ACR� method was successfully used to
determine intrinsic fatigue crack growth rate �FCGR� data for alumi-
num forgings.

• A method for the construction of design FCGR curves based on Kmax
sensitivity and plasticity induced crack closure has been developed—it
will require further validation by test.

• Initial studies of residual stresses in aluminum forgings have been com-
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pleted; significant, further characterization, both by analysis and by test
is required.

• A method for the incorporation of residual stresses in design FCGA has
been developed and implemented in design software.

• Parametric studies based on fatigue crack growth analysis indicate that
large forgings for aircraft can be optimized using this process �these
studies only addressed damage tolerance design requirements�.

• The proposed design approach allows selective inclusion of residual
stresses—include only where necessary �weight avoidance�.

• While the focus of this study has been on built-in residual stresses that
occur during material fabrication processes, the approach has equal ap-
plicability to structural manufacturing processes such as shot peening,
hole cold working, friction stir welding, and low plasticity burnishing, to
name a few.
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FIG. 16—Ratio of final design allowable stress to baseline design allowable stress for
wing spar.
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FIG. 17—Relative change in local required thickness due to change in design allowable
stress for wing spar.

FIG. 18—Ratio of final design allowable stress to baseline design allowable stress for
wing spar.
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Elastic-Plastic Finite-Element Analyses of
Compression Precracking and Its
Influence on Subsequent Fatigue-Crack
Growth

ABSTRACT: Compression precracking has been used in a renewed effort to
generate fatigue-crack growth rates in the threshold and near-threshold re-
gimes, as an alternative to the traditional load-reduction procedure. But con-
cerns have been expressed on the influence of tensile residual stresses
resulting from compressive yielding at the crack-starter notch. This paper
uses elastic-plastic, finite-element analyses to study the influence of the ten-
sile residual stresses induced by compression precracking on simulated
crack growth under constant-amplitude loading. High-fidelity finite-element
models �60 000 to 160 000 DOF� using two-dimensional plane-stress analy-
ses were used to model plastic yielding during compressive loading and
simulated fatigue-crack growth through the tensile residual-stress field. The
finite-element code was ZIP2D and the course mesh had an element size of
2 µm. A refined mesh had an element size four times smaller �0.5 µm� than
the course mesh. Fatigue-crack growth and crack-closure effects were simu-
lated over a wide range in stress ratios �R�0 to 0.8� and load levels, after
compression precracking. The crack-tip-opening displacement �CTOD� con-
cept was used to judge the extent of the influence on the tensile residual
stresses and the stabilization of the crack-opening loads. It was found that
the tensile residual stress field decayed as the crack grew under cyclic load-
ing. Once the crack had reached one compressive plastic-zone size, the
tensile residual-stress field had dissipated. However, the stabilization of the
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crack-opening loads and merging of the CTOD values with and without com-
pression precracking was found to be about 1.5 to 2 times the compressive
plastic-zone size at R�0 loading. The effects dissipated at smaller distances
from the notch tip for the higher stress ratios. The present results have vali-
dated the crack-extension criterion that had been proposed for use in the
compressive precracking threshold test method, beyond which, cracks are
growing under constant-amplitude �steady-state� behavior.

KEYWORDS: fatigue-crack growth, compression, residual stresses,
load-history effect, crack closure, crack-tip-opening displacement,
plasticity

Nomenclature

B � Specimen thickness, mm
c � Crack length, mm

cn � Notch length, mm
CA � Constant-amplitude loading
CP � Compression precracking

CPCA � Compression precracking followed by constant-amplitude
loading

CTODca � Crack-tip-opening displacement for constant-amplitude loading,
mm

CTODcp � Crack-tip-opening displacement for compression precracked
specimens, mm

E � Modulus of elasticity, GPa
Kcp � Compressive stress-intensity factor, MPa-m1/2

Kmax � Maximum stress-intensity factor, MPa-m1/2

Kmin � Minimum stress-intensity factor, MPa-m1/2

le � Minimum element length along crack path, mm
P � Applied load, kN

Pmax � Maximum applied load, kN
Pmin � Minimum applied load, kN

Po � Crack-opening load, kN
rcp � Irwin’s plastic-zone size, mm
rn � Notch-root radius, mm
R � Load ratio �Pmin/Pmax�
W � Specimen width, mm
� � Coefficient in crack-extension criterion

�c � Crack-growth increment, mm
�K � Stress-intensity factor range, MPa-m1/2

�P � Load range �Pmax−Pmin�, kN
� � Poisson’s ratio

�cp�fea � Plastic-zone size calculated from finite-element analysis �FEA�,
mm
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�o � Flow stress, MPa
�res � Residual stress, MPa

Introduction

In the early 1970s, a load-reduction test method was developed by Paris et al.
�1� to generate fatigue-crack-growth rate data at low stress-intensity factor
ranges approaching threshold conditions. Later, Hudak et al. �2� and Bucci �3�
finalized the method, which was incorporated into the ASTM E647 fatigue-
crack-growth rate testing standard �4�. During the same time, Ohta et al. �5� and
Minakawa and McEvily �6� showed a rise in the crack-closure levels as the
threshold conditions were approached using load-reduction methods. This rise
could have been caused by a variety of crack-tip-shielding mechanisms. The
load-reduction test methods had also been shown to exhibit anomalies due to
load-history effects from residual-plastic deformations �7,8�. The current load-
reduction test method may produce data, which exhibit “fanning” in the thresh-
old regime with stress ratio. �Fanning is a term used to describe more spread in
the �K-rate data with stress ratio in the threshold regime than in the mid-rate
regime.� It is suspected that the load-reduction test method induces remote
closure, which prematurely slows down crack growth, and produces abnor-
mally high thresholds for low stress-ratio conditions. The fanning could also be
caused by environment, which naturally produces oxide and fretting-debris, or
both, and higher closure levels �9,10�. It has also been suspected that crack-
surface roughness is more prevalent in the threshold regime, which could also
cause higher closure levels at low stress-ratio conditions �10,11� and produce
fanning with the stress ratio.

Compression precracking methods �12–15� has been used in a renewed
effort to generate fatigue-crack-growth rates in the threshold and near-
threshold regimes, as an alternative to the traditional load-reduction procedure
�4�. Forth et al. �16�, Newman et al. �17�, and Ruschau and Newman �18� have
shown significant differences between the compression precracking and load-
reduction methods on near-threshold crack-growth rate behavior for a variety
of materials. However, for compression precracking, concerns have also been
expressed on the influence of the tensile residual stresses and the highly de-
formed crack surfaces resulting from compressive yielding and crack growth at
the crack-starter notch.

It is the scope of this paper to use elastic-plastic, finite-element analyses to
study the influence of the tensile residual stresses due to compressive yielding
at a V-notch in compact specimens made of a high-strength aluminum alloy on
the crack-tip-opening displacements �CTOD� and on the stabilization of crack-
opening loads under constant-amplitude loading. High-fidelity finite-element
models �60 000 to 160 000 DOF� using two-dimensional analyses under plane-
stress conditions were used to simulate plastic yielding at a crack-starter notch
during compressive loading and simulated fatigue-crack growth through the
tensile residual-stress field. The finite-element code was ZIP2D �19�, which had
been developed at NASA Langley, and enhanced at Mississippi State University.
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The course mesh had an element size of 2 �m and the refined mesh element
size was four times smaller �0.5 �m�, which were the simulated crack-growth
increments per cycle in the respective models.

Fatigue-crack growth and crack-closure effects were simulated using highly
refined finite-element models over a range in load levels ��P=2.2, 4.4, and
6.6 kN� and stress ratios �R=0 to 0.8�, after compression precracking. The
crack-tip-opening displacement �CTOD� concept was used to judge the extent of
the influence of the tensile residual stresses and the stabilization of the crack-
opening loads by comparing CTOD with and without compression precracking.
When the CTOD values with and without compression precracking agreed
within 1 %, then the influence of the residual stresses had dissipated and the
crack-opening stresses had stabilized at their constant-amplitude value. The
present results were used to validate a crack-extension criterion, beyond which
the crack-starter notch and the tensile residual stress field would have little or
no influence on crack-growth rates and the crack-closure behavior would have
stabilized under constant-amplitude loading. These results are compared with
those obtained by James et al. �20�, which used compressive-yielding induced
residual stresses and a linear-superposition method to show the impact of the
residual-stress field on stress-intensity factors.

Finite Element Analysis Procedure

Elastic-plastic finite-element analyses �FEA� of an elastic-perfectly-plastic ma-
terial were conducted to study the influence of the tensile residual-stress field
induced by compressive precracking �CP� on subsequent fatigue-crack growth
during constant-amplitude loading. Two-dimensional �2-D� finite-element mod-
els of the compact, C�T�, specimens were built using PATRAN-2005 �21� with
constant-strain triangular �CST� elements. The finite-element neutral files were
exported to create a mesh file for ZIP2D �19� to perform fatigue-crack-growth
simulations under constant-amplitude loading. Plane-stress conditions were
chosen because the extent of yielding and the influence of the tensile residual-
stress field would extend over a larger region than under higher constraint
conditions, such as plane strain. Any crack-extension criterion developed to
establish “steady state” constant-amplitude crack-growth rate behavior under
plane-stress conditions would be conservative, if applied to higher constraint
conditions. To understand the influence from CP loading, residual stresses
��res�, crack-opening loads �Po� and crack-tip-opening displacements �CTOD�
were calculated. The finite-element C�T� models had a width W=76 mm, notch
height N=W /32, notch length cn=0.25W, and a 45° V-notch with a notch root
radius of 0.127 mm. �For ZIP2D, the plate thickness was 7.6 mm.� Typical
high-strength aluminum alloy properties, such as those for 7075-T6, were used
�modulus of elasticity E=70 GPa; Poisson’s ratio �=0.3; and flow stress �o
=520 MPa�. The material had an elastic-perfectly-plastic stress-strain behavior
and neither kinematic nor isotropic hardening was modeled. Moreover, the
purpose of this study was to conduct an elastic-plastic treatment of simulated
fatigue-crack growth, after compressive yielding, rather than to use linear su-
perposition, which is typically used to account for residual-stress fields. In
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order to study the convergence of the various crack-tip parameters, two FEA
models were developed. Mesh 1 had about 30 k nodes and 60 k elements
��60 k degrees-of-freedom, DOF�, whereas Mesh 2 had about 80 k nodes and
150 k elements ��160 k DOF�. The minimum element size �le� along the crack
path was 2 and 0.5 �m for Mesh 1 and 2, respectively. A typical mesh is shown
in Fig. 1. In this study, tensile and compressive loads were applied at one single
node at the top of the hole instead of simulating a pin-contacting load. Ele-
ments near the loaded node were set to elastic conditions, so that the applied
loads were redistributed by elastic elements as if the pin-contacting load was
modeled and to avoid local yielding at the concentrated load. In actual testing,
it is impossible to apply a compressive load at the top of the hole, but it was
shown that this loading configuration produced essentially the same stress-
intensity factor �SIF� level as block loading applied at the top and bottom edge
of C�T� specimen �17�. A minimum compressive precracking �CP� load, −9 kN,
which produced a compressive stress-intensity factor of about −22 MPa-m1/2

�assuming that the notch was a crack�, was used in all cases �maximum load
was zero�. Three constant amplitude �CA� load ranges ��P=2.2, 4.4, and
6.6 kN� were used over a wide range in load ratios from R=0 to 0.8. These load
ranges corresponded to initial stress-intensity factor ranges ��Ki� of 5.5, 11,
and 16.5 MPa-m1/2, respectively. Mesh 1 and 2 experienced more than 5 k and

FIG. 1—Typical finite-element model of compact specimen �Mesh 1�.
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15 k elements yielding during CP loading, and for the lowest load range about
8 to 12 and 60 to 140 elements yielded at the minimum load, respectively. For
the lowest load range and any load ratio, a sufficient number of elements must
yield in compression in the crack-tip region to establish the correct crack-
closure behavior �19,22,23�. The lowest load range was selected to allow a few
elements to yield in compression during crack-growth simulations for Mesh 1.
The middle and highest load ranges would cause 4 to 10 times more elements
yielding at the crack tip than the lowest load range. �Mesh 2 would also allow
about a factor-of-4 more elements to yield in compression than Mesh 1.�
Fatigue-crack growth was simulated in ZIP2D by using a very efficient nodal
release algorithm at maximum load for each cycle, crack-surface contact or
separation due to crack closure or opening were accounted for by using very
stiff springs placed along the crack path �19�. Thus, crack-growth rates were
constant and were equal to the minimum element length per cycle. For Mesh 1
and 2, the highest and middle load ranges, respectively, corresponded fairly
close to the actual fatigue-crack growth rates for a high-strength aluminum
alloy. The crack-opening load was monitored at the first node behind the crack-
tip node; and the CTOD was monitored at the first and second nodes behind the
crack-tip node.

Finite-Element Analysis Results

Convergence Study

Convergence studies were performed using Mesh 1 and 2. First, the residual
stresses �res were calculated at the unloaded condition after −9 kN of compres-
sive load �Kcp=−22 MPa-m1/2� was applied. Figure 2 shows the comparison
between Mesh 1 �solid curve� and 2 �dotted curve�, and �res was normalized by
the flow stress. Both meshes produced the same residual-stress distribution
along the centerline of the specimen, and the compressive plastic-zone size was
about 0.5 mm. �For clarity, the figure only shows the upper half of the plastic-
zone region.� As a reference, the residual-stress distribution at zero load after a
tensile load of Pmax=2.2 kN �solid curve� is also shown in Fig. 2. Because of the
notch-root radius, the low tensile load caused a very small amount of yielding
at the notch tip. However, the large compressive load created a tensile residual
stress over one-half of the plastic zone and a balancing compressive stress over
the remainder of the specimen. There were two sharp kinks in the �res plot; the
first kink was caused by reverse yielding in tension, and the second kink in
compressive stress was at the interface of the plastic zone, �cp�fea. As shown, the
residual-stress field calculated from Mesh 1 and 2 agreed very well, which veri-
fied that Mesh 1 was fine enough to calculate the residual-stress field accurately.

Second, fatigue-crack growth simulations were performed with ZIP2D for
both CA loading and compression precracking followed by constant amplitude
�CPCA� loading using Mesh 1 and 2. The CA loading was Pmax=2.2 kN at R
=0. The crack-opening load Po normalized by Pmax is shown in Fig. 3 as a
function of normalized crack extension. Po values under CA loading rapidly
rose and stabilized at about 0.58 of Pmax for both Mesh 1 and 2 �solid and
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dashed curves, respectively�. These results demonstrate that Mesh 1 had suffi-
cient refinement to model the crack-closure behavior for the low applied load
range. For the CPCA loading case, 50 cycles of compression �Pmax=0; Pmin=
−9 kN� were applied, which grew the crack about 20 % of the compressive
plastic-zone size for Mesh 1. For CP loading, the crack-opening load was nega-
tive �not shown� and the crack was grown at the maximum load �Pmax=0� for
each cycle. After CP loading, the same CA loading was then applied. In contrast
to the CA case, the Po values for CPCA loading took about one plastic-zone size
to stabilize. Results from Mesh 1 showed a smooth curve, but the results from
Mesh 2 showed many discontinuities. The reason�s� for these discontinuities
were unknown but were not related to the nonuniform element refinement
above the crack path. �Further study is required to resolve these problems in
the analyses with the finer mesh.� However, the results from Mesh 1 and 2
merged after about 1.5 plastic-zone sizes and, again, demonstrated that Mesh 1
had adequate refinement.

Finally, the CTOD values were calculated for both CA and CPCA loading for
Mesh 1 and 2, and the results are compared in Fig. 4. During the crack-growth
simulations, the CTOD values at the second node behind the crack tip at the
maximum applied load were collected. Mesh 2 was four times finer than Mesh
1, so the distances from the crack tip to the second node were different. �Here
only the CTOD ratios for CA and CPCA loading are compared at the same node
from the crack tip.� In order to perform convergence studies on CTOD, the
CPCA results were normalized by the CA results, so that the crack-extension

FIG. 2—Compressive plastic-zone region and comparison of residual-stress distribu-
tions from Mesh 1 and 2.
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distance where the CPCA results would merge with the CA results could be
easily located. Because of the tensile residual-stress field created by CP loading,
the cracks were fully opened at the beginning of the CA loadings. As the crack
grew, the influence of CP loading was fading out and the normalized CTOD
values were approaching unity. Similar trends were found in the results from
Mesh 2, except the CTOD trace showed the same discontinuities. Differences
between the results from Mesh 1 and 2 may be due to the number of reverse
yielded elements around the crack tip. For this applied cyclic load range, Mesh
1 experienced reverse yielding in about 8 elements, while Mesh 2 had 60 ele-
ments. Thus, Mesh 2 may be more precise than Mesh 1, but both results
merged to unity at about 1.5 to 2 plastic-zone sizes. Therefore, it was consid-
ered that Mesh 1 had sufficient mesh refinement to investigate the influence
from CP loading on fatigue-crack growth. In the following sections, all of the
parametric studies on different load levels and various load ratios were per-
formed using only Mesh 1 to investigate the influence of CP loading on subse-
quent crack growth.

Residual Stress Field

In practice, it is common to consider that residual-stress distributions are
maintained during fatigue-crack growth and that they do not decay. Hence,
linear superposition is traditionally used to account for the influence of re-

FIG. 3—Comparison of normalized crack-opening loads from Mesh 1 and 2.
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sidual stresses on fatigue-crack growth. In this section, residual-stress distribu-
tions were monitored during simulated fatigue-crack growth at R=0 and
Pmax=2.2 kN to investigate whether the residual stresses due to CP loading are
affected by crack growth. Figures 5�a�–5�d� show the residual-stress distribu-
tions at Pmin for CA �open symbols� and CPCA �solid curve� when the crack had
reached 0.2, 0.5, 1.0, and 1.5 times the plastic-zone size created during CP
loading, respectively. Figure 5�a� shows the comparison of residual stresses on
the 51st cycle, which is the first cycle of CA loading after 50 cycles of CP load-
ings. The CA loading case shows the typical compressive contact stresses along
the crack surface, reverse yielding in the crack-tip region, and the balancing
tensile stresses in front of the crack tip. The CPCA loading case shows the
compressive precracked region, which is fully open, and the resulting tensile
residual stresses. The biaxial stress field around the notch tip causes a slight
elevation of the tensile flow stress. The shape change in the compressive
residual-stress distribution occurred at the edge of the compressive plastic-
zone size. The residual-stress distribution was nearly balanced over about two
plastic-zone sizes. When the crack had propagated through one-half of the
compressive plastic zone, Fig. 5�b�, the tensile residual-stress distribution had
rapidly decayed. Once the crack tip had reached one compressive plastic-zone
size, the crack-tip region was experiencing nearly the same residual-stress dis-
tribution as CA loading, as shown in Fig. 5�c�. However, the CPCA loading case
did exhibit some slight compressive contact stresses remote from the crack tip.
With further crack propagation, the residual-stress distribution and contact

FIG. 4—Comparison of normalized CTOD from Mesh 1 and 2.
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stresses near the crack-tip region were very similar, as shown in Fig. 5�d�. The
tensile residual stresses created during CP loading were completely removed
when the crack had reached about one plastic-zone size. Thus, crack-extension
values beyond one plastic-zone size should not be affected by the tensile re-
sidual stresses. This is in contrast to the linear-superposition method �20�,
which showed that the influence of the tensile residual stresses were about two
compressive plastic-zone sizes.

Stress Ratio �R� and Load Level Effects on Crack-Opening Loads and CTOD

In the previous section, it was shown that the crack-opening load, Po, and the
CTOD at R=0 stabilized in about 1 to 1.5 plastic-zone sizes due to CP loading.
In this section, the influence of stress ratio �R=0 to 0.8 at �P=2.2 kN� and of

FIG. 5—Residual stress distributions during simulated fatigue crack growth. �a� Crack
tip is located at 20 % of compressive plastic-zone size. �b� Crack tip is located at 50 %
of compressive plastic-zone size. �c� Crack tip is located at 100 % of compressive
plastic-zone size. �d� Crack tip is located at 150 % of compressive plastic-zone size.
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load level ��P=2.2, 4.4, and 6.6 kN at R=0� on CA and CPCA loading were
investigated. The effects of stress ratio �R� on Po and CTOD are shown in Figs.
6 and 7, respectively. Figure 6 shows the normalized opening load �Po /Pmax�
against normalized crack growth ��c /�cp�fea�. The solid curves are calculations
under CA loading and the open symbols are calculations for CPCA loading.
Under CA loading, the crack-opening loads stabilized very quickly, but under
CPCA loading, the tensile residual stresses caused a delay in the stabilization to
about 1 to 1.5 plastic-zone sizes at R=0. For higher stress ratios, the merging
between CA and CPCA cases occurred at smaller amounts of crack growth. At
high R, like 0.7 and 0.8, the CPCA results agreed with the CA results as soon as
the crack began to grow under the tensile CA loading. Figure 7 shows the
normalized CTOD for CPCA and CA loading against normalized crack growth
��c /�cp�fea�. The effects of stress ratio on the normalized CTOD showed a simi-
lar trend as the crack-opening loads. For R=0, the merging �CTODcp within 1
% of CTODca� occurred when the crack had grown about 1.4 times the com-
pressive plastic-zone size. The merging occurred at smaller amounts of crack
extension for higher stress ratios.

The effects of load level for R=0 on crack-opening loads and CTOD are
shown in Figs. 8 and 9, respectively. Three load levels were selected for evalu-
ation. The load amplitudes ��P� were 2.2, 4.4, and 6.6 kN, which corresponded
to initial �K levels of 5.5, 11, and 16.5 MPa-m1/2. As shown in Fig. 8, the higher
load amplitudes caused a slight reduction in the stabilized crack-opening loads,

FIG. 6—Effects of stress ratio �R� on normalized crack-opening loads.
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similar to applied stress level effects on middle-crack tension specimens �19�.
However, the crack growth required for the CPCA loading case to merge with
the CA results was nearly independent of the load amplitude and occurred from
1.2 to 1.5 times the compressive plastic-zone size. But as shown in Fig. 9, the
normalized CTOD took a larger amount of crack growth to approach unity for
the higher load amplitudes. These analyses indicated that the minimum crack
growth required to achieve valid fatigue-crack growth rate data �not affected by
notching and CP loading� should be based on CTOD for the higher load ampli-
tudes.

Crack-Growth Criterion for Compression Precracked Specimens

One of the objectives of the elastic-plastic finite-element analyses is to establish
the amount of crack growth from the notch tip where the CP loading �tensile
residual-stress field� would not have a significant effect on crack-growth rates
and that the crack-closure behavior would have stabilized. Beyond this crack-
growth increment, crack-growth rate behavior would be “steady state”
constant-amplitude loading and the crack-growth data would be considered
valid �minimal load history effects�. Using the FEA results, crack-growth incre-
ments where the CPCA and CA results would agree within 1 % are plotted
against the stress ratio, R, in Fig. 10. The open symbols show the crack-
extension values determined from crack-opening behavior; and the solid sym-
bols show the crack-extension values determined from CTOD. In order for

FIG. 7—Effects of stress ratio �R� on normalized CTOD.
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CPCA loading to produce valid fatigue-crack growth rate data, two criteria were
developed. One criterion was based on crack-opening behavior �dashed line in
Fig. 10� and is

�c = ��1 − R��cp�fea �1�

where �=1.5, and the other criterion was based on CTOD �solid line in Fig. 10
with �=2�. Although it was shown that the residual-stress distribution had de-
cayed when the crack-growth increment had reached one compressive plastic-
zone size, the influence of CP loading on crack-opening behavior and CTOD
extended to longer crack-growth increments. Since the CTOD results produced
longer crack-growth increments than crack-opening behavior, the CTOD results
have established the criterion for valid fatigue-crack growth data.

It was of interest to compare the current non-linear method with the tra-
ditional linear-superposition method to establish the extent of the influence of
the tensile residual stresses caused by CP loading. Previous finite-element
analyses by James et al. �20� using the traditional method found that crack
growth from the notch ��c� should be two times the Irwin plastic-zone size �5
% difference in the maximum stress-intensity factor with and without residual
stresses� for R=0.1 loading. �Note that a 1 % difference in stress-intensity fac-
tors from linear superposition would have resulted in a much larger crack-
growth increment, maybe three to four times the Irwin plastic-zone size.� The
Irwin plastic-zone size �24� was calculated by

FIG. 8—Effects of load level on normalized crack-opening loads.
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rcp = 1/��Kcp/�o�2 �2�

The linear-superposition method was conservative, in that, it overestimated the
influence of the residual-stress distribution on stress-intensity factor ratios. The
nonlinear method ��=2�, which accounted for the decaying residual-stress
field, indicated that the effects of CP loading do not extend as far as predicted
by the linear method. But note that the differences in the acceptance criteria
and parameters used resulted in the same crack extension increment �about 2
compressive plastic-zone sizes� at R�0. Note that the acceptance criteria used
in the nonlinear method �1 % in CTOD� was much more stringent than that
used in the linear-superposition method �5 % in stress-intensity factor�.

However, the current nonlinear analyses have not considered the influence
of crack-surface roughness and oxide—or fretting-debris induced closure �or
shielding� effects and their interactions with the residual-stress field. Thus, in
order to be conservative, it is proposed that �=3 be used.

Tests on C�T� specimens made of 7050 aluminum alloy �20� at R=0.1, using
CP followed by constant �K loading �referred to as CPCK�, shows that steady-
rate behavior is achieved at crack-growth increments from 1.3 to 2.5 times
Irwin plastic-zone size �rcp�, which supports the �=3 equation as an upper
bound. �The Irwin plastic-zone size was about 15 % larger than the plastic-zone
size calculated from the FEA.� Tests on C�T� specimens made of two other
aluminum alloys �2324 and 7075� over a wide range in stress ratios �17� support
the near linear relationship with stress ratio. Fatigue-crack growth rate data at
R=0.7 almost immediately fell on what is expected to be the high R curve.

FIG. 9—Effects of load level on normalized CTOD.
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Summary

Elastic-perfectly-plastic finite-element analyses �FEA� were conducted on C�T�
specimens to study the influence from compression precracking �CP� and the
resulting residual-stress field on the stabilization of crack-opening behavior
and the crack-tip-opening displacements �CTOD�. High-fidelity finite-element
models �60 000 to 160 000 DOF� using two-dimensional plane-stress analyses
were used to model plastic yielding during compressive loading and simulated
fatigue-crack growth through the tensile residual-stress field. The finite-element
code was ZIP2D and the course mesh had an element size of 2 �m. A refined
mesh had an element size four times smaller �0.5 �m� than the course mesh.
Compressive constant-amplitude loadings were applied and the crack was
grown about 20 % of the compressive plastic-zone size from a 45° V-notch for
Mesh 1. Then constant-amplitude �CA� loading was applied over a wide range
in stress ratios �R� and load levels. The tensile residual-stress field was found to
decay as the crack grew. When the crack-growth increment had reached one
plastic-zone size, the residual-stress field created by CP loadings was essentially
the same as CA loading. This may indicate that residual-stress effects from
linear superposition may not be an adequate treatment, and may overestimate
the influence. On the other hand, crack opening and CTOD behavior after CP
loading merged with CA loading results at larger crack-growth increments.
Crack-opening-load stabilization required crack-growth increments about 1.5
times the plastic-zone size to merge with CA results; whereas, the CTOD behav-

FIG. 10—Crack-extension location for data unaffected by notching and compression
precracking.
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ior required about twice the plastic-zone size to agree with CA results within 1
% at R=0. Stress ratio and load level effects were also investigated and the
analyses showed that higher R-values required less crack growth, but higher
loads required more crack growth than lower loads. Merging between the CPCA
and CA finite-element analysis results were used to establish a crack-growth
criterion for minimum crack extension for valid constant-amplitude fatigue-
crack growth data. The criterion produced a linear relationship with stress
ratio and indicated that a crack-growth increment two times the compressive
plastic-zone size at R=0 was sufficient to avoid effects due to compression
precracking. However, in order to be conservative, it is proposed that the crack-
growth criterion �c	3 �1−R�rcp be used to generate “steady state” constant-
amplitude fatigue-crack growth rate data.
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Introduction

Accurate representation of fatigue-crack thresholds, the region defining crack
growth as either very slow or nonexistent, is extremely important for many
structural applications. In North America, the threshold crack-growth regime is
experimentally defined using ASTM Standard E647 �1�, which has been shown
to exhibit anomalies due to the load-shedding test procedure for some materi-
als. The current test method defined by ASTM is designed to fully reproduce the
range of fatigue-crack thresholds �e.g., low and high stress ratios� needed to
characterize loading conditions for many structural applications.

To generate fatigue-crack growth rate data in the near-threshold regime
without load-shedding effects, a compression-compression precracking test
method, developed by Topper and Au �2�, Pippan et al. �3�, and others �4,5� is
examined. Using this procedure, prenotched specimens were cycled under
compression precracking to produce an initial fatigue crack which arrests after
small amounts of crack extension. The specimen is then subjected to constant-
amplitude fatigue loading under �K-increasing conditions to generate fatigue-
crack growth rate data in the near threshold regime at the desired stress ratio.

It is the scope of this paper to determine the fatigue-crack growth rates in
the near-threshold regime for both an aluminum and titanium alloy using the
compression precracking constant-amplitude �CPCA� test method on compact
specimens. Tests were conducted over a wide range of stress ratios �R� ranging
from 0.1 to 0.9 on a 7075-T651 aluminum alloy and a Ti-6Al-4V STOA titanium
alloy. Results are compared with near-threshold and threshold data generated
on the same materials using the current ASTM E647 load-shedding test proce-
dure.

Background

Traditionally, the fatigue crack growth threshold, �Kth, is used as a limit for
damage-tolerant design �6�, e.g., if the stress-intensity factor for a given crack is
below the threshold value, the crack is assumed to be nonpropagating. How-
ever, it has been shown by Pearson �7� that small cracks can often propagate at
stress-intensity factor levels below the large-crack threshold as defined by the
current ASTM standard test procedure E647 �1�. Newman �8,9� has demon-
strated that part of the discrepancy between small-crack data under constant-
amplitude loading and large-crack data generated with the load-shedding pro-
cedure was due to “remote” closure effects on the large-crack data. Thus, the
primary anomaly is the large-crack threshold at low stress ratios. Therefore, if
fatigue-crack-growth thresholds and near-threshold behavior are to be used in
life prediction for cracks growing from material discontinuities or manufactur-
ing defects, then the most accurate representation of the threshold and near-
threshold behavior for a material must be defined.

The load-shedding test procedure currently defined in E647 �1� has been
shown to often induce high crack-closure loads �10� and remote crack-surface
closure �8,11�, which prematurely slows down crack growth and produces an
abnormally high threshold. Donald and Paris �12� have also shown that closure
“away” from the crack tip, possibly due to asperities, may also cause the higher
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thresholds and difficulty measuring the crack-opening loads during load-
shedding tests. During load shedding, the crack-surface displacements are
steadily decreasing with longer crack lengths, which give the potential for
crack-surface contact and activation of the various closure mechanisms. Sev-
eral other investigators �13,14� have used other methods to generate threshold
values that appear to not be affected by the test procedure.

Thus, some of the fatigue-crack-growth-threshold data in the literature
today may be inappropriate due to the load-shedding test procedures that were
used to generate these data. A load and environmental history effect, or both,
may be causing the load-shedding thresholds to be higher than what would be
obtained under steady-state constant-amplitude loading conditions, especially
if the initial stress-intensity factor range ��K� is much higher than the thresh-
old value. In the literature, these higher thresholds have been attributed to
crack-surface roughness, oxide- or fretting-debris accumulation, and plasticity
effects. Whether these same closure mechanisms develop at the low stress-
intensity factor ranges under constant-amplitude loading is questioned. An-
other test method is being developed to generate constant-amplitude fatigue-
crack-growth-rate data in the threshold and near-threshold regimes with
minimal or no load-history effects. The test procedure involves using compres-
sion precracking to generate a crack at a sharp V-notch and then to test the
specimen under “constant-amplitude” loading. However, the crack must be
grown a number of compressive plastic-zone sizes to eliminate the effects of the
tensile residual stresses and to stabilize the crack-opening stress history. Thus,
the various closure mechanisms will develop as a natural consequence of
“constant-amplitude” loading.

Test Specimens and Materials

Two different alloys were evaluated for threshold crack growth rate properties:
7075-T651 aluminum alloy 51 mm �2 in.� thick plate and Ti-6Al-4V titanium
alloy 20 mm �0.8 in.� plate. Tensile properties for the aluminum alloy are
545 MPa �79 ksi� yield strength �YS� and 586 MPa �85 ksi� ultimate tensile
strength �UTS�. The titanium alloy, which is a remnant from the U.S. Air Force
�USAF� High Cycle Fatigue program �15�, was furnished in the solution treated
and overaged �STOA� condition and produced in accordance with AMS 4928.
The YS for this alloy was 931 MPa �135 ksi�, with UTS equal to 979 MPa
�142 ksi�.

Compact tension C�T� specimens were machined from the 7075 alloy per
the dimensions outlined in ASTM E647 for W=76 mm �3 in.�. Specimen thick-
ness, B, was approximately 5.7 mm �0.225 in.� and the specimens were ma-
chined from a section centered about 6 mm from the surface of the thick plate.
This location simulated the location of the wing skin material in an integrally
stiffened wing panel for a U.S. Navy aircraft. For the titanium alloy, C�T� speci-
mens were machined to sizes of W=25, 51, and 76 mm �1, 2, and 3 in., respec-
tively�, with a thickness, B, of 6.4 mm �0.25 in.� for all widths. Starter notches
were machined in all specimens with a notch tip root radius of 0.1 mm
�0.004 in.� and included an angle of 60°, as illustrated in Fig. 1.
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Procedures

All tests were performed under laboratory air conditions in a single 22 kN
�5 kip� MTS servo-hydraulic test machine. Crack length measurement was ac-
complished using front face compliance procedures as outlined in E647. Test
control was provided by a data acquisition/test control system developed in-
house by UDRI for threshold fatigue crack growth rate �FCGR� testing. For
both alloys, crack growth rate testing was performed at stress ratios ranging
from 0.1 to 0.9, at a nominal cyclic frequency of 25 Hz. All crack length mea-
surements based on compliance procedures were obtained at the test frequen-
cies to eliminate any potential influence of test interruption caused by fre-
quency changes.

Threshold testing to determine �Kth was performed using two procedures.
The first procedure was the standard load shed �LS� method described in E647
for threshold determination. Initial starting load levels were carefully selected
to ensure that growth rates immediately from the starting notch were less than
10−8 m/cycle �4e−7 in./cycle�, as required in the standard. A load shed rate of
C=−0.08 mm−1 �−2 in.−1� was maintained in all LS tests. Upon developing
rates at or near the target 10−10 m/cycle, test control was changed to constant
amplitude �CA� loading, �K increasing, in order to “trace” back up the growth
rate curve to ensure the LS data and the CA data were in agreement. In all
cases, the LS and CA methods gave identical results.

The second method utilized was a compression-compression precrack, fol-
lowed by CA loading and hence referred to as CPCA. In this method, a small
fatigue crack is introduced at the tip of the starter notch via compression-
compression load cycling. The resulting crack tip is enveloped by a small re-
sidual tensile field instead of the typical compressive plastic zone normally
resulting from tension-tension loading and in general, free of any crack closure
resulting from either crack surface roughness or the compressive plastic zone.
Typical crack sizes at the notch tip were 0.2 mm �0.008 in.� for both alloys
resulting from compression cycling at R=10. Maximum compression stress
intensity factor levels required to produce fatigue cracks within 100 K cycles
were −22 MPa�m �−20 ksi� in.� for the 7075 alloy and −38 MPa�m
�−35 ksi� in.� for the Ti-6Al-4V specimens. These maximum compressive load

FIG. 1—Notch details for C�T� configuration.
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levels that were found to produce fatigue cracks were estimated from the fol-
lowing relationship:

Kmax,cp/E = 0.00032 � m �SI units of MPa and m�

or

Kmax,cp/E = 0.002 � in �ksi and inch units� �1�

where Kmax,cp, is the maximum compressive stress-intensity factor for precrack,
and E=elastic modulus.

Following compression precracking, constant amplitude �CA� loading was
performed at or below the anticipated threshold stress intensity ranges until
steady state or steadily increasing growth rates occurred. If no appreciable
crack growth occurred after approximately 2–3 million cycles, the minimum
and maximum loads were increased �5–10 % �maintaining constant R� and
again cycled to examine for crack growth. This procedure is depicted in Fig. 2.

Once steady state crack growth was detected, the fatigue crack was ex-
tended by approximately two to three plastic-zone sizes �based on the compres-
sive precrack conditions� from the initial CP crack size prior to taking any
growth rate data to eliminate potential transient behavior resulting from the
compressive loading and resulting tensile residual stress field �5,16,17�. In most
cases, slight but detectable crack growth occurred immediately following the
CP procedure at �K levels well below the anticipated �Kth level. In general,
these fatigue cracks arrested after minimal crack growth, typically on the order
of 0.15 mm �0.006 in.�. Once the applied �K was equal to or above the �Kth,
steadily increasing crack growth rates occurred and progressed continuously
into the mid-region �Region II� portion of the idealized da /dN against �K
curve, after which the test was terminated.

FIG. 2—Depiction of CPCA loading procedure.
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Threshold testing for both procedures at a given stress ratio were done in
pairs �e.g., first a specimen tested under LS procedures, followed immediately
by a second test of an identical specimen size under the CPCA procedures� to
minimize any laboratory environment influences that might occur over time.
Threshold values for both procedures were determined following the ASTM
procedure, whereby the stress intensity factor range, �K, corresponding to an
extrapolated growth rate �linear extrapolation to log da /dN and log �K data� of
10−10 m/cycle �4e−9 in./cycle� is defined as �Kth. Threshold values obtained for
both methods were then compared for consistency.

Results and Discussion

Threshold tests performed with both procedures on the 7075-T651 specimens
are shown in Fig. 3 for stress ratios ranging from 0.1 to 0.9. Results clearly
demonstrate that for this alloy the two procedures produce similar da /dN data
over the range examined. Note that the CPCA data for R=0.1 �Fig. 3�a�� and
R=0.4 �Fig. 3�b�� shows a number of “crack arrest” points. These data represent
the initial low values of �K where measurable crack growth occurred, but ar-
rested after minimal growth. Increasing the loads by 5–10 % often led to again
minimal crack extension. Only after the �K was increased such that �Kapplied
��Kth for the test condition did stable crack growth occurred.

Tabulated values of �Kth for the various stress ratios examined, derived
from the current E647 standard for �K threshold determination, are furnished
in Table 1. Also shown in the table are the deviations in �Kth between the CPCA
and the ASTM LS methods relative to the LS value. Results presented in Table
1 further illustrate that there is little or no difference between the two proce-
dures, as differences of 3 % and less in �Kth values are well within the antici-
pated variation for either method. As expected, values of �Kth decrease linearly
with increasing R for the single specimen size examined. Thus, for this particu-
lar alloy and specimen configuration, the CPCA method offers fatigue crack
growth rate data consistent with the ASTM E647 LS method in the threshold
region.

Results for Ti-6Al-4V C�T� specimens of varying width �W� reveal a strik-
ingly different trend. Threshold FCGR data at R=0.1 in the threshold region for
the LS method are shown in Fig. 4 and show a “fanning out” of data at the
lower growth rates as a function of specimen width. Fatigue crack growth rates
were measured at much lower �K values for the smallest specimen width �W
=25 mm� relative to the larger specimens, with the largest �W=76 mm� having
the highest �Kth. While the data shown in Fig. 4 represents a single test per
condition, replicate tests performed for each of the specimen sizes led to simi-
lar behavior. At growth rates above 2e-9 m/cycle �8e-8 in./cycle� the three
datasets converge. It should be noted that the data developed for the smallest
specimen size �W=25 mm� did not demonstrate the classic trend of da /dN
approaching a vertical asymptote with decreasing �K, as witnessed with the
other two specimen sizes. Replicate tests of this size behaved in a similar fash-
ion: da /dN decreased with decreasing �K linearly �log-log� before arresting
following the last load shed, whereby no measurable crack growth occurred.
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Consequently, threshold �K for this specimen width is defined as the lowest �K
value for which measurable da /dN was obtained.

Representative compliance curves in the threshold region taken for each of
the titanium LS data sets just described are presented in Fig. 5 and help to
explain the variation in apparent �Kth values. While little crack closure is ob-
served in the load-crack-opening-displacement �COD� curve for the smallest
specimen width, as shown in Fig. 5�a�, increasing levels of closure are noted for
the increased specimen widths, as seen in Figs. 5�b� and 5�c�. Increasing thresh-
old levels with increasing specimen size is unquestionably due to increasing
levels of crack closure. Reasons for the increase in closure with specimen width
are uncertain, but may well include crack surface roughness which would pro-

FIG. 3—FCGR data for 7075-T651 in threshold region: R=0.1 �a�, 0.5 �b�, 0.7 �c�, and
0.9 �d�.
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duce longer precrack lengths for the larger specimen widths, as well as the load
shed history which produces a region of plastic deformation along the crack
surfaces that cause remote closure as the applied loads and crack surface dis-
placements are reduced. Again, it should be restated that all tests were started

TABLE 1—Threshold values obtained for LS and CPCA methods for 7075-T651.

Test
Method

Stress
Ratio, R

�Kth

�MPa�m�
% diff

�w/r to LS�
LS 0.1 1.94 …

CPCA 0.1 1.90a −2 %
LS 0.4 1.63 …

CPCA 0.4 1.60 −1 %
LS 0.7 1.49 …

CPCA 0.7 1.54 +3 %
LS 0.9 1.30 …

CPCA 0.9 1.34 +2 %
aAverage of two tests; all other single test results.

FIG. 4—FCGR data for Ti-6Al-4V at R=0.1 using LS procedure.
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at �K levels corresponding the growth rates at or below 10−8 m/cycle
�4e-7 in./cycle�, as required in the E647 standard.

A cursory attempt was made to estimate �Keff from the compliance records
shown in Fig. 5 for each of the specimen sizes. The results proved reasonably
adequate in correlating the �Kth for each specimen width into a single effective
threshold value. However, when employing the current E647 LS procedures for
FCGR testing in the threshold regime, it appears that for this particular mate-
rial and specimen configuration that �K, as defined in the standard, does not
uniquely relate crack growth rate behavior.

In contrast, the curves for the three specimen widths using the same CPCA
procedures as performed on the 7075 specimens show drastically different be-
havior as shown in Fig. 6, with no “fanning” or specimen width dependency as
was noted with the LS method. Data for the three specimen widths plot directly
on top of each other over the same range in growth rates examined. Also pre-
sented in Fig. 7 are the compliance traces for the three specimen widths at the
threshold conditions, each of which display little or no evidence of crack clo-
sure. Again, precrack crack lengths for these three cases are similar and in the
range of 0.13 mm �0.005 in.�. It is clear from this that the applied �K following
compressive cycling produces a near closure free starting condition, hence
�Kapplied��Keff and the resulting da /dN is only as a function of the applied
�K, the key assumption in the LEFM approach to life prediction.

Crack growth rate data for the two procedures at the higher stress ratios of
0.4 and 0.7 are also shown in Fig. 8 for the Ti-6Al-4V material. Tabulated
threshold values over the range of stress ratios examined are also presented in
Table 2. Slight yet consistent differences in �Kth are also are seen at R=0.4,
with the CPCA procedure consistently resulting in lower �conservative� �Kth
values relative to the LS method. Similarly, the trend of increasing �Kth with
increasing W for the LS method is slightly evident at the R=0.4 test condition.
For the single specimen size at R=0.7 the two methods yielded similar results,
not surprising, as the compliance curves for both methods at high stress ratio
�R=0.7� were essentially void of any closure.

A concern of any precracking procedure, CP notwithstanding, is the influ-
ence of the procedure on ensuing crack growth data. The current ASTM LS

FIG. 5—Compliance curves at threshold for Ti-6Al-4V at R=0.1 using LS procedure.
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procedure requires that during precracking, a crack extension following load
shedding be a minimum of 3/��Kmax/YS�2 in order to eliminate potential tran-
sient effects. This increment is on the order of three plastic-zone �rp� sizes.
Following this approach and using the plastic-zone size estimated from the
maximum compression force used during precracking would require the com-
pression precrack, typically on the order of 0.13 mm �0.005 in.� in length, to

FIG. 6—FCGR data for Ti-6Al-4V at R=0.1 using CPCA procedure.

FIG. 7—Compliance curves for Ti-6Al-4V at R=0.1 using CPCA procedure.
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FIG. 8—FCGR data for Ti-6Al-4V in threshold region: �a� R=0.4 and �b� R=0.7.
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extend approximately 2 mm �0.08 in.� prior to taking reporting valid da /dN
data. To examine the need for this excessive crack extension, a single Ti-6Al-4V
specimen, W=51 mm �2 in.�, was precracked via CP procedures and then im-
mediately subjected to constant �K control in the near threshold region at R
=0.1. The resulting da /dN behavior for this test is shown in Fig. 9. Shown in
the figure is the scaled location of the notch tip and CP crack size, along with
the estimated plastic zone size surrounding the end of the CP crack tip. The
results in Fig. 9 show that da /dN data taken immediately from the CP crack tip
and in the vicinity of the starter notch start out slightly higher, but decrease
rapidly to a reasonably steady growth rate after a distance slightly larger than
one plastic-zone size. Based on these limited data, it appears that the require-
ment for crack extension following CP can be reduced to approximately a single
rp as suggested in the following:

�a � 1/� � �Kmax,cp/YS�2 �2�

where, Kmax,cp, is the maximum compressive stress intensity used in precrack-
ing, and YS is the yield or flow stress of the material. Extending the precrack to
two or more plastic-zone sizes further ensures that ensuing growth rates are
well beyond the influence of the CP procedure.

Conclusions

Based on limited testing of two metallic alloys, it has been shown that the
compression precracking method offers a simpler yet accurate alternative to
the current ASTM load shed method for developing low crack growth rate data

TABLE 2—Threshold values obtained for LS and CPCA methods for Ti-6Al-4V.

Test
Method

Stress
Ratio, R

W
�mm�

�Kth

�MPa�m�
% diff

�w/r to LS�
LS 0.1 25 3.59a,b …

CPCA 0.1 25 3.41 −5 %
LS 0.1 51 4.30a …

CPCA 0.1 51 3.16 −26 %
LS 0.1 76 4.77a …

CPCA 0.1 76 3.42 −28 %
LS 0.4 25 2.81 …

CPCA 0.4 25 2.64 −6 %
LS 0.4 51 3.02 …

CPCA 0.4 51 2.81 −7 %
LS 0.4 76 3.05 …

CPCA 0.4 76 2.62 −14 %
LS 0.7 51 2.50 …

CPCA 0.7 51 2.40 −4 %
aAverage of two tests; all other single test results.
bLowest value of �K prior to crack arrest.
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in the near-threshold and threshold regimes. Values of �Kth developed using
compression precracking �CP� procedures were similar to or less than the cur-
rent load shedding �LS� approach. Furthermore, when applying current E647
load shed procedures for threshold testing on the titanium alloy compact C�T�
specimens, resulting values of �Kth were found to be dependent upon specimen
width, a clear violation of fracture mechanics concepts that fatigue crack
growth rate behavior can be correlated with the alternating stress intensity
range, �K for a given stress ratio.

On the 7075-T651 alloy, very little difference in threshold stress intensity
range was observed between the load-shedding and CPCA test methods. In
contrast, the titanium alloy �Ti-6Al-4V� showed large differences between the
CPCA and load-shedding test results in the near-threshold and threshold re-
gimes for the low R ratio tests. Results under high R conditions �R�0.7�
agreed very well between the two-threshold test methods for both materials. On
the titanium alloy, the load-shedding test method also produced a specimen
width effect on near-threshold behavior, whereas the CPCA test method pro-
duced results that were independent of specimen width and produced “steady-
state” constant-amplitude data in the near threshold regime, after the crack had
grown a number of compressive plastic-zone sizes.

FIG. 9—Crack growth rate data at �Kconst for Ti-6Al-4V following CP.
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ABSTRACT: A weld fracture toughness round robin test program was initi-
ated by ASTM to evaluate a proposed annex to E1290-93 on fracture tough-
ness testing of ferritic steel weldments. The focus of the round robin was on
specimen preparation procedures and their effect on crack tip opening dis-
placement �CTOD�. The local compression procedure was used to reduce
the influence of residual stress on precrack curvature. Specimens were
tested at �196 °C, which is on the lower shelf for this metal, to minimize
variability in fracture toughness and maximize influence of residual stress.
Seven labs participated in the round robin and among them conducted 51
tests per E1290-93 to measure CTOD. Statistical analysis of the data
showed that crack curvature decreased by 5.2 % �2.1 % for each 1 %
increase in local compression, over the range of compressions tested �0–
2.9 % with a nominal target value of 1 %�. However, mean values of curva-
ture varied significantly between labs, and when results from all labs are
considered, local compression of about 1 % did not reliably reduce crack
front curvature. It appears that the procedure used is more important than
the amount of local compression, as evidenced by the straight cracks ob-
tained by two labs that exercised tight control on local compression. The
statistical analysis revealed that the mean value of measured CTOD for all
data with less than 10 % curvature was not statistically different than the
mean for less than 20 %, as it is in BS7448 �1997�. Perhaps the most sur-
prising observation from this round robin is that there does not appear to be
a correlation between CTOD measured at �196 °C and amount of local
compression or crack front curvature.
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Introduction

A weld fracture toughness round robin test program was initiated by ASTM
task group E08.08.07 in August 1998 to evaluate a proposed annex to
E1290-932on fracture toughness testing of weld metal in ferritic steel weld-
ments. The annex was intended to address issues that are unique to testing of
welds, such as terminology, notch placement, specimen straightening, hydro-
gen release, fatigue precracking in the presence of high residual stress, and
post-test microstructural examination. The focus of the round robin was on
specimen preparation procedures and their effect on crack tip opening dis-
placement �CTOD�. Another objective was to compare a new J-integral based
CTOD equation with the traditional E1290-93 equation.

The material used in this round robin was taken from a 17.7 m length of
tension leg platform tendon. The nominally grade X60 pipe of A707 steel was of
660 mm �26 in.� outside diameter pipe with a wall thickness of 33 mm
�1.3 in.�. The pipe contained a longitudinal seam weld created using a twin-
wire double submerged arc welding process. A macrograph of the weld is
shown in Fig. 1. A 7 m length of the tendon was selected for testing and further
divided into three sections labeled L for left, C for center, and R for right, each
2.28 m long. Specimens were machined from the welded pipe in the NF orien-
tation �crack plane normal Normal to welding direction and crack Following
weld� with the notch centered in the weld. The specimens were square SE�B�’s
with width and thickness of nominally 25 mm �W /B=1�. The curvature of the
pipe prevented the use of full-thickness specimens, which is preferable when
testing welds. The decision was made not to attempt straightening the heavy-
section pipe, therefore, the specimens were machined down from 33 mm to a
nominal thickness of 25 mm. Forty-five pieces were cut from the weld, 15 from
the left end �designated L1–L15�, 15 from the center �C1–C15�, and 15 from the
right end �R1–R15�. Five SE�B� specimens were cut from each piece. A random-
ized test plan was developed to determine what pieces would be sent to each
lab.

The round robin referred to the proposed weld test annex for instructions
on how specimens were to be prepared and tested. Only the local compression
procedure was used to reduce the influence of residual stress on precrack cur-
vature. In this procedure a rectangular or circular indenter is placed on the side
of the specimen over the remaining ligament and force is applied to plastically
deform the specimen in the thickness direction. However, the proposed annex
did not identify which of three possible configurations of indentor was to be
used, or whether indentation should be done from one side only, both sides
consecutively, or both sides simultaneously. The proposed annex recommended
a nominal indent depth of 0.5 % of the specimen thickness on each side �1 %

2E1290-93, Standard Test Method for Crack-Tip Opening Displacement �CTOD� Fracture
Toughness Measurement.
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total plastic strain�, however, the labs were not required to use this indent
depth. Consequently, the labs were allowed to choose the type of indentor, the
specific sequence of indentations, and the indent depth. Specimens were fa-
tigue precracked to 0.45�a0 /W�0.55 following the requirements in E1290-93
with the following additional limitation for the final 50 % of fatigue crack
extension to account for the large temperature difference between precracking
at ambient temperature and testing at LN2 temperature �−196°C�

Kmax

E
�

�ys-ambient

�ys-LN2

· 0.000 096�m ± 0.5 % . �1�

The intent of this limitation was to avoid warm prestress effects that can occur
if the size of the plastic zone introduced by precracking at high temperature is
large compared with the size of the plastic zone produced by testing at low
temperature. This requirement resulted in very low final �K values. The yield
strength ratio in Eq 1 for the weld being tested was 0.66, yielding a maximum
permissible Kmax of 13.1 MPa�m �11.9 ksi� in.�. There was some misunder-
standing concerning this, consequently, some labs precracked at Kmax values
that exceeded this limitation. Lab E got around this limitation by precracking
some specimens at the test temperature −196°C. A memo with supplemental
instructions was issued in November 1998 to relax this requirement and allow
precracking at higher Kmax values. The modified requirement specified that for
the final 2.5 % of the final crack length, both of the following conditions must
be met:

Kmax

E
� 0.005�mm or

Kmax

E
� 0.001�in, �2�

FIG. 1—Optical macrograph of the round robin weld etched with 5 % Nital �Ref �1��.
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Kmax �
�ys-precracking

�ys-test
· 0.6Kq, �3�

where:

Kq = �JqE, �4�

Jq =
K2�1 − �2�

E
+ �c

Ac

Bb
, �5�

�c = 3.785 − 3.101� a

W
� + 2.018� a

W
�2

, �6�

K =
PS

BW3/2 f� a

W
� , �7�

f� a

W
� = 3� a

W

�1.99 −
a

W
�1 −

a

W
��2.15 − 3.93

a

W
+ 2.7� a

W
�2�	

2�1 + 2
a

W
��1 −

a

W
�3/2 . �8�

These requirements are very similar to those in E399-90, with the exception
that Kmax/E is half of what is allowed in E399-90. In Eq 5, Ac is the area under
the load versus plastic crack mouth opening displacement �CMOD� curve up to
the point of fracture. To calculate Ac, CMOD is separated into elastic and plastic
components based on the initial measured elastic compliance, which is calcu-
lated using a least-squares regression on the linear part of the experimental
load versus CMOD data. A comparison of the initial and revised requirements
will be presented in the discussion of results.

Ten laboratories offered to participate in the round robin. Each lab was
sent a total of 15 fracture toughness specimens, 5 from one piece marked L, 5
from a piece marked C, and 5 from a piece marked R. The first specimen was
intended to verify that the local compression procedure produced an accept-
ably straight precrack. This specimen �referred to as a validation specimen in
the proposed annex� was prepared using local compression and precracked at
room temperature following the requirements given above to a final precrack
length of a0. Instead of conducting a test on this specimen to measure CTOD,
the precracking was continued until the crack extended through at least 40 % of
the remaining ligament �W-a0�. The specimen was then broken open and mea-
surements were made of the precrack �a0� and final crack �af�. The curvature of
the cracks was considered acceptable as long as the precrack met the require-
ments of E1290-93 and the difference between any two of the inner seven mea-
surements of the final crack length were within 20 % of the nine-point average
af.

The sequence for the remaining tests was developed using a randomized
plan to minimize bias due to location of the specimen blank in the weld. Typical
specimen assignment and test sequence are shown in Tables 1 and 2, respec-
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tively. The block numbers, specimen assignments, and test sequence were ran-
domized, so these tables were different for each lab. Three specimens were to
be tested at ambient temperature in order to obtain a 	m test result and to
assess a new CTOD calculation procedure that would require the participants
to perform the analytical separation of the CMOD into its two components —
elastic and plastic. At the time, the equations for CTOD in E1290-93 were based
on a rotation point and did not require separation of CMOD or calculation of J.

Six specimens were to be tested at the boiling point of liquid nitrogen, LN2
�−196°C�. This temperature was chosen on the lower shelf for this metal to
minimize variability in fracture toughness and maximize the influence of re-
sidual stress. Tests at this temperature resulted in measurements of 	c. All tests
were conducted following the procedures in E1290-93. CTOD was calculated
using the equations in E1290-93, and the proposed annex method for calculat-
ing CTOD given in Eqs 4–11 
2�,

CTODq =
Jq

m�flow
weld , �9�

TABLE 1—Specimen assignment for one lab.

Test
temperature

Specimen mark

Block L Block C Block R
RT L5-2 C15-1 R10-5
−196°C L5-5 C15-5 R10-3
−196°C L5-4 C15-3 R10-2
Validation L5-3
1st reserve C15-4 R10-4
2nd reserve L5-1 C15-2 R10-1

TABLE 2—Test sequence for one lab.

Test
sequence

Test
temperature

Parent
block

0 Validation L
1 −196°C C
2 −196°C C
3 Ambient C
4 Ambient R
5 −196°C R
6 −196°C R
7 −196°C L
8 −196°C L
9 Ambient L

Note: Remaining five specimens held in reserve.
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m = 1.221 + 0.793
a

W
+ 2.751n − 1.418n

a

W
, �10�

where n is the strain hardening exponent for the weld metal that can be deter-
mined from a true stress-true strain curve or estimated using the following
equation:

n = 1.724 − 6.098
�ys

�ult
+ 8.326� �ys

�ult
�2

− 3.965� �ys

�ult
�3

. �11�

Specimens indicated as “reserve” in Table 1 could be used as replacements for
specimens that did not meet the validity requirements of E1290-93. The re-
placement specimen was to be taken from the same block as the invalid speci-
men and was to be taken in the order shown to maintain the randomized test
plan. The tensile properties of the weld at ambient and LN2 temperatures are
given in Table 3.

Round Robin Results

Of the ten labs that volunteered to participate in the round robin, four of them
conducted all of the requested tests, three conducted some of the tests, and
three did not participate. The tests conducted by each of the labs are summa-
rized in Table 4.

Validation Tests

A total of eight validation specimens were subjected to local compression rang-
ing from 0.5 to 2.9 %. The resulting curvature of the initial and final cracks is
compared with the requirements of E1290-93 and the proposed weld annex in
Table 5. In all cases, the cracks extended more in the center than at the edges.
This is consistent with the weld residual stress field measured by Meith 
3�,
however, the residual stress field is modified by local compression. Mahmoudi

4� showed that local compression performed simultaneously on both sides of a
flat plate without a notch using a circular indentor would leave a compressive
residual stress in the center. However, the presence of the notch and the posi-

TABLE 3—Strength and modulus values for the round robin test weld.

Constituent
Temperature

�°C�

Strengths and moduli �MPa�

Elastic
modulus

0.2 % offset
yield

strength
Ultimate
strength

Flow
strengtha

Plate Ambient 205 944 514 593 554
Plate −196 218 392 848 960 904
Weld Ambient 205 944 548 593 571
Weld −196 218 392 888 989 939
aAverage of yield and ultimate strengths.
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TABLE 4—Tests conducted by each of the participating labs.

Lab code
Number of tests at

−196°C
Number of tests at
room temperature

Number of validation
tests

Ba 8 4 2
C 8 4 0
D 2 3 1
Ea 6 3 1
Fa 11 3 1
I 6 2 2
Ja 10 3 1
aLabs that completed the requested tests �6 @ −196°C, 3 @ RT, and 1 validation�.

TABLE 5—Comparison of validation specimen cracks with requirements.

Lab
code

Local
compression

�%�

Pre-crack
curvaturea

�%�

Final crack
curvatureb

�%�

Precrack
extension

ratioc

Crack
growth
ratiod

J 1.2 23.3
FAIL

5.9
PASS

1.4
PASS

1.3
PASS

B 2.9 5.5
PASS

7.7
PASS

2.6
PASS

1.0
PASS

B 1.9 10.1
FAIL

11.4
PASS

2.2
PASS

1.1
PASS

F 0.8 4.0
PASS

2.7
PASS

5.7
PASS

0.6
FAIL

I 0.5 36.2
FAIL

8.2
PASS

3.6
PASS

0.7
FAIL

I 1.2 15.8
FAIL

8.4
PASS

6.4
PASS

0.8
FAIL

E 1.2 10
PASS

5.0
PASS

1.5
PASS

1.0
PASS

D 0.9 16.1
FAIL

12.3
PASS

4.6
PASS

1.0
PASS

aDifference between maximum and minimum of nine initial crack length measurements
divided by average initial crack length. E1290-93 allows a maximum 10 % curvature for
the initial crack.
bDifference between maximum and minimum of seven inner final crack length measure-
ments divided by average final crack length. Proposed weld annex allows a maximum of
20 % curvature for the final crack.
cMimimum crack extension from notch is lesser of 0.025 W or 1.3 mm. Number shown
is actual minimum extension divided by allowable minimum extension.
dProposed weld annex states that minimum allowable crack extension, difference be-
tween initial and final average crack lengths, is 40 % of the initial ligament �W-ao�.
Number shown is actual difference divided by allowable.
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tion of the indentor can significantly influence the resulting residual stress field

5�. Depending on the diameter of the indentor and its location relative to the
crack tip, the residual stresses due to local compression at the crack tip could
be tensile or compressive. Since the exact procedure used for local compression
by each lab is not known, it is not possible to predict the resulting residual
stress field. Only two specimens met all the requirements of the proposed
annex, thereby indicating that in most cases, acceptably uniform residual
stresses were not achieved by the precrack preparation procedure. All eight
specimens easily met the minimum precrack extension requirement, but three
failed the crack growth requirement. Only three out of eight specimens had
initial precracks straight enough to meet the E1290-93 requirements. However,
it is interesting to note that all of the final cracks meet the relaxed requirement
of 20 % based on inner seven measurements, and six of those are actually less
than 10 %. This is partly because the allowable curvature is proportional to the
average crack length, therefore it increases as the crack gets longer.

In order to obtain a better sense of absolute curvature, the results were
reanalyzed using the specimen thickness instead of average crack length, and
using all nine measurements for both initial and final cracks. Since the initial
crack length for these specimens is about 0.5B �W /B=1 and a0 /W�0.5�, a
curvature equal to 10 % of the crack length �E1290-93 maximum� would trans-
late to 5 % of the thickness. Therefore, an allowable absolute curvature for both
initial and final cracks is set at 5 % of B and the curvatures are recalculated, as
shown in Table 6. Now it is possible to directly compare initial and final abso-
lute curvatures. Looking at the results this way shows that the final cracks are

TABLE 6—Comparison of validation specimen crack curvatures based on thickness B.

Lab
code

Local
compression

�%�

Pre-crack
curvaturea

�%�

Final crack
curvaturea

�%�
Precrack

extension ratio

Crack
growth
ratio

J 1.2 12.4
FAIL

6.3
FAIL

1.4
PASS

1.3
PASS

B 2.9 2.8
PASS

6.3
FAIL

2.6
PASS

1.0
PASS

B 1.9 5.2
FAIL

8.2
FAIL

2.2
PASS

1.1
PASS

F 0.8 1.9
PASS

2.6
PASS

5.7
PASS

0.6
FAIL

I 0.5 21.3
FAIL

16.9
FAIL

3.6
PASS

0.7
FAIL

I 1.2 9.4
FAIL

7.4
FAIL

6.4
PASS

0.8
FAIL

E 1.2 5.3
FAIL

4.7
PASS

1.5
PASS

1.0
PASS

D 0.9 8.4
FAIL

8.9
FAIL

4.6
PASS

1.0
PASS

aDifference between maximum and minimum of nine initial crack length measurements
divided by specimen thickness. Allowable curvature is 5 %.
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not necessarily any less curved than the initial cracks. Six of the eight final
cracks now fail the 5 % allowable curvature, and in most cases if the initial
crack fails, so does the final crack. It can also be seen that increasing the
amount of crack extension from the notch did not necessarily decrease the
curvature. In one test where the extension was 6.4 times the minimum, the
curvature was 9.4 % while in another test with an extension of 1.5 times the
minimum, the curvature was 5.3 %. Curvature is plotted as a function of per-
cent local compression in Fig. 2. With the exception of one test, there does seem
to be a decrease in absolute curvature as the amount of local compression
increases, and it is evident that cracks do not generally get straighter as they
grow.

In order to get an engineering sense of how curvature influences the stress
intensity factor, the work of Towers and Smith 
6� was evaluated relative to the
proposed definition of absolute curvature. Towers used finite element analysis
�FEA� to determine the stress intensity factor at the center and surface of a
compact tension specimen for circular cracks with radii varying from 0.65B to
3.00B. In all cases, the crack length at the surface was equal to the thickness, B,
and the specimen width, W, was 2B. They used a three-point measurement of
average crack length from E399-83 to calculate a normalized stress intensity
factor �KFEA/KE399� and curvature, �aavg−as� /aavg, where aavg is the three-point
average crack length and as is the surface crack length. E1290 uses a nine-point
measurement of average crack length, so the normalized stress intensity was
recalculated using the nine-point measurement for KE399, and curvature was
recalculated using the absolute curvature, as defined in Table 6. The resulting
normalized stress intensity factor at the center and surface is plotted versus
absolute curvature in Fig. 3. For a straight crack the maximum K occurs in the

FIG. 2—Influence of local compression on curvature for validation specimens with
thickness used to calculate curvature.
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center and the surface K is 77 % of K based on the average crack length. As
curvature increases, the normalized K at the center exhibits a small elevation
and then gradually decreases, while the surface increases steadily. At 5 % cur-
vature, which is the proposed limit on absolute curvature, the center and sur-
face normalized K values are very close to each other, and are less than 6 %
higher than K based on the average crack length. Therefore, at 5 % curvature,
the stress intensity factor is actually more uniform across the crack front than
it is for a straight crack, and the error incurred by using the nine-point average
crack length in the E399 K equation is less than 6 %. Although these results are
for a compact tension specimen, it is expected that the results would be very
similar for a bend specimen.

CTOD tests

The objectives of the CTOD tests at LN2 temperature were: �1� to evaluate the
influence of residual stress, and measures taken to minimize it, on crack front
curvature, and �2� to evaluate the influence of specimen preparation and pre-
cracking procedures on CTOD. Unfortunately, the actual residual stress in any
specimen is unknown, so it can only be inferred through crack curvature. For
the purposes of this study, crack front curvature is defined as the difference
between the longest and shortest of the nine physical crack length measure-

FIG. 3—Influence of curvature on stress intensity factor.
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ments divided by the average. The room temperature tests had the additional
objective of comparing CTOD values calculated using the established E1290-93
equations with new equations presented in the proposed weld test annex,
which were presented in the introduction. The annex equations were adopted
into E1290 in 2002 �E1290-02�.

The data were statistically analyzed using analysis of covariance 
7� to look
for trends between different variables. A detailed description of the statistical
analysis is presented in the Appendix. Only the conclusions from the statistical
analysis are presented in the following discussion of results.

The relationship between crack front curvature and percent local compres-
sion is shown in Fig. 4. The maximum curvature appears to decrease as local
compression is increased, however, the minimum curvature does not appear to
be influenced by amount of compression. This is consistent with the results for
the validation specimens shown in Fig. 2. Analysis of covariance was used to
determine if the apparent trend is statistically significant. The analysis, which is
discussed in detail in the Appendix, indicates that curvature decreased by
5.2 % ±2.1 % for each 1 % increase in local compression, over the range of
compressions tested. However, interpolated mean curvatures differed among
labs even for the same compression. Range and minimum curvature for no
local compression �7–30 %� was only slightly different than the range with
1 % ±0.5 % local compression �4–36 %�. However, labs that achieved the tight-
est control on local compression achieved the straightest cracks. Lab F
controlled compression to 0.82±0.10 % and achieved curvatures of less than
10.6 %, with only two specimens above 10 %. As the range in local compression
increased for any lab, the range in crack curvature also increased. 26 out of 77
specimens had crack curvature of 10 % or less, and two of those had no local
compression at all. When each lab is considered separately, it does appear that

FIG. 4—Crack front curvature versus percent local compression.
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curvature decreases as local compression increases. Labs B and I are the best
examples of this. For lab B, curvature was over 30 % with no compression. It
decreases to about 12 % at 1 % compression and to about 7 % at almost 3 %
compression. Labs J and I show a similar trend, but with more variation, and
there is one outlier for lab J where curvature was over 35 % at slightly over 2 %
compression. The data for labs C and F is so closely grouped that no trend can
be identified. Lab E chose to precrack all but one validation specimen with no
compression at all.

A graph of crack front curvature against final �K for precracking is shown
in Fig. 5. When data from all labs is grouped together, final �K appears to have
more effect on maximum curvature than percent local compression, but this
may be misleading due to differences among labs. When each lab is considered
separately, there is no clear trend. When the lab means of the two variables are
compared, the estimated slope is an increase of 0.4 % in curvature for a
1 MPa�m increase in �K, but this correlation is not statistically significant.
Lab F had good success with producing straight cracks and all specimens were
precracked with a final �K of less than 13 MPa�m. Lab B also had good suc-
cess with final �K values of about 12 and 20 MPa�m, with no obvious differ-
ence in curvature between the two. On the other hand, lab C precracked at a
final �K of around 20 MPa�m, and had 7 out of 11 specimens with curvature
of less than 10 %. With only one exception, precracking at low �K
��13 MPa�m� lead to curvature of less than 20 %. 59 out of 69 specimens have
curvature of less than 20 %. Note that the minimum curvature is about 5 % and
is not influenced by final �K, so precracking at a higher �K does not appear to
cause curvature in a crack that otherwise would have been relatively straight.

In Fig. 6 the influence of final �K is evaluated by comparing it directly with
the room temperature CTOD calculated using the annex equations. The annex

FIG. 5—Crack front curvature versus final �K.
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value of CTOD was chosen instead of the E1290-93 value here and in the fol-
lowing graphs because a benchmark comparison showed there is less variation
in the annex CTOD values calculated by the labs. Consequently, the variation in
CTOD is related more to the parameter being evaluated than to difficulties in
calculating CTOD. More will be presented on the benchmark comparison later.
The maximum final �K as defined in the initial instructions is shown on graph.
Maximum final �K for the revised instruction, requirement 1, is 29.3 MPa�m,
which is beyond the maximum range of the �K axis.

There appears to be a slight elevation of 	m with increasing final �K at
ambient temperature, but the correlation is far from consistent among the labs.
Mean and plus or minus two standard deviations assuming normally distrib-
uted data are shown on the graph. Mean for the weld annex equations is
0.683 mm and standard deviation is 0.123 mm. The mean for the E1290-93
equations is lower and the standard deviation is higher �0.607 and 0.160 mm�,
indicating that there is more scatter in the E1290-93 CTODs. More will be
presented on a comparison of the two equations for CTOD later.

The same comparison is presented for the LN2 temperature tests in Fig. 7.
The maximum final �K for the initial and revised instructions, requirement 1,
are shown as dashed lines on the graph. 30 out of 50 tests exceeded the maxi-
mum final �K for the initial instructions. It is interesting to note that, although
the revised instructions were an attempt to increase the maximum �K and
allow more data to be valid, they actually had the opposite effect. With the
revised instruction, requirement 1, 37 tests exceeded the maximum final �K,
and only two that were invalid by previous instruction became valid. The range
of �K for any one lab is too small to determine whether final �K influences
CTOD, however, when all of the data is considered, it appears that precracking
at high �K may cause a slight increase in CTOD. Regression of lab means
�excluding the outlier from lab F� produced an estimated increase of
0.000 117 mm for each unit of �K. This increase may be due to warm prestress

FIG. 6—CTOD �	m� versus final �K for ambient temperature tests.
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effects 
8�, however, data presented by Chen et al. 
9� indicates that increases in
fracture toughness do not become significant until the prestressing load ap-
proaches general yielding. The highest final precracking loads for this round
robin were less than 30 % of general yielding. Consequently, it is not likely that
the slight increase in CTOD is due to warm prestress effects.

The calculated CTOD is correlated directly with curvature in Fig. 8 for the
room temperature tests and in Fig. 9 for LN2 temperature. There is a lot of

FIG. 7—CTOD �	c� versus final �K for LN2 tests.

FIG. 8—CTOD �	m� versus crack front curvature for ambient temperature tests.
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variation in 	m, which may be due to difficulties in determining the Pm and vm
at first attainment of the maximum load plateau. When considering the data for
any one lab, only lab B shows a statistically significant increase in 	m with
increasing curvature. This is partly because the range of curvature for each lab
is small. However, were it not for the data from lab I, it would appear that 	m
decreases as the crack curvature drops below 10 %. The estimated slope is
0.0118±0.0152 mm �95 % confidence� per percent of curvature.

It is typical to see large variation in CTOD for welds. Examples of this are
seen in the data for labs B and F in Fig. 9 where there are several tests with 	c
of less than 0.002 mm, and then there are one or two tests with 	c in the range
of 0.004–0.008 mm. For lab F the high value occurred with curvature of
around 7 %. The mean value based on annex CTOD equations for all cracks
with less than 10 % curvature is 0.002 68 mm, and the 95 % confidence bounds
are 0.001 72–0.003 63 mm. It is interesting to note that if the limit on curva-
ture were increased to 20 %, as it is in BS7448: Part 2 �1997�, the mean would
only increase to 0.002 84 mm with 95 % confidence bounds of
0.002 40–0.003 29 mm. The overlap of the confidence bounds shows that, at
the 95 % confidence level, there is not a statistically significant difference in the
mean values. Note that these confidence bounds are very large relative to the
mean values. This is partly due to the large scatter in the data and partly due to
the small sample size. There appears to be a small increase in 	c as curvature
increases above 20 %; however, the estimated slope is
0.000 063±0.000 086 mm �95 % confidence� per percent of curvature, which is
not statistically different than zero. The data in Fig. 9 was also examined to
determine if location in the weld influenced CTOD, and it was found that there
was no discernable difference in the mean or scatter between segments L, C,
and R.

There does not appear to be a correlation between CTOD and amount of
local compression for either ambient or LN2 temperatures, as shown in Figs. 10

FIG. 9—CTOD �	c� versus crack front curvature at LN2 temperature.
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and 11. One would expect compressive residual stresses to increase CTOD and
tensile stresses to lower it. It is also expected that residual stresses would have
more influence at lower temperatures where there is less plasticity. Comparison

FIG. 10—CTOD versus local compression at ambient temperature.

FIG. 11—CTOD versus local compression at LN2 temperature.
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of the lowest measured CTOD values at LN2 temperature with and without
local compression indicates that local compression increased the tensile re-
sidual stresses �or decreased the compressive residual stresses�, thereby result-
ing in a decrease in CTOD. Note in Fig. 11 that the labs with the closest control
of their local compression procedure �lab F with exception of two high values
and lab B� also tended to measure the lowest values of CTOD. This indicates
that they were able to achieve a consistent modification of the residual stress
field. Compare these CTOD data with those from lab C that achieved similar
amounts of local compression and yet measured significantly higher CTOD
values. This variation in mean CTOD values for the labs has repeatedly con-
founded attempts to draw conclusions from the data and indicates the presence
of an uncontrolled variable in this round-robin test program. The parameters
used in performing the local compression can have a significant effect on the
resulting measured CTOD. Meith 
3� showed that moving the position of the
center of a 12.7 mm diameter platen on a SE�B� specimen with W=25.4 mm
from 1.8 mm behind the crack tip to 1.8 mm in front of it decreased the frac-
ture toughness by 56 %. Mahmoudi 
4� also showed that platen diameter and
location have a significant effect on the load at failure. The results in Fig. 11
indicate that fracture toughness is insensitive to the amount of local compres-
sion. This observation is confirmed by Meith 
3� where fracture toughness de-
creased about 60 % compared to the as-received weld when local compression
of 0.5 % was applied, and did not change much for local compression up to
2 %. All of this indicates that the size and location of the platen used to perform
local compression are more important that the amount of compression.

One of the objectives of this round robin was to compare CTOD values
calculated using the E1290-93 equations with new equations in the proposed
weld annex. Graphs of CTOD calculated using these two equations are pre-
sented in Figs. 12 and 13 for ambient and LN2 temperatures, respectively. The
CTOD values shown in both graphs are as reported by the labs, with the excep-
tion of lab I, which conducted the tests and did not analyze the data, and lab E,
which did not calculate CTOD using the weld annex equations and had some
errors in their E1290-93 analysis. For these two labs, data ware analyzed by the
authors. Referring to Fig. 12, lab C did not calculate CTOD per E1290-93 for
one test, hence, the data point on the vertical axis. With the exception of the
three tests run by lab J and one test by lab I, the weld annex CTOD values are
within ±10 % of the E1290-93 values for ambient temperature tests. The weld
annex equations tend to yield higher 	m, with 15 out of 21 specimens having
annex 	m greater than E1290-93 	m. It appears that there may be errors in the
initial crack lengths for the three specimens from lab J because there is a large
difference in measured and theoretical initial compliances. Overestimating the
initial crack length causes CTOD per E1290-93 to go down and CTOD per the
annex equations to go up. The difference is predominantly caused by the effect
of initial crack length on the plastic part of CTOD. For this reason, the differ-
ence is most pronounced for ambient temperature tests where the plastic part
of CTOD is large relative to the elastic part. At LN2 temperature, where the
plastic part is small relative to the elastic part, errors in initial crack length
cause much smaller differences between E1290-93 and annex calculations of
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FIG. 12—CTOD per weld annex versus CTOD per 1290 at ambient temperature as
calculated by labs.

FIG. 13—CTOD per annex versus CTOD per E1290-93 at LN2 temperature as calcu-
lated by labs.
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CTOD. It is important to note that initial crack length does affect the elastic
part of CTOD, but it has about the same effect for both E1290-93 and annex
equations, so the net difference is small.

Referring to Fig. 13, there is more discrepancy between E1290-93 and
annex calculations of CTOD on the lower shelf where the plastic part of CTOD
is small. With the exception of three points from lab E, and one point each from
labs J and C, the error is within ±20 %. For labs J, I, and E there is a tendency
for the weld annex equations to yield lower CTOD values than the E1290-93
equations, and the difference increases as CTOD increases. Labs B, D, and F do
not exhibit this tendency. Three E1290-93 CTOD values for lab E came out high
relative to the annex CTODs because there was an anomaly similar to a pop-in
in each test record that caused an increase in CMOD with no corresponding
increase in load. This increased the plastic part of CMOD, which the E1290-93
equations are sensitive to. The anomaly had much less effect on the annex
calculations because they are based on plastic area. The raw data for the one
test from lab C with a large discrepancy were not available, so the cause for the
discrepancy could not be checked. This round robin was started in 1998. Un-
fortunately, the organizers moved on to other jobs before the round robin was
finished, so the data collection and analysis were incomplete. When efforts
were made to complete the data analysis after several years of dormancy, it was
very difficult to get any additional information. Often the people that ran the
tests were no longer at the lab, they did not remember the details about the
tests, or the records were lost. The test temperature was solidly on the lower
shelf for this alloy, so inadequate temperature control would is not likely to lead
to pop-ins because it would be difficult to go colder than −196°C when using
liquid nitrogen to chill the specimens, and it would be unusual for pop-ins to
occur at higher temperatures while not occurring at −196°C. These discrepan-
cies point out the importance of carefully controlling all variables in a round-
robin test program.

It is difficult to determine the cause of the discrepancies between E1290-93
and annex calculations of CTOD by the labs, or whether the discrepancy is due
more to the E1290-93 or annex calculation. For example, one test from lab J
falls well to the left of the +20 % line in Fig. 13. Is this due to a low value of
CTOD by the E1290-93 equation, or a high value by the annex equation? A
benchmark was needed to establish verified calculations for both E1290-93 and
annex equations. To address this problem, a benchmark analysis was run on all
tests where the raw data were available. The benchmark analysis was developed
by the authors using MathCAD, and the same analysis was applied to all speci-
mens. The benchmark analysis included both the E1290-93 and annex equa-
tions so that comparisons could be made between benchmark and lab analysis
for each calculation method. Not all labs provided raw data with their results,
and lab E did not calculate CTOD using the annex equations, so it was only
possible to perform the annex benchmark for four labs and the E1290-93
benchmark for five labs. The comparison for the annex equations at LN2 tem-
perature is shown in Fig. 14. With the exception of two points from lab B and
two from lab E where the lab values for CTOD are much larger than the bench-
mark, the values are within ±10 %. This comparison indicates that in most
cases the labs were able to effectively calculate CTOD for low temperature tests
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using the proposed weld annex equations. The two tests from lab E where lab
CTOD values are higher than the benchmark both had significant pop-ins. The
benchmark analysis included a significance check for pop-ins, while the lab
analysis did not. This accounts for the lower benchmark CTOD values. The
cause of the two large annex CTOD values for lab B could not be determined
because the details of the lab analysis were not provided, but it appears to be
due to errors in the elastic modulus used, and the calculation of m in Eq 10.

At ambient temperature the correlation between benchmark and lab analy-
sis for annex equations is similar to LN2 temperature, as shown in Fig. 15, with
all data falling within the ±10 % lines.

There is considerably more variability in CTOD values at LN2 temperature
using the E1290-93 equations than there was using the proposed weld annex
equations, as shown in Fig. 16. There are 21 points that fall outside the ±10 %
lines, with most of them having the lab analysis CTOD greater than the bench-
mark. The CTOD values shown for lab E are as reported, and as mentioned
previously, there were errors in their analysis that led to significant overestima-
tion of CTOD for three specimens. Note that the lab calculations of CTOD for
two specimens from lab B are also significantly larger than the benchmark.
These are the same two specimens that were mentioned in the previous discus-

FIG. 14—CTOD per annex, comparison of benchmark with lab analysis at LN2

temperature.
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sion of Fig. 14. The fact that the CTOD values are high compared to the bench-
mark for both E1290-93 and annex equations explains why they show good
correlation in Fig. 13.

In order to get a better sense of the difference between lab and benchmark
calculations, the results are replotted as the percent difference between lab and
benchmark versus the benchmark CTODs in Fig. 17. The tests where the differ-
ence was greater than 20 % were examined to determine the cause. In some
cases there were errors in the analysis, such as using the wrong elastic modulus
or an inaccurate initial crack length. Many of the tests with large differences
had an initial nonlinearity in the load-CMOD record. Comparison of the lab
analysis with the benchmark revealed that, in the lab analysis, the initial non-
linearity was not excluded from the data used to perform the linear regression
to determine the initial compliance. In most cases observed, the slope starts out
high and then decreases until it becomes linear. When the initial nonlinearity is
included in the regression, the initial slope is too high �compliance is too low�.
This results in plastic CMOD values that are too high, as seen in Eq 12. This
increases CTOD from the E1290-93 equation and helps explain why many lab
values tend to be higher than the benchmark values.

FIG. 15—CTOD per annex, comparison of benchmark with lab analysis at ambient
temperature.
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CMODplastic = CMOD − �load� · �initial compliance�. �12�

In the benchmark analysis, great care was taken to carefully select the data in
the linear part of the load-CMOD record for the regression. Also, the measured
CMODs were shifted by the intercept from the regression to ensure that the
projection of the linear part of the load-CMOD curve would go through zero
load at zero CMOD. This shift results in zero plastic CMOD during the linear
part of the test, which is consistent with the physical behavior of the specimen.
A comparison of the lab and benchmark linear regressions for one particular
specimen with +27.5 % difference in CTOD is presented in terms of the re-
sidual CMOD, which is the difference between the linear fit and the measured
CMOD at the same load, in Fig. 18. It is apparent that there is no region over
which the lab fit matches the linear part of the data. The benchmark fit matches
the data from loads of about 3000 to 8000 N. The slope of the initial part of the
residuals curves is caused by the initial nonlinearity in the data, and the slope
of the latter part of the lab residual curve is caused by an underestimate of the
compliance. The CMOD shift applied to the benchmark analysis brings the
residuals close to zero over the central linear part of the load-CMOD curve �it
causes a vertical shift in the residuals curve�. The effect of the linear fit on the
resulting plastic CMOD is shown in Fig. 19. The overestimate of plastic CMOD
for the lab calculations that was referred to earlier is apparent in this graph.
This behavior was observed for many of the tests that had more than +20 %

FIG. 16—CTOD per E1290-93, comparison of benchmark with lab analysis at LN2

temperature.
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difference in CTOD. If the initial nonlinearity had an increasing slope, the ef-
fect would be reversed and plastic CMOD would be low compared to the bench-
mark. This analysis reveals the need for a robust algorithm to determine the
linear part of the load-CMOD curve and obtain a fit that excludes the nonlin-
earities that typically occur near zero and maximum load. Several authors have
looked into this problem 
10–12�. The authors present algorithms intended for
computer implementation that vary from simple iterative approaches where
linear regression is repeated with different data subsets until some goodness-
of-fit condition is met 
10,11� to a complex, statistically based optimization
approach 
12�. There is clearly a need to implement a robust approach that
does not rely on the judgment of the analyst into E1290 and other standards
that rely on linear regression.

There is much better correlation between benchmark and lab analysis for
E1290-93 equations at room temperature, as shown in Fig. 20, with all data
falling within the ±10 % lines. It appears that there were no complications with
application of either equation at higher temperatures where the test results in a
	m value. This is because the plastic part of the CTOD is large, so errors in
determining the initial compliance and shifting CMOD have much less effect.

FIG. 17—Percent difference between lab and benchmark calculations of CTOD using
E1290-93 equations.
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Discussion and Conclusions

The ASTM Manual for Conducting an Interlaboratory Study of a Test Method

13� emphasizes the importance of carefully planning and controlling a round-
robin study. It is essential that the test procedure be developed in a way that all
variables that could influence test results are controlled, and each laboratory
must adhere strictly to prescribed procedures of test and measurement. Some
of the problems encountered in analyzing the data from this round robin were
due to participants deviating from the instructions. For example, lab C did not
provide results for validation tests or the raw data and deviated slightly from
the test plan, while lab J deviated significantly. Only four of the six labs fol-
lowed the test plan as laid out, although the sequence of tests could not be
checked. Lab E did not use data sheets provided to record data, precracked
some specimens at −196°C, only used local compression on validation speci-
mens, and did not calculate CTOD using the annex equations. Three of the six
labs precracked at �K values that exceeded the allowable. E1290-93 does not
specify that �K should be reduced when testing at a temperature lower than
the precracking temperature, so it appears that they may have followed
E1290-93 precracking procedures and not round-robin instructions.

A similar round robin on fracture toughness of welds was conducted to

FIG. 18—Comparison of linear regressions for lab and benchmark in terms of residuals
�linear fit-measured CMOD�.
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evaluate scatter in fracture toughness tests conducted according to Part 2 of
BS7448, which was in draft form at the time 
14�. That round robin also had
problems with the participating labs not strictly following all prescribed proce-
dures. Local compression of 1 % was applied across the specimen ligament by
all laboratories. They tested B
2B specimens in the NF orientation at −60°C,
which was expected to be in the lower-shelf/lower transition region. Unfortu-
nately, the authors do not provide a transition curve to show where the test
temperature is relative to lower shelf. They fit 59 data points with a log-normal
distribution and found a mean of 0.061 mm and a standard deviation on the
natural log of CTOD of 0.677 ln�mm�. In order to compare these results, the
−196°C data from this study were fit with a log-normal distribution. The re-
sulting mean is 0.002 63 mm and the standard deviation of the log of CTOD is
0.515 ln�mm�. Even though the mean CTOD for this study is quite a bit less
than the BS7448 round robin, the standard deviation is comparable, thereby
indicating that the scatter in this study is similar to the BS7448 round robin.
The authors found that there were statistically significant differences between
labs, which is consistent with the findings of this study, and that the differences
may be due to variations in how the local compression technique was applied.
They also found that 44–64 % of tests were invalid due to excessive bowing of

FIG. 19—Influence of linear regression on plastic CMOD for a test conducted at
−196°C.
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the pre-crack in the center. The version of BS7448 in use at the time limited
curvature to 10 %. They found that measured toughness was insensitive to
crack front curvature. These observations are also consistent with this study.

The following conclusions can be drawn from the tests conducted on this
particular pipe weld. From these results it is possible to infer the effect of
various specimen preparation procedures on measured CTOD for welds, how-
ever, there is no guarantee that other welds will behave in the same manner as
the test weld. The factors that influence the mechanical properties of welds are
many, so each weld is unique.

The analysis of the validation specimens showed that, in most cases, ac-
ceptably uniform residual stresses were not achieved by the precrack prepara-
tion procedure involving local compression. There does appear to be a decrease
in absolute curvature as the amount of local compression increases, and it is
evident that cracks do not generally get straighter as they grow for the pre-
cracking loads used in this study. Therefore, the residual stress remaining after
local compression continues to influence crack growth out to extensions of
40 % of the initial ligament.

Analysis of the CTOD tests showed that, when results from all labs are
considered, local compression of 1 % did not consistently and reliably reduce
crack front curvature. It appears that the procedure used is more important
than the amount of local compression, as evidenced by the straight cracks

FIG. 20—CTOD per E1290-93, comparison of benchmark with lab analysis at ambient
temperature.
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obtained by two labs that exercised tight control on local compression. Analysis
of covariance estimates that curvature decreased by 5.2 % ±2.1 % for each 1 %
increase in local compression for up to 3 % compression. However, interpolated
mean curvatures differed among labs even for the same compression. Labs that
maintained the tightest control on local compression achieved the straightest
cracks.

The final �K used in precracking varied significantly among participants.
The minimum pre-crack curvature was about 5 % and was not influenced by
final �K, so precracking at a higher �K does not appear to cause curvature in a
crack that otherwise would have been relatively straight.

The mean value of 	c based on annex equations for all cracks with less than
10 % curvature was 0.002 68 mm. If the limit on curvature were increased to
20 %, there is no statistically significant difference in the mean values at the
95 % confidence level.

In general, it appears that the variables that influence CTOD in welds with
residual stress were not adequately controlled in this study. The poor correla-
tions of CTOD with percent local compression, final �K, and curvature indicate
that other variables were involved. These other variables likely have to do with
the specific procedure used to perform the local compression.

This study also compared CTOD values calculated using equations in the
proposed weld testing annex, which are the equations adopted in E1290-02,
with E1290-93 equations. The annex CTOD values for tests exhibiting upper-
shelf behavior were within ±10 % of the E1290-93 values, thereby indicating
that the labs were able to effectively calculate CTOD using the proposed annex
equations.

Problems observed with calculation of CTOD using the E1290-93 equations
at low temperatures, where the elastic part of CTOD is larger than the plastic
part, were eliminated by using the annex equation. For both equations, the
elastic part of CTOD is primarily a function of the critical load and the crack
length. Most labs were able to correctly identify the critical load. However,
there were some problems with errors in initial crack length, but this affected
both equations equally. The primary difference in the equations is in how the
plastic part of CTOD is calculated. The E1290-93 equation uses a rotation-point
formulation to scale the plastic CMOD, and it is very sensitive to the initial
compliance. The annex equation uses the cumulative plastic area, which is less
sensitive to initial compliance errors and exhibits much less variation.

Benchmark calculations of CTOD were performed using both annex and
E1290-93 equations to provide a reference to compare lab calculations against.
Many of the low temperature tests with large differences between lab and
benchmark calculations of CTOD using the annex equations had an initial non-
linearity in the load-CMOD record. Comparison of the lab analysis with the
benchmark revealed that, in the lab analysis, the initial nonlinearity was not
excluded from the data used to perform linear regression to determine the
initial compliance. This comparison reveals the need for a robust algorithm to
determine the linear part of the load-CMOD curve and obtain a fit that excludes
the nonlinearities that typically occur near zero and maximum load.
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Appendix: Statistical Data Analysis

The entire data set is characterized by the persistent and marked differences
between the results from the various laboratories. These differences are appar-
ent in every variable measured and are far larger than the usual differences
between “repeatability” and “reproducibility.” Their magnitude severely com-
promises the utility of the measurements. The most common explanation for
such differences is that the sample preparation and/or measurement processes
varied significantly among laboratories.

In the face of such large lab to lab differences, it is difficult to assess the
relationship between any pair of measured values. The ranges of each variable
often differ among the labs, as do the slopes and intercepts of any linear rela-
tionships. The statistical method best suited to evaluating the nature of any
general relationship between variables is analysis of covariance �ANCOVA� 
7�.
ANCOVA involves assessing the correlation �fitting a regression line� on the data
from each lab separately, then comparing these individual within-lab correla-
tions for consistency and overall significance. Finally, the lab means are as-
sessed for correlations between labs.

ANCOVA was applied to address the following questions for each pair of
variables X and Y, where X is taken as the independent variable and Y is the
dependent variable.

Within-lab analyses seeks answers to the following.

Question 1: Does the data from within any single laboratory indicate a
correlation between X and Y? Are any of these lab-specific correlations
significant?

Question 2: Are the within-lab correlations �or lack thereof� consistent
from one lab to the next?

Question 3: Regardless of whether within-lab correlations are consistent,
is the average slope different from zero?

Question 4: If within-lab correlations are consistent, do the labs’ means
agree?

Between-lab analyses:

Question 5: Averaging the variable X from each lab, and comparing those
to the lab averages for variable Y, do these lab mean values show a
correlation?

Question 6: Is this between lab correlation �or absence of such correla-
tion� consistent with the within-lab correlations of X and Y?

Significance levels are set to 0.05, which means that there is no more than
a 5 % probability a relationship will detected if none were to exist. The follow-
ing example demonstrates the process for the case where the variable X is
percent local compression and variable Y is crack front curvature.

302 FATIGUE AND FRACTURE MECHANICS

 



Is There a Correlation Between Percent Local Compression and Crack
Front Curvature?

Question 1: Yes, data from individual labs do show a relationship. After remov-
ing what appears to be an outlier from lab J, the crack front curvature was
regressed on local compression for each lab separately. The fitted lines are
shown in Fig. 21. All of the fitted lines have negative slope �curvature decreas-
ing with increasing local compression� except those for labs F and D. Within
those two labs local compression varied only a tiny amount, so their slopes are
quite uncertain. �There is inadequate leverage for accurate estimation of their
slopes.� The slopes of labs B and I are significantly different from zero. The
root-mean-square �rms� deviation on curvature of this multiple slope, multiple
intercept model, which measures how closely the data fit the model, is 3.77 %
curvature.

Question 2: The analysis starts with the hypothesis that the labs’ slopes are
not significantly different from one another. To test this hypothesis, the data
from each lab are fit using a single slope but separate intercepts. The single
slope estimate was −5.2±2.1, meaning that, on average, crack front curvature
decreases by 5.2 % for every 1 % increase in local compression. The±is used
throughout to indicate 95 % confidence limits on the estimate. As the critical
value of the t-statistic is 1.99, for 72 degrees of freedom, this is equivalent
�within rounding error� to two times the standard error of the slope estimate.
Thus, 2.1 is two standard errors of the estimated slope, which is −5.2 %. There-

FIG. 21—Within-lab correlations.
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fore, slope is between −7.3 and −3.1 % with 95 % confidence. This model is
displayed in Fig. 22. The residual variation of the data from this simpler model
�3.84 %� is larger than that from the multiple-slope model of Fig. 21 �3.77 %�,
but not by enough that it could not be caused by chance. Significance is estab-
lished using an F-statistic which is a function of the two rms residuals and the
number of samples measured by each lab. Thus, we conclude that the correla-
tions are consistent — there is not strong evidence that the relationships have
different slopes.

Question 3: The hypothesis here is that the average slope is significantly
different from zero. There are two tests for this, depending on whether or not
the slopes are consistent. In this case, the slopes are consistent, so we compare
the model of Fig. 22 to that of Fig. 23, where all seven slopes are forced to be
zero. The root-mean-square residual from this model is 4.40 %, which is sig-
nificantly larger than the rms residual for the model of Fig. 22, so the latter is
significantly better.

In the event that the slopes were different, we would still be interested in
whether the average slope was different from zero. In such a situation, the labs
would disagree on the magnitude of the change in the Y variable caused by a
unit change in the X variable, but if they were to agree that the change was
negative, say, then that would still be a useful finding. One way of testing this is
to compute the weighted average of the lab-specific slopes, where the weights
are the reciprocal squares of the standard errors of the slopes. �The standard

FIG. 22—Comparison of within-lab correlations where they are forced to have the same
slope.
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error of a slope is routinely calculated as part of a simple linear regression
analysis.� The weighted mean can be compared to zero by dividing by its stan-
dard error. The weighted mean of the slopes will always be the same as the
single slope estimate of the previous question, but its standard error is different
when the slopes are not assumed to be the same.

Question 4: The hypothesis here is that the labs means do not agree. To
check this, we regress the crack front curvature against local compression with
all the data, with no consideration of which labs the data came from. This is
shown in Fig. 24. The rms residual from this model is 6.39 %, far worse than
the model of Fig. 22. The slope is only −1.89 % curvature per 1 % local com-
pression.

Question 5: A regression of the lab means of crack front curvature on the
lab means of local compression �appropriately weighted by the number of
samples each lab measured� produced an estimated slope of +4.8 with a stan-
dard error of 7.3, as shown in Fig. 25. But, because the variation among lab
means is so much smaller than among the individual measurements, this slope
is not significantly different from zero. Thus, there is no discernable relation-
ship between the two sets of means.

Question 6: Although the slope estimate is +4.8 above, its standard error is
7.3. Thus, it is not significantly different from −5.2, the pooled slope estimate
from the within-labs regressions of the model in Fig. 22. A combined within
and between-lab regression estimate is −5.0, with a standard error of 1.1.

FIG. 23—Comparison of within-lab correlations where all are forced to have a slope of
zero.
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The analysis presented in the preceding example was repeated for various
combinations of dependent and independent variables. The results from this
analysis are presented in the following summary of conclusions from these
bivariate comparisons.

1. Is There a Correlation Between Percent Local Compression and Crack
Front Curvature?

�This is the analysis described more thoroughly above.� Yes. Lab J appears to
have one outlier. When this result is removed, then, on average, curvature de-
creases approximately 5.2 % for every 1 % increase in total compression. The
labs differ from one another �different mean local compressions and different
mean curvature�, so that prediction of curvature from local compression is of
little value without knowledge of specific laboratory characteristics. Although
labs differ from one another in both variables, the between labs variations are
not correlated. That is, if we consider the lab average local compressions plot-
ted against lab average curvature, there is no apparent relationship. Validation
specimens were included in this analysis.

2. Is There a Correlation Between Final �K and Crack Front Curvature?

No. The labs differ from one another on both �K and curvature, but there is no
apparent relationship between these two variables, either between or within
labs.

FIG. 24—Correlation using all data, irrespective of which lab it came from.
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3. Is There a Correlation Between Crack Front Curvature and CTOD for
LN2 Tests?

The labs differ from one another on both annex CTOD and curvature. The
within-lab correlations are not consistent, even to direction, although, when
combined with between lab correlation, there is a weak suggestion that the
direction of the correlation may be positive �CTOD increase of
0.000 063±0.000 086 per 1 % of curvature�. An outlier from lab F has been
removed from this analysis. When E1290-93 equations for CTOD are used, the
within-lab correlations are not so inconsistent, and because of this, the esti-
mate of slope is significantly different from zero �0.000 073±0.000 054�.

4. Is There a Correlation Between Crack Front Curvature and CTOD for
Room Temperature Tests?

The labs differ from one another on both annex CTOD and curvature, and,
although some labs indicate correlation, there is no consensus as the nature or
direction of the relationships. Estimated slope is 0.0118±0.0152 mm increase
in CTOD per percent increase in curvature. When the E1290-93 calculation of
CTOD was used as the independent variable, even this hint of a positive corre-
lation is gone.

FIG. 25—Comparison of between lab means.
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5. Is There a Correlation between Local Compression and CTOD for LN2
Tests?

No. The labs differ from one another with respect to both variables, but there is
no significant correlation between local compression and annex CTOD, either
between or within labs. Lab B notwithstanding, the correlations are all consis-
tent with the hypothesis of no relationship. When E1290-93 version of CTOD is
used, the results are the same.

6. Is There a Correlation between Local Compression and CTOD for
Room Temperature Tests?

No. The labs differ from one another with respect to both variables, but there is
no significant correlation between local compression and CTOD, either be-
tween or within labs.

7. Does Final �K Influence CTOD at LN2 or Room Temperature?

At LN2 temperature there appears to be one CTOD outlier by lab F. Eliminating
this, we reach the following conclusions using the Annex equation for CTOD:

a. Labs differed significantly from one another in both final �K and
CTOD.

b. Some labs found that final �K and CTOD were related, but the slope of
the relationships differed among labs.

c. Based on the between lab variations of both CTOD and final �K, there
is a significant slope of 0.000 117±0.000 098 mm of CTOD per
1 MPa�m of �K.

At ambient temperature, only the first two conclusions above are appli-
cable. Using the E1290-93 CTOD equation, the between-lab relationship at LN2
�conclusion c� is not significant.

8. Is There a Consistent Difference Between CTOD Calculated Using the
Weld Annex Equation and the E1290-93 Equation?

For some labs the differences at LN2 temperature are consistent, for others
only suggestive. Labs B, D, and F obtained virtually identical results when ap-
plying the two methods. For the others, the two methods’ results were less
highly correlated �but still quite correlated�, with the E 1290-93 results more
variable than those of the weld annex. Regressions for the various labs at LN2
and room temperature are shown in Figs. 26 and 27, respectively.

At ambient temperature, there was a good deal more variation among lab’s
correlations. B, F, and D still produced very linear relationships, but this time
they did not agree with each other. �Labs B and D were in good agreement —
lab F disagreed with these two.� The slopes for the remaining labs are not
uniformly less than or equal to one, as they are at LN2 temperature.

As discussed previously, there is a tendency for the lab calculations of
CTOD using the E1290-93 equations to be on the high side. This is apparent
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when comparing the lab results with the benchmark calculations. The data
points for lab E that stand out with high E1290-93 CTOD values are 60–120 %
higher than the benchmark. The results for lab C could not be benchmarked
because raw data were not provided. The outlier for lab J resulted from running
the analysis with a compliance that was too high. When the benchmark results
are used for comparison, the correlation is very close to 1, meaning that there
is no significant difference between CTODs calculated by the two equations
when the analysis is done carefully.

9. Is There a Difference in the CTOD Values at Either LN2 or Room
Temperature for the Different Labs?

Yes, there are significant differences between labs in CTOD, for both tempera-
tures by the weld test annex, and at ambient temperature by the E1290-93
equation.

FIG. 26—Within-lab regressions of CTOD at LN2 temperature calculated using annex
and E1290-93 equations as calculated by labs.
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Evaluation of Residual Stress Effects on
Brittle Fracture Strength Based on Weibull
Stress Criterion

ABSTRACT: This paper studies the method for estimating the residual stress
effects on brittle fracture of structural steel based on the Weibull stress cri-
terion. First, brittle fracture tests were conducted for four-point bend notched
specimens with and without compressive preloading. It is shown that the
compressive preloading apparently decreases the critical crack tip opening
displacement �CTOD�. The critical CTOD of the preloaded specimen can be
predicted from monotonically loaded test results based on the Weibull stress
criterion. It has been found that the Weibull stress is an effective fracture
parameter for brittle fracture initiation under tensile residual stress. Second,
using wide plate specimens with and without welding residual stress sub-
jected to uniform tension and three-point bend fracture toughness speci-
mens, welding residual stresses effect on the brittle fracture strength is in-
vestigated. Experiments show that the critical CTOD of wide plate with
welding residual stress is significantly smaller than that without residual
stress. Constraint loss effect on CTOD of wide plate can be assessed by the
equivalent CTOD ratio �. � is defined as ���3PB/�WP, where �3PB and �WP
are CTODs of the standard fracture toughness specimen and wide plate,
respectively, at the same level of the Weibull stress. Fracture assessment
result using � is shown within the context of failure assessment diagram. An
excessive conservatism observed in the conventional procedure ���1� is
reasonably reduced by applying the equivalent CTOD ratio �.
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Introduction

Residual stresses can affect the brittle fracture strength. It is important to as-
sess the residual stress effects on brittle fracture initiation of steel components
for the structural integrity. A number of studies were conducted on the effects
of preloading or welding residual stresses on the brittle fracture strength
�1–14�. As a matter of fact, the linear elastic fracture mechanics is not appli-
cable to the brittle fracture under a large scale yielding condition. The active
�primary� CTOD concept �1� postulates that the residual CTOD after preloading
has no contribution to fracture, and that the CTOD newly produced by external
loads, i.e., the active CTOD, is responsible for fracture resistance at the fracture
temperature. However, there still remain arguments on the physical meaning of
the active CTOD.

Smith, Pisarski, and Leggatt �2� investigated the welding residual stress
effects on the CTOD design curve of mismatched welded joints. They insist that
the welding residual stresses have a significant role in the fracture behavior of
mismatched welded joints. Ainsworth �3� investigated the significance of ther-
mal and residual stresses in fracture assessments. The behavior of a crack
under combined mechanical and thermal/residual loads is described in terms
of a reference stress or equivalent mechanical loading. Qi �4�, Hooton et al. �5�,
Smith et al. �6�, and Hancock �7� also studied the residual or thermal stresses
effects on the fracture. They studied the interaction of primary and secondary
stress effects on the fracture in the context of failure assessment diagram in R6
or BS PD6493 and J-Q theory �8,9�. Lei et al. presented the path independent J
definition for a crack in a residual stress field �10� and proposed the assessment
method for combined conditions of the residual stress and mechanical loading
�11�. They found that the conservatism of the reference stress method is depen-
dent on the residual stress distribution along the uncracked ligament when the
mechanical load is less than the limit load. Hill and Panontin �12,13� investi-
gated the residual stress effects on the initiation of brittle fracture of a pipe
with a circumferential crack subjected to inner pressure and axial loading
using J-Q theory. It was confirmed that residual stresses contributed to the
fracture driving force and reduced the fracture loads in the early stage of load-
ing history. In addition, the residual stresses severely alter the J-integral value
predicted for the onset of brittle fracture. They concluded that this decrease is
due to the elevation of constraint by the residual stress.

A probabilistic approach, the so-called Weibull stress �15,16� criterion, was
proposed for the assessment of brittle fracture of ferritic materials, where the
Weibull stress is used as a fracture driving force. The Weibull stress is defined
by integrating the stress field in the fracture process zone around the crack tip,
so that it accounts for the stress intensity as well as the effect of the highly
stressed region near the crack tip. The critical Weibull stress at brittle fracture
initiation follows the Weibull distribution with the shape and scale parameters,
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which are considered to be material properties independent of specimen geom-
etry �17�.

This paper applies the Weibull stress criterion to brittle fracture under a
tensile residual stress field introduced by compressive preloading or welding. A
method is studied for estimating the residual stress effect on brittle fracture of
structural steel. First, it is verified that the Weibull stress is efficient to estimate
the brittle fracture initiation under residual stress field. Using four-point bend
�4PB� specimen of a 780-MPa class high strength steel, compressive preloading
are introduced at a room temperature. After unloading and cooling, the subse-
quent fracture test is conducted at a low temperature. Next, the failure assess-
ment method in welding residual stress fields is studied for steel welded com-
ponents. Using wide plate �WP� specimens with and without welding residual
stresses, the welding residual stresses effects on the brittle fracture perfor-
mance are investigated. Constraint loss in the wide plate is assessed by the
equivalent CTOD ratio �17�, �=�3PB/�WP, where �3PB and �WP are CTODs of the
standard fracture toughness specimen �3PB� and wide plate, respectively, at the
same level of the Weibull stress within the context of failure assessment dia-
gram �FAD� �18�.

Experimental Study on Compressive Preloading Effect on Brittle
Fracture Strength

Experiments

To investigate the tensile residual stress effects on brittle fracture initiation,
compressive preloading at room temperature was applied to the four-point
bend specimen. After unloading and cooling, subsequent fracture tests were
conducted at −75°C and −100°C. The material used was a 780-MPa class high
strength steel �HT 780� with a thickness of 25 mm. The chemical composition
and mechanical properties of the HT780 are given in Tables 1 and 2. Figure 1
shows the configuration of the four-point bend specimen employed. The notch

TABLE 1—Chemical composition of HT780 steel used for compressive preloading �mass
%�.

C Si Mn P S Cu Cr Mo V B
0.12 0.23 1.06 0.01 0.003 0.03 0.5 0.21 0.04 0.0015

TABLE 2—Mechanical properties of HT780 steel used for compressive preloading �RT�.

Yield stress
�Y0, MPa

Tensile strength
�T, MPa vE−20, J

Elongation, %
�T, %

830 869 245 21

vE−20: Charpy absorbed energy at −20°C.
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depth ratio a /W was 0.5, where W is the specimen height and a is the machined
notch length. The machined notch length was 25 mm and notch radius � was
0.1 mm.

Calculation of CTODs

Generally, the crack tip opening displacement �CTOD� is defined for fatigue
precracked fracture toughness specimen. This study employs notched speci-
mens because of the difficulty in generating tensile residual stress for fatigue
precrack due to a surface contact during precompression. The CTOD of the
notched specimen is calculated by Eq 1 �19�:

���Y�T�,Vp,F� =
K�F�2�1 − �2�

2�Y�T�E
+

0.4�W − a� Vp

0.4W + 0.6a
�1�

where K�F� is a stress intensity factor under the force F, �Y�T� is the yield
strength at the temperature T, Vp is a plastic component of the crack mouth
opening displacement Vg, E�=206 GPa� and ��=0.3� are the Young’s modulus
and Poisson’s ratio, respectively. Equation 1 is ordinarily applied to three-point
bend specimens; nevertheless, Eq 1 is applied to the four-point bend specimen
in this study. In Eq 1, K�F� under four-point bending is calculated by Bakker
�20�:

FIG. 1—Specimen size and geometry of four-point bend specimen used. �a� Compres-
sive preloading state. �b� Reloading state.
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K�F� = F����b
�	a �2�

where F��� is a correction factor for stress intensity factor, �b is nominal bend-
ing stress for a gross section of the specimen, and ��=a /W� is the notch depth
ratio of the specimen height W. CTODs of compressive preloaded specimens
are calculated by Eqs 3–8, where each component of CTOD is drawn in Fig.
2�a�. Figure 2�b� shows the relationship between applied force and plastic com-
ponent of notch mouth opening displacement:

�preload = ���Y0,Vp � preload,Fpreload� �3�

�unload = ��2�Y0,Vp � unload,− Fpreload� �4�

�res = �preload + �unload �5�

�tensile = ���Y0 + �Y�T�,Vp � tensile,Freload − Fpreload� �6�

�total = �tensile + �preload �7�

�active = �tensile − �unload �8�

The symbols are defined as follows:
�preload: CTOD at precompression state 
0,
�unload: CTOD during unloading �0,
�res: residual CTOD at unloaded state,
�tensile: CTOD generated from the point of preloaded state,
�total: total CTOD considering the history of applied force,
�active: CTOD at reloading,
Vp �preload: plastic component of notch mouse opening displacement at

preloaded state,
Vp �unload: plastic component of notch mouse opening displacement dur-

ing unloading,
Vp � tensile: plastic component of notch mouse opening displacement gen-

erated from the point of preloaded state,
Fpreload: compressive preload 
0, and
Freload: applied force in reloading at fracture temperature.
When Eq 3 is applied to the preloaded state, CTOD has a negative value

because notch surface hold a closing displacement. In this study, CTOD is also
defined for compressive preloaded state. In determining �preload, K�F� is calcu-
lated in compressive loaded state and has a negative value. Vp �preload and
Fpreload have also negative values. Equations 4 and 6 adopt the yield stress of
2�Y0 and �Y0+�Y�T�, respectively, as effective values from compressive yield
state to tensile yield state in the notch tip region. Vp �unload is given as shown
in Fig. 2�b�. The nomenclature “cr” means the value at brittle fracture initiation.

Examples of the relationships between force and total CTOD calculated
with Eqs 1–8 are shown in Fig. 3 based on the crack mouth opening displace-
ment obtained from finite element �FE� analysis. When the force in reloading
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state is beyond the maximum absolute value of preload, the force-total CTOD
relationship for the compressively preloaded specimen is consistent to that for
the monotonically loaded specimen.

FIG. 2—Definition of CTODs and notch mouth opening displacement. �a� Definition of
CTODs. �b� Definition of plastic component of notch mouth opening displacement.
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Test Conditions

Preloading and unloading to produce tensile residual stress was conducted at
room temperature. After cooling, fracture tests were conducted at −75°C and
−100°C. Three levels of preloading were adopted such as Fpreload=−125, −132,
and −140 kN. Absolute values of CTOD ��preload� at compressive preloaded state
at −125, −132, and −140 kN were smaller than the critical CTOD of the mono-
tonically loaded specimens at −75°C, but larger than the critical CTOD of the
monotonically loaded specimens at −100°C.

Test Results

Figure 4 shows cumulative distributions at −75°C of the critical total CTOD.
The compressive preloading decreases the critical total CTOD, which is more
significant with increasing the absolute value of compressive preload.

The average CTODs at precompression ��preload� measured for the preloads
of −125, −132, and −140 kN were −0.083, −0.11, and −0.16 mm, respectively.
The critical CTODs at fracture are shown in Fig. 5. The condition of brittle
fracture initiation can be divided into two groups as follow, where �cr�T� is the
critical CTOD at the monotonic loading condition:

�a� Under the condition of ��preload�
�cr�T� �test at −75°C�.

��res� + �tensile,cr � �cr�T� �9�

This can be expressed as

��preload� + �active,cr � �cr�T� �10�

�b� Under the condition of ��preload��cr�T� �test at −100°C�.

�unload + �active,cr = �tensile,cr � �cr�T� �11�

FIG. 3—Relationships between force and total CTOD calculated by FE model based on
Eqs 1–8.
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Equation 10 indicates that brittle fracture occurs when �active reaches
�cr�T�− ��preload� under the condition of ��preload�
�cr�T�. On the other hand, Eq
11 shows that brittle fracture occurs when CTOD �tensile,cr, generated from the
preloaded state, reaches �cr�T�; hence �tensile,cr is independent of the preload
level under the condition of ��preload��cr�T�.

Sakai �1� shows in a notched wide plate subjected to tensile loading that the
critical active CTOD decreases linearly with increasing the residual CTOD
when �cr�T� is at a large level, and that in the case of rather small �cr�T� level,
the critical active CTOD is almost constant and nearly equal to �cr�T�, and
independent of the residual CTOD. These results are much the same as the
four-point bend results in this paper.

FE Analysis of Compressive Preloading Effect on Near-Tip Stress Fields

FE Analysis

The decrease in the critical total CTOD of the preloaded specimens is due to the
existence of tensile residual stresses around the notch tip. The near-crack tip
stress fields in the four-point bend specimen were investigated by three-
dimensional FE analysis, using the FE code ABAQUS �Ver. 6.6.3�. The stress-
strain curves at RT, −75°C, and −100°C were determined from the round bar
tension tests. In this paper, the stress-strain curve is simulated by Eq 12.

�̄ = �Y�1 + �̄p/��n �12�

where �̄,�Y,�p,n, and � are equivalent stress, yield stress, plastic strain, strain
hardening exponent, and material constant, respectively.

FIG. 4—Compressive preloading effects on critical total CTOD �fracture test tempera-
ture at −75°C�.
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A quarter of the specimen was modeled because of symmetry. The mini-
mum element size at the notch tip was 0.03 by 0.03 by 0.5 mm3. In unloading
and reloading analysis, the loading direction is reversed. Bauchinger’s effect is
often considered in this analysis of reloading. However the isotropic hardening
rule is adopted in this analysis for convenience. The cooling stage is simulated
with the cooperation of the temperature dependence of flow properties. It has

FIG. 5—Compressive preloading effects on critical total CTOD by experiment. �a�
−75°C. �b� −100°C.
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been verified that the force versus Vg relationships calculated by the FE analysis
is sufficiently consistent with those obtained in the experiment.

Effect of Compressive Preloading on Stress Distribution

Figure 6�a� exhibits the stress distributions �notch opening stress �yy� ahead of
the notch tip at the mid-thickness of the specimen under preloaded and un-
loaded states. It can be seen that tensile residual stresses are produced ahead of
the notch tip after unloading. It has been found that the near-tip stress distri-
bution was hardly changed during cooling to the reloading test temperature of
−75°C and −100°C from the room temperature �preload temperature�. Com-
pressive preloaded specimen hold more activated stress field at early stage of
reloading, which was attributed to the tensile residual stress. Figure 6�b� exhib-
its the stress distribution with the force level of 60 kN for specimens subjected
to monotonic loading and for reloading after preloading of −125 kN and
−140 kN. The activation of the stress field is more significant upon increasing
the absolute value of the compressive preload. In addition, it has been verified
that the residual stress effect is diminished and the stress distribution for the
preloaded specimen becomes consistent with that for the monotonically loaded
specimen when the reload level reaches the absolute value of the compressive
preload.

Evaluation of Compressive Preloading Effect by the Weibull Stress
Criterion

The Weibull Stress Criterion

This paper employs the Weibull stress criterion for the evaluation of compres-
sive preloading effect on the brittle fracture strength. The Weibull stress is
given by the integration of the near-tip stresses in the fracture process zone in
the form:

�w = � 1

V0
�

Vf

�1
mdVf	1/m

�13�

where Vf is the volume of a highly stressed region contributing to fracture
�fracture process zone�, V0 is a reference volume, and m and �1 are the shape
parameter and maximum principal stress, respectively. In this paper, V0
=1 mm is adopted for convenience because the reference volume V0 does not
affect the shape parameter m. The fracture process zone Vf was taken from the
region ahead of the notch tip where Mises’ equivalent stress is equal to or larger
than the yield stress and �1�0. The critical Weibull stress �w,cr at the onset of
brittle fracture follows the Weibull distribution with two parameters:
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FIG. 6—Change in notch opening stress distribution with reloading. �a� At preloaded
and unloaded state. �b� −75°C, force level=60 kN.
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F��w,cr� = 1 − exp�− 
�w,cr

�u
�m	 �14�

In this paper, the two parameters m and �u were determined by an iteration
procedure �21� of the maximum likelihood method using the test data for
monotonically loaded specimens. Figure 7 shows the critical Weibull stress
distributions at −75°C and −100°C. The Weibull parameters determined were
m=20.7 and �u=2628 MPa.

Prediction of Compressive Preloading Effect on Cleavage Resistance

Using the test results under monotonic loading at −75°C and −100°C, the
critical total CTOD of the preloaded specimen are predicted under the assump-
tion that the critical Weibull stress is a material property independent of the
loading history and test temperature. The critical CTOD of the preloaded speci-
men can be determined by finding the CTOD level at which the preloaded
specimen gives the same Weibull stress as the monotonically loaded specimen
at each fracture probability.

Generally, the compressive preloading increases the material yield strength
as a result of plastic hardening, which decreases the material fracture tough-
ness �22�. In this paper, the material hardening due to room temperature plastic
deformation is taken into account in the FE analyses. There remains a possi-
bility that the shape parameter m is affected by preloading. Minami and Ari-
mochi �23� reported that the Weibull stress distribution was independent of the

FIG. 7—Cumulative frequency of critical Weibull stress at brittle fracture initiation at
−75°C and −100°C.
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prestrain �pre and loading rate Ṗ in the range 0
�pre
10 % and Ṗ
�300 mm/s. With these results in mind, the m value is assumed to be not
influenced by preloading.

Figure 8 shows the predicted results of the critical total CTOD distributions
at −75°C and −100°C with the preloads of −125, −132, and −140 kN. The
predicted results for the critical total CTOD of the compressively preloaded
specimens almost agree with the experimental results.

FIG. 8—Prediction of cumulative frequency of critical total CTOD � total,cr. �a� Critical
total CTOD �total,cr at −75°C. �b� Critical total CTOD �total,cr at −100°C.
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In addition, it has been found that the fracture probability of the preloaded
specimen increases rapidly upon increasing CTOD in early stage of reloading.
This is due to the tensile residual stress produced by preloading, as shown in
Fig. 6�a�.

Discussion on Compressive Preloading Effect on the Weibull stress

Brittle Fracture Initiation Behavior

Figure 9�a� shows the relationship between the force and Vg with the compres-

FIG. 9—Force-clip gage opening displacement curve and the corresponding fracture
surface of specimen tested at −75°C with preload=−140 kN. �a� Force-clip gage open-
ing displacement curve. �b� Fracture surface of specimen tested.
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sive preload of −140 kN. The dotted curve in the figure indicates the preloading
and unloading state at room temperature and the solid curve indicates the
reloading state at the fracture test temperature of −75°C. Especially, the speci-
mens with compressive preload of −140 kN fractured at a very low load level,
where multi-brittle fracture propagation and arrest were observed before final
fracture. Multi-type brittle fracture followed by short crack arrests were often
observed for the specimen with the preload of −140 kN, as shown in Fig. 9�b�.
A similar fracture behavior is reported by Sakano �24� for the specimen with a
crack introduced by the precompression technique. The white lines in Fig. 9�b�
show the front of each arrested crack. In this case, two arrested crack fronts
were observed. These multi-fractures are indicated by the record of the force-Vg
curve in Fig. 9�a�. This paper adopted the first fracture for the evaluation of the
critical Weibull stress.

Generally the notched specimen with tensile residual stress does not ini-
tiate brittle fracture when it is cooled down to a low temperature from room
temperature. Figure 10 shows the relationships between the Weibull stress and
the total CTOD for specimens tested at −75°C with and without compressive
preloading. It is found that the Weibull stress of the preloaded specimen in low
CTOD range is significantly larger than that of the monotonically loaded speci-
men and that the difference between the Weibull stresses with and without
preloading becomes small at a large CTOD level. At the unloading state, the
fracture probability of the preloaded specimen was very low. In addition, the
cooling stage hardly changed the fracture probability, because the tensile re-
sidual stress fields was not changed but only the yield stress was increased by
cooling. It can been seen that fracture probability is very low in the preloading,
unloading, and cooling stages of the specimen and brittle fracture initiation
needs active applied force in the reloading stage at low temperature.

FIG. 10—Relationships between Weibull stress and total CTOD.
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Welding Residual Stress Effects on Brittle Fracture Initiation

Experiments

Wide plates �WPs� with a center through-thickness crack subjected to uniform
tension were used in the experiment. The material used is a 780-MPa class high
strength steel �HT780� with a thickness of 25 mm. The chemical composition
and mechanical properties of the HT780 steel are given in Tables 3 and 4. Note
that this 780-MPa class steel is different from the 780-MPa class steel em-
ployed at four-point bend tests. Figure 11 shows the configuration of the WP
specimens employed and three-point bend �3PB� specimen for standard frac-
ture toughness tests. The base metal WP specimen and the groove welded WP
specimen were employed to investigate welding residual stress effect on brittle
fracture initiation. Both WP specimens had a center through-thickness crack of
the length of the length 2a=42 mm including a fatigue crack at both ends of
machined notch. For the welded specimen, the notch was machined after weld-
ing. And the 6-mm fatigue cracks were introduced at room temperature at both
ends of through-thickness notch with the maximum fatigue load of 720 kN,
which corresponds to the stress intensity factor of 26 MPa�m.

WP specimens were cooled and fracture tests were conducted at −75°C in
a lower fracture transition temperature range. Crack mouth opening displace-
ment of WP specimen was measured by using knife edge on specimen’s both
surfaces to determine the CTOD of WP. The CTOD of the WP specimen was
calculated by the BCS model �25�. For the WP specimen with residual stress,
the primary CTOD ��WP�, which is caused by primary load only at fracture test
temperature, is given by Eq 15 �see Fig. 11�a��:

�WP = �WPtotal − �WPres �15�

In this case, �WPres was calculated by FE analysis mentioned later. �WPtotal is
the sum of �WP and �WPres. Standard fracture toughness tests using three-point
bend �3PB� with a /W=0.5 were also conducted at −75°C to determine the
critical Weibull stress distribution for HT780 steel used.

TABLE 3—Chemical composition of HT780 steel used for wide plate and 3PB �mass %�.

C Si Mn P S Cu Cr Mo V B
0.11 0.24 0.84 0.0007 0.0001 0.16 0.72 0.41 0.04 0.000 01

TABLE 4—Mechanical properties of HT780 steel used for wide plate and 3PB �RT�.

Yield stress
�Y0, MPa

Tensile strength
�T, MPa vE−20, J

Elongation, %
�T, %

838 885 248 23

vE−20: Charpy absorbed energy at −20°C.
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FIG. 11—Size and geometry of wide plate and three-point bend specimens used. �a�
Wide plate specimen without residual stress. �b� Wide plate specimen with welding
residual stress. �c� 3PB specimen.
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Results

Figure 12�a� shows cumulative distributions of fracture force for the WP speci-
mens. Figure 12�b� shows cumulative distributions of the critical CTOD for the
WP and 3PB specimens. It can be seen that the brittle fracture strength of the

FIG. 12—Cumulative distributions of fracture force and critical CTOD for WP and 3PB
specimens. �a� Fracture force. �b� Critical CTODs.
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WP specimen is apparently reduced by the welding residual stress. The critical
CTOD of the WP specimens is higher than that of the 3PB specimen even when
the WP is subjected to residual stress.

FE Analysis of Residual Stress Effect on Near-Tip Stress Fields

FE Analysis

In order to discuss the residual stress effect and constraint loss effect on the
brittle fracture resistance, the three-dimensional FE analysis was performed
using the FE code ABAQUS �Ver.6.6�. The stress-strain relationships for FE
analysis were obtained by round bar tension tests at RT and −75°C and evalu-
ated by the Swift’s type relation �Eq 12�. Elements employed were isoparamet-
ric elements with eight nodes. It was verified that the Weibull stress could
calculate reasonably by the first-order elements with minimum element size at
the crack tip of 0.025 by 0.025 by 0.5 mm3. Both WP and 3PB models have
seven layers in the thickness direction for the half thickness.

The FE analysis of WP with the residual stress includes the following steps:
Step 1: Introduce the residual stress by eigenstrain tensor due to unit tem-

perature change with the spatially distributed anisotropic thermal expansion
properties in the WP specimen �12,13�. At each node in the model, the thermal
expansion tensor is set equal to the value of the eigenstrain tensor.

Step 2: Introduce the through-thickness crack with the length of 42 mm by
node release procedure. Node release was conduced by releasing crack face
tractions to simulate machined notch and fatigue crack. Crack face was intro-
duced progressively using multiple load steps with the piece by piece changes
of boundary conditions that correspond to fatigue precrack growth.

Step 3: Load and unload to simulate the preload effect during fatigue pre-
cracking. The maximum load level is set to 720 kN, which is the same as the
load level at the fatigue precracking in the experiment.

Step 4: Cool from RT to fracture test temperature of −75°C. In this process,
the thermal expansion tensor is kept to be zero not changing the eigenstrain
field introduced at Step 1.

Step 5: Apply external force for fracture test.

Residual Stress Effect on Stress Distribution

Figure 13 shows the longitudinal residual stress distribution of the WP speci-
men. The residual stress distribution on the specimen’s surfaces measured by
the strain changes of block removal method also exhibits in Fig. 13. Residual
stress distributions were measured for the both surfaces of WP specimen �sur-
face 1 and surface 2�. In the FE analysis, the residual stress distribution is given
to simulate the distribution measured on surface 1 adjusting the thermal ex-
pansion tensor. Uniform distribution of the residual stress field in the thickness
direction of WP was supposed.

Figure 14 shows the change in the opening stress distribution ahead of the
crack tip with the same CTOD level for the WP specimens with and without
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FIG. 13—Distributions of longitudinal welding residual stress in WP specimen.

FIG. 14—Change in opening stress distribution near crack tip of WP with and without
residual stress and 3PB.
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residual stress. The near-tip stress field for WP is activated by the residual
stress, which is similar to the case of four-point bend specimen as shown in Fig.
6. The peak stress in the WP with residual stress is almost as large as in the 3PB
at low CTOD level, although the WP without residual stress shows lower crack
tip stresses due to loss of constraint. At large CTOD, the residual stresses in the
WP relax, and so the crack tip stresses become more consistent with those of
the WP without residual stress.

Evaluation of Welding Residual Stress Effect on Brittle Fracture
Initiation by the Weibull Stress Criterion

Prediction of Welding Residual Stress Effects on Cleavage Resistance

Under the assumption that the Weibull parameters m and �u are the material
properties, the fracture strengths of the WP specimens with and without re-
sidual stress are predicted. Figure 15 shows the critical Weibull stress distribu-
tion for the 3PB specimen at −75°C. The Weibull parameters determined were
m=12.2 and �u=2690 MPa, which were determined by an iteration procedure
using the maximum likelihood method. The critical CTOD of the WP specimen
can be determined by finding the CTOD of the WP specimen, at which the WP
specimen gives the same Weibull stress as the 3PB specimen at each fracture
probability. Figure 16 shows the predicted results of the critical CTOD for the
WP specimens. In Fig. 16, it is found that the decrease of brittle fracture
strength of WP with residual stress in the critical CTOD can be simulated by the

FIG. 15—Cumulative distribution of the critical Weibull stress for 3PB specimen at
−75°C.
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FIG. 16—Prediction of Critical total CTOD of WP with and without residual stress
�critical total CTOD is shown for WP with residual stress�.

FIG. 17—Relationship between Weibull stress and CTOD for WP with and without
residual stress.
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Weibull stress criterion. Figure 17 shows the relationship between the Weibull
stress and CTOD for the WP specimens. Horizontal lines indicate the Weibull
stress levels at the fracture probabilities of Pf=0.05,0.5,0.95. The Weibull
stress of WP with residual stress is significantly larger than that without re-
sidual stress in a low CTOD range, which leads to a higher fracture probability
of WP with residual stress. In a large CTOD range, however, the difference
between the Weibull stresses with and without residual stress becomes small.

Discussion on Fracture Assessment of Component with Residual Stress

Equivalent CTOD Ratio �

Recently, the method for evaluating the constraint loss effect on fracture behav-
ior was proposed by Minami et al. �17� on the basis of the Weibull stress ap-
proach. In this methodology, the critical CTOD of the standard fracture tough-
ness specimen is converted to the critical CTOD of the wide plate �structural
component� using the equivalent CTOD ratio �. The equivalent CTOD ratio � is
defined as �3PB/�WP, where �3PB and �WP are CTODs of the standard fracture
toughness specimen and the wide plate component, respectively, at the same
level of the Weibull stress. In this paper, the equivalent CTOD ratio � for wide
plate with and without residual stress is defined as follows.

� = �3PB/�WP �16�

Once � is defined, the critical CTOD of the wide plate ��WP,cr� can be given as:

�WP,cr = �3PB,cr/� �17�

where �3PB,cr is the critical CTOD of the 3PB specimen measured in fracture
toughness testing.

Figure 18 shows the equivalent CTOD ratio � with and without residual
stress for the WP specimens tested. In a low CTOD range, � with residual stress
is higher than � without residual stress. In a large CTOD range, however, � with
residual stress becomes almost the same level as � without residual stress.

Application of Equivalent CTOD Ratio to Failure Assessment Diagram

In this section, the fracture assessment using the equivalent CTOD ratio � is
shown within the context of the failure assessment diagram �FAD�. This paper
uses the FAD curve specified in BS7910:2005. The procedure for constraint loss
correction by � in the failure assessment is described below.

�1� Construct the FAD curve.
According to BS7910:2005 �18�, the toughness ratio in level 2A assessment

is given as
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��r = f�Lr� =� �WP
e

�mat
= �1 − 0.14Lr

2� �0.3 + 0.7 exp�− 0.65Lr
6�� �18�

where �WP
e is the elastic component of CTOD of wide plate, �mat is the material

fracture toughness, Lr is the load ratio �=�ref /�Y�, and �ref and �Y are the
average stress at net section of wide plate and the yield stress of the material.

�2� Calculate the stress intensity factor KI of WP specimen.
For the wide plate with residual stress, KI is calculated as the sum of the

stress intensity factors produced by the residual stress and applied external
force:

KI = Kres + Kapply �19�

where Kres and Kapply are the stress intensity factors by the residual stress and
the applied stress, respectively, and are given as:

Kres = 2�
0

a

�res�x�m�x,a�dx =
2

�	a
�

0

a

�res�x���a + x

a − x
+�a − x

a + x
	dx �20�

Kapply = ��	aF
2a

W
�, F
2a

W
� = F��� = �1 − 0.025�2 + 0.06�4��sec
	�

2
�

�21�

Kres is calculated by the weight function method �26� using the longitudinal
welding residual stress distribution �res�x�. For the wide plate without residual
stress, KI is just given by Eq 21.

�3� Calculate the elastic component of CTOD ��WP
e � of the wide plate.

FIG. 18—Equivalent CTOD ratios for WP with and without residual stress.
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The elastic component of CTOD ��WP
e � of the wide plate is calculated from

the stress intensity factor K in the form

�WP
e =

KI
2

XE�y
�E� = E �Plane stress�

E� = E/�1 − �2� �Plane strain�  �22�

where X is a factor generally in the range 1 to 2 that is influenced by the
component geometry and the work hardening capacity of the material. The
X-value is determined in accordance with BS 7910:2005. X=1 is adopted be-
cause HT780 steel has the low hardening material property. When secondary
stresses are present, a plasticity correction factor � is necessary to allow for
interaction of the primary and secondary stress contributions, such that:

��r =� �WP
e

�mat
+ � �23�

The plasticity correction factor � is determined by BS7910:2005, Annex R.
�4� Convert the CTOD toughness �3PB,cr of the material to the critical CTOD

of the wide plate �WP,cr, using Eq 17.
�5� Calculate the toughness ratio ��r of wide plate.
In the conventional approach, the critical CTOD ��3PB,cr�, measured in frac-

ture toughness testing is directly used as �mat and the toughness ratio is evalu-
ated in the form:

f�Lr� = ��r =� �WP
e

�mat
+ � =� �WP

e

�3PB,cr
+ � �24�

With the constraint loss correction by �, the toughness ratio is evaluated as:

f�Lr� = ��r =� �WP
e

�mat
=� �WP

e

�WP,cr
+ � =� �WP

e

�3PB,cr/�
+ � �25�

Figure 19 shows the results of the fracture assessment. Since a number of
3PB toughness data were available for HT780 steel, 0.2MOTE �MOTE: mini-
mum of three equivalent at 20 % fracture probability� value was adopted as the
material fracture toughness �3PB,cr. The maximum, minimum, and 0.2MOTE
values of the 3PB critical CTOD are 0.092, 0.027, and 0.030 mm, respectively. �
for each experimental fracture points of WP were determined by finding each �
corresponding to the measured �WP,cr based on Fig. 18. It can be seen that
excessive conservatism in the conventional approach is reasonably reduced by
applying the equivalent CTOD ratio � for wide plates with and without residual
stress.

Conclusions

This paper studied the tensile residual stress effects on brittle fracture strength
based on the Weibull stress criterion. From the experiments and the Weibull
stress analyses of the four-point bend specimen and the wide plate of a
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780-MPa strength class steel, the Weibull stress criterion was found to be ef-
fective for the fracture assessment. The results obtained are summarized as
follows:

�1� With increasing of compressive preload level, the critical total CTOD
calculated from Eqs 1–8 apparently decreases.

�2� The critical CTOD of preloaded specimen can be predicted from the
critical Weibull stress distribution of monotonically loaded test results.
The Weibull stress is an effective fracture parameter for brittle fracture
initiation under tensile residual stress field near the notch tip.

�3� The brittle fracture strength of the WP specimen is apparently reduced
by the welding residual stress. The reduction of the critical CTOD of
wide plate with residual stress can be predicted by 3PB fracture tough-
ness test data based on the Weibull stress criterion.

�4� The peak stress in the WP with residual stress is almost as large as in
the 3PB at low CTOD level, although the WP without residual stress
shows lower crack tip stresses due to loss of constraint. At large CTOD,
the residual stresses in the WP relax, and so the crack tip stresses
become more consistent with those of the WP without residual stress.

�5� Constraint loss effects on CTODs of a wide plate with and without
residual stress can be assessed by the equivalent CTOD ratio �. � is
defined as �=�3PB/�WP, where �3PB and �WP are the CTOD of the stan-
dard fracture toughness specimen and the CTOD of the wide plate
with welding residual stress, respectively, at the same level of the
Weibull stress.

�6� Fracture assessment results using � are shown within the context of
the CTOD design curve and failure assessment diagram. An excessive
conservatism observed in the conventional procedure is reasonably
reduced by applying the equivalent CTOD ratio �.

FIG. 19—Failure assessment of WP with and without residual stress on FAD.
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Michael R. Hill1 and John E. VanDalen1,2

Evaluation of Residual Stress Corrections to
Fracture Toughness Values

ABSTRACT: This paper describes tests carried out to evaluate whether com-
parable values of fracture toughness may be determined from coupons that
contain a range of residual stress. Coupons for fracture toughness testing
are taken from a single rolled plate of 7075-T6 aluminum alloy and are fab-
ricated using identical methods. Following fabrication, residual stresses are
induced in coupon subsets using laser shock peening. Each coupon subset
has a unique laser peening treatment design, such that following fatigue
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Introduction

In cracked bodies under monotonic �tensile� loading, peak- and over-aged high-
strength aluminum alloys exhibit low-energy ductile fracture with a rising
crack extension resistance curve �R-curve� �e.g., 7050-T7451 �1��. In applica-
tions such as aircraft structure, fatigue and fracture of these alloys can occur
while the crack tip state may be characterized by small scale yielding. Many
product forms of these alloys also contain significant levels of residual stress
from heat treatment and metal working operations �e.g., �2��. Since residual
stress can significantly affect fracture behavior under small scale yielding �be-
fore gross plasticity might reduce its effect �3��, there has been considerable
interest in understanding both actual and potential influences of residual
stresses on measurements of fracture properties in these alloys �e.g., �4–7��.
Despite that interest, there is a paucity of published fracture toughness test
data for coupons containing known residual stress distributions.

The present study was designed to provide fracture toughness data for a
range of residual stress bearing coupons. This was achieved by developing a set
of standard fracture toughness test coupons that contained a range of residual
stress distributions, such that when cracked to acceptable initial crack sizes for
fracture testing, they contained a range of positive and negative residual stress
intensity factors. Identically prepared, but uncracked, fracture toughness cou-
pons were used to obtain residual stress distributions within the coupons on
the crack plane as well as measurements of the residual stress intensity factor
as a function of crack length. Standard fracture toughness tests were carried
out to measure initiation fracture toughness �KQ� and the stress intensity factor
crack-growth resistance curve �R-curve�. The residual stress intensity factor
data were then combined with test data to assess whether linear elastic fracture
mechanics and superposition could be used to obtain consistent fracture
toughness data from the coupons.

Methods

Aluminum alloy 7075-T6 was selected for this test program due to its prevalent
use in a variety of applications. This alloy exhibits low-energy ductile fracture
with a rising R-curve. The material was received as clad plate 4.8 mm thick.
Handbook �8� mechanical properties of 7075-T6 are listed in Table 1.

Compact tension, C�T�, coupons were used in this study, as defined in sev-
eral of the ASTM fracture toughness testing standards �e.g., ASTM E561-98,
“Standard Practice for R-Curve Determination”�. The C�T� coupon is well suited
for this work because of its accepted use in fracture toughness testing, simple
geometry, and one-dimensional crack, characterized by the crack length a. Cou-
pon geometry had thickness B of 3.81 mm and a characteristic dimension W of

TABLE 1—Mechanical properties of 7075-T6 plate �8�.

Su �MPa� Sy �MPa� E �GPa� � KIc �MPa�m�
552 490 71 0.33 29.0
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50.8 mm �Fig. 1�. Coupons were cut such that crack growth occurred in the L-T
orientation. To obtain the 3.8 mm coupon thickness from the stock material,
material was machined in equal amounts from each side so that the coupons
lay in the T/2 plane and the original clad layer was removed. A starter notch
with integral knife edges for crack mouth opening displacement �CMOD� was
cut into each coupon using a wire electric discharge machine �EDM�. The EDM
notch was 0.3 mm wide and had various lengths, as described below.

Laser shock peening �LSP� was used to produce residual stress bearing
coupons. In thin geometries, like the C�T� coupons used here, LSP can generate
through-thickness compressive residual stress in the treated area. The LSP pro-
cess uses laser-induced shocks to drive plastic deformation into the surface of a
part �9,10�. For this work, LSP was applied using industrial facilities at Metal
Improvement Company �Livermore, CA�. LSP parameters were chosen to
achieve high levels of residual stress in the C�T� coupons. Earlier work in high
strength aluminum alloys found that deep residual stress was induced in
19 mm thick coupons using an LSP parameter set of 4 GW/cm2 irradiance per
pulse, 18 ns pulse duration, and three layers of treatment �denoted 4-18-3�
�11,12�. It was further found that 4-18-3 provided significant high-cycle fatigue
life improvements in 19 mm thick bend bars.

For the present work, LSP was used to obtain two amounts of residual
stress effect and either positive or negative residual stress effect on fracture
toughness. To obtain sets of coupons with different amounts of residual stress,
LSP was applied using a single layer, at 4-18-1, or using three layers, at 4-18-3,
where three-layer LSP induces a greater amount of residual stress. To obtain
sets of coupons with either positive or negative residual stress effects on frac-
ture, LSP was applied in two different areas, each a square with side length of

FIG. 1—7075-T6 C�T� Coupon �dimensions in mm�.
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22.9 mm and located either near to or far from the front face of the C�T� coupon
�Fig. 2�. Applying LSP near the front face results in compressive residual stress
on the crack faces, providing a negative contribution to fracture �i.e., a negative
residual stress intensity factor�, while applying LSP far from the from the front
face results in tensile residual stress on the crack faces, providing a positive
contribution to fracture. In total, five coupon conditions were used in this
study: as-machined �AM�; one-layer LSP applied near the front face �LSP-1N�;
three-layer LSP applied near the front face �LSP-3N�; one-layer LSP applied far
from the front face �LSP-1F�; and, three-layer LSP applied far from the front
face �LSP-3F�. LSP coupons were treated on both sides, alternating sides be-
tween each layer application until each side was treated with the desired num-
ber of layers.

Two-dimensional residual stress distributions were measured on the pro-
spective crack plane of LSP-3N coupons using the contour method �13,14�.
Wire EDM was used to cut the coupons in half and expose the crack plane.
After cutting, an area-scanning profilometer was used to measure the resulting
out-of-plane deformation of the cut surface, on both halves of the coupon. The
measured deformations of the two halves were averaged and the inverse aver-
aged deformations were applied as displacement boundary conditions in a
three-dimensional, linear elastic finite element model of one-half of the coupon.
The stress resulting from the elastic finite element model provided the experi-
mental estimate of the original residual stress distribution. Residual stress
measurements were performed on C�T� blanks that had holes, but did not have
notches. Replicate coupons were measured to validate LSP process control, and
demonstrate the consistency of the contour method.

The slitting method was employed to measure the residual stress intensity
factor as a function of crack length, KRS�a�, following Schindler’s method for a
thin rectangular plate �15�. A strain gage with an active grid length of 0.8 mm
was applied to the center of the back face of the coupon. Wire EDM was used to

FIG. 2—Location of LSP regions �square regions enclosed by dashed line, having side
length of 22.9 mm� �a� near the front face �12.7 mm from the front face� and �b� far
from the front face �12.7 mm from the back face� �also shown are initial crack lengths
used for fracture tests of the coupon sets�.
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incrementally extend a slit through the coupon, with strain recorded after each
increment of slit depth. KRS�a� was then computed from the influence function
Z�a� provided in Ref �15�, the plane stress modulus of elasticity E�=E �given in
Table 1�, and the derivative of strain with respect to slit depth

KRS�a� =
E�

Z�a�
d��a�

da
. �1�

The influence function Z�a� of Ref �15� does not account for the holes present in
the C�T� coupon, which was assumed to be of negligible effect. In addition, care
was taken to account for the different definitions of crack size used by ASTM
�measured from the load-line� and Schindler �measured from the edge�, which
can cause error �or misinterpretation of results, as in Ref �16��.

Fracture toughness tests were performed according to ASTM E561-98 �17�
using a servohydraulic load frame under computer control. Typical clevis fix-
tures were used to apply pin loads to the C�T� coupons, and antibuckling guides
were not used. Tests were performed under actuator displacement control at a
uniform displacement rate such that the tests were completed in two to five
minutes. The first test �on coupon AM-1� was performed at a �load-line� dis-
placement rate of 0.015 mm/s and all subsequent tests were performed at a
rate of 0.0075 mm/s; initial stress intensity factor rates in the various coupons
ranged from 0.44 to 0.90 MPa�m. Load frame instrumentation included a load
cell calibrated to a full-scale range of 11 kN and a clip-on CMOD gage cali-
brated to a full-scale range of 2.54 mm. CMOD was measured at integral knife
edges placed at the front face of the coupon �Fig. 1�. Load and CMOD data pairs
were collected and written to a computer file once per second, which was suf-
ficient to capture their development over the duration of the test.

Fatigue precracking was performed per ASTM E561, but accounting for
expected influences of residual stress. ASTM E561 requires precracking be per-
formed at constant amplitude load so that the final 0.65 mm of crack growth
completes in greater than 5000 cycles, and offers a guideline for precracking
with maximum stress intensity Kmax=E10−4 m1/2 and R=0.1. Using E from
Table 1 and KRS�a� from the slitting measurements, applied loads were com-
puted to meet the Kmax and stress ratio guidelines in terms of total stress in-
tensity �i.e., in terms of the sum of KRS and Kapp�. These loads were then iter-
ated by trial and error until precracks were completed in roughly 15 000 cycles
and in no case less than 10 000 cycles.

Upon completion of the fracture tests, coupons were fatigue cycled at con-
stant load and R=0.5 to mark the extent of fracture, then broken open. The
length of the EDM notch aN, fatigue precrack ao, and final physical crack ex-
tension �apf were recorded in accordance with ASTM E561 using a stereo mi-
croscope equipped with a two-axis instrumented stage.

Load-CMOD pairs and initial crack length from each test were reduced, as
described in E561, to compute a record of applied stress intensity factor KR,app
versus effective crack extension �ae. Initial load and CMOD data �here taken to
be data for loads between 0.44 and 1.3 kN� were fitted to a straight line, the
slope of which was used with measured initial crack length to determine an
effective elastic modulus EM that was used in subsequent calculations of effec-
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tive crack length ae. Each pair of load, P, and CMOD, v, measured during the
test was used to compute a nondimensional mouth-opening compliance
�EMBv� /P, which was used to determine ae from a correlation for the C�T�
coupon in Table 1 of E561. Effective crack extension �ae was then computed by
subtracting initial crack size ao from ae. Finally, the R-curve was determined by
plotting the trend of KR,app versus �ae for each test.

R-curves were corrected for residual stress influence by using linear super-
position. For each test, the total stress intensity factor KR,tot was determined as
the sum of KR,app and KRS as a function of crack length �and crack extension�,
using interpolation of KRS�a� available from the slitting experiments.

In order to assess residual stress correction of initiation toughness mea-
sured in these coupons, data from the R-curve tests were used to compute
initiation toughness KQ for each coupon. KQ was determined from initial physi-
cal crack size and a load PQ that was found, as described in ASTM E399-90,
“Standard Test Method for Plane-Strain Fracture Toughness of Metallic Mate-
rials” �18�, using a secant line on the load versus CMOD trend having 95 % of
the slope of the initial load versus CMOD data. KQ values were then corrected
for residual stress by finding KQ,Tot as the sum of KQ and KRS�ao�, from the
slitting measurements. KQ,Tot values were compared for the five different cou-
pon conditions.

Results

In total, 20 coupons were used in this study, allocated between contour mea-
surements for residual stress �four coupons�, slitting measurements for KRS �six
coupons�, and fracture tests for R-curve and KQ �ten coupons� �Table 2�. Repli-
cate tests were used to assess variability in measurands and measurement
methods.

The results of contour measurements made on two AM and two LSP-3N
coupons are illustrated in Fig. 3. Residual stress in the AM coupons ranged
from −44.8 to 15.9 MPa and had a similar through thickness distribution at all
points across the coupon width, which is consistent with residual stress from
plate rolling. LSP coupons had a maximum compressive residual stress of
−290 MPa that occurred on the surface near the middle of the coupon, and a
maximum tensile stress of 350 MPa that occurred at the front face of the cou-
pon. In the peened region �from x=12.7 to x=35.6 mm, where x is measured

TABLE 2—Numbers of coupons allocated to test program, by coupon condition.

Condition Contour: RS Slitting: KRS

Fracture:
R-Curve and KQ

AM 2 … 2
LSP-1F … 1 2
LSP-1N … 2 2
LSP-3F … 1 2
LSP-3N 2 2 2
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from the front face of the coupon�, residual stress was compressive at the sur-
faces and grew more positive monotonically with position toward the coupon
mid-thickness. Outside of the peened region, residual stress was nearly uniform
through thickness but varied with position across the width. The residual stress
distribution features inside the LSP region are consistent with double sided
peening and outside the LSP region are consistent with plate bending and axial
stresses that arise in the coupon to achieve residual stress equilibrium �zero net
force and moment across the contour plane�. Replicate coupons confirm re-
peatability of LSP processing and consistency of contour residual stress mea-
surement.

Through thickness average residual stress for each coupon, computed from
the contour measurements, is plotted in Fig. 4. AM coupons have a thickness-
average of nearly 0 MPa, as expected. Thickness-average stress in the LSP-3N
coupon has maximum tension at the front face with a value of 316 MPa and
maximum compression of −137 MPa near the middle of the LSP area �x
=27.4 mm�.

At initial crack lengths useful for fracture tests �0.35W=18 mm�ao
�0.55W=28 mm�, slitting measurements show that KRS�a� is either negative
or positive, depending on the location of the LSP area �Fig. 5�. At these crack
lengths, the far-from-front-face LSP coupons �LSP-1F, LSP-3F� have positive
KRS and the near-front-face LSP coupons �LSP-1N, LSP-3N� have negative KRS.
KRS for the three-layer LSP coupons �LSP-3F, LSP-3N� are roughly double
those for the corresponding one-layer LSP coupons �LSP-1F, LSP-1N�. For LSP-
3F, the positive KRS reaches 35.9 MPa�m, which is quite large, exceeding the

FIG. 3—Contour measurement results illustrating the residual stress distribution on
the plane of the crack for AM and LSP-3N coupons �“rep” indicates a replicate �identi-
cal� coupon�.
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material plane strain fracture toughness of 29.0 MPa�m �Table 1�. The magni-
tude of the most positive KRS in coupons LSP-1F and LSP-3F �17.7 and
35.9 MPa�m� is nearly twice the magnitude of the most negative KRS in cou-
pons LSP-1N and LSP-3N �−10.5 and −16.8 MPa�m�. Replicate coupons illus-
trate the consistency of the LSP application and of the slitting method.

Based on the slitting results �Fig. 5�, target initial crack lengths were se-
lected for the fracture tests. The target crack lengths chosen for each condition
are shown �to scale� with the LSP area in Fig. 2. The length of the machined
notch is listed for each coupon in Table 3 along with KRS�aN� from slitting, the
loads used for fatigue precracking, and the initial crack size after precracking.
Compression-compression precracking was performed for the LSP-1F and
LSP-3F coupons due to the high magnitude, positive KRS.

Results of fracture testing showed significant and expected effects from
LSP-induced residual stress. Load versus CMOD results for coupons without
�AM�, with the most positive �LSP-3F�, and with the most negative �LSP-3N�
residual stress contributions �Fig. 6� show significant effects from residual
stress in the range of coupon conditions. R-curves in terms of Kapp are shown
for all coupons in Fig. 7. Results for the two AM coupons exhibit typical elastic-

FIG. 4—Through thickness average stress for AM and LSP-3N coupons computed from
contour results �“rep” indicates a replicate �identical� coupon�.
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plastic blunting behavior until about 30 MPa�m, after which monotonically
increasing �nearly linear� crack growth resistance is obtained. Compared with
the AM results at a given crack length, the LSP-1N and LSP-3N coupons exhibit
greater toughness �in terms of Kapp� and the LSP-1F and LSP3F coupons ex-
hibit reduced toughness, with the three-layer coupons having a larger effect in
both cases. Comparing results for the two coupons within each coupon subset
shows the data to be repeatable. Residual stress corrected R-curves provide
similar results for the different coupon subsets �Fig. 8�. The LSP-1N and
LSP-3N results exhibit significantly greater elastic-plastic blunting than for the
AM coupons, which is consistent with the higher level of applied loading at
which they initiate crack extension. After blunting, the R-curves of all coupon
subsets are in good agreement, though the LSP-3F coupons exhibit a signifi-
cantly shallower R-curve.

Values of initiation toughness are very significantly affected by residual
stress in terms of applied load �KQ� but are nearly invariant in terms of total
stress �KQ,Tot� �Table 3 and Fig. 9�. The mean KQ for AM coupons was
33.1 MPa�m, a value slightly greater than KIc �Table 1�, which is expected given

FIG. 5—KRS as a function of crack length for LSP coupons �“rep” indicates a replicate
�identical� coupon; symbols at every other data point are omitted to ensure clarity of
data trends�.
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FIG. 6—Load versus CMOD for coupon AM-1, coupon LSP-3F-2 �which exhibited the
smallest applied loads� and LSP-3N-1 �which exhibited the largest applied loads�.

FIG. 7—R-curve resulting from applied stress intensity factor.
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FIG. 8—R-curve resulting from superposition of applied and residual stress intensity
factors.

FIG. 9—Comparison of KQ and KQ,Tot for the five coupon conditions �bars and values
provide mean, error bars indicate range for from two coupons�.
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the limited coupon thickness. Mean KQ values for residual stress bearing cou-
pons ranged from 9.69 MPa�m for LSP-3F coupons to 51.6 MPa�m for
LSP-3N coupons. Mean KQ,Tot values ranged from 32.1 MPa�m �LSP-3F� to
37.4 MPa�m �LSP-1N�, with the latter value being somewhat of an outlier.

Discussion

The present results demonstrate consistent fracture property measurements in
residual stress bearing coupons, where residual stress was taken into account;
however, the consistency obtained here was dependent on specific method-
ological choices. First, the material employed is one that exhibits low-energy
fracture, and as such, has fracture behavior that is influenced directly �in fact,
linearly� by the residual stress intensity factor. It remains to be determined
whether consistent toughness data could be obtained in residual stress bearing
coupons of a significantly more ductile material. Second, fracture toughness
and KRS measurements were performed on coupons prepared identically. A test
program employing coupons with greater variability �e.g., hand-forgings or
welded materials� would provide less consistent results. Third, the coupon ge-
ometry had a large width-to-thickness ratio �W /B�13�, which allowed signifi-
cant residual stress influence while avoiding complications arising from non-
straight crack-fronts �e.g., as for welded joints �19��. Follow-on work would
need to be performed to determine the range of material, coupon geometry, and
residual stress fields for which consistent fracture toughness properties can be
obtained.

Additional measurements were performed to determine whether a single
coupon could provide a useful estimate of KQ,Tot. This required estimating
KRS�ao�, which was performed by measuring strain during cutting of the ma-
chined notch of one coupon in each of the LSP conditions. The notch was cut
in the same manner as done for slitting, but cutting was stopped and strain
measured at only two notch lengths, including the final notch length aN. The
strain data were used to compute KRS�aN−�, where aN− was the average between
the two notch lengths and the derivative of Eq 1 was computed as the change in
strain divided by the change in notch length. Values of KRS�aN−� are given in
Table 4 and are compared to the values from the replicate coupons that were
interpolated at aN and ao. The results computed from prenotch strain data

TABLE 4—Comparison of KRS computed from prenotch strain data with values interpo-
lated from data from residual stress coupons �Fig. 5�.

Coupon

Computed from Prenotch Data Interpolated from Residual Stress Coupons

aN−

�mm�
KRS�aN−�
�MPa�m�

aN

�mm�
KRS�aN�

�MPa�m�
ao

�mm�
KRS�ao�

�MPa�m�
LSP-1F-1 16.19 14.79 16.75 15.9 18.29 17.7
LSP-1N-2 20.64 −6.96 21.03 −5.97 21.94 −8.04
LSP-3F-1 16.19 30.37 17.83 26.3 20.73 21.4
LSP-3N-1 19.37 −13.87 19.98 −14.8 21.27 −17.1
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generally fit the trend from the residual stress coupons �Table 4 and Fig. 5�. For
coupon LSP-3F-1, KRS�aN−� differs significantly from KRS�ao�, due to both a
large difference between aN− and ao �Table 4� and to the shape of KRS�a� for the
LSP-3F condition �Fig. 5�. For coupons where the difference between aN− and
ao is small, the difference between KRS�aN−� and KRS�ao� is less than 10 % of
the value of KQ found from the AM coupons. Therefore, it appears possible to
approximate KQ,Tot using a single residual stress bearing coupon and prenotch
strain measurement, but doing so can introduce large or small bias, depending
on the quality of the measurement and the distribution of residual stress in the
coupon.

Method selection is an important step when making material property
measurements, and the inclusion of residual stress in fracture property testing
would require additional standardization activity. Here, the slitting method di-
rectly provided the residual stress intensity factor as a function of crack length,
which was readily combined with test data. Slitting was straightforward to
implement and offered good repeatability �see replicate results in Fig. 5, as well
as repeatability of residual stress reported in Ref �20��. Active standardization
of the slitting method, within ASTM Task Group E28.13.02, would support its
potential use in fracture toughness test standards. Given the good agreement
for initiation toughness KQ,Tot and R-curve behavior shown here among cou-
pons containing significantly different distributions of residual stress, further
standardization effort is warranted to explore extension of standard fracture
toughness tests via superposition of measured residual stress or KRS.
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Impact of Residual Stress and Elastic
Follow-Up on Fracture

ABSTRACT: The presence of tensile residual stress in cracked structures
combined with external loading leads to circumstances where a structure
may fail at a lower applied load than when residual stresses are not present.
This is taken into consideration in the fracture assessment codes which are
usually invoked to determine whether a cracked structure is fit-for-purpose.
These codes typically attempt to decompose the stresses present in the
structure under consideration into either “secondary” or “primary” compo-
nents, in order to simplify the assessment and avoid the need for detailed
numerical modeling. It is acknowledged that whether a given residual stress
field should be classified as “secondary” or as “primary” is dependent on the
level of associated elastic follow-up �EFU�. However, although there is a
significant body of work related to the influence of EFU on the high tempera-
ture creep behavior of uncracked structures, the EFU concept has not yet
been rigorously applied to the fracture assessment of cracked structures.
This paper represents a first step towards a more rigorous application of the
EFU concept to the fracture assessment of cracked structures containing
residual stresses. Insight is provided into the influence of residual stress and
EFU on fracture by considering the behavior of a simple three-bar assembly.
Having introduced the concept, a three-bar type test rig capable of generat-
ing fit-up residual stresses with varying levels of EFU in a compact-tension
fracture-specimen is presented. Results, produced using this test rig, from
two cases with identical levels of initial residual stress but different levels of
associated EFU are considered. It is concluded that EFU is important in
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determining how the residual force in the specimen changes �and therefore
how the component of crack driving force associated with the residual force
changes� as damage accumulates in the specimen subsequent to fracture
initiation.

KEYWORDS: residual stress, elastic follow-up, fracture assessment

Introduction

The presence of tensile residual stress in cracked structures combined with
external loading can lead to circumstances where a structure may fail at a
lower applied load than when residual stresses are not present. Fracture assess-
ment codes, �1,2�, are usually invoked to determine whether a cracked structure
is fit-for-purpose. These codes typically attempt to decompose the stresses
present in the structure under consideration into either secondary �“fixed-
displacement,” which do not contribute to plastic collapse� or primary �“fixed-
load,” which do contribute to plastic collapse� components, in order to simplify
the assessment and avoid the need for detailed numerical modeling. �Detailed
whole-structure finite element models are difficult and costly to produce and
are therefore only used if other more straightforward analysis procedures prove
to be unsatisfactory.�

Residual stresses are usually treated as secondary stresses. However, in
certain circumstances they must be classed as primary. For example, in a
cracked structure where fit-up residual stresses do not self-equilibrate across a
ligament, the residual stresses may provide a significant contribution to the
plastic collapse of the ligament. Whether they do or not depends on how the
residual forces change as crack growth and plastic deformation accumulate in
the structure. This in turn depends on the level of “elastic follow-up” �EFU�.

The concept of elastic follow-up finds its origin in work focused on assess-
ing the impact of creep damage on uncracked structures carried out by Robin-
son �3,4�. His initial work concerned the relaxation of bolted joints due to
creep. He noted that the amount of initial elastic deformation in the bolt rela-
tive to the initial elastic deformation in the bolted flange was important in
determining the rate of relaxation due to creep in the bolt.

Although Robinson does not present a definition of elastic follow-up, he
uses the term follow-up elasticity to refer to the amount of elastic deformation
in the flange. When the flange is rigid the EFU is zero, and as plastic deforma-
tion accumulates in the bolt as a result of creep, the force in the bolt reduces
while the ends of the bolt remain fixed. When the flange is elastic, EFU is
nonzero, and as creep occurs in the bolt, the ends of the bolt move apart under
the influence of the elastic flange. Therefore, the relaxation of force in the bolt
is not as great as in the case of the rigid flange. As EFU increases, the rate of
relaxation of force decreases.

It is against this background that the classification of residual stresses as
either primary or secondary is made. For high levels of EFU the residual forces
reduce very little as damage accumulates in the structure and the residual
stresses should be treated as primary. On the other hand, for low levels of EFU
the residual forces reduce a great deal as damage accumulates in the structure,
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and in these circumstances it may be appropriate to classify the residual
stresses as secondary.

Within the context of assessing the impact of creep damage on uncracked
structures, there is a significant body of published work demonstrating how
stresses can be classified on the basis of the level of EFU. �Although, what EFU
is taken to refer to and how it is quantified varies.� Extending the application of
the EFU concept beyond uncracked structures to cracked structures containing
residual stresses adds an extra level of complexity, as the effects of changing
structural stiffness due to crack growth must be taken into consideration. How-
ever, although the importance of EFU for the fracture assessment of cracked
structures containing residual stresses is acknowledged, the concept has yet to
be rigorously applied in this area.

This paper represents a first step towards a more rigorous application of
the EFU concept to the fracture assessment of cracked structures containing
residual stresses. First, the nature of the residual stress fields which are consid-
ered in the fracture assessment of cracked structures is clarified. A simple
three-bar structure is then presented in order to illustrate the creation of fit-up
residual stresses in a structure, and to show that the level of elastic follow-up
influences the relaxation of these stresses resulting from the accumulation of
damage in part of the structure. Finally, a three-bar rig capable of generating
fit-up residual stresses with varying levels of EFU in a compact tension �C�T��
fracture-specimen is presented. Preliminary results from this rig are presented
which show that, for a given initial level of tensile residual stress in the speci-
men, the degree of residual stress relaxation for a given amount of crack
growth and plastic deformation in the specimen depends on the level of asso-
ciated EFU.

Residual Stress Length Scales

Before considering the influence of residual stress on the fracture of structures,
it is first necessary to appreciate that residual stresses exist with metallic struc-
tures at a range of different length scales and that not all of these stresses are
considered relevant to fracture assessment calculations.

Several researchers have attempted to classify the residual stresses which
exist within polycrystalline metallic structures. For example, Masubuchi �5�
distinguishes between Type I, II, and III residual stresses, with each type char-
acterized by the length over which the stress field balances. Figures 1 and 2
illustrate these three types of residual stress, which are defined with reference
to polycrystalline materials as follows: Type I—macro-residual stresses, �I

R, that
develop in the body of a structure on a length scale larger than the grain size of
the material, Type II—meso-residual stresses, �II

R, that vary on a length scale of
several grains, and Type III—micro-residual stresses, �III

R , that exist within a
grain.

In the context of the fracture assessment of engineering structures contain-
ing cracks of the order of several millimetres, Type II and Type III residual
stresses provide little contribution to the crack driving force and are therefore
generally ignored. However, Type I residual stresses result from misfits on a

AIRD ET AL. ON RESIDUAL STRESS AND ELASTIC FOLLOW-UP ON FRACTURE 357

 



structural level and may therefore provide a significant contribution to the
crack driving force. It is these Type I residual stresses with which we are con-
cerned in this paper.

Behavior of a Simple Structure

As a starting point in our assessment of the influence of Type I residual stresses
on the fracture of structures, we now consider the three-bar assembly shown in
Fig. 3.

Macro

Meso

Macro

Meso

Micro

Microscale

Macroscale Stress

FIG. 1—An illustration of the relationship between the various residual stresses and the
microstructure of a polycrystalline material.
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FIG. 2—Residual stress and structural integrity.
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Creation of Residual Stress

The assembly consists of two main parts: Bar A, and the remainder of the
assembly which we refer to as Bar B. These bars are able to deform elastically
and have stiffnesses KA and KB, respectively. An initial misfit, �0, exists between
the bars so that joining the bars together introduces fit-up residual stresses into
the system, with tension in Bar A and balancing compression in Bar B, as
shown in Fig. 3�b�.

Note that the residual stress in Bar A does not self-equilibrate across a
section through the bar. A net-residual-tensile force acts on Bar A, with equi-
librium being maintained by a balancing compressive force in Bar B. There-
fore, as noted above, the residual stress field associated with this system may
have to be classed as primary as, depending on the level of EFU, the residual
stresses may provide a significant contribution to the plastic collapse of part of
the structure.

With reference to this preloaded structure, we now proceed to offer a defi-
nition of elastic follow-up for the purpose of our discussions in this paper.

Elastic Follow-Up

As mentioned above, the earliest use of the term elastic follow-up dates back to
a paper by Robinson �3� first published in 1939. Following on from Robinson’s
early work, which focused on the creep relaxation of bolted joints, the influence
of EFU on creep in high temperature pipework systems was investigated by a
number of researchers including Teramae �6�, Dhalla �7�, Roche �8�, and Boyle
�9�. However, in these papers, the term EFU is used in different ways. Robinson
uses follow-up elasticity to refer to the elastic deformation of the flange in the

FIG. 3—Schematic of three-bar structure before and after preloading.
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case of the bolted flange. Goldhoff �10� uses EFU in the same way. However,
Roche talks about EFU occurring �rather than already existing� “when the least
stressed parts of the piping act as a spring on the most stressed parts in which
creep deformation accumulates.”

Therefore, given these differences in the use of the term EFU, we must
provide a working definition of EFU within the context of this paper. In this
paper, we will consider how the process of damage evolution in Bar A �whether
crack growth or plastic deformation� is influenced by the residual force im-
posed on Bar A by the surrounding structure. With this in mind, we describe
the elastic deflection of Bar B during the preloading process, �B, as the elastic
follow-up deflection of Bar B, or the elastic follow-up for short. This allows us
to assess the impact of the initial EFU in Bar B on the fracture of Bar A.

Note that for a given initial preload in Bar A the level of EFU in Bar B
varies, depending on the stiffness of Bar B. In other words, two assemblies with
exactly the same preload in Bar A can have very different levels of EFU in Bar
B. This is shown in Fig. 4 where two cases are compared. In the first case, the
ratio of the stiffness of Bar B to that of Bar A is 1. In the second case, the ratio
is 10 and the level of EFU in Bar B is one-tenth that of the first case. This ratio
turns out to be important, and we therefore define �=KB /KA.

Subsequent Loading

We now consider the subsequent loading of these preloaded assemblies with
the aim of establishing how the level of EFU influences the process of damage
evolution in Bar A.2 In the �=1 case, we assume first of all that the entire
system responds to the applied load by deforming elastically. In this way, as
shown by Fig. 5�a�, the stress in Bar A increases from its initial preload level of
25 MPa �Point A� up to, in this case, 125 MPa �Point B�.

If, however, as the applied load is increased, damage �be it due to crack
growth or to plastic deformation� begins to accumulate in Bar A, then when the
maximum applied load is reached the bar will no longer lie at Point B. Exactly

2With a view to modeling the behavior of welded steel structures, a Young’s modulus of
210 GPa was assumed. The geometry was chosen so that the magnitude of the initial
residual stress in the assembly was within the range of residual stresses associated with
such structures.
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where on the stress-strain diagram the final point will lie depends on the
amount of crack growth or plastic deformation. To illustrate this point, we
assume that Bar A yields at a stress of 100 MPa and behaves in an elastic-
perfectly-plastic manner. This being the case, as the applied load is increased,
the stress and strain in the bar increase from their initial preload levels �Point
A�, and end up at Point C rather than Point B.

In the �=10 case, shown in Fig. 5�b�, we again consider the elastic system
being loaded so that the stress in Bar A increases from its initial preload level of
25 MPa �Point A� up to 125 MPa �Point B�. This is identical to the elastic re-
sponse of Bar A in the �=1 case. However, if it is again assumed that Bar A
yields at a stress of 100 MPa, then the position of Point C on the stress-strain
diagram is in this case quite different.

Comparing the behavior of Bar A in these two systems shows that if the
structure remains elastic then the response is identical. If, however, Bar A is
weakened for some reason and both systems are then reloaded as before, then
more damage is sustained in Bar A in the system with the higher initial level of
EFU. Although this is true, it is the stiffness of Bar B, KB, which lies behind the
initial level of EFU and which accounts for the different behavior in these
cases. In fact, if there was no initial residual stress, and therefore no initial EFU
�according to the definition given above� in either of these two systems, then
repeating the tests would again show the same difference in the gradient of the
line BC in the two cases.

The extreme cases correspond to Bar B being much stiffer ��→�� or much
less stiff ��→0� than Bar A. As �→� the line BC tends to the vertical. As �
→0 the line BC tends to the horizontal. The boundary conditions associated
with Bar A in these extreme cases correspond to fixed-displacement and to
fixed-load conditions, respectively.

The Influence of Residual Stress

The preceding analysis has demonstrated that, regardless of the level of re-
sidual stress in the assembly, the stiffness of Bar B relative to that of Bar A is an
important parameter. However, the focus of this paper is on how residual stress
influences fracture. We therefore now turn to consider how the level of residual
force changes during the process of loading these two assemblies, again assum-
ing Bar A to yield at a stress of 100 MPa.
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Figure 6�a� shows, for the �=1 case, how the forces in Bars A and B change
as the external load applied to the assembly is increased. Lines are also in-
cluded which show how the level of residual force in each of the bars changes.
Initially, at the zero displacement point, the force in the two bars is equal and
opposite. This corresponds to the situation immediately after preloading and
before the any external load is applied to the assembly. As the applied load is
increased, the level of residual force in the assembly initially remains constant.
However, as soon as Bar A begins to yield, the level of residual force starts to
reduce. When, as the applied load is increased still further, the amount of plas-
tic deformation in Bar A, �PA, becomes equal to the initial misfit, �0, the re-
sidual force is reduced to zero.

Figure 6�b� shows the equivalent plot for the �=10 case. Note that the
initial forces in Bars A and B, which are again equal and opposite, are identical
to the initial forces in the �=1 case. As in the �=1 case, the residual force is
reduced to zero when the plastic strain in Bar A becomes equal to the initial
misfit. However, since in the �=10 case the initial level of EFU is lower than in
the �=1 case, the initial misfit is also lower and less plastic deformation of Bar
A is required to reduce the same level of initial residual force to zero.

Another point to consider is how the level of force required to cause a given
amount of plastic strain in Bar A of each of the two preloaded assemblies
compares with the level of force required to cause the same amount of damage
in the same assemblies without any initial preload. This is a measure of how
the residual force in the assembly influences the evolution of damage in the
assembly. Although the level of preload is the same in both assemblies, it can be
shown that the ratio of the force required to cause a given amount of plastic
strain in Bar A in the preloaded case to the force required in the case with no
initial preload is different in each assembly. The ratio in the case of the �=10
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assembly is higher that that corresponding to the �=1 assembly. This suggests
that the influence of an initial residual force in the assembly is dependent on
the associated level of EFU.

Experimental Studies

We have discussed the behavior of a simple structure and provided insight into
concepts of misfit residual stress, the subsequent loading of the structure, and
illustrated how a residual stress can relax. These features were explored in an
experimental study where it was necessary to consider the design of a test rig.
The concept for the test rig is shown in Fig. 7 which illustrates a compact
tension, C�T�, specimen subjected to a misfit inside an elastic frame. Further
details of the rig are described below.

Design of a Test Rig

The test rig was designed with a three-step test-method in mind. First, the rig
would be used to preload a fracture-specimen, leaving it in a state of tension at
the end of the preloading process. Second, the entire preloaded assembly would
then be mounted in a tensile test machine and loaded to a predetermined load
level. Finally, on unloading the assembly, the amount of residual stress relax-
ation would be calculated and the influence of EFU on this relaxation deter-
mined.

With reference to Fig. 7, it can be appreciated that the level of preload in
the fracture-specimen is a function of the stiffness of the rig, KB, the stiffness of
the specimen, KA, and the degree of misfit, �0 between the specimen and the
rig. This can be expressed by

FAR =
KAKB

KA + KB
�0 �1�

where FAR is the residual force in the specimen created as a result of the misfit.
If, during the process of subsequent loading of the preloaded assembly, any

of these three values change, then, on unloading, the level of preload remaining
in the assembly will change. Since the rig has been designed to remain in the

FIG. 7—Concept of introducing misfit into a fracture mechanics specimen.
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elastic regime during the process of loading and unloading, the stiffness of the
rig, KB, remains constant. However, any damage occurring in the specimen has
the potential to reduce the specimen stiffness, KA, and the misfit, �0. For ex-
ample, any crack growth will result in the specimen stiffness being reduced and
any plastic deformation of the specimen will result in the misfit being reduced.
Both of these reductions have the effect of reducing the level of preload �or
residual stress� in the specimen as illustrated earlier for the three-bar structure.

To understand how any change in either stiffness or misfit changes the
force in the specimen Eq 1 is differentiated with respect to the stiffness of the
specimen and the misfit to give

� =
�FAR

�KA
= � �

1 + �
�2

�0

� =
�FAR

��0
= � �

1 + �
�KA �2�

where �=KB /KA.
There is only a limited range of values for � and �, the extremes of this

range corresponding to � tending to either infinity or to zero. These are given in
Table 1.

The specimen experiences fixed-displacement boundary conditions when
�→�, with the rig being effectively rigid compared to the specimen. Therefore,
on joining the specimen and rig together, the specimen displaces by an amount
equal to the initial misfit �0 while the rig does not displace at all.

The specimen experiences fixed-load boundary conditions when �→0,
with the specimen being effectively rigid compared to the rig. Therefore, on
joining the specimen and rig together, the rig displaces by an amount equal to
the initial misfit �0 while the specimen does not displace at all.

Equation 2 reveals that the proximity to fixed-displacement or to fixed-load
conditions is a function of � only. By normalizing Eq 2 against the rate of
change of preload corresponding to equivalent fixed-displacement conditions 3

the following equations can be derived:

3Equivalent fixed displacement conditions correspond to �a� the stiffness of the specimen
being identical to that of the general case being normalized, �b� the specimen load at-
tachment points being held at a fixed displacement ��→�� such that the initial level of
force in the bar is equal to that of the general case being normalized.

TABLE 1—Limiting values of � and �.

� �

�→�
�Fixed-displacement�

�0 KA

�→0
�Fixed-load�

0 0
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�

���EQUIV�FIXED�DISP�CONDS
=

�

1 + �

�

���EQUIV�FIXED�DISP�CONDS
=

�

1 + �
�3�

Equation 3 is plotted in Fig. 8 which shows that for values of the stiffness ratio
greater than about ten there is only a small change in Eq 3. These conditions
essentially correspond to fixed-displacement boundary conditions on the
fracture-specimen. When the stiffness ratio is less than about 0.1, fixed-load
boundary conditions are approached. �Note that Points A and B correspond to
the two test arrangements used. These arrangements are discussed in more
detail below.�

Experiments

Tests were carried out at room temperature using the preload rig in conjunc-
tion with C�T� specimens. A schematic of the overall arrangement is shown in
Fig. 9. The specimens used were 15 mm thick by 60 mm high by 50 mm wide
2024-T351 aluminum alloy C�T� specimens with a 5 mm long by 0.1 mm wide
notch forming the tip of the 25 mm long crack, and with a crack length to
specimen width ratio of 0.5. The specimens were not sidegrooved. Knife edges,
attached to the specimens, were used in conjunction with a clip gage to mea-
sure the load line displacement during each test.
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FIG. 8—Rate of change of preload normalized against equivalent “fixed-displacement”
conditions as a function of the stiffness ratio �.
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These specimens were chosen as their fracture behavior was well under-
stood �11�. Figure 10 shows the ductile fracture toughness of the alloy as a
function of the extent of ductile tearing. Mahmoudi �11� generated these results
from experiments using specimens machined from the same aluminum plate as
those considered in this paper, to the same drawing, and with cracks intro-
duced using wire electro-discharge machining.

As mentioned above, a three-step test procedure was followed. First, the rig
was used to preload a C�T� specimen. This was done as follows. The C�T� speci-
men was joined to the upper and lower fittings using the two loading pins.
Next, the compression struts were screwed into the upper fitting and nuts A and
B were tightened. At this point no residual stress existed in the assembly. Then,
by screwing nuts C and D down, the upper and lower fittings were forced apart
with the result that the fracture-specimen was loaded in tension, to a predeter-
mined level, and the compression struts carried a balancing compressive load.
Finally, nuts E and F were screwed onto the ends of the compression struts
until contact was made with the lower fitting.

Second, having introduced residual stress into the specimen, the entire
assembly was then loaded in tension using a hydraulic tensile test machine.
The load was increased until the clip gage reading reached a predetermined
level. Finally, the load was reduced to zero and the residual force remaining in
the system compared with that at the beginning of the test.

FIG. 9—Layout of test rig.
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In order to demonstrate the influence of EFU on residual stress relaxation,
the test was repeated using loading pins with a lower stiffness, which had the
effect of reducing the rig stiffness KB. These two cases are therefore referred to
as the stiff-rig and soft-rig cases, respectively. Table 2 lists the materials used to
manufacture each of the test rig components.

Results

Figure 11 shows the force in the C�T� specimen as a function of load line dis-
placement, measured using a clip-gage attached to the specimen, for the stiff-
rig case. The points between A and B represent the increase in specimen load
during the preloading process. The force at Point B �7.59 kN� corresponds to
the initial preload level. The points between B and D correspond to loading of
the entire preloaded assembly. �Point C corresponds to the point at which the
crack begins to grow.� The points between D and E show the reduction in C�T�
specimen force during the unloading phase, with the force at Point E �2.43 kN�
corresponding to the final preload level. Finally, the points between E and F
show the reduction in force associated with removing the C�T� specimen from
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FIG. 10—Fracture resistance of aluminum alloy 2024-T351 from Ref. �11�.

TABLE 2—Test rig—materials used.

Upper fitting EN26 high tensile steel
Compression struts 7075-T6 aluminium
Lower fitting EN26 high tensile steel
Loading pins, stiff-rig Nimonic 90
Loading pins, soft-rig 7075-T6 aluminium
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the assembly at the end of the test. The coordinates of Points A to F are given in
Table 3. �Results from an additional test are included which show that, given
approximately the same initial preload and maximum load-line displacement,
the relaxation in residual force is almost identical.�

Figure 12 shows the corresponding plot for the soft-rig case. The coordi-
nates of Points A� to F� are given in Table 4.

Note that Points E and E� in these figures correspond to the final level of
residual force in the specimen after the load applied to the assembly is reduced
to zero. This can be seen from the lines showing the total force applied to the
test rig during each of the tests, which both begin and end at zero. Note that the
kinks in these lines correspond to the load in the compression struts changing
from compression to tension or vice versa.
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TABLE 3—Coordinates of key points in Fig. 11, stiff-rig.

Force �kN� Disp �mm�
A 0.01 −0.29
B 7.59 0.00
C 17.28 0.37
D 15.25 0.74
E 2.43 0.15
F 0.00 0.02
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Discussion

Consider the C�T� specimen force versus displacement curve for the stiff-rig
case shown in Fig. 11. By loading the preloaded assembly beyond the point of
fracture initiation �Point C�, both crack growth and plastic deformation accu-
mulate in the specimen. This can be seen from the unloading line DF in Fig. 11.
Notice first that the slope of line DF is lower than the slope of the initial loading
line AC. This reduction in slope corresponds to a reduction in stiffness due to
crack growth. The data of Table 3 suggest an initial stiffness of 26.2 kN/mm
and a final stiffness of 21.2 kN/mm. Using the standard formula for the com-
pliance of a C�T� specimen taken from Table A7.2 of Ref. �12� and presented in
Eq 4, the crack lengths associated with each of these stiffnesses can be calcu-
lated. Given the specimen thickness of 15 mm, specimen width of 50 mm, and
Young’s modulus for the material of 69 GPa, the initial stiffness of
26.2 kN/mm corresponds to an initial crack length of 25.7 mm. Similarly, the

TABLE 4—Coordinates of key points in Fig. 12, soft-rig.

Force �kN� Disp �mm�
A� 0.01 −0.28
B� 7.57 0.00
C� 17.59 0.39
D� 15.32 0.74
E� 2.92 0.19
F� 0.00 0.03

0

5

10

15

20

-0.4 -0.2 0 0.2 0.4 0.6 0.8
0

10

20

30

40

50

60

70

80
Fo
rc
e
in
C
(T
)(
kN
)

To
ta
lf
or
ce
a p
pl
ie
d
to
rig
(k
N
)

Displacement (mm)

A’

B’

C’

D’

E’

F’

C(T)
Applied

C(T), additional test

FIG. 12—Force versus load line displacement, soft-rig.

AIRD ET AL. ON RESIDUAL STRESS AND ELASTIC FOLLOW-UP ON FRACTURE 369

 



final stiffness of 21.2 kN/mm corresponds to a crack length of 27.7 mm, an
increase in length of 2.0 mm. This confirms that the measured stiffness values
are reasonable.

stiffness =
BE

f� a

W
� �4�

where
B is the specimen thickness;
E is the Young’s modulus;
a is the crack length; and
W is the specimen width.
and

f� a

W
� =�1 +

a

W

1 −
a

W
	

2


2.163 + 12.219� a

W
� − 20.065� a

W
�2

− 0.9925� a

W
�3

+ 20.609� a

W
�4

− 9.9314� a

W
�5�

Second, notice that on complete unloading the specimen remains at Point
F rather than returning to Point A. The difference in displacement between
these two points corresponds to the reduction in misfit between the specimen
and the jig accumulated during the test. Table 3 suggests a reduction in misfit
of 0.31 mm. This reduction in misfit results from plastic deformation local to
the notch tip and also any incomplete closure of the newly created crack sur-
faces. However, the fact that the unloading line DF does not increase in gradi-
ent as the load in the specimen reduces suggests that any incomplete crack-
closure effect is small. Also, post-test inspection of the specimens clearly
showed a significant opening-up of the notch, associated with plastic deforma-
tion local to the notch tip.

Notice also that the level of residual force in the specimen drops from
7.59 kN at the start of the test �Point B� to 2.43 kN at the end �Point E�. As
noted previously, the level of residual force in the assembly is a function of
three elements: the specimen stiffness, KA, the rig stiffness, KB, and the initial
misfit, �0. Therefore, assuming that the rig is not damaged in any way during
the test, the 5.16 kN drop in residual force is a function of the reduction in
specimen stiffness �from 26.2 kN/mm to 21.2 kN/mm� and the reduction in
initial misfit �reduced by 0.31 mm�. Equation 1 above suggests an initial misfit
of 0.50 mm, and that by reducing the misfit by 0.31 mm, but keeping the same
initial specimen stiffness, the residual force would be expected to drop by
4.73 kN. On the other hand, it suggests that keeping the same initial misfit but
reducing the specimen stiffness would lead to a drop of just 0.96 kN. This
implies that the 5.16 kN reduction in residual force is due mainly to the change
in misfit resulting from the plastic deformation of the specimen.

Now consider the equivalent results for the soft-rig case shown in Fig. 12.
Again the same behavior is evident. In this case Table 4 suggests an initial
preload of 7.57 kN �0.3 % lower than the stiff-rig case�, an initial stiffness of
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26.2 kN/mm �identical to the stiff-rig case�, a final stiffness of 21.6 kN/mm
�1.9 % higher than the stiff-rig case� and a plastic deformation of 0.31 mm
�identical to the stiff-rig case�. Therefore, given the same misfit and rig stiffness
as the stiff-rig case, we would expect a reduction in residual force very close to
the 5.16 kN drop seen in the test using the stiff-rig.

However, the reduction in residual force is actually 4.65 kN, �10 % lower
than in the stiff-rig test. The reason for this is that although the change in
specimen stiffness and the change in misfit in both tests are almost identical,
the change in specimen stiffness relative to that of the rig, and the relative
change in misfit are lower in the soft-rig test. In the soft-rig case, Eq 1 suggests
an initial misfit of 0.59 mm �greater than the 0.50 mm misfit of the stiff-rig
case� so that a reduction in misfit of 0.31 mm corresponds to only a 53 %
reduction in misfit compared to a 62 % reduction in the stiff-rig case.

Figure 13 compares the initial and final preload levels in the two tests. �For
clarity, error bars are not shown.� Note that the slopes of the “relaxation lines”
BE and B�E� correspond to the jig stiffness in each case. They show the rig to
specimen stiffness ratio, �, to be 1.31 in the stiff-rig case and 0.94 in the soft-rig
case. Also, the slopes of lines BE and B�E� are consistent with the different
initial normalized rate of change of preload values predicted for the two cases
by Eq 3, 0.57 in the case of �=1.31, and 0.49 in the case of �=0.94. See Points
A and B in Fig. 8.

Finally, although it has been demonstrated that the rate of residual stress
relaxation subsequent to fracture initiation is governed by the initial EFU, it
should be noted that the additional specimen force �and therefore the addi-
tional crack driving force� required to initiate fracture is not influenced by the

FIG. 13—Comparison of “relaxation lines” for stiff-rig ��=1.31� and soft-rig ��=0.94�
tests. �For clarity error bars are not shown.�
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initial EFU. This can be deduced from the gradient of the lines AC and A�C� in
Fig. 11 and Fig. 12, respectively which remain very nearly constant up to the
point of fracture initiation. These gradients indicate that there is very little
plastic deformation, relative to the initial misfit �0, prior to initiation, which
means that up to the point of initiation the level of residual force �and therefore
crack driving force� in the assembly remains fixed in both cases.

Concluding Remarks

This paper has aimed to provide some insight into the influence of residual
stress and elastic follow-up on fracture, by considering the behavior of a simple
three-bar type assembly. It was noted that two such assemblies could have
exactly the same level of preload but different levels of EFU. An experimental
arrangement was then presented, along with test results corresponding to two
cases with the same initial preload but different levels of associated EFU. From
these results, the following main conclusions can be drawn.

First, the level of additional C�T� specimen force �and therefore the addi-
tional crack driving force� required to initiate fracture is reduced by the pres-
ence of an initial tensile residual force but is not influenced by the level of
associated EFU. The key point in support of this conclusion is that the gradient
of the lines AC and A�C� in Fig. 11 and Fig. 12, respectively, remains very nearly
constant up to the point of fracture initiation. This indicates that there is very
little plastic deformation, relative to the initial misfit �0, prior to initiation,
which means that up to the point of initiation the level of residual force in the
assembly remains fixed in both cases.

Second, how the residual force in the specimen changes �and therefore how
the component of crack driving force associated with the residual force
changes� as damage accumulates in the specimen subsequent to fracture initia-
tion is dependent on the level of associated EFU. This can be appreciated by
comparing the change in residual force in the stiff-rig ��=1.31� and soft-rig
��=0.94� tests. See Fig. 13. Although the level of initial residual force in both
specimens was very nearly identical, and both specimens were subject to com-
parable amounts of crack growth and plastic deformation, the reduction in
preload was 5.16 kN in the stiff-rig case but 4.65 kN �10 % less� in the soft-rig
case.

This means that while the initial additional crack driving force required to
initiate fracture was the same in both cases, by the end of the test the additional
crack driving force required to initiate further fracture was lower in the case
with the higher initial EFU �the soft-rig, �=0.94, case�. This suggests that re-
sidual stresses associated with high levels of EFU are likely to be more damag-
ing than those associated with low levels of EFU.

As mentioned previously, an awareness of this is shown in some of the
current structural integrity assessment codes. For example, the R6 code devel-
oped by British Energy �1� directs the engineer to treat residual stresses as
primary rather than secondary stresses if associated with high levels of EFU.
However, no guidance is given regarding how to quantify the level of EFU for
the purpose of making this judgement.
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The challenge for future work is to consider how the concepts presented in
this paper translate to real structures, with a view to improving the means by
which EFU effects are accounted for in structural integrity calculations.
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Focused Ion Beam as New Tool for Local
Investigations of the Interaction of
Microcracks with Grain Boundaries

ABSTRACT: So far the interaction of microcracks with microstructural ele-
ments like grain boundaries or phase boundaries is described qualitatively
well by the models of Tanaka and Navarro and De Los Rios. However, an
experimentally verified quantitative description is missing due to a lack of
systematic experiments. The concept by Marx and Schaef introduced a com-
bination of a focused ion beam technique with high resolution scanning elec-
tron microscopy. It is the first method to initiate artificial microcracks with
idealized crack parameters relative to selected phase and grain boundaries.
This combination of characterizing and manipulating techniques on a micro-
scale enables for the first time a systematic investigation of the interaction
between short cracks and micro-structural barriers to check the models
quantitatively. However, the geometry of the active slip planes in the adjacent
grains, their misorientation angle, and the position of the grain boundary is a
three-dimensional problem. Therefore the geometry was reconstructed after
the crack propagation measurements by focused ion beam tomography to
measure the inclination angles between the surface, the crack plane, and the
grain boundary. The results should lead to a better understanding of the
physical mechanisms of crack propagation through grain and phase bound-
aries, which is fundamental to explain the huge scatter in the short crack
behavior and to develop materials with fatigue resistant grain boundaries.
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Introduction

For technological applications of construction materials, a reliable method of
lifetime prediction with respect to fatigue is a prerequisite. Unfortunately the
empirical models for lifetime prediction like the Paris law work only for long
cracks. Fatigue life is controlled by the initiation and propagation of microc-
racks which takes up to 90 % of the lifetime and there is a large scatter in the
propagation behavior of microstructurally short cracks �1–3�. The major reason
for this is the interaction of the microcracks with microstructural barriers like
grain and phase boundaries. While the models of Tanaka �4� and Navarro and
De Los Rios �5� describe this interaction qualitatively by a pile up of disloca-
tions in front of the crack tip, one parameter to quantify the resistance of a
grain boundary against crack propagation is introduced in the Zhai model
which uses the misorientation angle of the active slip planes in the adjacent
grains. Nevertheless, a quantitative description of the deceleration of the crack
growth rate regarding the interface parameters is missing.

The parameters are local material parameters such as the misorientation of
adjacent grains or segregation on the interfaces, and crack parameters like
crack length and distance to the grain boundary. It is necessary to investigate
the mechanisms of the interaction systematically and locally to create a more
physically based model. For such a systematic investigation, cracks must be
observed which have predetermined parameters and interact with preselected
grain boundaries. This cannot be realized with natural cracks due to their sta-
tistical behavior. Hence a method to initiate artificial microcracks was devel-
oped which is presented in this paper.

So far in the models the grain boundaries are considered as barriers for the
transition of dislocations which are emitted from the crack tip. This blocking
effect results in a pile-up of the dislocations in front of a grain boundary and in
a shielding of the crack tip from the stress field. Consequently, cracks reduce
their propagation rate in front of grain boundaries, some short cracks even stop
during a significant number of cycles. However, not every grain boundary
shows the same effect. It is assumed that the misorientation of the preferred
slip systems in the adjacent grain is essential for the strength of the blocking
effect �6,7�. To investigate this influence in detail, grain boundaries with differ-
ent misorientation angles of the preferred slip systems are selected by electron
back scatter diffraction �EBSD�. Afterwards cracks are initiated near the grain
boundaries of interest by a focused ion beam �FIB� of a dual beam FIB-
Scanning Electron Microscope �SEM� station as described in Ref. �8�.

Additionally, the interaction of cracks and grain boundaries is measured by
imaging the plastic zone by the method of Henning and Vehoff �9� that intro-
duced an orientation gradient mapping technique �OGM� as well as by the
electron channeling contrast imaging �ECCI� improved by Welsch and Marx
�10�. These techniques reveal accumulated geometrical necessary dislocations
and ordered dislocation structures. After the fatigue experiments the three-
dimensional geometry of the crack plane the grain boundaries and possibly
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enclosed precipitates is investigated by FIB tomography which provides a
higher resolution than the common X-ray tomography even if synchrotron ra-
diation is used.

The functionality of the method is shown for several different metallic ma-
terials: polycrystalline nickel, low carbon steel, and a directionally solidified
�DS� nickel based superalloy were used for the experiments. Nickel was used
because for this material a lot of information and data about crack propagation
and the according mechanisms are available. Steels and the DS alloy are of
technical interest. Especially in the case of DS alloys which are used as high
temperature components like turbine blades in the new generation of gas tur-
bines, lifetime prolongation due to an enhanced resistance of the grain bound-
aries against crack propagation is one aim of the so called “grain boundary
engineering.”

Experimental Techniques

In this part of the paper the different techniques used to initiate artificial mi-
crocracks and to investigate the crack propagation in so far unknown details
will be described. These new techniques are further developments of common
techniques like ion beam milling, EBSD, and ECCI. Therefore it should be
possible to create similar experiments in every well equipped laboratory with
an SEM and a FIB. However, at the moment the combination of these tech-
niques is the most promising possibility to identify the crack propagation
mechanisms and the influence of the local microstructure in three dimensions.
As a future result the crack propagation resistance of microstructural compo-
nents like grain boundaries, phase boundaries, or precipitates should be quan-
tifiable.

Artificial Crack Initiation by FIB

First the crack initiation method was validated by using a single crystalline �SC�
nickel-based superalloy similar to the DS alloy for the preliminary experiments.
The preferred crack orientation on a �111� plane remained the same for all
specimens. Both nickel-based superalloys have 70 % in volume of
��-precipitates �Ni3Al� embedded in a �-nickel based matrix. The DS alloy has
second phases on the grain boundaries for high temperature strengthening.
The grain size was about 2 mm perpendicular to the growth direction. The
grains were passing through the specimens in the growth direction. The com-
positions of the alloys, measured by EDX in the SEM, are given in Table 1.
Additionally, nickel and low carbon steel were selected for the experiments

TABLE 1—Chemical composition of the SC and DS alloys, measured by EDX, given in
weight %.

Ni Al Ti Co Mo Ta W Re Cr
CMSX-4 56.5 5.4 0.8 10.5 1.1 2.1 10.5 6 6.9
DS-Alloy 57.6 6.5 0.7 8.5 0.8 3.2 15 0.3 8
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because the surface preparation for a sufficient ECCI contrast works best for
these materials while the Ni-based superalloys show an additional contrast due
to the precipitates which blanket the dislocation induced contrast imaged by
ECCI.

The experiment begins with the selection of grain boundaries that are ex-
pected to show different interactions with microcracks due to different misori-
entation angles of the active slip planes. This can be done after the complete
sample characterization by EBSD and the calculation of the most favored slip
systems within each grain. Afterwards stadium I microcracks are initiated in
front of selected grain boundaries by cutting sharp notches with a FIB �Fig. 1�.
It should be mentioned that for the crack initiation in the �-phase of the low
carbon steel �bcc crystal structure� the pencil glide planes must be calculated
�11�.

Thereby the crack parameters crack length and distance from the crack tip
to the grain boundary were fixed. A starting notch is cut in the specimen by the
ion beam. This is done by milling a calculated surface pattern several times at
the same position to get a sharp and deep notch. Afterwards a crack is initiated
at this notch by oscillatory loading. By varying the surface pattern, different
notch geometries and consequently different crack geometries like the idealized
penny shape surface crack can be produced. In the FIB-SEM the specimen can
be rotated and tilted to create a notch exactly parallel to the selected plane �Fig.

FIG. 1—Artificial microcrack in a DS nickel-based superalloy with a predicted distance
to the grain boundary of about 50 �m.
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2�a��. The cracks propagate in Stage I on the calculated slip plane as can be
seen on the replica image in Fig. 2�b�. For more details the reader is referred to
Ref. �8�.

For all experiments, the specimens are cut from the bulk material by spark-

FIG. 2—�a� Orientation of the preferred slip plane, calculated by the highest Schmid-
factor. �b� Replica of a FIB notch with an artificial crack after 15 000 cycles.
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erosion. The surfaces of the samples are mechanically polished with 3, 1, and
0.25 �m diamond pastes and chemically etched with an Adler solution for a
better pattern quality in EBSD and to enhance the grain boundary contrast. For
the SC material the loading axis is parallel to the �001�-direction. In the case of
the DS-alloy, the loading axis of the samples is parallel to the solidification
direction of the grains which is normally near �001�. For all other samples
which show no texture after recrystallization the loading direction will not
influence the results.

The acceleration voltage is 30 kV with a beam current of 20 nA. The sput-
tering rate of the ion beam is about 0.14�m3/nC. In principle, the depth of an
ion-milling pattern can be estimated by the milling time if the sputter rate is
known. However, when a notch is created by a sputter process, it is obvious that
only limited aspect ratios are possible. Natural short cracks are nearly semicir-
cular depending on crystal anisotropy. Similar cracks can be produced by
choosing an elliptical surface profile with an opening of 4 �m.

Fatigue Loading

The specimens are cyclically loaded in a servohydraulic testing machine at
room temperature with a frequency of 5 Hz. The load amplitude is about half
of the yield strength for all the materials. The R ratio is R=�min/�max=−0.1.
Crack propagation is measured by a replica technique. Replicas are taken in
intervals of 5000 cycles at the beginning. When the cracks start to grow or
reach a distance less than 5 �m to the grain boundary, replicas are taken every
1000 cycles. The projected crack length is measured perpendicular to the load-
ing direction. Crack growth is observed usually at both notch tips. The number
of cycles needed for crack initiation depends on the notch shape as shown in
Table 2 for the nickel-based superalloy.

First it was shown that the crack propagation rate of the artificial cracks
da /dN on the basis of the stress intensity factor �K is comparable to that of
natural cracks �Fig. 3�. We have now a simple experimental setup to study the
interaction between short cracks and boundaries. The models of the interaction
of microcracks with interfaces which are calculated for those idealized Stage I
cracks can be checked quantitatively. Then the crack propagation rate towards
the grain boundary was measured as a function of the stress intensity factor

TABLE 2—Cycles till replica with first observable crack initiation as function of the notch
geometry.

Notch Shape
Initial Crack Length

��m�

Cycles Till Crack Initiation

Left Crack Tip Right Crack Tip
Straight line 160 90 000 90 000
Rectangle with triangular tips 80 30 000 83 000
Penny-shaped 60 15 000 15 000

382 FATIGUE AND FRACTURE MECHANICS

 



calculated without shielding of the grain boundary and the stress field of the
piled up dislocations. This measurement is done for different misorientation
angles and crack parameters.

ECCI and OGM Imaging of the Plastic Zone

There are two further developments of the established SEM-based electron dif-
fraction techniques introduced to image the local plastic deformation of met-
als.

The first technique is the ECCI which allows the imaging of local strains of
the crystal lattice with a high in plane resolution �12–14�. This effect is used to
make dislocation structures in bulk samples visible. The major application by
Wilksinson and Buque is the investigation of lattice defects like persistent slip
bands �PSBs� �13,14� and ordered dislocation structures in cyclically deformed
specimens �15�. ECCI-imaging can be done in situ to trace the progressive plas-
tic deformation process. A further development of this technique, the ECCI+

technique introduced by Welsch and Marx �10� can be used to image non well-
structured local dislocation distributions like geometrically necessary disloca-
tions �GNDs� in plastic zones close to grain bopundaries. It is used to visualize
size and shape of plastic zones in front of crack tips as shown in Fig. 3 to study
the interaction of cracks with microstructural elements like grain boundaries
�8�. However, this method gives only qualitative information about the shape of
the high plastic deformation zones.

The ECCI observations are conducted in a CamScan FE-SEM equipped
with a field emission gun �FEG� and a “4 quadrants-BSE-detector.” The accel-

FIG. 3—Crack with plastic zone in front of a grain boundary in nickel, imaged by ECCI.
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eration voltage is 20 kV and the resolution for the BSEs is about 50 nm at a
working distance of 15 mm. All EBSD measurements are conducted in a Cam-
Scan S4-SEM equipped with a standard tungsten filament cathode at an accel-
eration voltage of 25 keV and an EBSD-resolution of about 1 �m.

The second technique is the EBSD which allows an automated measure-
ment of the local orientation of the crystal lattice with a spatial resolution of
about 50 nm depending on the SEM. There are only a few papers in which the
local changes of the orientation induced by plastic deformation are described
�16,17�. Due to the high accuracy of the EBSD data, not only a qualitative but
also a quantitative measurement of the plastic deformation is possible. Based
on the orientation map, orientation gradient maps are generated, which were
introduced by Henning and Vehoff �9� to visualize the distribution of hardening
zones. OGM calculates the maximum orientation difference �� between one
measuring point and its neighboring measuring points in the x- and y-direction
as shown in Fig. 4 for the plastic zone induced by a micro-indent. This gradient
can be used as a measure of the GNDs and the plastic deformation. This
method can be used to visualize and quantify the local plastic deformation with
a lateral resolution of 50 nm.

Although the information depth for both methods ECCI and EBSD is lim-
ited to few nanometres due to the relatively short mean free path of the back
scattered electrons �BSE�, they can be used to image dislocations in bulk ma-
terials due to their long-range strain fields which are visible at the surface. The
specimen preparation must be done very carefully by combining mechanical

FIG. 4—�a� EBSD measurement of the plastic zone around a micro indent. �b� Calcu-
lation process of the OGM technique. �c� Resulting OGM showing the plastic deforma-
tion zone.

384 FATIGUE AND FRACTURE MECHANICS

 



polishing with electrolytic polishing. However, SEM is just able to image the
surface. The third dimension of the three-dimensional crack and grain bound-
ary geometry is missing. Therefore FIB tomography was used after the experi-
ment to reconstruct the local microstructure and the crack path.

3-D FIB Tomography

In order to derive the 3-D structure of a sample, different tomography tech-
niques have been developed. Classical X-ray tomography covers a size range
down to approximately 5 �m. Using synchrotron sources, the resolution limit
might be lowered by a factor of 10 to approximately 0.5 �m. In Ref. �18�, the
shape of microstructurally long cracks is measured in situ and used in deriving
a “3-D crack propagation law.” However, for long cracks there is little influence
of the microstructure on the crack propagation behavior expected. For studying
short cracks and their interaction with microstructural barriers higher resolu-
tions are required. This is partly because of the size of the precipitates, and
partly because the crack tip opening displacement might be well below 1 �m
�19�. Because FIB tomography has been reported to be suitable for the 3-D
reconstruction even of small cracks �20�, the current study explores this tech-
nique in determining the 3-D geometry of crack planes, grain boundaries, and
precipitates. Hence, FIB tomography, covering a size range between �10 nm
�21� to �100 �m should be ideal for local investigations of the crack path.

The technique employs a serial sectioning procedure and is therefore in
principal similar to serial metallographic sectioning �e.g., �22�� but with several
orders of magnitude better resolution in the z-direction. The slices are per-
formed perpendicular to the sample surface and perpendicular to the crack
path on the surface �Fig. 5�. A FEI Strata Dual Beam 235 employing an FIB and
an FEG electron microscope was employed. An overall width of 30 �m, a depth
of nominally 30 �m, and length of 30 �m was chosen. In total, 100 sections
were milled �slice spacing of 300 nm�. Images are corrected for a 52° sample tilt
�angle between the electron and the ion beam�. Taking the image resolution and
magnification together with the slice spacing into account, a voxel resolution of
31 by 39 by 300 nm is calculated �23�.

Results and Discussion

Artificial Crack Initiation

Do natural and artificial microcracks behave similarly? Therefore the growth of
a natural crack which initiated at a surface pore was examined. The crack
propagation rate was measured quantitatively. The increments in crack length
were measured by a replica technique whereby the projected crack length was
used. The crack growth rate was determined by a five-point polynomial method
and the stress intensity factor �K was calculated for semicircular penny-
shaped surface cracks �24�. The propagation rate for an FIB crack initiated
directly in a slip plane of a single crystalline nickel-based superalloy and the
propagation rate of a slip band crack initiated at a surface pore in the same
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FIG. 5—�a� Slices are milled perpendicular to the sample surface and to the crack path
on the surface. �b� Notch crack and slice of an FIB tomography.
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FIG. 6—Crack propagation rate of an artificial FIB crack compared with a natural
crack initiated at a pore.

FIG. 7—Artificial microcrack initiated on a pencil-glide plane in a low carbon steel.
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material are shown in Fig. 6. Both curves are in good agreement with each
other. This shows that Ga ions which may be implanted in the material during
the sputtering process do not affect our experiments in which the crack initia-
tion period is neglected at all. There are no signs of liquid metal embrittlement
or internal stresses due to lattice distortion which would result in an increased
crack propagation rate.

Interaction of Cracks with Grain Boundaries I: Crack Propagation Rate

In this paper results are presented for two microcracks interacting with differ-
ent grain boundaries in the DS nickel-based superalloy and for a microcrack in
low carbon steel �see Fig. 7�. A plate of the DS nickel-based superalloy was
characterized by EBSD before cutting the specimens from it. So the orientation
misfit angle of the adjacent grains could be calculated for every grain boundary
intersecting the surface. The largest grains were selected to ensure that the
grains are not “surface grains.” Two specimens with different grain boundaries
with the grain orientations given in Table 3 were selected where an orientation
difference between the adjacent grains of 21°, respectively 32°, was found.

Figure 8�a� shows the crack growth rates as a function of the distance
between crack and grain boundary, measured perpendicular to the tensile axis.
In Sample I �DSVV1� the notch was milled at a distance of 54 �m to the grain
boundary, the crack growth rate decelerated beginning at a distance of approxi-
mately 12 �m from the grain boundary. However a complete stop of crack
propagation could not be observed. The crack growth rate increased immedi-
ately after the crack passed the grain boundary. The second notch �DSVV2� was
in the middle of a sample of the DS-alloy at a distance of 35 �m to the selected
grain boundary. The crack approached the grain boundary after 72 000 cycles;
crack arrest could then be observed for a period of 25 000 cycles. The crack
growth rate decreased at a distance of approximately 20 to 25 �m from the
grain boundary. After passing the grain boundary the crack growth rate in-
creased immediately. The benefit in lifetime for Specimen II was calculated as
30 000 cycles compared to a crack propagating without crossing the grain
boundary. Therefore the crack propagation rate was extrapolated by the Paris
law. Figure 8�b� shows the calculated and extrapolated crack length as a func-
tion of the number of cycles and the measured crack length. The measured

TABLE 3—Orientation of the adjacent grains at the selected grain boundaries and resulting
misfit.

Grain Boundary Number I �DSVV1� Grain Boundary Number II �DSVV2�

Euler Angles Left Grain Right Grain Euler Angles Left Grain Right Grain
�1 91.7 166.4 �1 4.6 46
� 98.7 21.1 � 35.1 5.7
�2 0.3 289.6 �2 1.4 312
Resulting misfit: Resulting misfit:

21° 32°
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curve is shifted for about 30 000 cycles to a higher number of cycles. These
tests clearly prove that grain boundaries have, depending on orientation of the
adjacent grains, a strong influence on the crack growth rate over a large dis-
tance.

The same behavior was found for the low carbon steel as shown in Fig. 9.

FIG. 8—�a� Crack propagation rate as function of the distance to the grain boundary for
the cracks from Table 3. �b� Extrapolated and measured crack length to evaluate the
benefit in lifetime for specimen DSVV2.
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FIG. 9—�a� Artificial microcrack in a low carbon steel interacting with the grain bound-
aries: slip bands emitting from the crack tips reach the grain boundaries. �b� Crack
propagation rate decelerating in front of the grain boundary �grain boundary at 70 �m�.
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In this case immediately after the crack started to propagate, the growth rate
decelerated before stopping at a distance of 50 �m which is quite a long dis-
tance on the scale of typical dislocation interaction and pile-up distances of
some microns �25�.

Interaction of Cracks with Grain Boundaries II: Plastic Zones

The imaging of plastic zones in front of crack tips by OGM and ECCI is shown
here for fatigue cracks in nickel and low carbon steel specimens. Figure 9�a�
shows an artificial microcrack in a low carbon steel interacting with the sur-
rounding grain boundaries on both sides of the crack. The slip bands are emit-
ted at the artificial notch and reach for the grain boundary on both sides.
However, the decrease of the crack propagation rate described above cannot be
related to the slip bands and the moment when they are reaching for the grain
boundaries. Therefore in situ investigations are necessary where the developing
time of these bands will be correlated with the crack propagation rate. Addi-
tionally, there are slip bands parallel to the crack slip band and beginning slip
bands in the neighboring grain which can be seen as dark lines. Some of them
can be seen in the lower right part of Fig. 9�a�.

The high orientation gradient zone of a fatigue crack tip which is identified
as the deformation zone was located at about 60 �m in front of a grain bound-
ary perpendicular to the crack and was observed by OGM �Fig. 10�a��. The grain
boundaries show a good contrast as white colored lines due to strong changes
in orientation between the adjacent grains. It can be seen that the crack orien-
tation is almost parallel to a grain boundary. In the black area no orientation
measurement was possible. The crack with its highly deformed crack edges is
lying inside this area. Outside the orientation gradients can be detected at a
distance up to 100 �m from the crack tip at both sides of the grain boundaries.
This is much more than could be imaged by the ECCI �Fig. 10�b��. It is visible
that the plastic deformation takes place on both sides of the grain boundary
parallel to the crack. The deformation is not homogenous but directed in to-
wards the expected crack propagation. Inside the grain in front of the crack
plastic deformation can only be found starting at the triple point and can there-
fore not be correlated with the plastic zone of the crack.

The plastic zone imaged by OGM can be measured to some tens of mi-
crons. This correlates quite well with the interaction distance found in the
crack propagation rate curves for the nickel-based superalloys �Fig. 8�a�� and
low carbon steel �Fig. 9�b��. Additionally, it was found that the plastic zone of
propagating Stage I microcracks spreads in front of some grain boundaries
dramatically while in front of some other grain boundaries no spreading of the
plastic zone was found �Fig. 11�. This indicates a different fatigue resistance of
different grain boundaries and should therefore also be quantified in further
investigations.

Interaction of Cracks with Grain Boundaries III: 3-D Imaging

The results of the 3-D imaging of two fatigue microcracks interacting with
different grain boundaries are presented here. One grain boundary is in the DS
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nickel-based superalloy and is surfaced by carbide precipitates. The other
boundary is a precipitation free boundary in a low carbon steel.

In the DS sample the grain boundaries are decorated by carbides of Ta, Ti,
and Hf. Energy dispersive X-ray analysis on carbides exposed at the surface of
the sample show type M23C6. The carbides are known to improve the creep
resistance at high temperatures. In this study, a sample was investigated, where
the crack path was practically parallel to the grain boundary �Fig. 12�; never-
theless, the crack arrested for 10 000 cycles without reaching the grain bound-
ary. However, one has to keep in mind that the problem is three-dimensional
which may explain the unexpected behavior. A FIB tomography showed that
the crack already crossed the grain boundary underneath the surface. In Fig. 13

FIG. 10—�a� Crack tip of an intergranular fatigue crack surrounded the plastic zone
imaged by OGM. �b� Crack tip of a similar crack as in Fig. 10�a� imaged by ECCI.
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FIG. 11—Two cracks passing a grain boundary in nickel: �a� no spreading of the plastic
zone; �b� heavy spreading of the plastic zone due to interaction of the crack with the
grain boundary.
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selected FIB cross sections of this crack are shown. The grain boundary is
visible by the precipitates described above. Two kinds of precipitates can be
distinguished by their different contrast: small dark �Fig. 13�a�� and large light
precipitates �Fig. 13�b��. The large light precipitates correspond to the type
M23C6 already identified on the surface. It is believed that the small precipitates
are of the type MC type.

For reconstruction, the crack plane is identified by manual inspection in
each slice. However, it was difficult to identify the crack tip due to the small
crack opening width even when using the high resolution SEM. Generally, even
at the highest resolution, it is difficult to distinguish between slip bands and
real crack tip in a crack opening Mode II. The carbide precipitates are taken as
a marker of the exact position for the reconstruction of the grain boundary.
Figure 14 shows the crack plane, the precipitates, and the position of the grain
boundary plane. As can be seen in this figure, the crack already passed the grain
boundary underneath the sample surface which explains the aforementioned
crack growth stop. Therefore in the ongoing experiments, the exact position of
grain boundaries will be taken into account with respect to the propagating
microstructurally short cracks.

An important question to answer is by which mechanism a crack over-
comes the precipitates during propagation and how this process influences the
crack propagation rate. The overcoming can happen either by cutting or by
bypassing the precipitates. Figure 15 shows an example where the precipitates
are bypassed. The main parameter determining this behavior is the matrix-

FIG. 12—Crack propagation experiment in the DS alloy, the tensile axis is vertically
oriented. The crack stopped in front of the grain boundary without crossing.
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FIG. 13—FIB serial slicing. In total 100 slices were taken. GB denotes grain boundary
and MO denotes orientation of the Ni matrix channels. �a� Image in front of the crack.
�b� The crack C interacting with a precipitate.
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precipitate adherence, the strength of the precipitates, and the capability of the
dislocations emitted from the crack tip to pass through the precipitates. Be-
cause of the crack-precipitate interaction, the crack deviates from the crack
plane while bypassing the precipitates. The active planes were identified using
the orientation of the crystal lattice measured by EBSD as follows: In the start-
ing grain the crack propagates along the �−111� plane before reaching the grain
boundary. This corresponds to the orientation of the initial FIB notch. In the
adjacent grain all steps in the crack plane underneath the grain boundary are
parallel to �111� planes. Here the crack propagates by cross slip on the �111�
and the �1−11� plane due to bypassing the large precipitates.

In addition, while crossing the grain boundary the crack plane has to rotate
because of the Stage I crack growth mechanism. Since the Schmid factors for
the active slip planes in both grains, which is the �−111� plane in the first grain
and the �111� plane in the second grain, are similar and since the deviation
between both planes is just about 3°, the crack path may only slightly deviate
while crossing the grain boundary. According to the Zhai model �7� the misori-
entation of the crack planes at the grain boundary is the main parameter for
the resistance of a grain boundary against crack propagation. Therefore, in our
case where the misorientation is negligible, it can be assumed that the crack
stop is due to the bypassing of the precipitates and not due to any effect of the

FIG. 14—Reconstruction of crack plane: the steps in the crack plane result from inter-
action of the crack with the large precipitates. The position of the crack tip on the
surface during the crack arrest is marked by the upper arrow.
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grain boundary. However, both phenomena �interaction with precipitates and
crack plane rotation� lead generally to an increase of the free crack surface. To
produce this additional surface more surface energy is needed which results in
a significant suppression of crack propagation as shown by the crack growth
rate.

A different situation was found in a low carbon steel. As shown in Fig. 16�a�
the crack growth was straight towards a grain boundary on the calculated slip
plane. After passing the grain boundary, the crack started growing on a more
statistical path. FIB tomography �Fig. 16�b�� showed that there was no behavior
under the surface comparable to the crack described above. In the low carbon
steel the crack path was straight. Even after cutting the grain boundary there is
no change in the crack plane. This example clearly demonstrates that the
propagation rates measured at the surface are not in every case representative
for the three-dimensional mechanisms and that FIB tomography is needed for
a detailed examination of the interaction of cracks and microstructural barri-
ers.

Conclusions and Outlook

The FIB is the only tool to initiate microcracks with almost every defect geom-
etry in nearly every part of real structure elements. Therefore, this is a powerful
method for the investigation of individual crack problems in real systems.
There is one restriction: this method can only be used to initiate surface de-
fects. However, the largest fraction of critical defects are surface defects.

Furthermore this method combined with EBSD measurements can be used

FIG. 15—Planes of crack propagation �all planes are �111�-planes� indexed by EBSD.
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FIG. 16—FIB tomography of an artificial microcrack in a low carbon steel crossing a
grain boundary.

398 FATIGUE AND FRACTURE MECHANICS

 



to investigate the micromechanial mechanisms of crack propagation as de-
scribed in the models of Navarro, Tanaka and De Los Rios. Therefore, cracks
have to be initiated with an idealized geometry directly on the active slip plane
to quantify interface and crack parameters for fatigue resistance. The param-
eters are:

• crystal structure
• local orientation of the grains,
• crack-interface geometry,
• crack length,
• distance from the crack tip to the grain boundary,
• local stress field.
In the upcoming in situ experiments the influence of the grain boundary on

the crack tip opening displacement will be measured quantitatively comparable
to the procedure described in Refs. �26,27�. Additionally, the plastic zone will be
observed in situ by electron channeling contrast and OGM in the SEM. The
results will be compared to the work of Deshpande, Needleman and Van der
Giessen. They found that the reason for the typical short crack behavior could
be seen in internal stresses under cyclic loading resulting from the dislocation
structure in the vicinity of the crack tip �25� which are visible in ECCI contrast.
The ECCI measurements shown above clearly demonstrate that the plastic zone
interacts with the grain boundaries.

Another option of the FIB is local sectioning and hence studying the crack
path and the position of the grain boundaries under the surface which is re-
ported to strongly influence crack growth �7�. Present studies of crack growth
usually do not take into account the effect of the 3-D grain structure because of
the leakage in tomography methods which are capable to resolve grain bound-
aries directly. If only a surface view is available it is usual to assume that the
crack plane and the grain boundary plane are vertical to the interface. In the
best defined experiments, the grain structure is measured on both sides of the
thin specimen and then interpolated with a flat grain boundary shape as shown
in Ref. �28� or bicrystals with known orientations and known slip bands are
used �29�. However, both methods require a complicated and restricted experi-
mental setup. On the other hand, FIB tomography can reconstruct nearly all
aspects. This was shown for the interaction of a microcrack with a grain
boundary in a unidirectional solidified Ni-based superalloy. Thereby the crack
can interact with the grain boundary as well as with precipitates which accu-
mulate preferably on the grain boundary. The crack tends to bypass the pre-
cipitates by forming geometrically necessary steps in the crack plane whereby
this behavior depends on the mechanical properties of the precipitates with
respect to the matrix material. The 3-D reconstruction also shows that the sub-
surface orientation of grain boundaries is an important factor for interpreting
crack growth rate observed at the surface. Therefore, FIB tomography extends
classical methods such as X-ray tomography with respect to resolution as well
as adding different contrast signals revealing different aspects of the true mi-
crostructure.

All of these experiments together will give us more details about the mecha-
nisms of the transition of microcracks through microstructural barriers and be
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helpful on the way to improve the resistance of grain boundaries against crack
propagation by grain boundary engineering.
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An Examination of Fatigue Initiation
Mechanisms in Thin 35Co-35Ni-20Cr-10Mo
Medical Grade Wires

ABSTRACT: Knowledge of the intrinsic defect size distribution, surface grain
size distribution, and prior deformation history are important factors in deter-
mining fatigue crack initiation mechanisms and total life variability in thin,
metallic, medical grade wires. The ASTM F562 alloy system is used exten-
sively as a fine wire coil or cable in the production of cardiac rhythm man-
agement leads which require excellent fatigue life, and a good understanding
of life variability. In the present investigation, samples of 0.0070 in. diameter
ASTM F562, 35Co-35Ni-20Cr-10Mo wires were produced with a variety of
grain sizes and strain hardening conditions. Samples were then cyclically
loaded to failure in rotary beam testing and preserved for post mortem frac-
tography using high resolution scanning electron microscopy �HR-SEM�. Fa-
tigue cracks were found to initiate from three sources: intrinsic microstruc-
tural inhomogeneities, persistent slip bands �PSBs�, and extrinsic surface
defects. The dominance of the various initiation mechanisms was shown to
be a function of the constituent particle and grain size as well as the fatigue
loading conditions and prior deformation history. In samples exhibiting a sur-
face grain size significantly larger than the constitutive particle distribution,
cracks were observed to preferentially nucleate from surface intersecting
PSBs rather than near-surface-particles. Understanding of these phenom-
ena is important in the design of robust cardiac lead systems that will outlive
the patient.

KEYWORDS: fatigue initiation, fatigue damage, medical wire, CRM
device failure, CRM wire, fatigue prediction, high cycle fatigue

Manuscript received November 14, 2007; accepted for publication June 10, 2008; pub-
lished online July 2008.
1 Fort Wayne Metals Research Products Corporation, Fort Wayne, IN. and Purdue Uni-
versity, West Lafayette, IN.

Citation: Schaffer, J.E., �An Examination of Fatigue Initiation Mechanisms in Thin 35Co-
35Ni-20Cr-10Mo Medical Grade Wires,� J. ASTM Intl., Vol. 5, No. 7. DOI10.1520/
JAI101567. Available online at www.astm.org. Also included in JAI Special Issue STP
1508, Fatigue and Fracture Mechanics: 36th Volume, R. W. Neu, K. R. W. Wallin, and S. R.
Thompson, guest editors, ASTM International, West Conshohocken, PA, 2009, pp. 402-
415.

ASTM Special Technical Publication, Vol. 5, No. 7
Paper ID JAI101567

Available online at www.astm.org

Copyright © 2008 by ASTM International, 100 Barr Harbor Drive, PO Box C700, West
Conshohocken, PA 19428-2959.

402

 



Introduction

Fatigue damage is a stochastic process resulting in a high level of unpredict-
ability, even in a laboratory controlled environment. In materials used in im-
plantable medical devices, it is critical to understand variables which may in-
fluence fatigue damage and the resultant service life of the implantable device.
Cardiac rhythm management �CRM� devices, including implantable pacemak-
ers and defibrillators, are no exception; the materials must remain intact to
deliver proper lifesaving therapy �1�.

Failure of various CRM system components is anticipated through patient
checkup. This practice is evidenced by manufacturer-recommended quarterly
device inspection follow-up visits �2�. The components most susceptible to pre-
mature failure include the conductor lead and the battery, each with a typical
lifetime of approximately three to eleven years. A salient difficulty in today’s
devices is that the longevity of the lead cannot be predicted and it does not
typically give simple indicators that it is nearing the end of its life �2�.

Most conductor leads that are in use today consist of a multilumen silicone
or polyurethane passage that contains relatively low impedance, wire-based,
micro cable or helical coils �3�. The primary structural component of the con-
ductor itself typically comprises high strength MP35N®2, 35N LT®3 or a silver
cored composite wire of MP35N or 35N LT �4�; failure of this component will
result in high circuit impedance and compromised device performance. The
individual coil or cables typically receive a conformal fluoropolymer coating in
addition to the multilumen jacketing. An example of this construction tech-
nique, in which the leads generally comprise ASTM F562 �Standard Specifica-
tion for Wrought 35Cobalt-35Nickel-20Chromium-10Molybdenum Alloy for
Surgical Implant Applications �UNS R30035�� alloy coil and cable assemblies, is
shown in Fig. 1.

2MP35N® is a registered trademark of SPS Technologies, Jenkintown, PA.
335N LT® is a registered trademark of Fort Wayne Metals Research Products Corpora-
tion, Fort Wayne, IN.

FIG. 1—Multilumen lead design progression, incorporating ASTM F562 coil and cable
elements. �Courtesy Medtronic, Inc.�.
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Objectives

The overall goal of this research was to characterize the microstructural pa-
rameters that are important in determining total fatigue life and life variability
in fine medical wire. The implantable alloy system chosen for this investigation
was selected for its widespread use in the field of CRM technology with the
expressed intent of bettering design capability for such lifesaving devices. The
dearth of information in the area of microstructural fatigue factors and mod-
eling techniques for high strength fine wire materials has been recognized by
other authors �5� and was the impetus for the present study.

The specific objective was to analyze fatigue initiation mechanisms under
various material and load conditions and provide evidence as to what com-
prised the primary life-influencing factors.

Material Background

The ASTM F562 alloy system was originally engineered for use as a high
strength and fatigue resistant macroscopic fastener alloy, not as a material to
serve the medical industry �6�. As a large scale fastener, the presence of
5 to 20 micron nonmetallic inclusions in the alloy is not necessarily deleteri-
ous to performance. A new variant of the F562 system, known as 35N LT, was
commercially introduced in 2003 directly in response to demand from the
medical implant device market. The 35N LT system is processed using carefully
controlled melt techniques that eliminate titanium nitride �TiN� particle form-
ing elements and effect a significant downward shift in the inclusion size dis-
tribution �4�. The nominal chemistry of standard MP35N and improved 35N LT
are shown in Table 1. The 35N LT has recently been approved for use in devices
ranging from implantable pacemakers to neurological sensing and stimulation
devices.

TABLE 1—Typical chemistry of alloys falling within ASTM F562-07, MP35N and 35N LT.

Element MP35N 35N LT
Carbon 0.008 0.006
Manganese 0.010 0.010
Silicon 0.010 0.101
Phosphorus 0.004 0.003
Sulfur 0.0005 0.0006
Chromium 20.15 20.06
Nickel 36.6 36.75
Molybdenum 10.40 10.32
Iron 0.160 0.120
Titanium 0.680 0.010
Boron 0.0085 0.0080
Cobalt 31.97 32.56
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Microscale Effects

The processing of medical wire involves microstructural refinement through
significant cold reduction and progressively shorter dwell recrystallization an-
neals that yield increasingly fine grain distributions. As wire diameters tend
towards finer sizes, the average number of grains through a transverse section
is reduced. Using nominal production data, the average wire diameter to grain
size ratio has been plotted for a typical medical wire process stream, and is
shown in Fig. 2. From this plot, it is evident that below a wire diameter of
0.30 mm, less than 10 grains, on average, form the wire thickness and less than
5 grains below 0.10 mm.

Experimental Procedure

Specimen Design

Both materials used for this investigation were initially vacuum induction melt
�VIM� cast followed by vacuum arc remelting �VAR�. After a homogenization
treatment, the VAR ingots were reduced on a rotary forge �GFM� machine and
subsequently hot rolled on a continuous rolling mill to 5.6 mm diameter coil.
The coil was annealed, shaved to 5.5 mm and pickled in preparation for draw-
ing. Intermediate reduction from 5.5 mm to 1.6 mm were accomplished using
carbide drawing dies and powder lubricants. Additional processing to the final
diameter of 177 �m was completed using diamond dies and mineral oil lubri-
cants. A qualitative comparison between the surface characteristics of each

FIG. 2—Typical wire diameter to grain size ratio in MC, 35N LT medical wire.
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material was performed using SEM. Generally, the 35N LT was found to pos-
sess a more uniform surface due to fewer and smaller intrinsic surface defects.
These findings were consistent with results reported in earlier studies �4,7,8�.

Specimen Preparation for Rotary Beam Testing

The primary objective of this research was to elucidate important microstruc-
tural factors influencing life and life variability in fine medical grade wire. In
order to derive results consistent with product used in the field, specimen
preparation for rotary beam fatigue testing was minimized. Cold drawn wires
typically possess a plasticity induced radius of curvature known in the wire
industry as cast. This feature arises primarily due to residual stress imbalance
when slight intentional misalignment is induced as the wire exits the final
drawing die and serves to stabilize the material as it wraps on a spool. This
curvature was mechanically corrected prior to rotary beam evaluation by gently
reverse bending each sample before loading them in the chuck fixture. This
procedure reduces wobble in the fixture and has been shown over extensive
datasets using many materials to reduce geometric instability and test variabil-
ity �9�.

The rotary beam fatigue testers used are equipped with a sensor to detect
wire fracture. The equipment function was equivalent to that described by Alt-
man �10� and by Schaffer �8�. As soon as a sample break occurred, the ends
were suspended in a plastic tube to prevent mechanical damage. The fatigue
fracture ends were cleaned in an ultrasonic bath for 45–60 seconds in high
purity acetone before being serially mounted to an aluminum mounting block.

Fractography

In this investigation, three methods of analysis were used to gather information
related to causes of failure, general fracture morphology, crack-initiating par-
ticle size as well as particle composition, grain size information and persistent
slip band spacing. The methods included high resolution, field-emission SEM
using a Hitachi model S4800 for nanoscale striation determination, FIB using a
FEI Nova 200 for electron channeling contrast and resultant qualitative grain
orientation information and SEM with EDS for inclusion particle determina-
tion. An example of striation observation along previously deformed slip planes
in MP35N using HR-SEM is shown in Fig. 3.

Results

Load Level Dependency

Failure mechanisms were analyzed in four regions of fatigue: single cycle over-
load, low cycle fatigue �LCF�, high cycle fatigue �HCF� and ultra high cycle
fatigue �UHCF�. The regions were defined as follows: LCF—103 to 106 cycles,
HCF—106 to 109 cycles, and UHCF—greater than 109 cycles.
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Single Cycle Tensile Overload

Inclusions played a role in failure, even at the lower limit of fatigue, a single
cycle tension overload test. Following mechanical testing of the 177 �m
MP35N wire, specimens were examined and most showed incipient failure at
or near inclusion particles. An example of this type of failure mechanism is
shown in Fig. 4. The impact on mechanical tensile strength was negligible. This
was attributed to a combination of factors including crack tip blunting at the
inclusion boundary, small relative inclusion area contribution to the net load-
bearing area, and the plane stress conditions in the relatively thin wires. In
smaller diameter wires, the same constituent particle distribution would be
expected to have greater impact on net section strength.

Low Cycle Fatigue

Prior strain hardening in ASTM F562 medical wire increases material strength
with an accompanying decrease in ductility. The high rate of strain hardening
in this system is believed to result from a combination of deformation twinning
and conventional dislocation interaction �11�. Under LCF conditions, the
amount of cold work and resultant properties had a significant effect on initia-
tion mechanisms. Initiation occurred at inclusions, preferentially oriented
grains, surface intersecting PSBs and at extrinsic surface defects. In addition to

FIG. 3—FCG along previously deformed slip planes in 177 �m MP35N wire.
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prior strain hardening, crack initation behavior was found to be strongly de-
pendent on microstructural parameters including grain size and inclusion size.

The annealed samples of MP35N and 35N LT with an equiaxed 3 �m grain
size fractured in LCF in multiple locations, independent of inclusion particle
size and location. In this low strength, ductile state, irreversible slip was ener-
getically more favorable due to low dislocation density. It is believed that plastic
slip occurred in the vicinity of the constituent particles which resulted in crack
tip blunting, a reduction in their detrimental impact on total life, and the pro-
motion of multiple site damage �MSD�. An example of MSD fracture morphol-
ogy found in a MP35N failure is shown in Fig. 5.

A significant reduction in grain size, or an increase in strength through
cold-work in MP35N, gave rise to particle initiated fracture as shown in Fig. 6.
In this case, the material was cold-worked at a level of 36 % reduction of area.
The result was a 50 % reduction in LCF lifetime at the 930 MPa test level. In
the cold-worked condition, at an initial 3 �m grain size, the 35N LT signifi-
cantly outlasted the MP35N at mean lifetimes of 2�105 versus 9�104 cycles,
respectively. A comparison between the cumulative distribution function �CDF�
of the LCF lifetimes of alloys MP35N and 35N LT in the strain-hardened state is
shown in Fig. 7.

In the cold-worked state, the MP35N failed in fewer cycles, and with less
lifetime scatter than the 35N LT. This consistency in lifetime was driven by the
mostly invariant crack growth rate after initiation at the large, dominant inclu-
sion features. The cracks started at one of numerous, similarly sized inclusion
sites in the MP35N and progressed at a relatively constant rate of crack growth
as evidenced by fatigue striation measurement �8�. The CDF in Fig. 7 graphi-

FIG. 4—Central inclusion-initiated ductile overload in 177 �m MP35N wire.
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FIG. 5—MSD, PSB mediated secondary cracking in annealed 177 �m MP35N wire
tested at a 930 MPa alternating stress. Specimen failed in 9.0�104 cycles.

FIG. 6—Constituent particle �TiN inclusion� mediated failure in strain hardened
177 �m MP35N wire tested at 930 MPa. Specimen failed in 5.8�104 cycles.
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cally indicates the increased lifetime and lifetime scatter measured in the cold
worked 35N LT. This increase in scatter was attributed to the activation of
multiple incipient damage mechanisms in the absence of larger constituent
particles. Observed mechanisms of failure included shearing of preferentially
oriented grains as shown in Fig. 8, failure at very small inclusion features and
less often, failure at extrinsic surface features.

High Cycle Fatigue

The behavior and existence of a fatigue threshold for metallic materials, below
which fatigue propagation will not occur has been the subject of numerous
recent studies �12–14�. Here, the term “near-threshold” is used to roughly de-
marcate the LCF region from the high cycle fatigue �HCF� region when the
slope of the S-N curve begins to flatten.

As discussed in the LCF regime, fatigue lifetime results were similar in the
annealed alloy systems. Under HCF conditions, the annealed material at a
3 �m grain size yielded substantially equivalent lifetime results for both
MP35N and 35N LT. Near-threshold behavior was observed at a stress level of
620 MPa with a mean lifetime greater than 1�107 cycles. Earlier studies have
shown that a significant downward shift in grain size would have generated
premature inclusion-based failure in the annealed MP35N �8�.

The 35N LT system with 36 % cold-work exhibited near-threshold fatigue
behavior at a stress level of 827 MPa with total life ranging from 2.2
�105 cycles up to 4.2�107 cycles. Incipient damage mechanisms were ob-
served to be a mixture of inclusion-free initiation sites similar to Fig. 8, and

FIG. 7—CDF of fatigue life at equivalent strain hardening levels in MP35N and 35N LT.
Alternating fatigue stress level is 930 MPa.
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crack initiation from 1 to 3 �m aluminum oxide inclusions located at or just
beneath the wire surface. Failures that occurred at greater than 1�107 cycles
were generally noted to occur at small particles located greater than 0.5 �m
beneath the drawn free surface of the wire. The separation of initiation mecha-
nisms is evident in the form of the bi-modal CDF as shown in Fig. 9. At the
827 MPa test level, the MP35N failures all occurred at less than 1
�105 cycles and generally initiated at 4 to 8 �m titanium nitride inclusions
located within 0.5 �m of the free surface. Near-threshold behavior in the
strain-hardened MP35N was observed at a test level of 690 MPa, significantly
lower than for the cold-worked 35N LT samples.

The availability of near-surface damage sites was found to strongly influ-
ence total fatigue life. TiN inclusions were present in both sufficient size and
quantity in the MP35N under LCF conditions to create a high probability of
incipient crack formation at relatively large inclusions located at, or immedi-
ately adjacent to, the free surface. In near-threshold behavior, however, the
MP35N and 35N LT alloy systems exhibited initiation at both surface and sub-
surface inclusions. Here, fatigue lifetime was found to be more strongly asso-
ciated with depth than inclusion size for a given alloy and near-threshold load
condition. Least squares regression trend lines were drawn to fit the fatigue
lifetime data to inclusion depth �filled circles� and radial inclusion size �open
circles� in Figs. 10 and 11 for MP35N and 35N LT, respectively. Within a given
dataset, there was little to no observed correlation between radial inclusion size
and cycles to failure and a significant positive correlation to inclusion depth.
The latter result seems reasonable due to the fact that fatigue and crack tip

FIG. 8—Grain orientation mediated fatigue damage �no inclusion present� in 177 �m
35N LT wire tested at 930 MPa. Specimen failed in 2.1�105 cycles.
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FIG. 9—CDF of fatigue life at equivalent strain hardening levels in MP35N and 35N LT.
Alternating fatigue stress level is 827 MPa.

FIG. 10—Cycles to failure as a function of inclusion depth �filled circles� and size in
36 % cold-worked MP35N alloy tested at an alternating stress of 620 MPa. Note that
there is little, if any, correlation between fatigue lifetime �cycles� and size.
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operating stresses and strains should decrease below the surface �8�. The
former indicates that, within a given set of conditions, defect depth from the
free surface was more imporatant in fatigue life determination than defect size.

Ultra High Cycle Fatigue

In data extraneous to this study, it was found that the near-threshold fatigue
stress of 35N LT closely followed a Hall-Petch relationship �e.g., an increase in
fatigue capability with decreasing grain size�. In MP35N alloy, competition be-
tween inclusion-mediated failure at larger grain sizes precluded its use in this
part of the study. Several ultra high cycle fatigue �UHCF� failures were exam-
ined in annealed 35N LT material possessing an SEM verified 200 nm grain
size. Near-threshold behavior was found at a test level of 1.03 GPa. At these
conditions, all samples examined exhibited lifetimes in excess of 0.5
�109 cycles. Failures in this regime were found to occur predominantly at
subsurface preferentially oriented grains and secondarily at subsurface inclu-
sion particles. These findings were consistent with results in other studies sug-
gesting primarily subsurface incipient damage in the gigacycle fatigue range
�15�. Due to the long duration of testing in UHCF, samples of the other materi-
als herein were not completed in time for publication.

FIG. 11—Cycles to failure as a function of inclusion depth �filled circles� and size in
36 % cold-worked 35N LT alloy tested at an alternating stress of 827 MPa. Note that
fatigue lifetime is more correlated to depth �beneath free surface� than inclusion size.
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Conclusions

The overall goal of this research was to characterize the microstructural pa-
rameters that are important in determining total fatigue life and life variability
in fine medical wire for high fatigue applications. The realized gains in pursu-
ing these objectives may be summarized as follows:

1. In the annealed 3 �m grain size samples, fatigue performance was sta-
tistically equivalent regardless of inclusion size distribution. This was
attributed to the relative ease of irreversible slip and was evidenced by
MSD failures in both alloy systems.

2. In the LCF regime, the cold-work induced hardening diminished the
fatigue life performance in the MP35N system while significantly in-
creasing the life of the 35N LT. This effect was attributed to the domi-
nance of inclusion mediated damage in wire with lower ductility.

3. Relatively small inclusion size in the 35N LT increased the fatigue scat-
ter in all failure regimes due to the activation of multiple initiation
mechanisms including: surface intersecting PSBs, subsurface particles,
and preferentially oriented grains.

4. Consistent availability of large inclusion failure sites in MP35N signifi-
cantly reduced total fatigue life while increasing lifetime consistency.

5. In the HCF and UHCF regimes, for a given alloy system and load con-
ditions, incipient defect depth from the wire surface was observed to be
a stronger determinant of total fatigue lifetime than incipient defect
size.

This work is a mere infant step toward a more complete understanding of
the complexities of fatigue behavior in metallic fine wire for medical devices.
Much more work is needed, including studies on residual stresses and their
effect on incipient damage life, non random crystal orientation effects, fatigue
behavior in nano-crystalline fine alloy wire, and on variability due to property
anisotropy in heavily processed fine wire. The impact of a future model, encom-
passing raw material through the finish device would be enabling for the medi-
cal device engineer, thereby allowing the design of better implantable medical
systems with improved resistance to premature failure.
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sample to measure the misorientation angles between the grains near the
crack nucleation and short crack regions. It is expected that the test obser-
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Introduction

The National Research Council Canada �NRC� and other organizations are de-
veloping the Holistic Structural Integrity Process �HOLSIP� to augment the
traditional safe-life and damage tolerance paradigms, with the ultimate goal to
evolve HOLSIP into a new paradigm for both the design and sustainment
stages. In HOLSIP, the life of a component is divided into four distinct phases:
nucleation, short/small crack, long crack, and final instability. The physics-
based life prediction models are employed in HOLSIP to address material mi-
crostructure, surface integrity, and synergetic interaction between cyclic and
environmental effects. The HOLSIP-based models have demonstrated some
success in the life estimation of various components, especially in the case of
fatigue and corrosion interaction �1–3�.

Recently, NRC is developing the physics-based short/small crack models for
Defence Research and Development of Canada �DRDC�, which includes gener-
ating a material database and validating the model through case studies. The
materials selected are the 7050 aluminum alloys since they have been used for
the primary structure of the Canadian Forces F/A-18 aircraft. From a brief
literature review, it is shown that some material databases in the short/small
crack regime have been developed in the previous research for the 7050-T7451
plate �4,5�. However, for the 7050-T7452 forging, there have been very little
�almost none� material microstructures characterization and short/small crack
modeling found in open publications. Thus, the 7050-T7452 forging was se-
lected as the primary material in the NRC-DRDC short crack project. The T74
temper indicates that the material was solution heat-treated, quenched, and
artificially overaged, which provides good stress-corrosion resistance and
strength characteristics. The temper Txx52 indicates that a cold compression
was performed prior to aging; the compression process can reduce or partially
relieve the residual stress in a forged block.

To develop physics-based lifing models for short crack and nucleation, the
material microstructure has to be characterized. HOLISP uses the “initial dis-
continuity state” �IDS� to describe the as-produced state of the material in
order to establish the initial analysis condition �6�. Examples of IDS include
constituent particles, pores, and machining marks and scratches. Previous re-
search has shown the experimental evidence that these IDS features are respon-
sible for nucleation of fatigue cracks in aluminum alloys 7075 and 2024 �6–12�.
Some fatigue modeling, which is based on the particle/pore size distribution,
has been developed for life estimation on aluminum alloys �10,13–15�. For the
7050-T7452 forging, NRC fractographic studies �16,17� also indicated that the
major crack nucleation features were particles and pores, as shown in Fig. 1.

In previous work �16,17�, considerable metallurgical analysis and fracto-
graphic studies have been carried out to physically measure the IDS/particles
and pores, for 7050-T7452 forging material. In order to further develop a
physics-based fatigue model and to establish a database for HOLSIP-based life
estimation, this paper carried out the statistical analysis for the measured IDS/
particle and pore data, and investigated the correlation between the overall
IDS/particle distribution and its fatigue subsets. In addition, other microstruc-
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tural parameters, such as grain size and grain orientation, were studied using
the orientation image microscopy �OIM� technique.

Materials and Microstructural Analysis

The polished samples were taken from three forms of material, described as
follows �18�.

7050-T7452 Hand Forging, Sub-blocks 2, 3, 4, 7, 8, 9

These forgings were originally cut from the 6-in. thick blocks, whose core por-
tions were already used in a previous International Follow-On Structural Test
Program �IFOSTP� on the Canadian Forces and Royal Australian Air Force
F/A-18 aircraft. The material was originally manufactured by ALCOA Inc. and
shipped to NRC in 1996. The original sectioning of all the 6-in. blocks is illus-
trated in Fig. 2. For scanning electron microscopy �SEM� purposes, a total of 12
samples were manufactured from the sub-blocks 2, 3, 4, 7, 8, 9, XY plane, along
the X-direction. On each sample, 49 SEM images were taken from evenly
spaced locations, laid out in 7 rows by 7 columns, and each image was
355.5 �m by 461.0 �m in area. It should be noted that the samples are repre-
sentative of the periphery �non-core� forging blocks.

FIG. 1—Crack nucleation features in 7050-T7452 forging. �a� Crack nucleation from a
particle ��112 �m2�. �b� crack nucleation from a pore ��400 �m2�.
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7050-T7452 Hand Forging, Sub-block 6

This sub-block was also left over from the previous IFOSTP project, but it has
the core portion in place. In total, 21 samples were removed from the YZ plane,
as shown in Fig. 3. Each sample contained 25 images, and each image was
355.5 �m by 461.0 �m in area. It is well known that the core of a block is
normally the weakest portion in terms of its fatigue property, and the previous
fatigue tests showed that the specimens �7050 plate� taken from the core por-
tion have shorter fatigue lives than those from the periphery material �4�. In
order to compare the microstructure features between the core and periphery
material, these 21 samples were divided into four groups �Fig. 3�:

1� Core group, containing seven samples �3B, 3B2, 3B3, 3B4, 3B5, 3A2,
3A3� taken from the core material;

2� Edge group 1, containing four samples �1A, 2A, 3A, 3A4� from the pe-
riphery material;

FIG. 2—Illustration of the original sectioning of the aluminum 7050-T7452 forging
�18�.

FIG. 3—Details of the locations that samples removed from the YZ plane of sub-block 6
for image analysis along the Y- and Z-directions �16,18�.
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3� Edge group 2, containing three samples �1A, 1B, 1C� from the periph-
ery material;

4� Edge group 3, containing four samples �1C, 2C, 3C, 3C2� from the pe-
riphery material.

7050-T7452 Die Forging �Shear Tie Lug�

A used CF-18 inner wing aft spar, shear tie lug, was given to this project for
microstructural analysis. A section of material was cut from the lug, and three
samples were taken from three planes of the section, as shown in Fig. 4. Twenty
�20� images were taken of the sample from the XY plane, and 14 images from
the YZ and XZ planes.

Microstructural Analysis

In the microstructural analysis, the areas of the particle and pore were mea-
sured on polished material with the aid of SEM. The SEM images were taken
on the polished samples using the magnification of 250�, and then an image
analysis was performed using commercial software, Image Pro, to determine
the area of the particle or pore. In the image analysis, a threshold of 2 �m2 was
used to screen out any features which were smaller than this value. The de-
tailed test procedures can be found in �16,17�. As an example, Fig. 5 presents an
original SEM image and processed image showing particles and pores.

Statistical Analysis of Constituent Particle and Pore Data

Statistical Distribution of Particle and Pore Size

Following a previous statistical study �11,12�, a three-parameter �3P� lognormal
distribution was found to fit most material IDS/particle data the best, among
two-parameter �2P� Weibull, 3P Weibull, Gumbel, Frechet, Pareto, and 2P log-

FIG. 4—Section and samples used for material characterization �17�.
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normal distributions. In addition, the lognormal distribution �including 3P and
2P� has been widely accepted for particle �4,10,12�, pore �4�, as well as other
microstructural features, such as grain size �19�.

As an example, Fig. 6 shows the different distributions fitting to the particle
area data, which were measured from the XY plane of sub-block 2 location X4,
on Normal probability paper. In this figure, all the distribution parameters were
estimated using maximum likelihood methods, except for the weighted 3P log-
normal distribution, which was fitted using least-squares method. It is shown
that the 3P lognormal and weighted 3P lognormal provided the best fits to the
data, especially in both tails of the distribution.

The 3P lognormal distribution can be expressed as

F�x� = �� ln�x − �� − �

�
�, x � 0, � � 0 �1�

where �� . . . � is the cumulative distribution function of a standard normal dis-
tribution, � is the threshold �location�, and � and � are the mean and standard
deviation of the logarithmic particle/pore size, respectively.

Since the large particles/pores, i.e., the right tail of the particles/pores dis-
tribution, are more critical to the fatigue life of the material, a weighted 3P
lognormal distribution was also used to further improve the fitting accuracy in
the right tail of the particle/pore distribution. The weighted distribution has the
same formula as Eq 1, but the parameters were determined by the least-squares
method and a weight function as follows:

FIG. 5—Example of SEM images for particle and pore measurements. �a� Original SEM
image �250� �. �b� Processed image showing particles �in red� and pores �in yellow�.
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wi =
1

1 − pi
�2�

where pi is the empirical cumulative probability of the ordered number i. The
goodness-of-fit plotting was carried out for all particle/pore area data. Overall,
these figures show that the weighed 3P lognormal distributions provided an
even better fit than the regular 3P lognormal distributions.

A MS Excel Macro was developed to process the massive amounts of data
and determine the distribution parameters of the 3P lognormal and weighted
3P lognormal distributions. All the parameters are presented in Tables 1–3 for
all the investigated materials. General statistics, such as mean, standard devia-
tion, and density of particle/pore, are also presented in these tables.

Table 1 presents the results of the hand forging, which indicated:
• There are more particles than pores in the same area, and a higher

density of large particles than pores.
• Average pore area is larger than that of the particle.
• The XY plane has higher density of large particle/pore than the YZ

plane.

FIG. 6—Goodness-of-fit plot of different distributions on normal probability paper for
particle area �sub-block 2, location X4, XY plane�.
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Table 2 presents a comparison of the particle and pore distributions be-
tween the core and edge portions of the hand forging sub-block 6, which indi-
cated:

• The core group has higher average particle/pore area than the edge
groups.

• The core group has higher density of large pore/particle than most edge
groups.

Table 3 presents the statistical results for the 7050-T7452 die forging �shear
tie lug�, which indicated:

• There are more particles than pores, and higher density of large par-
ticles than pores.

• In the die forging, the average particle area is larger than that of the
pore.

• The average particle area is relatively consistent on different planes. But
the average pore area varies on the different planes. The XZ plane has
higher pore area �average� and density of large pores, than other planes
�note that the XYZ coordinate system �Fig. 4� is not the same as that of
the hand forging �Fig. 2�.

Comparison of Particle and Pore Distributions among Different Blocks

Overall, it is shown that the number of particles is higher than the number of
pores in each sample, for either hand or die forging, core or periphery sample,
XY, XZ, or YZ plane.

In the hand forging 7050, the average size of the pores is larger than that of
the particles, but in the die forging 7050, the average size of the particles is
larger than that of the pores.

The average size of the particles in the hand forging is smaller than that of
the die forging, but the average size of the pores in the hand forging is slightly
larger than that of the die forging �see Tables 1 and 3�. On the other hand, the
die forging has slightly higher density of large particles ��50 �m2� as the hand
forging, but less density of large pores ��50 �m2� as the hand forging.

The distribution comparisons between the different sub-blocks are pre-
sented in Fig. 7 and the results indicate that the probability of having a very
large particle or pore �i.e., P�x�200 �m2�=1−P�x�200 �m2�� in the die forg-
ing is greater than the hand forging. Figure 8 presents the particle and pore
distributions in sub-block 6, indicating that the probability of having very large
pores ��150 �m2� in the core material is greater than the periphery material.
However, the probability of having very large particles �150 �m2� in the core
material is similar to the periphery material.

Fatigue Crack Nucleating Particle/Pore—IDS Fatigue Subset

The fatigue subsets of the material IDS/particle or pore data were measured
from the crack-nucleating particles on the fatigue fracture surface, and charac-
terized by area, or width and height of particle and pore. A number of fatigue
tests were carried out using a single edge tension �SENT� specimen �20�, some
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of the crack-nucleating particles were measured from the fracture surface with
aid of an SEM, as shown in Fig. 9 �as well as Fig. 1�. Physically and statistically,
the crack-nucleating particles are a subset of the material IDS/particle distribu-
tion which has been analyzed in the previous sections. A correlation should
exist between the material IDS/particle distribution and its fatigue subsets. In
this paper, an extreme value theory based model is first investigated to deter-
mine this correlation, that model was used before for 2024-T351 sheet �12� and
7050-T7451 plate �4�.

In brief, the model was based on the extreme value theory �or statistics of
extreme��21�. In the case that the material IDS/particle distribution follows a
lognormal distribution, the fatigue subset, i.e., the extreme value of the largest
particles, is asymptotic to a Frechet distribution. When the number of sampling
particles is large, the extreme value distribution is exactly a Frechet distribu-
tion, expressed as �11�

FIG. 7—Comparison of all pore and particle size, between sub-blocks 2–9, sub-block 6,
and die forging �note: due to large amount of data, only the data �10 �m2 are plotted�.
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FS�x� = exp�− � a

x − �
	b�, x � 0, a,b � 0 �3�

where

a = exp��
2 ln�NS� − �� ln�ln�NS� + ln�4	�
2
2 ln�NS� � + ��

b =

2 ln�NS�

�
�4�

and Ns is the number of particles in the fatigue “hot spot,” given by

NS = DP � AHS �5�

In Eq 5, Dp is the overall particle density, which can be obtained from a basic
metallographic examination on a polished surface, and AHS is the area of the
highest stress region, which is dependent on geometry, stress level, and gradi-

FIG. 8—Comparison of particle, pore size in between core and edge materials in sub-
block 6, YZ plane �note: each point is one measurement�.
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ent and can be determined by a finite element analysis. For the SENT speci-
mens used in this work, the surface area of 95 % of the highest stress zone was
determined as part of the bore surface corresponding to a circumferential angle

=2�19.45° �22�, as shown in Fig. 9�a�.

Some of the modeling inputs and results are presented in Table 4. The
material IDS distribution used in the model, was the 3P weighted lognormal
distribution �Table 2, core group particle, YZ plane�. A comparison of the model
�Eq 3� and test results is presented in Fig. 10. Overall, the model greatly over-
estimated the fatigue subset distributions for the 7050 hand forging. In fact, a
similar overestimation happened on the smooth 2024 specimen �12� and the
open hole 7050-T7451 specimens �4�. The main reason was deemed to be that
not all the largest particles in the highest stress region would nucleate cracks.
Only those among the largest that are associated with other favorable micro-
structural features such as grain size, grain orientation, and grain boundary,
would nucleate and propagate cracks to final failure. In addition, it was found
that either 95 % or 99 % highest stress surface area did not affect the predic-
tion. Using 2D data to represent the 3D particles may also contribute to the
overestimation �i.e., Wicksell problem�, although the contribution may not be
significant �8�. Therefore, a critical density for crack-nucleating particles, �DCP�,
was back-calculated, which would result in the best “prediction” to the mea-
sured fatigue subsets from the fracture surfaces, also shown in Fig. 10. The
back calculation was based on the Kolmogorov-Smirnov �K-S� goodness-of-fit
criterion, i.e., to minimize the K-S statistic between the model and test distri-
butions. Table 4 presents all the DCP results, which indicate that the critical

FIG. 9—Fatigue specimen �SENT� and crack-nucleating particle. �a� SENT specimen,
notch area. �b� Crack nucleating particle on fracture surface �SEM photo�.
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density DCP, is around 0.5 % of the overall particle density, which is similar to
the result of �12�.

The modeling results again support that fatigue crack nucleation is a pro-
cess that is fundamentally affected by the material microstructural features
such as particle, porosity, and grain structure �size, orientation, and boundary�
�6,12,23,24�. The particle or pore may or may not be cracked or debonded from
the matrix due to the material manufacturing process. The size and orientation
of the surrounded grains affect the dislocation movement, dislocation energy
stored, as well as the deformability of the grain structure in association with
grain boundaries. The grain boundaries are also well known to block/arrest the
growth of microstructural crack. Physically, the crack nucleation process and
microstructural short crack growth are dominated by the combination of all
these microstructural parameters �not only the particle size�. In fact, from the
fatigue tests on 7050 and 2024 aluminum alloys, it was found that larger par-
ticles often result in shorter fatigue lives �13,25�.

Although the statistical distribution for each parameter may be determined
from an independent measurement, the joint statistical distribution of the mul-
tiple parameters �particle size, grain size, and grain orientation� needs the data
from the dependent/concurrent measurements which contain the statistical
correlation information among the multiple parameters. On a fatigue fracture
surface, it is impossible to carry out such measurements to determine the joint
distribution affecting the fatigue process. Further work was carried out to char-
acterize the grain size and orientation distributions of the 7050 forgings.

Characterization of Grain Size and Orientation Distributions using OIM

In the OIM analysis, 12 polished samples from the 7050 hand forging and three
samples from the die forgings were examined using an electron backscatter

FIG. 10—Model and test results of crack-nucleating particle �area� distribution for
7050-T7452 hand forging SENT specimen.
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diffraction �EBSD� detector attached to an SEM, and then the EBSD patterns
data were analyzed using the OIM analysis software of EDAX Inc., USA to
quantify grain crystallographic orientation as well as other microstructural fea-
tures. Figure 11 presents the inverse pole figures for some samples taken from
the edge and core portions of sub-block 6. It is shown that the grains are elon-
gated along the X-direction. Due to the limit of the OIM examination range, the
length of large elongated grains could not be determined, but it is shown that
the large elongated grains could easily exceed 100 �m in length. Besides the
elongated grains, there are equiaxed small grains with an average size of about
10 �m �Fig. 11�. Based on the OIM analysis results, both the core and edge
samples showed the similar misorientation angle distribution for the grain
boundaries, with an average angle of 22°. Over 50 % of grain boundaries have
the misorientation angles which are less than 10°. Meanwhile, the OIM analysis

FIG. 11—Inverse pole figure maps for hand forging 7050 �sub-block 6�.
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software generated a data file �.ang file� which contains all three Euler anglers
for each pixel in the image, which can be used for building a microstructural
model, such as an anisotropic finite element �FE� model. Figure 12 presents an
OIM image based FE model, which contains the same grain orientation infor-
mation as the OIM results. Currently, more work is underway using this FE
model to simulate the fatigue process by taking into account the grain orienta-
tion effects.

Figure 13 presents the inverse pole figures for the samples taken from the

FIG. 12—Example of an OIM image and the OIM based finite element model. �a� OIM
image example. �b� OIM-based finite element model.

FIG. 13—Inverse pole figure maps for die forging 7050 �shear tie lug�.
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die forging �shear tie lug�. Compared to the hand forging �Fig. 11�, there are
fewer small equiaxed grains in the die forging. The majority of grains are elon-
gated along the X-direction, i.e., the main grain flow direction, as well as the
Z-direction. All three planes �XY, YZ, and XZ� have similar misorientation angle
distributions for the grain boundaries, with an average angle of about 20° and
over 50 % of misorientation angles less than 10°.

An OIM analysis was also carried out on a fatigue cracked sample taken
from the hand forging SENT coupon. Figure 14 shows the OIM image taken
around the center of the surface crack near the crack nucleation site. As re-
quired by the OIM scanning, this fractured sample �on the notch surface� was
polished to a flat surface, therefore, the crack-nucleating particle/pore on the
notch surface may have been removed. From the fractography performed later,
the crack nucleation area was identified and marked by a black box in Fig. 14.
In the same figure, grains along the crack path are labeled with numbers, and
the misorientation angles between the neighboring grains are listed in the table
within Fig. 14. After the OIM analysis is done, the sample was opened up and a
fractography was carried out using SEM. Figure 15 presents the OIM image
along with the SEM photo showing the crack nucleation area. The results of
Figs. 14 and 15 indicated that

• in the crack nucleation area �in the black box of Fig. 14�, most grain
misorientation angles are higher than 15°, while most of the angles are
lower than 15° between the grains a short distance away from the nucle-
ation area;

• in the crack nucleation area, the crack propagation is mostly intergranu-

FIG. 14—Inverse pole figure map and misorientation angles between the grains along
the short crack path, the crack nucleation site is around the center of the image.
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lar, while the short to long crack propagation is mainly transgranular.
The observation and quantitative results are critical experimental evidence that
must be taken into account in a microstructural based fatigue modeling.

Discussion

Future work is to carry out more microstructural analysis, including OIM
analysis for 7050 grain size and grain orientation distributions, especially on
fractured samples. The large cluster of particle/pore should be measured in
terms of its size and spatial distance. All these microstructural parameters and
distributions will form a database of the 7050 forging material, which will be
used �1� to build statistically representative microstructure models, and �2� to
help develop a microstructure model for crack nucleation and short/small crack
growth analysis.

FIG. 15—OIM image and SEM photo showing the crack nucleation area.
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The current linear elastic fracture mechanics models/tools cannot use a
joint �multi-dimensional� distribution of particle size, grain size, and grain ori-
entation. Only a one-dimensional distribution can be used in these models/
tools by assuming that the particle size is equal to a crack size. In that case, the
crack-nucleating particle/pore size measured from fracture surfaces or the right
tail of the material IDS/particle distribution �i.e., the 3P weighted lognormal
distribution� could be used for fatigue life estimation �25�.

Conclusion

For the 7050 material, the statistical databases of the IDS/particle and pore
were established for accurate life prediction based on HOLSIP framework.
Overall the 3P lognormal distribution was found to be the best-fit distribution
for the material IDS/particle and pore area data, and the weighted 3P lognor-
mal distribution was found to provide an even better fit to the right tail of the
distributions. In the 7050 hand and die forgings, there were more particles than
pores, and yet the size of the largest particles were also bigger than that of the
pores. The particle and pore size in the core ��T /2� material was slightly larger
than the periphery ��T /4� material. Also, the density of large pore/particle �
�50 �m2� in the core is higher than in the periphery. This size of particle/pore
or larger ones are found to be responsible for most crack nucleation in the NRC
fatigue tests.

The extreme value theory-based model determined that the critical density
of crack-nucleating particles �Dcp�, for the hand forging 7050, was about 0.5 %
of the density of all particles. This effort also indicated that, in addition to
particle size, other microstructural parameters need to be considered for pre-
dicting the fatigue subsets of the material IDS/particle size distributions.

The OIM analysis indicated that both the core and edge samples have the
similar misorientation angle distributions for the grain boundaries, with an
average angle of 20°–22°. Over 50 % of grain boundaries have the misorienta-
tion angles of less than 10°. Moreover, the preliminary OIM analysis, on the
fractured sample, found that the crack nucleation region showed primary the
intergranular propagation, along the grain boundaries with the misorientation
angles of larger than 15°, while the short-long crack region showed primary
transgranular propagation.
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Multi-Scale Approach to the Fatigue Crack
Propagation in High-Strength Pearlitic
Steel Wires

ABSTRACT: This paper deals with the influence of the manufacturing pro-
cess on the fatigue behavior of pearlitic steels with different degrees of cold
drawing. The fatigue crack growth rate �da/dN� is related to the stress inten-
sity range �∆K� by means a compliance method to evaluate the crack depth
a in the samples at any instant during the tests. The analysis is focused on
the Region II �Paris� of the fatigue behavior in which da/dN�C�∆K�m, mea-
suring the constants �C and m� for the different degrees of drawing. From the
engineering point of view, the manufacturing process by cold drawing im-
proves the fatigue behavior of the steels, since the fatigue crack growth rate
decreases as the strain hardening level in the material increases. In particu-
lar, the coefficient m �slope of the Paris Law� remains almost constant and
independent of the drawing degree, whereas the constant C decreases as
the drawing degree rises. The paper focuses on the relationship between the
pearlitic microstructure of the steels �progressively oriented as a conse-
quence of the manufacturing process by cold drawing� and the macroscopic
fatigue behavior. To this end, a detailed metallographic analysis was per-
formed on the fatigue crack propagation path after cutting and polishing on a
plane perpendicular to the crack front. It is seen that the fatigue crack growth
path presents certain roughness at the microscopic level, such a roughness
being related to the pearlitic colony boundaries more than to the ferrite/
cementite lamellae interfaces.

KEYWORDS: pearlitic steel, high strength steel, fatigue microdamage,
Paris’ Law
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Introduction

Fatigue propagation is the basic subcritical mechanism of cracking. In pearlitic
steel microstructures, the interlamellar spacing is the key parameter control-
ling fatigue crack growth, since the ferrite/cementite interfaces block the dislo-
cation movement �1�. With regard to fatigue crack growth thresholds, they are
strongly dependent on microstructure �2�, in particular on the pearlitic colony
size �3�. In addition, such a threshold decreases when the stress ratio �R factor�
increases at constant temperature, such a decrease being higher at low tem-
peratures �4�. In cold drawn pearlitic steel there is a linear inverse relationship
between the stress ratio and the threshold, and the latter decreases when the
yield strength increases �5�.

In the matter of the Paris regime, although the role of microstructure is not
clear for some authors �6�, in cold drawn pearlitic steel the Paris’ Law shifts to
lower values as the drawing degree increases, so that the fatigue crack growth
resistance increases with cold drawing �7�. The presence of oriented pearlite
promotes a tortuous crack path with local crack deflections and bifurcations
�8,9�, delaying fatigue crack growth due to the presence of the cementite hard
phase.

In this paper the fatigue crack growth in the Paris regime is analyzed in
progressive drawn pearlitic steels, determining how the microstructural
changes undergone during the drawing process affect both the microscopic and
the macroscopic fatigue behavior in the matter of fatigue crack paths, local
deflections angles, and fatigue crack growth rate as a function of the degree of
drawing.

Experimental Procedure

The materials used were progressively drawn pearlitic steels with eutectoid
chemical composition �0.789 % C, 0.681 % Mn, 0.210 % Si, 0.010 % P,
0.218 % Cr, 0.061 % V�.

Analysis covered from the hot rolled bar �steel E0 which is not cold drawn
at all� to the cold drawn wire �commercial prestressing steel E7 suffering seven
cold drawing steps�, including the intermediate degrees of drawing too �steels
E1 to E6, where the digit indicates the number of drawings steps undergone by
each steel after passing through the successive drawing dies�.

Pearlitic material microstructure consisted of alternate lamellae of ferrite
and cementite whose orientation in relation to the wire axis depended on the
drawing level �10–14�. Figures 1 and 2 show longitudinal metallographic sec-
tions of the hot rolled bar and the cold drawn wire, cf., �10–13�. As a summary
of the effects of cold drawing on the evolution of the pearlite colony or first
microstructural level �10,11�, cold drawing produces a progressive orientation
of the pearlite colony with its main axis approaching the axis of the wire or cold
drawing direction, and a slenderizing of the colony itself. In the matter of the
pearlitic lamellar microstructure or second microstructural level �12,13�, cold
drawing produces both a decrease of interlamellar spacing and an orientation
of the plates in the cold drawing direction.

Apart from these general trends, the metallographic analysis showed the
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presence of some extremely slender pearlitic pseudocolonies �Fig. 3� with
anomalous �too large� local interlamellar spacing and even with predamage
�microcracks which act as local fracture precursors� which makes them prefer-
ential fracture paths with minimum local resistance, in agreement with previ-
ous works �14�.

The cold drawing process provokes an improvement of conventional me-
chanical properties of the steel. The yield strength and the ultimate tensile
stress increase with cold drawing, whereas the Young’s modulus keeps constant
through the process. The stress-strain curves of the steels are plotted in Fig. 4
and the main mechanical properties of the steel are summarized in Table 1,
where E is the Young’s modulus, �Y the yield strength, �R the ultimate tensile
strength, and �R the ultimate strain.

The specimens for the fatigue tests were circular rods of 11.0 to 5.1 mm
diameter and a mechanical notch was produced to initiate fatigue cracking
�Fig. 5�. Tests were performed at room temperature, step by step under load
control, the load being constant in a step and decreasing from one to another
step. Samples were subjected to tensile cyclic loading with an R factor equal to
zero, and a frequency of 10 Hz. The maximum load in the first loading stage
corresponded to a value of about half the yield strength and was reduced be-
tween 20–30 % from one to another step �Fig. 6�. Each loading stage was long
enough to detect crack advance after the overload retardation effect �15� caused
by the previous loading stage �with higher stress intensity level�.

Fatigue tests were interrupted and a fracto-metallographic analysis was

FIG. 1—Longitudinal metallographic section of the hot rolled bar �in the photograph,
the horizontal side is associated with the radial direction in the bar and the vertical side
corresponds to the bar axis�.

TORIBIO ET AL. ON MULTI-SCALE APPROACH TO THE FATIGUE PROPAGATION 441

 



performed on the cracked samples by cutting along a plane perpendicular to
the crack front in order to examine in detail the fatigue crack path immersed in
the steel microstructure. To this end, after grinding and polishing, samples
were etched with 4 % Nital during several seconds and later observed by scan-
ning electron microscopy �SEM� with magnification factors of 3000� and
6000�.

FIG. 2—Longitudinal metallographic section of the cold drawn wire �in the photograph,
the horizontal side is associated with the radial direction in the wire and the vertical
side corresponds to the wire axis or cold drawing direction�.

TABLE 1—Mechanical properties of the steels.

Steel
E

�GPa�
�Y

�GPa�
�R

�GPa� �R

E0 202 0.70 1.22 0.078
E1 187 0.79 1.27 0.069
E2 189 0.89 1.37 0.059
E3 192 0.92 1.40 0.055
E4 194 1.02 1.50 0.050
E5 199 1.12 1.59 0.049
E6 201 1.20 1.64 0.045
E7 209 1.48 1.82 0.060
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FIG. 3—Pearlitic pseudocolony in the cold drawn wire �in the photograph, the horizon-
tal side is associated with the radial direction in the wire and the vertical side corre-
sponds to the wire axis or cold drawing direction�.

FIG. 4—Stress-strain curves of the steels.
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Experimental Results

Fatigue Crack Growth Laws �Hot Rolled Bar and Prestressing Steel Wire�

The fatigue crack propagation was analyzed by using the Paris’ Law �16�:

da

dN
= C�Km �1�

by means of fatigue tests under load control, with constant stress range ��
during each step and decreasing steps �i.e., the stress range decreases from one
to another step�, where da /dN is the cyclic crack growth by fatigue and �K the
stress intensity range, both variables being related by the equation:

�K = Y����a �2�

The dimensionless stress intensity factor Y for the geometry under consider-
ation �cracked wire� was calculated by Astiz �17� by means of the finite element
method together with a virtual crack extension technique on the basis of the
stiffness derivative, as a function of the relative crack depth, a /D, and the crack
aspect ratio, a /b, from the central point of the crack front, s /s0=0 �Fig. 7�,

Y = �
i=0
i�1

4

�
j=0

3

Cij�a/D�i�a/b�j �3�

where the coefficients Cij are given in Table 2.
In the fractographs obtained by fatigue and posterior fracture of the wires,

the crack front evolution was observed. The fatigue surfaces of the hot rolled
bar and the cold drawn wire are developed in Mode I and the beach marks
being clearly detectable by visual inspection �Fig. 8�.

The crack front was modeled as an ellipse with its center located at the
periphery of the rod. It was defined from a set of real points taken from the
actual crack front and using a least squares fitting technique to adjust the the-
oretical �modeled� crack front to the real one.

The crack length was evaluated by means of the compliance of the samples,
the dimensionless compliance �1/CED� versus the dimensionless crack length
�a /D�. The compliance �C� for each test was obtained from the last loading step
at which the relationship between the applied load �F, measured by means of
the load cell� and the relative displacement between two reference points in the

FIG. 5—Round bar with a surface crack under tension cyclic loading.

444 FATIGUE AND FRACTURE MECHANICS

 



sample �u, evaluated by means of a dynamic extensometer located in front of
the crack mouth� allows the computation of the compliance C=u /F. Finally,
the compliance was related to the crack geometry, relative crack depth a /D and
crack aspect ratio a /b �Fig. 9�.

FIG. 6—Loading scheme during the tests.

FIG. 7—Geometric parameters characterizing the crack.
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Figure 10 offers the fatigue crack growth curves �da /dN−�K� of both E0
and E7 in the Paris regime. From the engineering point of view, a clear im-
provement of fatigue performance is observed with cold drawing �18�, the two
lines being parallel, which indicates that the exponent of the Paris Law is con-
stant during the drawing process, whereas the constant C decreases with cold
drawing, Table 3 where international units are used, i.e., when �K is used in
MPam1/2, da /dN appears in m/cycle. These results are consistent with previous
analyses on progressively drawn steels �7�, in the sense that the fatigue crack
growth rate decreases as the cold drawing degree increases.

Effect of Residual Stress �Steels with Intermediate Degree of Drawing�

Steels with intermediate degree of drawing exhibit a retardation of fatigue
crack growth in the central area of the wire section �Fig. 11� due to the presence
of compressive residual stresses in that area and tensile ones in the vicinity of
the wire surface. As a matter of fact, the cold drawing process generates an
axisymmetric residual stress profile, so that such internal stresses affect the
crack growth under cyclic loading, as discussed in Ref. �19�. Other analyses
indicated that tensile residual stresses produce only a slight increase of crack
propagation rate, while compressive ones create a big decrease �20�. As a con-

TABLE 2—Coefficients Cij of Eq 3.

i / j 0 1 2 3
0 1.118 −0.171 −0.339 0.130
2 1.405 5.902 −9.057 3.032
3 3.891 −20.370 23.217 −7.555
4 8.328 21.895 −36.992 12.676

FIG. 8—Crack shape evolutions in steel wires E0 �hot rolled bar� and E7 �prestressing
steel wire�.
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sequence, residual stresses produces a gull-shaped crack front evolution in the
central part of the cross-sectional area of the wires in the case of cold drawn
steel, a phenomenon observed in other materials �21�. On the other hand, the
hot rolled steel �not cold drawn at all� and the commercial prestressing steel
wire �which has undergone a stress-relieving process�, the retardation effect
�and its associated gull-shaped crack front� does not appear �cf., Fig. 8�.

To quantify the aforesaid phenomenon, a numerical modeling of the first
step of cold drawing was performed by the finite element method using a com-
mercial software �MSC Marc�. The problem of a wire passing through a die has

FIG. 9—Dimensionless compliance.

FIG. 10—Curves da /dN−�K of materials E0 �hot rolled bar� and E7 �prestressing steel
wire�.
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cylindrical symmetry, so that only an axial section of the cylinder has to be
modeled. Cylindrical coordinates r, �, and z were used, z being the drawing
axis, r the radial coordinate, and � the annular one. The finite element mesh
was refined at the wire axis and at the surface, the two zones where residual
stress levels are higher. The stress-strain curve of the drawn steel used in the
computations was taken from the standard tension test �cf., Fig. 4�, whereas the
die was considerated as rigid. The drawing process was modeled under dis-
placement control �Fig. 12�. Large strains and large displacements were consid-
ered in the computations.

Figure 13 shows the cylindrical components of residual stresses after one
step of drawing. These distributions can be considered as representative of any
degree of drawing in a real manufacturing process. Residual stresses are com-
pressive at the wire center and tensile at the surface, the latter having higher
absolute values, and this stress profile can explain the gull effect explained
above in the matter of crack shape evolution. With regard to the different com-
ponents, radial, axial and annular stresses are in decreasing series.

TABLE 3—Paris coefficients �S.I.�.

Steel C m
Hot rolled bar 5.11 ·10−12 3.02
Prestressing steel wire 2.66 ·10−12 3.03

FIG. 11—Crack shape evolutions in intermediate steps �from left to right and top to
bottom, steels E1, E2, E3, E4, E5, and E6�.
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Microscopic Approach: Fatigue Crack Paths

To elucidate the microscopic crack path, metallographic sections �perpendicu-
lar to the crack front� were obtained from the fatigue cracked wires. Micro-
graphs were taken showing the fatigue crack growth from left to right, as
shown in Fig. 14, where the origin of the fatigue crack is a mechanical notch
�left�.

The fractographic appearance of fatigue cracks in pearlitic microstructures
resembles microplastic tearing, consistent with fatigue damage and crack ad-
vance by highly localized plastic strain �Fig. 15�. Therefore the fatigue process
could be caused by dislocational movement ending at the ferrite-cementite in-
terfaces and promoting the fracture of pearlitic lamellae by plastic collapse.
Fatigue cracks are transcolonial and tend to fracture pearlitic lamellae, with

FIG. 13—Residual stresses in the drawn steel, where r is the radial coordinate and R the
wire radius.

FIG. 12—Scheme of the drawing process.
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nonuniform crack opening displacement values, micro-discontinuities, branch-
ings, bifurcations, and local deflections, creating microstructural roughness
�Fig. 16�.

With regard to the role of the drawing degree, in Figs. 17 and 18, the
cracking profile is given in the hot rolled bar and the prestressing steel �cold
drawn� wire for the same stress intensity range, showing that the frequency of
deflections in the fatigue crack path increases with the cold drawing. This tor-
tuous crack path is one of the basic explanations of the improvement of fatigue
performance in the cold-drawn wire �Fig. 19�.

A computation was made of the ratio of the real profile length in the fatigue
crack path �L0� to the projected profile length �L�. This ratio, a measure of
roughness, increases with cold drawing from 1.11 �hot rolled bar� to 1.23 �pre-
stressing steel wire�, thereby indicating that there is an increase of the net
fatigue fractured surface with the degree of drawing, and the same happens
with the frequency and angle of the local crack deflections in the fatigue crack
path.

Discussion

Global Crack Advance

To analyze the fatigue crack growth in both steels �E0 and E7�, metallographic
cuts perpendicular to the fatigue crack path plane were made in both steels. It
is seen that in both cases fatigue crack growth is through the pearlitic colonies
�i.e., transcolonial�, with higher roughness in the cold drawn wire and a grow-
ing direction changing from one to another colony. At the microscopic level,

FIG. 14—Longitudinal section of the wire showing the cracking profile.

FIG. 15—Fracture surfaces �steel E1�.
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fatigue crack growth often exhibits some microcrack branches with a deflection
angle of about 45° in relation to the main crack growth direction �transverse to
the wire axis�. Such deflected branches could appear because fatigue cracking
could follow a mechanism similar to that proposed by Miller and Smith �22� for
static fracture in pearlitic microstructures. According to this mechanism of

FIG. 16—Fatigue crack path in pearlitic steel �from left to right and top to bottom, steels
E0, E1, E2, and E6�.

FIG. 17—Fatigue crack path �hot rolled bar, E0�.
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shear cracking in pearlite, brittle cementite lamellae fail when they are unable
to undergo the big shear deformation of the more ductile ferrite.

This subsection tries to analyze the key experimental result: the fact that
the crack progresses in Mode I by fatigue even in the cold drawn steel, in spite
of its markedly oriented pearlitic microstructure and the presence of pearlitic
pseudocolonies acting as local fracture precursors. The reasons for this behav-
ior are threefold:

�i� Crack tip blunting and large geometry changes produced by plastic-
ity. As demonstrated in previous high-resolution numerical analyses
by the finite element method �23�, large strains and large geometry
changes in the vicinity of the crack tip produce big rotations of axes
�Fig. 20� and a clear crack tip blunting. Such a blunting is able to
counterbalance the effect of the pearlitic pseudocolonies, so that pos-
terior crack growth by fatigue in Mode I after the crack has reached
a pearlitic pseudocolony may be possible, as sketched in Fig. 21.

�ii� Geometrical constraint produced by the rest of the points of the
crack front that therefore tends to propagate in the original direc-
tion, as depicted in Fig. 22. This fact makes the crack deflection by
fatigue more difficult.

�iii� The orientation of the pearlitic lamellae. As a mater of fact, although
in the cold drawn wire the plates are mainly oriented in the cold
drawing direction and thus they are perpendicular to the crack faces,
only some of them contain the crack front and tend to produce de-
flection, while many of them form an angle �or even are perpendicu-
lar� to the crack front, in the latter case tending to produce the more

FIG. 18—Fatigue crack path �prestressing steel wire, E7�.

FIG. 19—Cracking profiles.
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FIG. 20—Initial undeformed mesh at the crack tip �a� and deformed mesh �b� at the
unloading phase after fatigue cycles, showing large deformations and rotation of axes
from x-y to x�-y�.

FIG. 21—Scheme showing crack tip blunting and posterior crack growth by fatigue in
Mode I after the crack has reached a pearlitic pseudocolony.
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difficult phenomenon of crack bifurcations �two symmetrical
branches�.

Local Crack Advance

As commented above fatigue cracks are transcolonial and translamellar, tend-
ing to fracture the pearlitic lamellae. This is consistent with previous research
on two-layer materials �24� in which an initial crack at the interface deviates to
advance in one of the two constituents of the composite material, thus fractur-
ing one of the layers. As a consequence of this phenomenon, fatigue crack paths
are tortuous, with frequent local crack deflections and branches �Figs. 23 and
24�, which confirms that a local mixed mode propagation takes place in the
close vicinity of the crack tip under cyclic loading.

The decrease of pearlite interlamellar spacing with cold drawing �12� pro-
vokes a higher number of crack deflections in the fatigue crack path, while the
drawing-induced microstructural orientation increases the angle of crack de-
flection. Therefore, the prestressing steel wire exhibits a fatigue crack path

FIG. 22—Scheme showing crack growth by fatigue in Mode I after the crack has
reached a pearlitic pseudocolony, due to the geometrical constraint produced by the rest
of the points of the crack front which therefore tends to propagate in the original
direction.

FIG. 23—Crack deflection.

454 FATIGUE AND FRACTURE MECHANICS

 



containing more deflections than the hot rolled bar �Fig. 25�, the deflection path
being shorter and the deflection angle being higher than in the former than in
the latter, i.e.,

��0� � ��7� �4�

d�0� 	 d�7� �5�

Thus the fatigue crack propagation rate strongly depends on the orientation of
the crack relative to the microstructure �either aligned or not�. For cracks par-
allel to the aligned pearlitic lamellae the resistance of the microstructure
against crack propagation is decreased while it is increased for cracks perpen-
dicular to the alignment direction �25�.

FIG. 24—Crack branching.

FIG. 25—Fatigue crack path scheme in steels E0 and E7.
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Conclusions

The cold drawing manufacturing process improves the fatigue performance of
eutectoid steel by retarding the fatigue crack growth rate in the Paris regime,
thus resulting that the manufacturing process is beneficial from the points of
view of damage tolerance and structural integrity of the prestressing steel
wires.

Fatigue crack propagation in eutectoid steel wires under tensile loading in
the Paris regime develops in Mode I with an elliptical crack front. The crack is
able to propagate by fatigue in Mode I �with no crack deflection� even in the
cold drawn steel, in spite of the markedly oriented pearlitic microstructure of
the material in this case and the presence of pearlitic pseudocolonies �weakest
regions�. The reasons for this fact are the crack tip blunting and the large
geometry changes produced by plasticity in the vicinity of the crack tip, the
constraint produced by the rest of the points of the crack front and the different
orientations of the pearlitic plates �in relation to the crack line� which would
tend to produce crack branching instead of crack deflection.

The steel wires with an intermediate cold drawing degree exhibit a retar-
dation at the crack front center due to the presence of compressive residual
stresses in the central area of the crack front �gull effect�.

The fractographic appearance of the fatigue cracks resembles microplastic
tearing, which is consistent with fatigue damage and crack advance by accu-
mulation of plastic strain in the vicinity of the crack tip. From the microscopi-
cal point of view, the fatigue cracks are transcolonial and translamellar �i.e., the
fatigue crack path crosses the colonies and breaks the lamellae�. The crack
opening displacement is not uniform along the crack, and many micro-
discontinuities, branchings, bifurcations, and local deflections appear, the lat-
ter especially in heavily drawn steels.

Thus the cold drawing process produces a tortuous crack path, so that the
higher the cold drawing degree, the more tortuous the crack propagation path.

The key microstructural unit governing the fatigue crack growth is the
pearlite arrangement �the key parameters being both the interlamellar spacing
and the pearlitic plates orientation�, since the ferrite-cementite interfaces block
the dislocational movement, thereby producing a local retardation of the crack
propagation and the aforesaid tortuous crack path.
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ABSTRACT: Directionally solidified superalloy, which has elongated large
grains, is used for gas-turbine blade application because of its high creep
strength. Since the grain size is not small enough in comparison with the
component size or the crack size, the inhomogeneous microstructure
strongly affects the crack propagation behavior in such a structure. The au-
thors investigate the effect of microstructural inhomogeneity on crack propa-
gation morphology and crack propagation rate �da/dN� under a creep-fatigue
condition. The macroscopic direction of the main crack is perpendicular to
the loading axis, though the path is microscopically bumpy due to the effect
of inhomogeneous multi-grains. Several subcracks are found around the
main crack, and they occasionally coalesce with each other. In order to un-
derstand the local fluctuation of �da/dN� due to the inhomogeneous multi-
grains, the grain shape and its crystallographic orientation are identified by
means of a scanning electron microscope �SEM� and an electron back scat-
tering diffraction �EBSD�. The subcracks tend to initiate at the high angle
grain boundaries oriented nearly perpendicular to the loading axis. The local
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fluctuation of da/dN is influenced by two factors. One is the cracking path;
the intergranular crack shows higher da/dN. The other factor is the magni-
tude of Young’s modulus of the grain �in loading direction� at the crack tip.
The higher Young’s modulus leads to a lower da/dN in transgranular crack-
ing. The detailed observation of local displacement near the crack tip clari-
fied that the magnitude of cyclic displacement inversely related to the
Young’s modulus of the grain in the loading axis, and results in the high strain
concentration at the crack tip in the grain with low Young’s modulus. The
experiment result suggests that the strain around the crack tip governs the
crack propagation rate though it is affected by the inhomogeneous micro-
structure.

KEYWORDS: creep-fatigue, crack propagation, microstructure, nickel-
based directionally solidified superalloy

Introduction

A nickel �Ni�-based directionally solidified �DS� superalloy, which is used for
gas-turbine blade application, consists of elongated large grains. Thermal fa-
tigue cracking due to the steep thermal gradient between the outside and inside
surfaces of the hollow blade often dominates the blade life �1�. Once the crack
propagates through the thickness, the damaged air-cooling system may result
in the heavy burnout or the loss of the blade. Therefore, to prevent the through-
thickness �around 4 mm� crack propagation, the development of the crack
propagation evaluation method up to the crack length of 4 mm is essential.
While many researchers �2–8� pointed out that the macroscopic fatigue crack
propagation rate of conventional casting superalloys can be characterized by
the effective stress intensity factor range, �Keff, it is also pointed out that the
microscopic crack paths are affected by the inhomogeneously aligned grains or
anisotropic slip systems and tend to meander �9–21�. Since the crack size al-
lowed in the component is rather small in comparison with the grain size of DS
superalloy, the effect of inhomogeneity due to the aligned crystallographic ori-
entation �22–27� may not be ignorable in component assessment. Therefore, it
is essential to take account for the effect of inhomogeneity in identifying pa-
rameters that govern the crack propagation. The authors carried out a series of
fatigue crack propagation experiments in the DS superalloy �28�, and pointed
out that �1� fatigue invokes a combination of intergranular and transgranular
cracking, and �2� intergranular crack propagates faster than transgranular
crack. Recently, Dunne et al. �29� indicated that for DS superalloy the fatigue
crack at room temperature tends to initiate at the strain concentration points
due to the relative constraint of grains. This suggests that the crack propagation
behavior may be governed by the local stress/strain state, which is affected by
the inhomogeneities among the grains.

At high temperatures, where the gas turbine blade is used, the time depen-
dency in deformation and damage evolution affects the crack propagation be-
havior. Because of the complexity, the governing parameters of crack propaga-
tion under such a condition are still unclear and awaiting to be investigated. In
this study, crack propagation behavior under creep-fatigue condition is con-
tinuously observed by means of a charge-coupled device �CCD� with a video
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recorder in order to investigate the microstructural effect under the combina-
tion of cyclic and time dependent loading.

Experimental Procedure

Figure 1 shows the microstructure of examined Ni-based directionally solidi-
fied �DS� superalloy with the chemical composition of C-0.10, Al-3.03, B-0.02,
Co-9.56, Cr-13.93, Mo-1.56, Ta-2.77, Ti-4.90, W-3.86, Zr-0.01, Ni-Bal., �unit in
Wt %�. It consists of elongated large grains, whose average diameter is over
100 mm along the solidification axis �Fig. 1�a�� and 0.2–2.0 mm in the trans-
verse direction �Fig. 1�b��. All the grains are strengthened by the high volume
fraction of ��-precipitates �Fig. 1�c��. The elastic stiffness values of each grains
are C11=201.5 GPa, C12=137.1 GPa, C44=98.5 GPa, which are obtained �26�
by interpolating the corresponding values of pure � and �� �30� according to
their volume fractions. The crystallographic direction of solidification axis is
�001� while the transverse direction is randomly oriented in the range from
�100� to �110�. Figure 1�d� shows the change in Young’s modulus and yield stress
with the change in crystallographic direction from �100� to �110�. The Young’s

FIG. 1—Microstructure of directionally solidified superalloy.
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modulus has the smallest value in �100� and it increases with increasing rota-
tion angle from �100� to �110�. The anisotropy in yield stress is not significant as
compared with the anisotropy of Young’s modulus.

Figure 2 shows the geometry of a center-cracked plate specimen where the
solidification axis is set to be perpendicular to the plate surface. Most of grains
pass through the 5 mm thick plate �Fig. 2�b��. After the wire-cut machining, the
plate surface is polished by #80–#1000 grinding papers and is buffed by dia-
mond paste. A 0.3-mm diameter through hole is introduced as a crack starter
at the center of the specimen. Then, the specimen is subjected to cyclic stress of
small amplitude �±150 MPa� at 1143 K �the same temperature as in the creep-
fatigue experiment� in order to introduce a precrack from the notch root until
the crack length reaches 0.1 mm. The precracking and the creep-fatigue exami-
nation are conducted by a fatigue testing machine with a closed-loop electric-
mechanical system with an induction heating device. The temperature is kept
at 1143 K with fluctuation of less than 5 K in the gage section during the
experiment. The axial displacement, which means the macroscopic and aver-
aged strain within the gage length, of the specimen is measured and controlled
by an extensometer with a gage length of 12.5 mm, which is attached to the
side edge of the plate section �Fig. 2�. The experiment is conducted under a fully
reversed �macroscopic� strain controlled creep-fatigue condition with 6 min
strain-hold at the maximum strain of which detail is listed in Table 1.

The specimen surface with an area of 0.8 mm by 0.6 mm is observed by
means of a CCD microscope with 1280 by 960 pixels, which is mounted on an
electro-servo stage with a micrometre so as to move the observation area with
high precision microscope location control. The crack opening behavior is re-
corded as sequential micrographs every 0.25 seconds.

FIG. 2—Geometry of center cracked plate specimen.
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Figures 3�a� and 3�b� show the examples of micrographs at the minimum
and maximum strain in a cycle, respectively, where the crack tip location can be
determined by the latter. The vector in Fig. 3�c� shows the local displacement
between them, which is evaluated by the pattern-matching method �31,32�.
Figure 4 shows the procedure of speckle pattern matching. First, we extract
areas �i� and �ii�, 256 by 256 pixels, from the same coordinate points of micro-
graphs at the minimum and maximum strain, respectively �Fig. 4�a��. The glo-
bal displacement between these areas is determined by means of correlation
function �Fig. 4�b��. Second, we extract small areas �iii� and �iv�, 16 by 16 pixels,
from the areas �i� and �ii�, respectively. Here, area �iii� is taken by the center of
area �i�, and the area �iv� is shifted by the global displacement from the center
of area �ii�. By the comparison of areas �iii� and �iv�, the local displacement of
this small area �10 by 10 �m� is obtained with the resolution of 0.1 �m. The
plate surface is slightly polished after the experiment to remove the surface
oxide and is subjected to the scanning electron microscope �SEM� observation
and the electron back scattering diffraction �EBSD� pattern observation.

Results and Discussion

Figure 5 shows the crack propagation process on the specimen surface. The
main crack �i� initiates from the edge of the center-through-hole and some
subcracks initiate and propagate around it. Although the crack direction is
macroscopically perpendicular to the loading axis, several microscopic bumps
are observed on the path. Up to the number of cycles N=799, four subcracks
�cracks �ii� to �v�� are found near the main crack �i�. The subcrack �iii�, which is
parallel to the main crack, coalesces with main crack �i�. Subcracks �iv� and �v�
ahead of the main crack serially coalesce with the main crack �i� and form a
network of crack paths.

Figure 6�a� shows the EBSD pattern of the specimen surface after the ex-
periment. The color shows the crystallographic orientation parallel to the load-
ing axis. Since the crystallographic orientation of DS direction �perpendicular
to the observed surface� is nearly �001�, that of the loading axis is distributed
from �100� to �110� as indicated in Fig. 6�b�. Due to the anisotropic Young’s
modulus in the loading axis �Fig. 1�c�� and the relative constraint among the

TABLE 1—Test condition.

Environment Air, Room temperature
Control mode Total strain control
Gauge length 12.5 mm
Temperature 1143 K

Strain
waveform

Fully reversed,
Trapezoidal

Total strain
range

0.7 %

Strain rate 10−3 1/s
Strain hold 6 min at maximum strain
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FIG. 3—Local deformation observed by CCD micrograph.
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FIG. 4—Local strain analysis procedure by means of speckle pattern matching.
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grains, the grains near �100� will have higher strain and lower stress, while
those near �110� will have lower strain and higher stress, than the average. The
area nearby the main crack �Fig. 6�c�� is observed by SEM with enough high
magnification �Fig. 6�d�� to observe the cuboidal �� and grain boundary. Figure
7 shows the sketch of grain boundary network traced out from the EBSD and
SEM observations. The brighter color represents the higher angle grain bound-
aries. The gray bold lines show the crack profile and the dotted ellipsoids show
the initiation sites of subcracks �ii� to �v�. All the subcracks initiate on high
angle �more than 15 degrees� grain boundaries. Furthermore, they are mostly
perpendicular to the loading axis. This indicates that �1� the normal stress
and strain on the grain boundary governs the crack initiation, and �2� the grain
boundary is weaker than the interior of the grain against creep-fatigue
cracking.

FIG. 5—Crack propagation process on the specimen surface.
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Figure 8 shows the crack propagation curve. Here, a is the projected length
of the main crack �i� on the plane perpendicular to the loading axis. The crack
propagation rate, da /dN, shows remarkable fluctuations; high rate at F1 and
F2, and low rate at S. Figure 9 shows the main crack path and the aligned
grains where the color shows the magnitude of Young’s modulus in the loading
direction. Reviewing Figs. 5, 8, and 9, the following process can be identified
for the main crack.

�1� The crack direction when initiated from the edge of the center-through-
hole is perpendicular to the macroscopic loading axis. This means that
there is no significant effect of crystallographic anisotropy.

�2� Crack propagates inside the grain �A�, which has low Young’s modulus
value in the loading direction.

�3� Crack propagates along the grain boundary between the grains �A� and
�B�. As the grain boundary is almost perpendicular to the loading axis,
da /dN locally increases here �F1 in Fig. 8�.

�4� Crack propagates inside the grain �B�. Since this grain has higher
Young’s modulus in the loading direction than the neighboring two
grains in row �grains �A� and �C��, the strain level is kept low and results
in the low da /dN �part S in Fig. 8�.

�5� While the main crack shows low da /dN at part S, the subcracks �iv�
and �v� initiate �Fig. 5�b�� at the grain boundaries between grains �B�
and �C�, and �C� and �D�, respectively. Subsequently, cracks �i�, �iv�, and
�v� serially coalesce and propagate rapidly �Fig. 5�c�, F2 in Fig. 8�.

The crack propagation processes consistently suggest that the inhomoge-
neous microstructures �difference in Young’s moduls of each grain, difference

FIG. 6—EBSD and SEM observation after the crack propagation experiment.
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in intergranular and transgranular cracking� strongly affect the crack propaga-
tion behavior.

Figure 10 shows the magnified CCD micrographs obtained from parts F1
and S. The white vectors show the local displacements between the minimum
and maximum strain within a single cycle. At the part F1, �Fig. 10�a��, the
directions of the white vectors are very different in the neighboring grains,
while the ones inside the each grain point out similar directions. Such steep
change in the displacement causes the strain concentration at the grain bound-
ary.

In part S �Fig. 10�b��, low displacement area can be found ahead of the
crack tip in grain �B�, which has high Young’s modulus in the loading axis
direction. On the other hand, grain �C� in the right end has larger vectors. This
suggests the correlation between da /dN and the magnitude of strain, which
varies by the microstructural effect.

Figure 11 shows the detailed observation results of local displacement in
loading axis during the transition from parts S to F2. The micrographs in Figs.
11�a� and 11�b� are taken at part S �N=685� and before the coalescence of
cracks �i� and �iv� �N=799�, respectively. The line segments with circular ��� or
triangular ��� symbols in Figs. 11�c� and 11�d� show the gages to measure the
local displacement in a loading cycle. By the continuous observation of these
displacements, the relationship between the locally distributed strain near the

FIG. 7—Configuration of grain boundary network and the subcrack initiation site.
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FIG. 8—Crack propagation curve.

FIG. 9—Main crack path and local Young’s modulus.
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crack tip and the crack propagation rate can be clarified. Figures 11�e� and 11�f�
show the local displacements along the paths where the open and solid symbols
indicate the cracked and uncracked parts, respectively. The displacement of the
uncracked part is the largest at the crack tip �large open symbol� and decreases
with increasing distance. The overall profile along the path is smooth near the
crack tip. These trends in the magnitude of crack opening displacement are
representative of the magnitude of evolved strain at the crack tip, which may
govern the crack propagation. The change in the displacement level from parts
S to F2 is remarkably different between the upper and lower paths. While the
displacement near the crack tip of upper path keeps low magnitude in both of
Figs. 11�e� and 11�f�, the one of lower path �triangular symbols� at N=799 show
high magnitudes. This significant difference in local displacement correlates
with the change in the main crack path from upper one to lower one, and also
correlates to the remarkable change in da /dN from parts S to F2. The above
results suggest that �1� there is a close relationship between the strain distribu-
tion around the crack tip and da /dN, and �2� the strain level at the crack tip is
significantly affected by the microscopic inhomogeneity. In other words, it can
be suggested as to the possibility of adopting the traditional fracture mechanics
concept to describe the crack propagation by taking into account the effect of
the inhomogeneous microstructure.

Conclusion

In order to clarify the microstructural effect on the creep-fatigue crack propa-
gation of the directionally solidified superalloy, the authors carried out a de-
tailed observation of creep-fatigue crack propagation behavior. The results are
as follows:

1. The main crack initiates from the edge of the center-through-hole and
propagates with the intergranular/transgranular combined manner on
the path macroscopically perpendicular to the load axis. Several sub-
cracks are induced at high angle grain boundaries, which is almost
perpendicular to the loading axis. The main crack and the subcracks
coalesce with each other and form a network of crack paths.

FIG. 10—Microscopic change in local displacement.
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2. The propagation rate da /dN of the main crack locally varies due to the
effect of the inhomogeneous microstructure. The intergranular crack
shows higher da /dN than the transgranular crack. da /dN in the trans-
granular cracking varies inversely with the magnitude of the Young’s
modulus of the grain.

3. The cyclic displacement changes locally near the grain boundary. It
becomes low if the grain has higher Young’s modulus in the loading
direction than those in the surrounding grains. This suggests that the
inhomogeneity due to crystallographic anisotropy affects the local
strain state.

4. The strain distribution due to the microscopic inhomogeneity in the
vicinity of the crack tip may affect the locally fluctuated crack propa-
gation rate.

FIG. 11—Microstructural effect on local displacement near the crack tip.
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ABSTRACT: The technology of large scale hydrogen transmission from cen-
tral production facilities to refueling stations and stationary power sites is at
present undeveloped. Among the problems which confront the implementa-
tion of this technology is the deleterious effect of hydrogen on structural
material properties, in particular at gas pressure of 15 MPa which is the
desirable transmission pressure suggested by economic studies for efficient
transport. To investigate the hydrogen embrittlement of pipelines, a hydrogen
transport methodology for the calculation of hydrogen accumulation ahead of
a crack tip in a pipeline steel is outlined. This work addresses the interaction
of hydrogen with an axial crack on the inside surface of the pipe. The ap-
proach accounts for stress-driven transient diffusion of hydrogen and trap-
ping at microstructural defects whose density evolves dynamically with de-
formation. The results address the effect of hydrostatic constraint, stress,
and plastic strain on the time it takes for the steady state hydrogen profiles to
be established.
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Nomenclature

a � crack length
b � crack tip opening displacement in the deformed state

b0 � crack tip opening displacement in the undeformed state
C0 � hydrogen concentration in interstitial sites at the crack face

under 15 MPa pressure measured in atoms per m3

CL � hydrogen concentration in interstitial sites measured in atoms
per m3

CT � hydrogen concentration in trapping sites measured in atoms
per m3

c � total hydrogen concentration measured in hydrogen atom per
solvent atom

D � hydrogen diffusion coefficient through interstitial sites
Deff � Effective hydrogen diffusion coefficient
Dij

e
� elastic part of deformation rate tensor

Dij
p

� plastic part of deformation rate tensor
Dij

h
� deformation rate for lattice straining due to hydrogen

Dij � total deformation rate � Dij
e +Dij

p +Dij
h

d � constant in Abel-Nobel equation of state
E � Young’s modulus
f � fugacity of hydrogen gas

h � pipeline thickness
j � hydrogen flux

K � solubility of hydrogen in steel
KI � stress intensity factor
KT � equilibrium constant
L � domain size

NA � Avogadro’s number
NT � trap density
NL � number of solvent atoms per unit volume

n � work hardening coefficient
P � hydrogen pressure
R � universal gas constant
r � radius in polar coordinate
T � T-stress
t � time

tss � effective time to steady state
VH � partial molar volume of hydrogen
VM � molar volume of the host lattice
WB � trap binding energy
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xi � coordinate system
� � number of sites per trap
� � number of NILS per host atom

�ij � Kronecker delta
�v � volume increase per hydrogen atom � VH /NA
�0 � yield strain
�p

� equivalent plastic strain
� � temperature
� � polar angle in polar coordinate

�L � occupancy of the interstitial sites
�T � occupancy of the trapping sites
	 � Poisson’s ratio

i � nondimensional coordinate � xi /L
� � nondimensional hydrostatic stress � �kkVH /3RT

�0 � yield stress
�e � equivalent stress
�ij � Cauchy’s stress
 � mean atomic volume of the host lattice
� � nondimensional time � Dt /L2

� � nondimensional NILS concentration � CL /C0

Introduction

Hydrogen embrittlement is a severe degradation of the mechanical properties
of metals and alloys �1,2�. In the presence of hydrogen, materials usually fail at
load levels much lower than those they can sustain in a neutral environment
�3–7�. In general, hydrogen embrittlement is a three-step process: adsorption of
hydrogen atoms on the surface, transport of hydrogen solutes to regions
stressed in tension ahead of crack tips, and failure of the material in the em-
brittled zone. The macroscopic ductility dependence on temperature and strain
rate, the incubation period, and the critical hydrogen concentration build-up
before fracture reflect the hydrogen transport kinetics �8� rather than the
mechanisms of failure. Therefore, the analysis of the hydrogen transport pro-
cesses is an essential prerequisite to any attempt to understand failures induced
by hydrogen �9�.

Kitagawa and Kojima �10� were the first who coupled the nonlinear diffu-
sion phenomena with elastoplastic deformation ahead of a crack tip. Sofronis
and McMeeking �11� studied transient diffusion of hydrogen and hydrogen
trapping at microstructural defects in iron and steel in the area around a blunt-
ing crack tip. In their model, they considered drift due to hydrostatic stress and
trapping generated by plastic deformation. By including the effect of hydrogen-
induced dilatation on the material constitutive model, Lufrano and Sofronis
�12� extended the model of Sofronis and McMeeking, and analyzed the interac-
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tion of hydrogen with local plasticity at cracked and round-notched geometries.
Krom et al. �13� extended the model of Sofronis and McMeeking by introducing
a strain rate factor in the diffusion equation to account for the hydrogen bal-
ance in normal interstitial lattice sites �NILS� and trapping sites. Taha and
Sofronis �14�, using Krom’s modified transport model, investigated the interac-
tion between hydrostatic stress, plastic strain, and hydrogen concentration and
its dependence on strength and strain rate in both high and low solubility
systems.

In the work to date, solution to the coupled problem between hydrogen
diffusion and material elastoplasticity was obtained on the assumption of a
uniform nonzero initial hydrogen concentration in NILS throughout the mate-
rial before loading. This type of initial condition pertains to specimens which
are first charged with hydrogen and then subjected to stress. However, in the
case of an axial crack on the inner diameter �ID� surface of a pipeline carrying
pressurized hydrogen, hydrogen diffuses in the material through the crack
faces concurrently with the development of pressure-induced stress ahead of
the crack tip. Modeling this problem requires that the pipeline wall material be
assumed hydrogen-free at time t=0 and all surfaces in contact with hydrogen
�inner surface of the pipeline and crack faces� at time t�0 be at equilibrium
with the hydrogen gas pressure in the pipe as dictated by Sievert’s law.

Our previous attempts �15–17� to address the mechanics of hydrogen up-
take through the surfaces of an axial crack on the interior wall-surface of a pipe
were based on a boundary layer approach under small scale yielding �SSY�
conditions of Mode I loading in plane strain. In that formulation, the load on
the outer boundary of the domain was applied by displacements associated
with the stress intensity factor experienced by the crack tip. The purpose of the
present work is to study the interaction of hydrogen transport with the elastic
and plastic deformation of the material directly at the pipeline setting, that is,
as the hydrogen diffuses through the faces of an axial crack on the interior
wall-surface of an actual pipe carrying hydrogen under high pressure.

The organization of the paper is as follows: The mathematical modeling
issues of the coupled hydrogen diffusion and elastoplastic problems are ex-
plained in the next section. The formulation of the problems and the numerical
solution for two crack depths �crack size� are presented. Next, the full-field
solution for the pipeline geometry is compared with the solution obtained
using a modified boundary layer approach for a cracked specimen loaded
under Mode I plane strain small scale yielding conditions. The approach is
termed modified because the imposed macroscopic displacements account also
for the second, the so-called T-stress, a term in the Williams �18� asymptotic
expansion for the linear elastic stress-field at a crack tip.

Hydrogen Transport in an Elastoplastic Material

Hydrogen is assumed to reside either at normal interstitial lattice sites �NILS�
or at reversible trapping sites such as microstructural defects �11�. According to
Oriani’s theory �19�, the two populations are always in equilibrium such that
the occupancy of the interstitial sites �L, and the occupancy of the trapping
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sites �T are related through �T / �1−�T�=�L / �1−�L�KT, where KT=exp�WB /R��
represents the equilibrium constant, WB is the trap binding energy, R
=8.314 J/mol K is the universal gas constant, and � is the absolute tempera-
ture. The hydrogen concentration in trapping sites CT, measured in hydrogen
atoms per unit volume, can be expressed as CT=�T�NT, where � denotes the
number of sites per trap and NT=NT��p� denotes the trap density in number of
traps per unit volume and is a function of the amount of the local plastic strain
�p. Similarly, the hydrogen concentration CL in NILS, measured in hydrogen
atoms per unit volume, can be phrased as CL=�L�NL, where � denotes the
number of NILS per solvent atom, NL=NA /VM denotes the number of solvent
atoms per unit volume with NA being Avogadro’s number, and VM the molar
volume of the host lattice measured in units of volume per mole.

Transient diffusion of hydrogen is governed by �11–13�

D

Deff

dCL

dt
+ ��T

dNT

d�p

d�p

dt
− DCL,ii + �DVH

3R�
CL�kk,i�

,i
= 0 �1�

where ��,i=��� /�xi, d /dt is the time derivative, D is the hydrogen diffusion co-
efficient through NILS, Deff is an effective diffusion coefficient given by Deff
=D / �1+�CT /�CL�, VH is the partial molar volume of hydrogen in solid solution,
�ij is the Cauchy stress, and a repeated index implies the standard summation
convention over the range.

The hydrogen transport, Eq 1, can be expressed in a nondimensionalized
form by considering the following nondimensional parameters:


i =
xi

L
, � =

Dt

L2 , � =
CL

C0
, � =

�kkVH

3R�
�2�

where L is a nondimensionalizing length, and C0 is a reference hydrogen con-
centration that is taken as the equilibrium hydrogen concentration, as dictated
by Sievert’s law at a given hydrogen pressure. Using the nondimensional pa-
rameters Eq 2, Eq 1 can be expressed as:

D

Deff

d�

d�
+

��T

C0

dNT

d�p

d�p

d�
−

�2�

�
i � 
i
+

�

�
i
��

��

�
i
� = 0 �3�

The elasticity of the material is assumed linearly elastic and isotropic with
moduli independent of the local hydrogen concentration. In the plastic regime,
the material hardens isotropically and flows according to von-Mises yielding in
which the flow stress is assumed independent of hydrogen.

For the description of the material deformation, the total deformation rate
tensor Dij which equals the symmetric part of the velocity gradient in spatial
coordinates is decomposed as Dij=Dij

e +Dij
p +Dij

h, where Dij
e , Dij

p, and Dij
h denote

the elastic, plastic, and hydrogen components, respectively. The deformation
rate due to hydrogen solute atoms is purely dilatational �20� and is phrased as
Dij

h=�ijd�ln�1+c�v /3�� /dt, where �ij is the Kronecker delta, c= �CL+CT� /NL is
the total hydrogen concentration measured in hydrogen atoms per solvent
atom, �v=VH /NA is the volume increase per hydrogen atom introduced into
solution, and  is the mean atomic volume of the host metal atom.
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The hydrogen diffusion initial/boundary-value problem and the elastic-
plastic boundary problem are coupled �11�. The finite element procedures for
the solution of the coupled problems are outlined in the works by Sofronis and
McMeeking �11� and Liang and Sofronis �21�.

Full-Field Solution

In this section, the initial/boundary-value problem of hydrogen diffusion
coupled with material elastoplasticity is solved in the presence of an axial crack
on the inner wall-surface of a pipe under plane strain conditions. The solution
is termed as “full-field solution” since the formulation of the problem is done
over the entire cross-sectional area of the pipe in the presence of an axial crack
�Fig. 1�. The outside diameter of the pipe is 40.64 cm; the wall thickness h
=9.52 mm; and the depth of the axial crack, a=1.9 mm �a /h=0.2� �Fig. 1�. In
the absence of hydrogen, a finite crack-tip opening displacement �CTOD�, b0
=1.5 �m, is assumed for the finite element calculations.

The material properties used in the simulations are for a new X70/X80 type
pipeline steel, which has an acicular ferrite microstructure with the pertinent
properties given in Table 1. This medium strength ferritic steel was selected
because it possesses the appropriate strength and is low cost; important factors

FIG. 1—Description of the initial and boundary conditions for the hydrogen diffusion
problem in the pipeline. The parameter j denotes hydrogen flux and CL�P� is normal
interstitial lattice site hydrogen concentration at the inner wall-surface of the pipeline in
equilibrium with the hydrogen gas pressure P as it increases to 15 MPa in one minute.
At time zero, the material is hydrogen free, CL�t=0�=0.
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in selecting a steel for new pipeline construction. The uniaxial stress-strain
curve has been measured experimentally and is approximated by a power-law
relationship of the form �e=�0�1+�p /�0�n, where �p is the plastic strain and
strain at the onset of yielding �0=�0 /E. The temperature of the system is taken
�=300 K. The trap density NT is assumed to increase with plastic strain ac-
cording to the experimental results of Kumnick and Johnson �22�. Certainly the
numerical calculation results will be sensitive to the determination of the pa-
rameters �e.g., � and �� involved in the assumed model for trapping. However,
it is not expected that uncertainties in the experimental determination of other
parameters such as yield strength, partial molar volume of hydrogen, and solu-
bility will have a marked effect on the conclusions of this work.

The mechanical load imposed on the surface of the inner wall by the hy-
drogen pressure opens up the crack, thus creating a tensile region ahead of the
crack tip. The resulting stress field attracts hydrogen solute atoms as they dif-
fuse into the material.

Figure 1 describes the hydrogen-related boundary and initial conditions of
the problem. Due to symmetry, only half of the pipeline cross-sectional area is
analyzed. The hydrogen concentration is set to zero at the external surface of
the pipe, i.e., CL=0, and the hydrogen flux to zero at the plane of symmetry, i.e.,
j=0. On the inner surface and the crack faces, the NILS hydrogen concentra-
tion CL is always assumed to be in equilibrium with the hydrogen gas in the
pipe. This equilibrium surface concentration is given by

CL = K�f �4�

where K is the solubility of hydrogen in the lattice and f is the fugacity of the
hydrogen gas. According to the Abel-Noble equation of state for hydrogen �23�,
the relationship between fugacity and pressure is

TABLE 1—Material properties used in the simulations.

Properties Symbol Value
Young’s modulus E 201.88 GPa
Poisson’s ratio 	 0.3
Yield stress �0 595 MPa
Work hardening exponent n 0.059
Number of sites per trap � 1
Number of NILS per host atom � 1
Trap binding energy �22� WB 60 kJ/mol
Molar volume of the host lattice VM 7.116 cm3/mol
Partial molar volume of H VH 2 cm3/mol
Diffusion coefficient D 1.271�10−8 m2/s
Volume change per H atom �v / 0.281
Solubility at temperature of 300 K K 0.005435 mol H2/m3�MPa
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f = P exp� Pd

RT
� �5�

where d is a constant equal to 15.84 cm3/mol.
At time zero, we assume there is no hydrogen in the pipe and thus the

concentration in the metal is zero. In the simulations, hydrogen diffusion be-
gins at time t�0 as the hydrogen pressure is increased incrementally at a con-
stant rate of 15 MPa/min over one minute and is then kept constant at 15 MPa
�Fig. 1�. The NILS hydrogen concentration in equilibrium with the hydrogen
gas at 15 MPa is CL=C0=2.659�1022 H atoms/m3 �=3.142�10−7 H atoms
per solvent atoms� and has been used as the normalizing concentration param-
eter in Eqs 1 and 2.

The contour plot of the normalized hydrostatic stress in the pipe and
around the crack is shown in Fig. 2 for a hydrogen pressure of 15 MPa. The
corresponding crack tip opening displacement, b, defined by the 90° intersec-
tion method, is equal to 6.61 �m, which is four times the assumed initial crack
tip opening displacement b0. The maximum normalized hydrostatic stress
ahead of the crack tip is �kk /3�0=2.4, and this decreases to about 1.73 at a
distance of about 10b from the crack tip. Figure 3 shows the contour plot of the
equivalent plastic strain in the pipe near the crack tip. At a hydrogen pressure
of 15 MPa, the plastic zone is confined to the crack tip and its size is small
compared to the thickness of the pipe.

The distribution of hydrogen concentration reaches steady state after 2

FIG. 2—Contour plot of the normalized hydrostatic stress �kk /3�0 near the cracked
region of the pipeline at hydrogen pressure of 15 MPa. The parameter �0=595 MPa is
the yield stress of the material and a=0.2h=1.9 mm is the crack size. The inset shows
the hydrostatic stress near the crack tip.
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hours. The contour plots of the hydrogen concentration fields at steady state
under pressure 15 MPa are shown in Figs. 4 and 5. Figure 4 shows the normal-
ized NILS concentration CL /C0. The distribution of CL near the notch root
varies in accordance with the hydrostatic stress �inset of Fig. 2�. The equivalent
plastic strain attains its peak value at the crack tip and decreases rapidly away
from it. The profile of the trapped concentration CT follows closely that of the
plastic strain �Fig. 3� and since the trap density increases monotonically with
plastic strain �22� the site of accumulation of trapped hydrogen is near the
crack tip �Fig. 5�.

The total hydrogen concentration in the region near the crack tip is essen-
tially governed by trapped hydrogen �Fig. 6�. In the region away from the crack
tip, where the plastic strain is small, the trap density NT is small relative to the
NILS density �NL and, consequently, the magnitude of the trapped concentra-
tion is small compare to the NILS hydrogen concentration. Therefore, as
shown in Fig. 6, the total hydrogen population away from the crack tip is
predominantly NILS hydrogen.

Figure 7 shows the normalized hydrogen concentration CL /C0 at NILS
against normalized distance R /b from the crack tip along the axis of symmetry
as the system evolves toward steady state. The parameter b denotes the instan-
taneous crack tip opening displacement which increases from 1.5 �m to
6.61 �m as the hydrogen pressure increases from zero to 15 MPa in 60 s. After
that, the pressure and b remain constant. The effect of hydrostatic stress on the
shape of the hydrogen concentration profile at NILS can be clearly seen in this
figure.

FIG. 3—Contour plot of equivalent plastic strain �p near the cracked region of the
pipeline at hydrogen pressure of 15 MPa. The crack size is a=1.9 mm and the inset
shows the plastic strain near the crack tip.
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FIG. 4—Contour plot of normalized NILS hydrogen concentration CL /C0 at steady state
under hydrogen pressure of 15 MPa. The inset shows the concentration near the crack
tip. The parameter C0=2.659�1022 H atoms/m3 �=3.142�10−7 H atoms per solvent
atoms� denotes the hydrogen concentration on the inner wall-surface and crack face in
equilibrium with the hydrogen gas. The crack size is a=1.9 mm.

FIG. 5—Contour plots of steady state normalized hydrogen concentration CT /C0 at
trapping sites near the cracked region of the pipeline at hydrogen pressure of 15 MPa.
The crack size is a=1.9 mm and the inset shows the concentration near the crack tip.
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We define the effective time to steady state tss to be the time at which the
peak value of NILS hydrogen concentration reaches 98 % of the final steady-

FIG. 6—Plot of normalized hydrogen concentrations at steady state versus normalized
distance R /b ahead of the crack tip for crack size a=1.9 mm. The parameters CL, CT,
and �CL+CT� are hydrogen concentration in NILS, hydrogen concentration in trapping
sites, and total hydrogen concentration, respectively. The parameter b denotes the crack
tip opening displacement at hydrogen pressure of 15 MPa.

FIG. 7—Evolution of normalized hydrogen concentration CL /C0 in NILS versus nor-
malized distance R /b ahead of the crack tip for crack size a=1.9 mm. The parameter b
denotes the crack tip opening displacement which varies with time as the hydrogen
pressure increases toward its final value of 15 MPa over one minute.

484 FATIGUE AND FRACTURE MECHANICS

 



state peak value. The parameter tss is a measure of the time at which steady
state in the fracture process zone has almost been reached while in the rest of
the specimen diffusion to steady-state continues. For the pipe geometry and the
material properties considered, the effective time to steady state is calculated to
be tss=520 s. The corresponding normalized hydrogen concentration at this
time is shown in Fig. 7.

Modified Boundary Layer „MBL… Approach

So far, the solution to the coupled hydrogen transport and elastoplastic defor-
mation problem was presented for the actual pipe geometry. This solution
which was termed full-field solution pertains to the specific pipe dimensions. To
assess the fracture behavior of a pipe in terms of the hydrogen pressure and the
calculated parameters, e.g., local stress, strain, and hydrogen concentration,
one needs to investigate the transferability of these parameters as calculated
from laboratory specimens to the actual pipe. The relevant question here is
under what conditions the stress, deformation, and hydrogen concentration
field in the actual pipe and laboratory specimen are similar. Thus, we seek to
explore whether a similarity between the full-field solution under a given pres-
sure and the corresponding small scale yielding solution obtained in a labora-
tory specimen exists. In the SSY boundary layer approach, the domain of
analysis is loaded by the applied stress intensity factor experienced by the crack
tip in the actual pipeline under the given hydrogen pressure. Further, in order
to accurately account for the hydrostatic constraint that develops in the actual
pipe, we included in the loading of the boundary layer domain the T-stress,
which is the first nonsingular constant term in the Williams �18� asymptotic
Mode I singular elastic solution at a crack tip. This modified boundary layer
approach �MBL� has been used by Hancock and co-workers �24–26� and Parks
�27� to study the role of hydrostatic constraint �28� on material fracture tough-
ness. Lastly, for the analysis of the hydrogen diffusion problem through the
MBL formulation, the size of the domain needs to be specified. The uncracked
wall ligament L�=h−a� is an appropriate characteristic size for the domain.
Indeed, enforcing in the MBL approach the zero concentration boundary con-
dition at distance L from the crack tip models quite accurately the location of
the zero concentration boundary condition prevailing at the exterior surface of
the pipe.

We used the commercial code ABAQUS/Standard �29� to determine the
stress-intensity factor and the T-stress for the cracked pipe geometry. The full
pipe domain was modeled with eight-noded isoparametric plain-strain ele-
ments and a focused mesh at the crack tip with independent coincident nodes
was used. For crack size a=1.9 mm �a /h=0.2� and hydrogen gas pressure of
15 MPa, for which the full-field solution was obtained, the stress-intensity fac-
tor was found to be KI=34.12 MPa�m and the normalized T-stress was T /�0
=−0.316.

Figure 8 shows the schematic of the domain and boundary conditions used
in the MBL approach �30�. The distance L is taken equal to the uncracked
ligament h−a=7.62 mm of the pipeline and the initial crack opening displace-
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ment is taken b0=1.5 �m, the same as the CTOD used to obtain the full-field
solution for the pipeline crack.

As shown in Fig. 8�a�, the asymptotic displacements of the Williams’ singu-
lar linear elastic field �18� were imposed on the outer boundary of the domain
such that

ux�r,�� = KI
1 + 	

E
� r

2�
cos��/2��3 − 4	 − cos���� + T

1 − 	2

E
r cos��� �6�

uy�r,�� = KI
1 + 	

E
� r

2�
sin��/2��3 − 4	 − cos���� − T

	�1 + 	�
E

r sin��� �7�

where r and � are, respectively, the radius and polar angle of the outer bound-
ary, E is Young’s modulus, and 	 is Poisson’s ratio. To simulate the actual pipe-
line environment, the stress intensity factor KI and the T-stress were increased
linearly from zero to KI=34.12 MPa�m and T=−0.316�0, respectively over one
minute, and they were then kept constant. On the crack surface, the NILS

FIG. 8—Description of �a� boundary conditions for the elastoplastic problem, and �b�
initial and boundary conditions for the diffusion problem at a blunting crack tip for the
modified boundary layer �MBL� formulation. The parameter b0 denotes the crack tip
opening in the absence of hydrogen. The parameter CL�P� denotes NILS hydrogen con-
centration at the crack face in equilibrium with the hydrogen gas pressure P and j is
hydrogen flux.
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hydrogen concentration CL in equilibrium with the hydrogen gas was pre-
scribed. Its magnitude increased in accordance with Eqs 4 and 5 as the pres-
sure of hydrogen P increased from zero to 15 MPa in one minutes. At this time,
t=1 min, the NILS concentration on the crack surface is CL=C0=2.659
�1022 H atoms/m3 �=3.142�10−7 H atoms per solvent atoms�. Figure 8�b�
shows schematically the hydrogen-related initial/boundary conditions used in
the MBL formulation for the hydrogen transport problem. A zero concentra-
tion boundary condition, i.e., CL=0, was assigned at the outer boundary of the
domain whereas a zero flux condition, i.e., j=0, was prescribed on the axis of
symmetry ahead of the crack tip.

The normalized hydrostatic stress along the axis of symmetry ahead of the
crack tip is shown plotted against normalized distance R /b from the tip in Fig.
9 at an applied stress intensity KI=34.12 MPa�m and T-stress equal to

FIG. 9—The normalized hydrostatic stress �kk /3�0 ahead of the crack tip from the
full-field solution with a crack size a=1.9 mm compared with the modified boundary
layer �MBL� solution at hydrogen pressure 15 MPa: �a� near the crack tip, �b� over the
entire uncracked pipeline ligament. The parameter b which is 6.61 �m in the full-field
solution and 6.31 �m in the MBL solution denotes the crack tip opening displacement.
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−0.316�0, values which correspond to hydrogen gas pressure of 15 MPa in the
pipe. Superposed on the same figure is the corresponding full-field solution.
The crack tip opening displacement b in the MBL solution is 6.31 �m, a value
slightly less than the corresponding value furnished by the full-field solution
�6.61 �m�. The hydrostatic stress profiles from both solutions near the crack
tip are almost coincident, an indication of self- similarity due to the prevalence
of small scale yielding conditions in the full-field solutions �Dadfarnia et al.
�17��. However, away from the crack tip, Fig. 9�b� shows that the MBL solution
deviates from the full-field solution. It is emphasized that the excellent agree-
ment between the MBL and full-field solutions for the hydrostatic stress shown
in Fig. 9�a� is related to the accounting for the T-stress effect in the problem
formulation �Hancock and co-workers, �25,26��.

Figure 10 shows the steady-state normalized concentration CL /C0 in NILS
ahead of the crack tip plotted against normalized distance R /b for both MBL

FIG. 10—Normalized NILS hydrogen concentration CL /C0 versus normalized distance
R /b ahead of the crack tip at steady state for full-field �crack size a=1.9 mm� and MBL
solutions: �a� near the crack tip, �b� over the entire uncracked ligament. The parameter
b denotes the crack tip opening displacement for each case.
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and full-field solutions. There is only a 2 % difference between the two solu-
tions at the concentration peak location. Also, the effective time to steady state
as calculated through the MBL approach was tss=400 s which is 120 s shorter
than in the full-field solution.

Effect of Crack Size

In order to investigate the effect of the crack size on the evolution of the hy-
drogen concentration profiles, additional simulations were carried out for a
shallower crack. Specifically, a crack with a size equal to 5 % of the wall thick-
ness �a /h=0.05�, i.e., a=0.476 mm was considered. As before, the hydrogen
pressure in the pipe was increased to 15 MPa in 60 s and then kept constant.
The initial crack tip opening displacement b0=0.2 �m increased to b
=1.06 �m at time t=60 s when the hydrogen pressure reached 15 MPa. The
effective time to steady state was calculated tss=95 s, i.e., once the pressure
reached 15 MPa, it took only 35 seconds for the maximum hydrogen concen-
tration to reach 98 % of the peak value at steady state.

The full-field solutions for the hydrostatic stress and steady state hydrogen
concentrations at NILS ahead of the crack tip for crack sizes a=0.476 mm
�a /h=0.05� and a=1.9 mm �a /h=0.2� are presented in Fig. 11. The stress in-
tensity factor and the normalized T-stress for the shorter crack are KI

=14.38 MPa�m and T /�0=−0.292, respectively. The hydrostatic stress profiles
ahead of the crack tip are coincident for both crack sizes. As a result, the
associated peak values of the hydrogen concentration are also the same. The
slight difference is attributed to the difference in the T-stress, which is T /�0=
−0.292 for the short crack �a /h=0.05� and T /�0=−0.316 for the long crack
�a /h=0.2�. A more negative T-stress produces a smaller hydrostatic stress peak.

FIG. 11—Comparison of the full-field solutions for the normalized hydrostatic stress
�kk /3�0 and the steady state normalized NILS hydrogen concentration CL /C0 near the
crack tip for two crack sizes. The parameter b denotes the crack tip opening displace-
ment for each case.

DADFARNIA ET AL ON HYDROGEN/PLASTICITY INTERACTIONS 489

 



In Fig. 12, the results for the NILS concentration as obtained from the MBL
and full-field solutions are presented for the short crack, a=0.476 mm �a /h
=0.05�. For the sake of brevity, we do not report the comparison between the
full-field and MBL solutions for the hydrostatic stress for this case. The crack-
tip opening displacement calculated from the MBL approach was nearly the
same as that from the full-field solution, i.e., b=1.06 �m. Again, as was the case
for the longer crack, both the hydrostatic stress and hydrogen profiles �Figs.
10�a� and 12�a�� of the full-field and MBL solutions close to the crack tip are
coincident whereas the profiles deviate at distances further away from the tip
�Figs. 10�b� and 12�b��. Also, the effective time to steady state from the MBL
approach, tss=130 s, turned out to be different from the full-field solution tss
=95 s.

Figure 13 shows the stress intensity factor and the normalized T-stress as a
function of the normalized crack size a /h at hydrogen pressure of 15 MPa. For

FIG. 12—Normalized NILS hydrogen concentration CL /C0 versus normalized distance
R /b ahead of the crack tip at steady state for full-field �crack size a=0.476 mm� and
MBL solutions: �a� near the crack tip, �b� over the entire uncracked ligament. The
parameter b denotes the crack tip opening displacement for each case.
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large crack sizes �a /h�0.45�, the plastic zone extends as far as the outer wall
surface of the pipe and therefore the conditions for the boundary layer formu-
lation, i.e., presence of small scale yielding, are not warranted. For the normal-
ized crack sizes a /h in the range of 0.05–0.40, the normalized T-stress did not
vary markedly, −0.29�T�−0.32. Therefore, for a /h�0.4, the near tip profiles
of the hydrostatic stress and steady state normalized hydrogen concentration at
NILS as shown in Fig. 11 are independent of the crack size.

Concluding Discussion

The coupled transient hydrogen diffusion initial/boundary-value problem and
the large strain elastoplastic boundary value problem were solved for a pipe of
an outer diameter 40.64 cm, wall thickness h=9.52 mm, and with an axial
crack on the inner wall surface. Solutions were obtained under hydrogen pres-
sure of 15 MPa and material properties for an X70/80 type steel specifically for
two crack sizes: a=0.476 mm �a /h=0.05� and a=1.9 mm �a /h=0.2�. The finite
element calculation results indicate that small scale yielding conditions are
prevalent for cracks shorter than a /h�0.4 and hence, the solution for the hy-
drogen concentration profiles scales with the applied stress intensity as dem-
onstrated by Dadfarnia et al. �17�, independently of the crack size. In these
small scale yielding solutions, the normalized NILS hydrogen concentration
ahead of the crack tip peaks at a value equal to 2.55.

The simulations show that steady-state diffusion throughout the wall thick-
ness is attained after two hours from the time diffusion begins regardless of the
crack size. Defining the effective time to steady state tss as the time at which the
hydrogen concentration at NILS at the hydrostatic-stress peak location reaches
98 % of the final steady state value, we found that tss does depend on the crack
size since the crack size along with the hydrogen pressure on the crack faces
and ID surface determines the profile of the hydrostatic stress whose gradient
drives the diffusion process through the pipeline wall. In particular, tss equals

FIG. 13—Stress intensity factor and normalized T-stress as a function of the normal-
ized crack size a /h. The parameter h denotes the pipeline wall thickness.
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95 s and 520 s for crack sizes a=0.476 mm and a=1.9 mm, respectively.
The present work attempted to provide a measure of the magnitude of the

hydrogen concentration ahead of a crack as well as the time at which steady
state is reached. It is very likely that both parameters are associated with the
embrittlement of the material. Certainly, one can argue that hydrogen reaches
steady state conditions very quickly in comparison to the long term service of a
pipeline. Precise identification of the embrittlement conditions requires the
coupling of the present simulations with a micromechanics model for fracture.
Experimental work and theoretical calculations of fracture initiation and
growth originating from an axial crack in a pipeline is the subject of an ongoing
investigation.

Experimental studies of hydrogen transport and trapping at crack tips are
scarce, and one likely reason is because of the complexity of such measure-
ments. For example, the most accurate experiments must have high spatial
resolution, probe the high-constraint region in the interior of the specimen, and
be conducted in situ with high-pressure hydrogen �or its isotopes�. The authors
are not aware of any attempts to measure the transient evolution of hydrogen
concentration fields at a crack tip. There have been some attempts to quantify
the magnitude of the hydrogen concentration at a crack tip �31,32�. Results
from these studies must be considered qualitative, due to complications asso-
ciated with spatial resolution and surface measurements. However, these stud-
ies confirm that hydrogen concentrates in the hydrostatic stress field and plas-
tic zone ahead of the crack tip.

Since conditions of small scale yielding were prevalent in the calculations
for the full-field solution, the modified boundary layer �MBL� approach was
used to solve the coupled elastoplasticity/diffusion problem in the neighbor-
hood of a crack. It has been demonstrated that using the MBL approach with a
diffusion domain of size equal to the uncracked wall ligament, one can predict
the peak normalized hydrogen concentration in NILS at steady state within
2 % deviation from the actual value in the full-field solution. Thus the modified
boundary layer approach offers an expedient way to study hydrogen transport
around cracks in pipes.

Lastly, attention should be drawn to the effect of the hydrogen diffusion
coefficient on the time to steady state �17�. Looking at the nondimensionalized
hydrogen transport Eq 3, one notices that there is no explicit dependence on
the hydrogen diffusion coefficient D. Therefore, the solution ��
i ,�� to Eq 3 is
independent of the hydrogen diffusion coefficient D. This implies that the ef-
fective nondimensionalized time �ss to steady state is also independent of D.
Then, using the relationship tss=�ssL2 /D between �ss and tss of Eq 2, one con-
cludes that the actual effective time to steady state tss is inversely proportional
to the diffusion coefficient D �i.e., tss�1/D�. This is an important result in view
of the existing ambiguity around the magnitude of the diffusion coefficient in
bcc ferritic systems in which a large range of diffusivities have been reported
around room temperature �33�.
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ABSTRACT: Fracture toughness testing on standard specimens in the duc-
tile to brittle transition regime is well established and was first standardized
by ASTM in 1997. However, its applicability to structural components and its
potential conservatism, due to the high constraint condition in standard
specimens, remain a subject of concern. In this work a study of the transfer-
ability of the fracture toughness measurements from laboratory specimens to
structural components is performed. The structural component of interest is
the Reactor Pressure Vessel subjected to an accidental loading condition
called Pressurized Thermal Shock �PTS�. As the actual component cannot
be reasonably tested, an original experimental set-up is developed to simu-
late PTS representative loading conditions. A semi-elliptical crack is intro-
duced by fatigue in a disk shape specimen which is biaxial loaded in the
ductile to brittle transition regime. The developed disk specimen is called
PTS-D specimen. Master Curve tests on 15 PTS-D specimens are per-
formed and compared to standard size specimens having deep and shallow
cracks. The reference temperature obtained on PTS-D is equivalent to the
one obtained on half-inch compact tension specimens. To support the experi-
mental results, finite element calculations are performed. It turns out that, in
the tested range, constraint in PTS-D specimens is high. However, loss of
constraint appears earlier than in standard specimens. It is found that the
Beremin approach combined with analytical tool allows rationalizing all test
results.
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Introduction

The understanding of cleavage fracture mechanisms in the ductile to brittle
transition region for ferritic steels has improved drastically over the last
30 years. Now, the well established Master Curve approach is used to deter-
mine the fracture toughness, the reference temperature and the specimen size
dependence, using as few as six standard Single Edge Bend �SE�B�� or Compact
Tension �C�T�� specimens �1�. This approach leads to the determination of the
fracture toughness under relatively high constraint conditions. However, in ac-
tual components the constraint is likely to be low �2�. This low constraint can
lead to some additional safety margin as a low constraint configuration typi-
cally shows an apparent higher fracture toughness. The quantification of the
additional safety margin can be done using empirical or physical models based
on the T-stress or Q-factor approaches or on local approach models �3–5�.

The validation of this methodology consists in verifying the transferability
of fracture toughness measured on standard size laboratory specimens to struc-
tural components. Such validation exercises published in the open literature on
large structural components are relatively limited due to the large cost of such
experimental programs.

When concentrating on Reactor Pressure Vessels �RPV� submitted to an
accidental loading condition called Pressurized Thermal Shock �PTS�, one-to-
one scale experiments have never been performed as the cost of such a program
would be prohibitive. However, within the Network for Evaluating Structural
Components �NESC�, two projects were developed to reproduce PTS loading
conditions on relatively large cylinders containing artificial defects. In the
NESC-I project, one test was performed with a shell of 1395 mm outer diam-
eter and 175 mm thickness. Loading was produced by the combination of in-
ertial effect by spinning the cylinder at 2280 rpm and thermal loading by in-
jection of cold water �6�. In the NESC-II project, two tests were performed on
cylinders of 581 mm outer diameter and 189 mm thickness. Loading was pro-
duced by a complex combination of internal pressure axial loading and thermal
loading �7�.

Those large scale PTS experiments are very useful to demonstrate the ad-
equacy of the structural integrity assessment. However, due to the stochastic
nature of brittle fracture, many repeated tests are needed to obtain conclusive
results. Therefore, the NESC I and II projects are unable to address the effect of
constraint on the transferability issue of fracture toughness from laboratory
specimens to the PTS situation.

To address this specific issue, multiple tests need to be performed at an
affordable cost with loading conditions approaching PTS accidental condi-
tions. This has been addressed using the so-called cruciform specimen devel-
oped within the heavy-section steel technology program at ORNL �8� and used
in the subsequent NESC-IV and Vocalist program �9�. The cruciform geometry
has two arms of 102 mm square cross section. Each arm is 800 mm long. It
allows loading the central portion using biaxiality ratios of 1:1, 1:0.6, and 1:0.
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In NESC-IV, six cruciform tests with a biaxiality ratio of 1:1 were performed on
surface-breaking semi-elliptic defects in a RPV longitudinal weld and four
uniaxial tests on embedded flaw. The number of specimens tested remains lim-
ited because of the cost to prepare each specimen and the amount of material
required. The cost of specimen preparation results from several Electrical Dis-
charge Machining �EDM� cutting, welding the four extension bars, precracking,
and testing. For biaxial loading, the experimental results did not exhibit loss of
constraint. However, finite element calculations predict a variation of con-
straint level along the crack front. The final recommendation of the NESC-IV
program �9� is to provide a more statistically reliable data set for benchmarking
the constraint loss assessment methods.

This study aims at further assessing constraint loss under PTS relevant
loading conditions. In a first step a new specific geometry is developed in order
to cut down the unit price of the test. The new geometry is a simple disk of
200 mm diameter and 50 mm thickness �see Fig. 2�. The PTS representative
loading condition disk specimen is named PTS-D.

Fifteen PTS-D specimens are tested in the transition region and compared
to tests on shallow and deep crack standard specimens. Finite element calcula-
tions are also performed to evaluate constraint in each specimen to interpret
test results in terms of constraint.

Material

The base material of the RPV of Lemoniz 1 is selected for this study. The
Lemoniz 1 unit, whose construction was cancelled, is a Spanish 900 MW Pres-
surized Water Reactor of Westinghouse design, similar to the North Anna unit
in the United States. A study of the cladding of this material was the reason for
purchasing a block of material by Tractebel �10�.

The Lemoniz base material is A508 Class 2 normalized at 893°C for 23 h,
austenitized at 857°C for 9 h before water quenching, and tempered at 660°C
for 12 h before air cooling. The chemical and mechanical properties are sum-
marized in Tables 1 and 2. Young’s modulus and yield strength used for Master
Curve are given in Eqs 1 and 2.

The temperature dependence of the Young’s modulus is taken equal to:

E = 207 − 0.06T �1�

with E in GPa and T in °C. The temperature dependence of yield strength is
obtained from the exponential fit:

�YS = 398 + 45.2 exp�− 0.014 13T� �2�

with T in °C and �YS in MPa. The fit is valid between −150°C and 300°C and
has an accuracy of 5 %.

TABLE 1—Chemical analyses on the base material �weight %�.

Material C Mn Si S P Cr Ni Mo V Cu Co
Lemoniz 0.21 0.62 0.26 0.007 0.008 0.35 0.66 0.58 0.01 0.05 0.015
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Test Matrix

Testing of conventional specimens is performed to obtain the fracture tough-
ness of the material in the ductile to brittle transition region. These results are
used to allow comparison with PTS-D specimens. In addition to the conven-
tional PreCracked Charpy V-notch �PCCv� and 0.5T-C�T� covered by the ASTM
Standard E1921-05, some shallow crack specimens were added to investigate
the sensitivity to loss of constraint on T0. The number of specimens is large
enough to obtain a reference temperature with enough accuracy. The test ma-
trix is given in Table 3.

All specimens are cut from the block in the LS orientation. This orientation
is selected to represent axial crack used in PTS study. Due to material availabil-
ity, PCCv, C�T�, and PTS-D specimens are machined at different position across
the thickness from 1/8T to 7/8T. The fracture toughness variation along the
thickness of this forging is under investigation. Preliminary results have shown
that the variation of toughness in this range is limited to a maximum of 15°C.

PTS Representative Loading Condition

During a PTS event, the stresses along the vessel thickness are result from the
internal pressure �primary load�, the thermal gradient �secondary loading�, and
residual stresses. Internal pressure induces almost constant axial and circum-
ferential stresses along the vessel thickness. The ratio between axial to circum-
ferential stresses is 0.5.

For stresses induced by a thermal gradient the circumferential to axial
stress ratio is close to 1. The stress along the thickness is nonuniform and can

TABLE 2—Mechanical properties of the base material. �YS is the yield strength, �TS the
tensile strength, RA the reduction of area, �t the total elongation, T41J the 41 Joule transi-
tion temperature, USE the upper shelf energy, and NDT the nil-ductility transition
temperature.

Material

Tensile properties at room temperature Charpy
Drop weight

NDT,
°C

�YS,
MPa

�TS,
MPa

RA,
%

�t,
%

T41J,
°C

USE,
J

Lemoniz 459 607 70 27 −19 204 −18

TABLE 3—Test matrix for fracture toughness testing.

Specimen type Number of machined specimens
Test temperature,

°C
PCCv �a /W�0.5� 12 −115 to −75
PCCv �a /W�0.1� 12 −140 to −110
0.5 T−C�T� �a /W�0.5� 10 −80 to −90
PTS-D �a /W�0.25� 15 −120 to −90
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be approximated by a bending moment. The average circumferential and axial
stresses from thermal and residual stresses are zero.

Several PTS transients were studied by Tractebel. For all severe transients
they found that the bending stress dominates over membrane stress, resulting
in a circumferential to axial stress ratio close to 1. An example of typical stress
profile provided by Tractebel is illustrated in Fig. 1. The most severe stresses are
obtained 1000 s after a loss of cooling accident, where bending dominates over
membrane stress. Another typical stress distribution, illustrated in �9�, is very
similar to the profile shown in Fig. 1.

Development of the PTS-D

It may be possible to approximate PTS loading conditions without having to
test a full vessel. The general idea �see also the cruciform beam experiment� is
to use bending to approximate the far-field biaxial stress of the PTS. If success-
ful, the approach will reduce drastically the specimen size and the cost of the
experiment.

The objective of this project is to develop a cost effective set-up to repro-
duce PTS loading conditions �in particular, biaxial loading� with specimens
having a thickness approaching actual RPV wall but using limited amount of
material. The constraint for this project is the use of available infrastructure,
i.e., a 500 kN servohydraulic machine, an environmental chamber with inter-

FIG. 1—Typical stress profile along the thickness for a given transient for different times
after the loss of cooling accident �Figure provided by Tractebel-Suez.�
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nal dimension 400 by 400 by 550 mm3 and a 2 MN static hydraulic machine. As
a consequence of these constraints, the selected thickness has been fixed to
50 mm, which is about one-fourth of the actual wall thickness.

Several options were evaluated such as the cruciform beam, loading
through the use of dissimilar material having different thermal expansion co-
efficients, and the introduction of a thermal gradient using a heater in conjunc-
tion with the environmental chamber. None of these options was fully satisfac-
tory. The last option evaluated was the loading of a 200 mm diameter disk
which is simply supported on its bottom surface circumference and loaded at
the center of the upper surface. The schematic of the configuration is illustrated
in Fig. 2.

The selected geometry has several advantages such as:
• pure biaxial loading with 1:1 biaxiality ratio,
• use of a minimum quantity of material for specimen machining,
• no need for welding extension arms contrary to the cruciform specimen,
• no need for Electrical Discharge Machining �EDM� of load diffusion

slots, contrary to the cruciform specimen,
• compact set-up allowing the use of a well controlled environmental

chamber,
• easy machining of specimen and test set-up.

FIG. 2—Isometric view of the PTS-D specimen simply supported and loaded at its
center using a ram.
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Precracking Method for PTS-D

The introduction of a crack by fatigue is quite straightforward. A 4 mm deep
and 35 mm width sharp notch is machined with a milling cutter as shown in
Fig. 2. The specimen is loaded cyclically with the same set-up as in Fig. 2. To
follow crack propagation and to control the stress intensity factor, linear elastic
finite element calculations are performed using a semi-elliptical crack with
various crack depths and crack widths. Results are summarized in Table 4.

For the practical use of Table 4 in automated software, compliance and
stress intensity factor at the deepest point are fitted using a polynomial Eqs 3
and 4. The overall accuracy in the investigated crack size range is estimated, on
the bases of a mesh size sensitivity study, to be better than 5 %:

C =
1

WE
�0.048 + 5.59�a/W� − 5.59�a/W�2� �3�

where C is the crack mouth opening compliance, a the crack length, W the
specimen thickness and E the Young’s modulus:

Ka =
F

W1.5

1

2.33 − 11.3�a/W� + 49.4�a/W�2 − 64.1�a/W�3 �4�

where Ka is the stress intensity factor at the deepest point.
During fatigue loading, the crack mouth opening displacement is moni-

tored with a dedicated clip gauge. This allows periodical measurement of the
compliance to monitor the crack growth and to adjust the force to obtain the
desired stress intensity factor.

Fracture Toughness Evaluation of PTS-D

Fracture toughness is here taken equal to the maximum stress intensity factor
along the crack front �or the J-integral� at the fracture initiation point. In prac-

TABLE 4—Results of linear elastic finite element calculations for a semi-elliptical crack. a
is the crack depth, c is the half-crack width, compliance is the crack mouth opening com-
pliance, Ka is the stress intensity factor at the deepest point and Kc is the stress intensity
factor at the free surface.

a
mm

c
mm c /a

Compliance
mm/kN

force/Ka

kN/MPa�m
force/Kc

kN/MPa�m
4.00 17.44 4.36 4.42�10−5 19.2 33.5
5.42 18.28 3.37 5.74�10−5 18.0 26.8
6.83 19.12 2.80 6.90�10−5 17.4 23.0
8.25 19.97 2.42 7.95�10−5 17.2 20.5
9.67 20.81 2.15 8.91�10−5 17.2 18.7
11.08 21.66 1.95 9.80�10−5 17.4 17.4
12.50 22.50 1.80 10.6�10−5 17.8 16.4
13.92 23.34 1.68 11.4�10−5 18.3 15.7
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tice, as can be seen in the fatigue results section, fatigue has propagated the
crack such that the stress intensity factor is relatively constant along the crack
front. Therefore, fracture toughness of PTS-D specimen can be evaluated from
the force versus Crack Mouth Opening Displacement �CMOD� record using Eq
4 when tests are performed in the linear elastic regime. When deviation from
linearity is observed, fracture toughness needs to be evaluated using:

J =
�1 − �2�

E
K2 + Jpl �5�

where v is the Poisson ratio, E the Young’s modulus and Jpl the plastic compo-
nent of the J-integral.

From a practical point of view Jpl can be evaluated using:

Jpl = �
Upl

W2 �6�

where Upl is the plastic energy under the force versus CMOD record and � �eta
factor� a constant that needs to be identified. The �-factor has been evaluated
using finite element calculations with crack size and material properties repre-
sentative for the performed experiment. The following material properties are
therefore selected:

• Young’s modulus E=211 800 MPa,
• Poisson’s ratio v=0.3,
• Yield strength 520 MPa,
• Ultimate tensile strength 710 MPa,
• Uniaxial true stress versus true strain power law hardening above the

yield strength with a strain hardening exponent of 0.110 836 5,
• a /W=0.236 and c /W=0.41.
The computation of J was performed using the energy release rate. An

average J integral over the crack can be computed using the energy release rate:

J = − � �U

�A
�

�

�7�

where �A is the increase in crack area. In practice, the central difference ap-
proximation of the derivate was used.

Under these conditions, the �-factor is evaluated to be 0.25.
To analyze the results according to the Master Curve, the specimen thick-

ness should be defined. In standard specimens the thickness corresponds to the
crack front length. For the PTS-D specimen the stress intensity factor is nearly
constant along the crack front, and the same definition can be used. The crack
front length can be approximated using the simple Ramanujan’s approximation
of the complete elliptical integral of the second kind �11�:
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B =
�

2
�3�a + c� − ��3a + c��a + 3c�� �8�

where B is the crack front length, a the crack depth, and c half the crack width.
For the elliptical crack eccentricity considered here, the error is less than 2
�10−4 %.

Precracking and Fracture Toughness Testing of Shallow Crack SE„B…

Shallow crack testing is not covered by the current ASTM Standard E1921-05.
Therefore the deviations from the standard for precracking and fracture tough-
ness testing are documented in this paragraph. For PCCv �a /W�0.1�, a specific
precracking procedure is used. For precracking, the initial sharp notch to start
the fatigue crack could affect the stress field ahead of a shallow crack �12�.
Therefore, the initial dimensions of the specimen are B=10, W=13.5, L=55,
with a sharp notch of 3 mm depth. After precracking over a distance of about
1.5 mm, the specimen width W is reduced to 10 mm by machining. The initial
notch of 3 mm depth is therefore removed. As an integral notch for the clip
gauge would affect the stress state ahead of a shallow crack �12�, attachable
knifes are used to measure the CMOD. The knifes are 1 mm thick; therefore,
the displacement is measured 1 mm above the specimen surface. This distance
can be accounted for using the plastic rotation factor rp:

CMOD = CMODZ
a0 + rp�W − a0�

a0 + rp�W − a0� + Z
�9�

where CMODZ is the measured clip gauge displacement, a0 the initial crack
length, Z the distance between the knife edge and the specimen surface and rp
the plastic rotation factor equal to 0.44 for a0 /W between 0.45 and 0.55. For
shallow cracks, the plastic rotation factor depends on the crack length to width
ratio and on the material strain hardening exponent �13�. The rp value for the
material of interest �n=10� and a0 /W=0.15 is 0.261 �13�. However, a value of
0.5 is found in �14� using the same procedure. On the other hand, a rp value of
0.27 for a0 /W=0.15 is found in �14� using the ratio between the CMOD and the
Load Line Displacement �LLD�. The plastic rotation factor can also be obtained
from the following equation �15�:

�LLD

�CMOD

S

4W
= rp + �1 − rp�a0/W �10�

This definition is believed to be more appropriate for our application. The
assumption of a rigid body rotating around a rotation point does not hold close
to the crack tip. Using the results published in �13� in conjunction with Eq 10,
the plastic rotation factor for the material of interest �n=10� and a0 /W=0.15 is
0.37. From experimental and computational evidence, the following equation is
suggested in �14�:
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rp = 0.3 + 0.5a0/W for a0/W � 0.3 �11�

yielding a value of 0.375 for a0 /W=0.15.
It should be noted that in our case �a0=1.5,W=10, Z=1, rp=0.37� an error

of 10 % on rp only affects the measured CMOD by 2 % and the measured
fracture toughness by 1 %. Therefore a value of 0.37 for rp is taken in this
analysis.

The �-factor based on the load line given in the ASTM Standard E1921-05
is inadequate for shallow SE�B�. In this case, the �-factor depends on the crack
length to width ratio and on the strain hardening exponent of the material �13�.
In �13�, an alternative approach has been developed for a shallow crack relying
on a specific �-factor based on the CMOD. This formulation has been extended
in �15� and is given by the following equation:

�CMOD =
S

4W
�3.785 − 3.101�a0/W� + 2.018�a0/W�2� �12�

Result of the PTS-D Precracking

The precracking of the specimens is performed on a 500 kN INSTRON servo-
hydraulic machine available at SCK·CEN �see Fig. 3�. The crack size during the
precracking is monitored using the compliance of the specimen based on the
crack mouth opening. Crack mouth opening is measured using a clip gauge.
Two 1 mm thick razor blades �knifes� are screwed across the crack lips to allow
clip gauge mounting.

FIG. 3—500 kN 8803 Instron machine equipped for PTS specimen precracking.
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The initial precracking force is 467 kN, which corresponds to a stress in-
tensity factor of 24.3 MPa�m. Higher forces could not be applied as it reduces
the operating frequency drastically. Specimens were precracked starting with a
frequency of 9 Hz. Close to the final crack sharpening �crack depth of about
12.5 mm�, a stress intensity factor of 13.3 MPa�m is imposed, which corre-
sponds to an applied force of 238 kN. Due to the lower applied force, finishing
frequency can be increased to 15 Hz, which speed up precracking. The average
and standard deviation for the number of cycles, the initial and final measured
compliance are, respectively, 1.0�106±50 %, 4.6�10−5 mm/kN±5 % and
9.5�10−5 mm/kN±4 %. The number of cycles to achieve a specified crack
length varies significantly from specimen to specimen.

During specimen preparation, it was found that the fatigue crack in three
specimens was just at the junction between the base and the weld material.
Therefore, results obtained from these specimens might not be representative
of the Lemoniz base metal.

After fracture toughness testing, specimens were broken open at liquid ni-
trogen temperature. The average and standard deviation for the measured
crack depth and crack width are, respectively 11.9±0.6 mm and 41.4±2 mm.
The reproducibility of the precracking procedure is therefore relatively good.

The average half-crack width to crack depth ratio �c /a� is 1.74. In Table 4,
the stress intensity factor at the deepest point and at the free surface for this
ratio is nearly equal. The fatigue crack front shape naturally evolves to reach a
relative constant K along the crack front. In the ASME code III, Appendix G
postulates defects to have a c /a ratio equal to 3. This ratio was originally our
target. However, this ratio is impossible to reach as the crack will always tend
to grow over the depth before growing along the width, As shown in Table 4,
Ka	Kc �F /Ka�F /Kc� in the initial condition.

Fracture Toughness Results

Fracture toughness results are obtained on 0.5T-C�T�, PCCv, PCCv with shallow
cracks and PTS-D. Testing of PTS-D specimens was performed on a 2 MN
machine and crack mouth opening was measured using a clip gauge using a
configuration similar to the one for precracking �see Fig. 3�. The other geom-
etries were tested on a universal servo-mechanic testing machine with 50 kN
capacity. Testing of all geometries is performed in an environmental chamber
to ensure proper control of the temperature. The average crack depth for the
shallow specimen is larger than the 1 mm target value. The average and stan-
dard deviation on the shallow crack length is 1.51±0.13 mm.

All fracture toughness results normalized to a thickness of one inch are
shown in Fig. 4. In addition, 5, 50, and 95 % confidence bound derived from the
0.5T-C�T� geometry are also provided in Fig. 4.

Fracture toughness results are analyzed using the ASTM Standard E1921-
05. Results are summarized in Table 5. The standard is not strictly speaking
applicable to shallow crack and PTS-D specimen. Therefore, no censoring limit
has been applied to these geometries. The censoring limit aiming at avoiding
loss of constraint will be investigated in the next paragraph.
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Loss of Constraint Evaluation

In Linear Elastic Fracture Mechanics �LEFM�, the stress field ahead of the
crack tip is governed by the level of the singularity, i.e., the stress intensity
factor. In elastic plastic fracture mechanics when deviating from small scale
yielding conditions, the second term of the LEFM stress field, called T-stress,
governs the stress level ahead of the crack tip and can be used as a measure of
constraint. As standard deep crack 0.5T-C�T� and SE�B� are high constraint
geometries with a positive T-stress, they are considered to provide conservative
�smaller� fracture toughness measurements for structural applications.

T-stress solutions for 0.5T-C�T�, SE�B�, and semi-elliptical cracks can be
found in �16� and are reproduced in Figs. 5–8. The T-stress is proportional to
the applied stress, which means that constraint depends on the loading level.
For both 0.5T-C�T� and SE�B�, the T-stress decreases and becomes negative for
shallow cracks. The T-stress is positive for deep cracks and larger for 0.5T-C�T�

FIG. 4—Fracture toughness results normalized to one-inch thickness.

TABLE 5—Summary of fracture toughness results on the Lemoniz base material. N is the
total number of tests, r is the total number of valid results which are inside the validity
window and n is an index that should be larger than 1 to have a valid reference temperature
per ASTM E1921-05.

Type
Test temp. range,

°C N r N
T0±2�

°C
0.5T−C�T� −80 to −90 10 10 1.67 −87±11
PCCv deep −115 to −75 12 10 1.5 −91±12
PCCv shallow −140 to −110 12 12 1.98 −117±10
PTS-D −120 to −60 12 12 1.88 −83±10
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than for SE�B�, which is the reason generally put forward to explain the differ-
ence in measured reference temperature �SE�B�s leading to about 10°C lower
reference temperature than 0.5T-C�T�, see scope of ASTM E1921-05�.

For semi-elliptical cracks, the T-stress varies with the angular position and
is a minimum at about 75°. Comparison of Figs. 7 and 8 illustrates the effect of
biaxial loading. It is clear that biaxial loading tends to reduce loss of constraint.

FIG. 5—T-stress for 0.5T-C�T� �16�

FIG. 6—T-stress for SE�B� �16�

FIG. 7—T-stress along the crack front for c /a=3.33 and biaxiality ratio 
=0 �16�.
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The average crack depth to plate thickness ratio of the test is 0.24, therefore,
the T-stress is negative along the whole crack front except near the free surface.

In large scale yielding the limit load is reached. In �3�, it is suggested to
substitute the stress by the limit load stress which yields a T-stress independent
of the loading level. In addition an empirical correlation is suggested to correct
the reference temperature or to correct individual measured KJc values:

T0 = T0,deep +
Tstress

10 MPa/ ° C
for Tstress � 0 �13�

The application of this simple model to the four geometries investigated
here is summarized in Table 6. The T-stress is calculated for each specimen and
the average is given in Table 6. For C�T� and SE�B�, the T stress is calculate
from the fracture load using Figs. 5 and 6, respectively. For PTS-D specimens,
the fracture load F is converted to a bending stress �b using a proportional
factor of 0.562 MPa/kN established using an elastic finite element calculation.
The bending stress is converted to an average T-stress along the crack front ��
between 0° and 60°� using Fig. 7.

To better assess loss of constraint, the local approach to fracture can be
used �17�. Many models exist such as the Beremin model �17�, the Bordet model
�18�, the Prometey model �19�, the Anderson and Dodds model �20�, or the WST
model �21�. All models yield similar trends, therefore only the original and
simple Beremin approach is used in this work. The Weibull stress is defined as
�17�:

FIG. 8—T-stress along the crack front for c /a=3.33 and biaxiality ratio 
=1 �16�.

TABLE 6—Application of the T-stress model to the experimental data set. The fracture load
is used as input to calculate the T stress.

Type
T0,
°C

Average T-stress,
MPa

T0 corrected,
°C

0.5T−C�T� −87 250 87
PCCv deep −91 55 −91
PCCv shallow −117 −310 −86
PTS-D −83 −165 −66.5
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�W
m =�

Vp

�1
mdV

V0
�14�

where V0 is a reference volume taken equal to 503 �m3, �1 the maximum prin-
cipal stress, m the Weibull exponent that typically ranges from 5 to 20, and Vp
the volume of integration for which the plastic deformation is larger than zero.

In order to compare the constraint of different geometries, the dimension-
less g-function is introduced in �22�. This function is constant when no loss of
constraint is observed and decreases with loss of constraint. According to �22�,
fracture toughness should be normalized by the g-function to the power of 1

4 to
obtain constraint insensitive results. The g-function is defined in �22� as:

g�M� = C
�W

m

BK4 �15�

where M=b�YS /J, b is the ligament equal to W−a, B is the crack front length,
and C a constant.

The g function is constant in small scale yielding and tends to decrease for
lower M values indicating loss of constraint. The g function has been normal-
ized to 1 for 0.5T-C�T� small scale yielding conditions. 3D finite element calcu-
lations are performed on the four different geometries. Results are presented in
Fig. 9.

The g function given in Fig. 9 is evaluated for the different geometries and
summarized in Table 7. In Table 7, the selection of the m value should in
principle be based on the procedure described in �22�. However for simplicity, a
typical value of 10 has been adopted in this work. The g0.25 function is used to
normalize the fracture toughness and allows correction of the reference tem-

FIG. 9—Loss of constraint evaluation for different geometries as a function of loading
level �M�.
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perature for loss of constraint. It is assumed that the correction only applies
above 30 MPa�m. This assumption is used to ensure that the median fracture
toughness always remains above 30 MPa�m, ensuring that the reference tem-
perature is always defined and reducing the tendency to overcorrect in the
Beremin approach.

Instead of applying a mean correction, each fracture toughness data point
can be corrected for size and loss of constraint. The applied correction equa-
tion is:

KJc,1T,SSY = �KJc − Kmin�	 B

B1T

0.25

g0.25 + Kmin �16�

Data corrected for size and loss of constraint are given in Fig. 10. In addition, 5,
50, and 95 % confidence bounds derived from the 0.5T-C�T� geometry are also
provided. Master Curve analysis based on the ASTM Standard E1921-05 is per-
formed. No data have been censored as the loss of constraint correction allows
use of fracture toughness data above the measurement capacity limit. However,

TABLE 7—Application of the Beremin model to the experimental data set.

Type
T0,
°C Average M g0.25 for m=10

T0 corrected for m=10,
°C

0.5 T−C�T� −87 173 0.86 −79
PCCv deep −91 124 0.78 −78
PCCv shallow −117 188 0.44 −74
PTS-D −83 1320 1 −83

FIG. 10—Fracture toughness results normalized to 1 in. and corrected for loss of con-
straint using the Beremin model with m=10.
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many data points were outside the validity window of ±50°C around T0 and
were not used for the analysis. The analysis is summarized in Table 8.

Discussion

Experimental fracture toughness results in Fig. 4 show a very low data point at
−85°C obtained on a PCCv deep crack. The specimen and test procedure were
checked but no anomalies were found.

Fracture toughness results on shallow PCCv in Fig. 4 clearly show higher
apparent fracture toughness compared to 0.5T-C�T�, which is confirmed by the
Master Curve analysis in Table 5. This is a clear effect of constraint loss that can
be rationalized using both the T-stress and the Beremin approach.

A small difference of the reference temperature between PCCv and 0.5T-
C�T� is observed. This difference is expected but cannot be rationalized using
just the simple T-stress approach as both geometries have a positive T-stress.

Experimental fracture toughness results on PTS-D in Fig. 4 show that all
results are below the median curve except two data points that have a rather
large toughness. The reference temperature is equivalent to the 0.5T-C�T� and
therefore no actual loss of constraint is observed on the global behavior be-
tween PTS-D and 0.5T-C�T�. The T-stress approach does not allow one one to
rationalize the data as the T-stress is negative and loss of constraint is predicted
for this geometry. The Beremin model is much more effective. It demonstrates
that loss of constraint exists for this geometry. However, loss of constraint can-
not be observed in the testing range except for the two high points. Loss of
constraint occurs more abruptly than for other geometries and for lower M
values. The Beremin model correlates all four geometries, as shown in Fig. 10.
Correcting each fracture toughness data point with the Beremin model results
in a shift of the reference temperature of about 20°C for the 0.5T-C�T�. The
resulting reference temperatures for the different geometries are then within
±3°C.

Conclusions

An experimental investigation of the transferability of fracture toughness from
laboratory specimens to specimens simulating PTS conditions has been per-
formed and has been supported by analytical work. The main findings of this
works are:

TABLE 8—Summary of fracture toughness results on the Lemoniz base material. Data are
corrected for loss of constraint using the Beremin model with m=10. N is the total number
of tests, r is the total number of valid results which are inside the validity window, and n is
an index that should be larger than 1 to have a valid reference temperature per ASTM
E1921-05.

Type
Test temp. range,

°C N r n
T0±2�

°C
0.5T-C�T� −80 to −90 10 10 1.5 −67±12
PCCv deep −115 to −75 12 6 0.85 −62±15
PCCv shallow −140 to −110 12 0 0 N.A.
PTS-D −120 to −60 12 9 1.5 −67±12

SCIBETTA ET AL. ON FRACTURE TOUGHNESS 515

 



• PTS loading conditions are predominantly biaxial bending. The devel-
oped PTS-D geometry and specimen can simulate such conditions.

• Semi-elliptical cracks develop naturally by fatigue. However, the ratio
between the two axes cannot be controlled as cracks propagate such
that the stress intensity factor is constant along the crack front.

• Equations for the stress intensity factor, the J-integral, and the compli-
ance have been established and support monitoring of crack growth
during fatigue loading and fracture toughness evaluation during testing.

• Shallow crack testing of PCCv specimens clearly demonstrates loss of
constraint compared to deep crack 0.5T-C�T� and PCCv.

• PTS-D specimens show no loss of constraint within the testing range.
• The T-stress parameter supports correlation of the test results to a cer-

tain extent but is unable to rationalize the reason for the low loss of
constraint observed with the PTS-D and the difference in T0 between
0.5T-C�T� and PCCv.

• The Beremin local approach to fracture is rather simple to use and al-
lows a much better correlation of all the data, i.e., PCCv, PCCv shallow,
0.5T-C�T�, and PTS-D.
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Introducing Heterogeneity into Brittle
Fracture Modeling of a 22NiMoCr37 Ferritic
Steel Ring Forging

ABSTRACT: Microstructural observations of the 22NiMoCr37 “EURO” reac-
tor pressure vessel �RPV� steel ring forging reveal that there is a banded
structure along the radial direction, composed of alternate layers rich in bain-
ite and ferrite of wavelength �1.5 �0.75 mm. Heterogeneity at this meso
�millimetre�-scale as well as at the micro �micrometre�-scale is currently not
considered by conventional fracture mechanics. This paper describes the
development of two numerical approaches aimed at incorporating such het-
erogeneity into the Beremin local approach model of cleavage failure, a
model that has been used extensively for predicting the brittle fracture of
ferritic RPV steels. The approaches developed combine the crystal plasticity
finite element method �CPFEM� with continuum finite element analysis
�FEA�. CPFEM is applied to predict stress distributions at the microscale and
to obtain phase-specific yield and flow properties for continuum FEA that
derives stresses at the mesoscale. The results confirm that deformation het-
erogeneity on the micro- and mesoscales influences the local development
of stress. At the microscale, the stress distribution within a representative
volume of material located within the crack-tip plastic zone is shown to follow
a normal distribution with a ratio of mean stress to standard deviation tending
towards 0.1. These results indicate local stress levels that are within approxi-
mately �20 % of those derived using continuum FEA. At the mesoscale, a
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periodic variation of stress is predicted within the larger representative
volume. This variation is less dramatic than that observed at the microscale,
though it still gives a spatial variation in maximum principal stress of approxi-
mately �7 % between bainite- and ferrite-rich microstructural regions. These
results suggest a significant influence of deformation heterogeneity on local
stress levels, particularly at the microscale. However, the conventional Ber-
emin cleavage fracture model, modified to account for microscale stress dis-
tribution, predicts only a modest influence of deformation heterogeneity on
cleavage fracture probability, increasing Pf by just 5 %. This highlights the
need to account for both the spatial variation in cleavage initiation sites as
well as the distribution in stress throughout the microstructure. The paper
describes one approach for this development.

KEYWORDS: RPV steel, brittle fracture, Beremin model, microstruc-
tural heterogeneity, crystal plasticity

Introduction

Ferritic materials, such as the low alloy steels used to fabricate the reactor
pressure vessel �RPV� in a nuclear plant, undergo a transition in fracture
mechanism with temperature. At high temperatures, crack growth from a pre-
existing flaw occurs in a stable ductile manner by the nucleation, growth, and
coalescence of voids within the fracture process zone. At low temperatures,
crack growth occurs in an unstable manner by the initiation of a fast-running
crack from a brittle second phase particle within the plastically deformed metal
matrix. Initiating particles are typically inclusions �e.g., manganese sulphide�
or carbides that are randomly distributed within the ferrite-bainite microstruc-
ture typical of these materials. The crack path is either transgranular, on the
low energy �100� “cleavage” planes, or intergranular, along grain boundaries
that have been embrittled, e.g., through the segregation of elements such as
phosphorus. At intermediate temperatures, limited amounts of ductile tearing
can precede brittle fracture.

An understanding of the fracture behavior within the ductile-to-brittle tran-
sition temperature regime is critical for the safe and reliable operation of reac-
tors. While pressurized water reactors will normally operate at temperatures
that render the RPV material fully ductile, particular abnormal loading condi-
tions �e.g., pressurized thermal shock� as well as start-up/shut-down conditions,
combined with the through-life embrittlement of the material by thermal and
fast neutrons, mean that the vessel may be exposed to temperatures within the
cleavage fracture regime from time to time. Due to the severity of the conse-
quences of the brittle fracture of the RPV, safety justifications must ensure that
such an event remains incredible; i.e., defined as a 10−7 probability of brittle
fracture per year �1�.

Safety cases rely on the principles of fracture mechanics to demonstrate a
sufficiently low probability of failure. Complementary and supporting evidence
can also be obtained using the mechanistic modeling approaches, collectively
referred to as Local Approaches. These approaches are based on a mechanistic
understanding of the fracture process phrased within a micromechanical
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model that utilizes the local crack-tip stress and strain fields to calculate a
failure probability.

The Beremin Local Approach cleavage fracture model �2� is based on the
assumption that cleavage occurs by the build-up of plastic strain in material
around hard second phase particles leading to particle cracking and the forma-
tion of a microcrack. The resulting microcrack, when greater than a critical
size, propagates across neighboring grains, eventually leading to complete fail-
ure. The observation of single fractured cleavage initiating particles on the
fracture surfaces of ferritic steel specimens tested within the cleavage fracture
regime has indicated that cleavage fracture may be considered as a “weakest
link” process. Consequently, the Beremin model is phrased within a weakest
link statistical framework, in which the probability of cleavage failure PR is
defined by either a two- or three-parameter Weibull distribution:

PR = 1 − exp�− ��W

�u
	m
 or 1 − exp�− ��W − �W,min

�u − �W,min
	m
 �1�

where �u and m are transferable materials parameters and �W is the so-called
Weibull stress �with threshold value �W,min in the three-parameter distribution�,
which is an integral of the maximum principal stress within the fracture pro-
cess zone �often taken as the crack-tip plastic zone�:

�W =�m �
j

��I
j�m Vj

Vo
�2�

where �I
J is the value of the maximum principal stress within an element of

volume Vj within the fracture process zone. The parameter Vo is a small statis-
tically independent volume, sufficiently large to contain at least one cleavage
initiation site, and is a characteristic of the material. The derivation of the
distribution of �I within the fracture process zone is normally carried out using
continuum finite element analysis �FEA� of the cracked geometry and loading
condition of interest, invoking von Mises flow theory for isotropic material.

The Beremin model has been successfully applied to predict the cleavage
fracture probability of standard and non-standard fracture mechanics speci-
mens �e.g., see Refs. �3,4��. However, the assumption of isotropic material that
follows a standard von Mises flow theory with a random and homogeneous
distribution of potential cleavage initiation sites may not always be appropri-
ate. At the mesoscale �millimetre scale�, forged RPV steels can exhibit a banded
microstructure, while rolled steel can exhibit segregation lines �5�. At the mi-
croscale �micrometre scale� RPV steels contain a mixture of bainite packets and
ferrite grains. Such microstructural heterogeneity has a consequent influence
on the local yield, flow, and fracture behavior of the material, through factors
including grain size, bainite structure, carbide size, etc. �6–8�.

This paper presents two modeling developments for taking account of the
influence of such microstructural heterogeneity on the yield, flow, and fracture
properties of a ferritic pressure vessel steel. The paper provides a description of
the numerical approaches developed to calculate stress distributions in single-
and dual-phase RPV materials, taking account of heterogeneity at the micro-
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and mesoscales. The paper also describes an approach for incorporating the
influence of initiating carbide size distribution on cleavage fracture probability.

Material

The material referenced in this work is a section of a 22NiMoCr37 ferritic steel
ring forging of 280 mm thickness known as Euro Reference Material “A,” or
henceforth the “EURO” material �9�. The material corresponds to quenched
and tempered ASTM A508-3 low alloy ferritic steel. The composition of the
material is given in Table 1.

Microstructure

The microstructure of the EURO material consists of ferrite and tempered
bainite. Figure 1 illustrates the microstructure in the circumferential-radial
�C-R� plane of the ring forging. Ferrite is � iron and bainite consists of packets
composed of slightly misoriented � iron laths decorated with carbides. At the
mesoscale, the microstructure appears banded with alternate ferrite- and
bainite-rich regions. The band spacing is variable and within the range
0.75 mm to 2.25 mm. The bands are oriented perpendicular to the radial di-
rection �R� and parallel to the circumferential �C� and axial �A� directions in the
original ring forging. At the microscale, the microstructure exhibits bainite

TABLE 1—Chemical analyses of EURO material �wt.% �.

Fe C Si Mn P S Cu Cr Mo Ni
Bal 0.22 0.25 0.88 0.007 0.003 0.07 0.39 0.51 0.84

FIG. 1—Optical micrograph of EURO material in C-R plane, and associated extraction
replica showing carbide distribution �lower right�.
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packet and ferrite grains of approximate size 15 �m. Quantitative metallo-
graphic examination of extraction replicas in the transmission electron micro-
scope has revealed the average volume density of carbides to be approximately
7.6�1017 m−3, with the following size distribution �10,11�:

F�r� = exp�− � r

b
	−a
, a = 2.7, b = 3.6 � 10−8 m �3�

where F�r� is the probability of finding a carbide with radius greater than r.

Material Properties

The tensile stress-strain curve for the EURO material at a temperature of
−91°C �within the lower transition regime� is illustrated in Fig. 2 �12�. The raw
data give a 0.2 % proof stress close to 550 MPa. The material exhibits Lüders
strain and this is variously treated in finite element calculations. Interpretation
1 removes the Lüders strain from the post-yield portion of the curve, maintain-
ing the yield stress close to 550 MPa. Interpretation 2 uses a power-law expres-
sion fitted to the work hardening portion of the curve, thus smoothing out the
Lüders strain and giving a lower yield stress of approximately 460 MPa. In-
cluded in Fig. 2 is the calibrated CPFEM stress versus strain curve, which was
fitted to Interpretation 1. This calibration is described in the “Numerical Ap-
proaches” section.

The Vicker’s hardness properties of the EURO material are location specific
and reveal a spatial and periodic variation in properties that is related to the
mesoscale banding observed in the microstructure �the hardness indents are
visible in Fig. 1�. Ferrite-rich regions have a mean hardness of approximately
200 Hv, some 15 % lower than that of the bainite-rich regions, which is ap-

FIG. 2—True stress versus true strain behavior of EURO material at −91°C alongside
two interpretations of the data for FEA and fitted CPFEM data.
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proximately 235 Hv. The local yield strength of each microstructural region is
assumed to be proportional to the local hardness properties. Based on these
hardness measurements, the yield strength of the ferrite-rich regions is as-
sumed to be 510 MPa; i.e., 92.5 % the macroscopic yield strength. The yield
stress of the bainite-rich regions is assumed to be 592 MPa; i.e., 107.5 % the
macroscopic yield strength.

Numerical Approaches

Modeling Microscale Heterogeneity

Engineers treat metals as homogeneously deforming continua. In reality, most
engineering alloys are polycrystalline, containing grains that are elastically and
plastically anisotropic. This anisotropy leads to incompatibilities between
grains during deformation and consequently deformation at the microstruc-
tural scale is heterogeneous. As a result, the stress and strain in each grain is
different from the mean stresses and strains in the polycrystal. The stress and
strain in each grain are mainly a function of the single crystal anisotropy and
the orientation of the grain, but they are also affected by the constraint im-
posed by neighboring grains. These stresses can be modeled using polycrystal-
line deformation modeling such as CPFEM �13�.

In CPFEM, the grains making up a representative volume �RV� of the poly-
crystal are represented by a finite element mesh. Each finite element is assigned
the properties of a single crystal and a crystallographic orientation. The RV
must contain a sufficient number of grains �and orientations�, so that the me-
chanical behavior of the volume is equivalent to that of the bulk. The stress is
permitted to vary linearly within each crystal plasticity finite element; i.e., each
grain is treated as a discrete continuum. Within the current approach, the dis-
crete polycrystalline aggregate is modeled as a mesh of 20-noded, isoparamet-
ric brick elements, each with eight integration points. The RV considered is a
cube containing 10 by 10 by 10 elements, each representing an individual �ran-
domly oriented� grain of diameter 15 �m.

In the single-phase formulation of the CPFEM model, where all elements
�grains� have the same yield and flow characteristics, the RV of the EURO
material is assumed to consist of grains of random orientation; i.e., crystallo-
graphic texture is not modeled. In the dual-phase formulation, where all ele-
ments �grains� have the yield and flow characteristics of either ferrite or bainite,
the RV is assumed to consist of an aggregate of ferrite and bainite grains of
random orientation. The following volume fractions of bainite fb within the RV
were studied: fb=0.00 �100 % ferrite�, 0.10, 0.35, 0.50, 0.65, 0.90, and 1.00
�100 % bainite�.

Microscale Representative Volume Yield and Flow Behavior—In the CPFEM,
plastic deformation is assumed to occur by slip that is rate sensitive according
to the following expression �14,15�:
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�̇

�̇0
= � �

�0
	 1

k
�4�

where �̇ is the slip rate, �̇0 is a nominal reference slip rate, � is the resolved
shear stress, and �0 the instantaneous slip resistance in any given slip system.
The rate sensitivity k has a small positive value �typically 0.02� for all systems.
Slip hardening behavior is modeled using a modified Voce type law, which
describes a power-law decay of the hardening rate from an initial to a final rate.
It is given by:

� = �IV + �0�1 −
�

�s
�

sgn�1 −
�

�s
	
 �5�

where �0 is the initial hardening rate, �IV is the Stage IV or final hardening
rate, � is the resolved shear stress and �s a saturation slip resistance. It is as-
sumed that slip occurs on the �112� and �110� planes in a �111� direction; i.e., a
total of 24 slip systems.

The macroscopic stress-strain behavior of the single-phase RV conforms to
the stress-strain curve illustrated in Fig. 2 for CPFEM. Values for the initial slip
resistance and work hardening parameters were determined by calibrating the
parameters of the CPFEM model against Interpretation 1 of the EURO materi-
als stress-strain curve using a Taylor factor3 M=2.6. This process resulted in the
following model parameters: �0=65 000 MPa, �IV=25 MPa, �s=575 MPa, and
�=8. The initial slip resistance was assumed to be 210 MPa for all slip systems.
The values used for the three elastic compliance moduli were: S11
=7.67 MPa−1, S12=−2.83 MPa−1, and S66=8.57 MPa−1. The resulting macro-
scopic stress-strain curve is compared with that of the EURO material in Fig. 2.

For dual-phase microstructures, the yield stresses of bainite and ferrite
were set equal to 592 MPa and 510 MPa, respectively, based on the spatial
variation in hardness properties described in the previous section, “Material
Properties.” Thus, the calibration for pure bainite set the yield and flow prop-
erties to conform to the CPFEM curve illustrated in Fig. 2 elevated by 7.5 %.
Conversely, for pure ferrite the calibration produced a macroscopic yield and
flow curve that lies 7.5 % below the CPFEM curve shown in Fig. 2.

Microscale Representative Volume Boundary Conditions—The approach for
using the calibrated CPFEM model alongside the Beremin cleavage fracture
model to account for grain-scale stress heterogeneity is illustrated as a flow
diagram in Fig. 3. This flow diagram is referred to in the following description
of the boundary conditions applied to the RV.

To calculate the stress distribution due to crystal plasticity at a given loca-
tion within the plastic zone at the tip of a crack, the CPFEM RV is used as a
sub-model to a standard elastic-plastic FEA of the geometry of interest in which
the boundary conditions applied to the RV are the three principal strains, i.e.,

3The Taylor factor is defined as the ratio of the uniaxial yield stress and the critical
resolved shear stress on the slip systems.
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	I, 	II, and 	III, at the location of interest derived from the elastic-plastic FEA.
While the intermediate principal strain 	II is always set equal to zero for plane
strain conditions, the maximum 	I and minimum 	III principal strains are de-
pendent upon the particular location of interest. These strains include elastic
and plastic components.

• Elastic component. The elastic strains in the maximum and minimum
principal directions are not equal, being dependent upon the location of
the point of interest relative to the crack tip; i.e., 	I

el�−	III
el . This is due to

the local variations in stress triaxiality and differences in Poisson’s ratio
under elastic and plastic conditions.

• Plastic component. Conservation of material during plastic deformation
demands that the maximum principal plastic strain 	I

pl �which is posi-
tive� be of the same magnitude as the minimum principal plastic strain
	III

pl �which is negative�.Consequently, the total maximum and minimum
principal strains are not of the same magnitude; i.e., 	I�−	III. The RV bound-
ary conditions must correctly reflect the actual relationship between 	I and 	III
at all locations within the crack-tip plastic zone as a function of increased
loading. While this would seem to infer that an almost infinite number of sepa-
rate CPFEM analyses are required to simulate all points within the plastic zone,
each correctly reflecting the local 	I and 	III condition at the position of inter-
est, this is not necessarily the case. Figure 4 illustrates the variation in 	I and
	III directly ahead of �
=0° �, and directly behind �
=180° � a crack tip calcu-
lated using the Hutchinson, Rice, and Rosengren �HRR� field solutions �16,17��
for the EURO material at an applied value of the J-integral of 120 kJ/m2 using
the following Ramberg-Osgood stress-strain behavior:

FIG. 3—Flow diagram showing the definition of boundary conditions for the RV from
the variation in principal strains within the plastic zone and the derivation of cleavage
fracture probability from the derived stress distribution within Vj.
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�6�

where 	 is the true strain, � is the true stress, �0 is the yield stress, and 	0
=�0 /E, E being Young’s modulus4. The relationship between 	I and 	III is
shown to be approximately bi-linear. Under elastic conditions, 	I increases rap-
idly with little increase in 	III. Under elastic-plastic conditions, 	I and 	III follow
a linear relationship that is only weakly dependent upon location. Examination
of the 	I versus 	III data derived from an elastic-plastic FEA of a compact-
tension specimen at a similar level of applied J using Interpretation 1 of the
EURO stress-strain curve �Fig. 2�, reveals the majority of data to be bounded by
the two HRR lines �Fig. 4�. These FEA data are for all positions within the
crack-tip plastic zone; i.e., from the near tip region �high 	I, 	III� extending to
the elastic-plastic boundary �low 	I, 	III�.

These data suggest that a single CPFEM analysis using the 	I versus 	III
relationship defined by a linear regression line fitted to the FEA data shown in
Fig. 4 may provide a reasonable approximation of the 	I-	III relationship for all
locations within the crack-tip plastic zone over the range of load levels of inter-
est. This linear regression line is given by:

	III = 0.0042 − 0.9774	I �7�

Similar equations can be derived for the 	I-	III relationships obtained from
analysis of the HRR field solutions �18�. As shown schematically in Fig. 3, for a
given level of applied J, each location within the crack-tip plastic zone relates to

4The following parameters in Eq 5 provide close agreement with Interpretation 2 of the
EURO material curve in Fig. 2: E=210 GPa, �0=450 MPa, �=1, and n=7.

FIG. 4—Relationship between maximum and minimum principal strains as defined by
the HRR field solution and FEA of a compact-tension specimen.
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a particular position on the 	I versus 	III line. Application of this boundary
condition to the RV provides a prediction of the stress distribution due to crys-
tal plasticity at this location within the plastic zone. A single CPFEM calcula-
tion using the Eq 7 boundary condition provides series of such stress distribu-
tions, each one relating to a different position on the 	I versus 	III line and
hence to a specific location within the crack-tip plastic zone at a particular level
of applied J. These stress distributions provide the lookup tables necessary to
incorporate stress heterogeneity into the Beremin model.

In the current CPFEM analyses, the strain increment used was 	I=0.0001
with a maximum value of 	I being equal to 0.1. The boundary condition Eq 7
was applied using two linear 	I-	III relationships: for the first 42 steps �	I
�0.0042�, strain increments were 	I=0.0001, 	II=0.0000, and 	III=0.0000;
from step 43 and after, strain increments were 	I=0.0001, 	II=0.0000, and
	III=−0.000 977 4. This reproduces the FEA data regression line, as shown in
Fig. 4.

Microscale Beremin Model Formulation—When introducing grain scale het-
erogeneity into the Weibull stress calculation, it is assumed that only the tensile
stress in the direction of the maximum macroscopic principal stress can ini-
tiate cleavage fracture. While the continuum FEA provides a single principal
stress for a given position within the plastic zone, CPFEM provides a corre-
sponding distribution of stresses, each stress being associated with an indi-
vidual grain of volume Vi within the RV which has a volume Vj, as shown in
Fig. 3.

Microscale heterogeneity can thus be introduced into the Beremin model
through the Weibull stress, by replacing �I

j within Eq 2 by a distribution of �I
j in

Vj. The distribution of �I
j in Vj is found to follow a normal distribution. When

including this effect, the Weibull stress as expressed in Eq 2 can be rewritten as
Eq 8. In Eq 8, Vj is considered as the total volume of the RV. The normal stress
distribution is divided into n bins �Fig. 3�, each of which will have an associated
volume Vi �the sum of all such volumes V1 to V1000 will equal Vj�, and a mean
stress �i in the maximum principal direction. The probability of grains having
stress of value �i is equal to the volume fraction Vi /Vj. In calculating the
Weibull stress, this volume fraction is approximated by a normal distribution.
Thus:

�WCPFEM =�m �
j

�
i

n

��i�m Vi

Vo
=
�m �

j

��
i

n

��i�mVi/Vj

��I

j�m ��I
j�m Vj

Vo

=�m �
j
��wj

�I
j 	m

��I
j�m Vj

Vo
�8�

If, in all the grains, the mean stress distribution has the same relative spread,
�N /�=� �a constant�, it can be shown that �wj /�I

j =C, a constant:
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where P��i�=Vi /Vj is the probability density of �i, x=�i /�I
j , and Eq 8 can be

rewritten as:

�WCPFEM = C�m �
j

��I
j�m Vj

Vo
= C�W �14�

Modeling of Mesoscale Heterogeneity

As illustrated in Fig. 1, the microstructure of the EURO material is made up of
alternating bands of ferrite- and bainite-rich material, the hardness �and hence
yield stress� of which vary by up to approximately 15 %. The modeling ap-
proach used to simulate this mesoscale heterogeneity is based on continuum
FEA in which the yield and flow properties vary spatially according to a sinu-
soidal relationship of wavelength 1.5 mm �the average spacing of ferrite- and
bainite-rich regions�. Once again, a RV approach is adopted, though the size of
the RV is somewhat larger than that described above to model microscale het-
erogeneity.

Mesoscale Representative Volume Yield and Flow Behavior—The tensile
properties of the different microstructural regions were obtained from the
CPFEM modeling of dual phase microstructures described earlier in this sec-
tion. By assuming a linear relationship between the phase composition and the
average stress within the CPFEM RV at a given strain, the effect of phase com-
position on flow behavior along the position perpendicular to the band can be
modeled. Thus, the center of bainite-rich band was assumed to have a yield
stress of 592 MPa, while that of the ferrite-rich region was assigned a yield
stress of 510 MPa. At intermediate regions, the yield stress was scaled linearly
between these to extreme values, such that at the mid-position between the

528 FATIGUE AND FRACTURE MECHANICS

 



bands, the yield stress was 551 MPa.
An ABAQUS user-defined material subroutine �19� was written so that the

yield and flow properties of the finite elements element varied sinusoidally
along the R-direction, with the highest strength being that of the bainite-rich
region and the lowest strength being that of ferrite-rich region.

Mesoscale Representative Volume Boundary Conditions—The mesoscale RV
was represented by a 2D plane strain model of dimensions 6 by 6 mm2 in the
C-R plane; i.e., the same plane as that illustrated in Fig. 1. Eight-noded quad-
rilateral elements were used in the analysis, with a uniform square element size
of 0.15 mm. The model was oriented such that the y-direction corresponded to
the circumferential C-direction of the ring forging and the x-direction corre-
sponded to the radial R-direction; i.e., the ferrite-bainite bands were oriented
parallel to the y-direction in the model.

The boundary conditions applied to the boundary of the model followed Eq
7 with a maximum principal strain 	I=6 %, a realistically high strain level in
the crack tip plastic zone, being applied to the y-direction �C-direction of the
ring forging�, i.e., parallel to the ferrite-bainite bands, which is the usual load-
ing direction �C-direction� of the fracture toughness tests.

Results

Stress Distribution for Single-Phase Microscale Heterogeneity

For the analysis of single-phase microscale heterogeneity, the distribution of
stress in the global maximum principal stress direction �x, calculated within
the CPFEM RV at an applied strain of 1 % and 10 %, respectively, is shown in
Fig. 5. Here, the stresses from all 1000 CPFEM elements, defined as the mean of
the eight integration points’ values, have been sorted into 13 bins. As shown,
the stress is observed to vary within the RV by a significant degree. In order to
quantify this distribution, a FORTRAN program was developed to assess the
best statistical fit to the �x data, with a simplex downhill search method being
applied to search for the minimum residual for various statistical distribution
functions �20�. As inferred above, the stress was found to be best represented by
a normal distribution. The normal probability density function is expressed by
Eq 15, where � is the mean stress and �N the standard deviation, which reflects
the spread of data:

f�x� =
1

�N
�2�

exp�−
�x − ��2

2�N
2 
 �15�

where x=�x. The resulting normal distributions are shown in Fig. 5.
In order to assess the significance of the precise boundary conditions used

on the derived stress distributions, the relationship between 	I and 	III derived
using the HRR field solutions for 
=0° and 180° were also applied to the RV
�Fig. 4�. The predicted mean stress within the RV was shown to vary by approxi-
mately 500 MPa. The mean stress derived using Eq 7 was shown to lie midway
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between those derived using the relationship between 	I and 	III obtained from
the HRR field solutions for 
=0° and 180° as boundary conditions to the RV.

The relationship between the relative spread of the data, i.e., �N /�, and the
applied maximum principal strain is shown in Fig. 6 for each set of boundary
conditions. It is apparent that, except for a transient region induced by the
onset of plastic deformation at low applied strains, the relative spread of the
data saturates above 	I�3 %.

FIG. 5—Distribution of average grain stress in CPFEM RV for 	1=1 % and 10 %. Nor-
mal distributions are shown.

FIG. 6—Influence of boundary conditions on the relative spread of maximum principal
stress data as a function of applied maximum principal strain.
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Stress Distribution for Dual Phase Microscale Heterogeneity

To evaluate the influence of phase composition on the mean of the maximum
principal stress within an aggregate of grains, a series of CPFEM analyses were
performed for bainite fractions fb=0 �pure ferrite�, 0.10, 0.35, 0.50, 0.65, 0.90,
and 1.00 �pure bainite� with ferrite and bainite grains randomly assigned to
elements within the CPFEM model.

Figures 7�a� and 7�b� show contour plots which illustrate the distribution of
strain and stress in the x-directions within the dual-phase RV with fb=0.5. The
contour plots demonstrate that both stress and strain vary significantly over the
scale of the elements; i.e., the grain scale.

Figure 8 summarizes the statistical analyses undertaken with respect to the
predicted maximum principal stress distributions within the dual phase RV at
an applied 	I=6 %. This plot represents each dataset as a separate box, each
box enclosing 90 % of the data. The bottom and top of each box represent the
5th and 95th percentiles of the data and the three lines drawn inside each box
represents the 25th, 50th, and 75th, percentiles of the data. Included in Fig. 8
is a histogram showing the actual stress distribution predicted for fb=0.50.
Figure 8 demonstrates that the median of the maximum principal stress distri-
bution increases modestly with increasing bainite fraction. The mean maxi-
mum principal stress predicted for fb=0.00 �100 % ferrite� is approximately
7 % lower than that for the fb=1.00 �100 % bainite�. For pure ferrite �fb=0� the
range in stress is predicted to be just over 650 MPa. Pure bainite exhibits the
largest scatter in maximum principal stress which is over 900 MPa.

The relative spread in maximum principal stresses within RV �N /� was
found to be largely independent of fb and similar to that shown in Fig. 6, i.e.,
the value of �N /� saturates at approximately 0.1, independent of the proportion
of bainite within the RV.

The mean principal stresses are plotted as a function of fb in Fig. 9. The
mean of the maximum principal stress within the ferrite grains and that within
the bainite grains are also shown for each proportion of bainite modeled. It is

FIG. 7—Contour plots showing the spatial variation of �a� strain in the x-direction and
�b� stress in the x-direction for a dual-phase representative volume element containing
50 % bainite.
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apparent that for a given value of fb, the bainite grains support a higher stress
than the ferrite grains. This is expected, since the yield and flow stress of bain-
ite is assumed to be higher than that of ferrite �previous section, “Microscale

FIG. 8—Summary plot showing statistical distribution of maximum principal stresses
in RVE as a function of bainite fraction for 	I=0.6. The inset shows the distribution of
maximum principal stress with the RV for fb=0.50.

FIG. 9—Variation of mean maximum principal stress within microscale model as a
function of phase composition for 	I=0.6.
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Representative Volume Field and Flow Behavior”�. For fb=0.5, i.e., equal pro-
portions of ferrite and bainite, the mean maximum principal stress within the
bainite grains is predicted to be approximately 4 % higher than that within the
ferrite grains.

Stress Distribution for Dual-Phase Mesoscale Heterogeneity

Figure 10 illustrates a contour plot showing the distribution of minimum prin-
cipal strain within the mesoscale RV. As shown the larger �negative� strains are
accumulated within the ferrite phase.

Figure 11 illustrates the variation in maximum principal stress as a func-
tion of normalized distance x /L, where L is the wavelength of the banded struc-
ture and x is defined as the distance from the center of the ferrite band �Point 1
in Fig. 10�. The von Mises stress is shown to be approximately 10 % higher in
the bainite phase �x /L=0.5� than in the ferrite phase �x /L=0 and 1�. This is to
be expected since bainite has a higher yield stress than that of ferrite �previous
section, “Mesoscale Representative Volume Yield and Flow Behavior”�. The
maximum principal stress is shown to be highest within the bainite phase,
being approximately 7 % higher than that in the ferrite phase.

FIG. 10—Contour plot showing predicted distribution of the minimum principal strain
in the mesoscale RVE. Points 1 and 2 indicate the positions x=0 and x=L at the center
of the ferrite bands, respectively.
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Discussion

The purpose of studying the influence of deformation heterogeneity on stress
distributions at the microscale and mesoscale was to establish a method for
including such variations in brittle fracture modeling using fracture models
such as the Beremin model.

The stress results presented in the previous section reveal that accounting
for deformation heterogeneity at the microscale for single phase and dual phase
microstructure leads to a normal distribution in maximum principal stress
within the RV with a relative spread �N /��0.1. It is worth noting that �N /�
�0.1 equates to a scatter in maximum principal stress of approximately ±20 %
�95 % confidence intervals�. At the mesoscale, the predicted variation in stress
is less significant for the EURO material studied. In this case a variation in
maximum principal stress of less than ±4 % is predicted �Fig. 11�.

One might expect the spatial variation in maximum principal stress pre-
dicted at the micro- and the mesoscales to influence stress-controlled fracture
modes such as cleavage. This aspect is assessed below with reference to the
microscale stress distributions derived from the CPFEM analyses, since the
scatter in stress is higher than that derived at the mesoscale using continuum
FEA. The Beremin cleavage fracture model �2� provides the framework for this
assessment.

Using the boundary conditions defined by Eq 7 with a single-phase RV and
	I=1 %, the Weibull stress defined by Eqs 14 and 15 gives �=1071 MPa and
�N=86 MPa, i.e., �N /�=0.08036. The stress range is divided into 13 groups
�n=13�, and the stress range considered covers 99.5 % of all possible results.
With this particular Weibull stress distribution, �wi /�I

j is found to be equal to

FIG. 11—Variation of stress as a function of normalized distance within ferrite-bainite
banded microstructure. Note the center of ferrite band at x /L=0 and 1 and the center of
bainite band at x /L=0.5.
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C=1.05. Using the boundary conditions derived from the HRR field at 
=0°
and 180° with 	I=1 %, C is found to be equal to 1.03 and 1.07.

These results suggest that microscale stress heterogeneity, even to the mag-
nitude derived by the CPFEM approach, has only a modest effect on the pre-
dicted Weibull stress, and consequently cleavage fracture probability as pre-
dicted by the Beremin approach. There are likely to be two reasons for this.

First, as shown in Fig. 5, the distribution in �I within the RV follows a
normal distribution which is quite narrow: the standard deviation is about 0.1
of the mean stress. The integration of a normal stress distribution within the
Weibull stress calculation means that the detrimental influence of the higher
stress levels on cleavage probability will be offset to some extent by the lower
stress levels. The cumulative result is that the derived Weibull stress is little
different to the conventional Weibull stress derived using continuum FEA.

Secondly, the Beremin model assumes a homogeneous distribution of
cleavage initiation sites, assuming that each volume within the plastic zone
contains at least one microcrack �2�. In reality, as shown by the Griffith rela-
tionship, the condition for cleavage fracture requires that a stress � be achieved
at a microcrack of critical size dc, i.e.:

dc =
2�E��

�2 �16�

where E�=E / �1−�2� under plane strain conditions, � being Poisson’s ratio and
� the material surface energy �often augmented by the work done in plastic
strain development, �p�. This microstructural aspect has not been included
within the modified Beremin approach described in subsection “Microscale
Beremin Model Formulation,” and the modeling approach only assesses the
influence of material heterogeneity on local stress. The influence of the result-
ing stress heterogeneity on predicted cleavage fracture behavior has been
shown to be modest for the EURO RPV material.

The Griffith relationship given by Eq 16 suggests that the coincidence of a
high local stress with a large microcrack �or brittle particle� will lead to a low
fracture toughness value. Conversely, a low local stress coincident with a small
microcrack will result in higher fracture toughness values. It is therefore the
combined influence of the spatial distribution in stress and microcracks that
leads to the scatter in fracture toughness properties for ferritic materials.

An important extension to the approach described above is to acknowledge
the actual volume fraction and size distribution of cleavage initiating particles
within the RV. The method used to extend the model in this way follows that of
Mathieu et al. �11� and is briefly described below, where reference is made to
Fig. 12 that schematically illustrates the method.

A RV of randomly oriented grains is defined, within which the orientation
of each grain in the macroscopic x, y, z coordinate system is known �Fig. 12�.
The principal stresses in each element within the RV are calculated using
CPFEM as a function of increasing applied macroscopic stress �5. At each

5When applied to a cracked geometry, this analysis would use the principal strain bound-
ary condition defined by Eq 7.
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increment in the CPFEM analysis, the principal stresses within each element
are resolved perpendicular to the three �100� cleavage planes, i.e., as shown in
Fig. 12, ��100�, ��010�, and ��001� are calculated. The maximum of ��100�, ��010�,
and ��001� within each element ��g

max� at each increment in the analysis is noted.
A spatial distribution of carbides is then assigned to elements within the RV,
which is consistent with the measured volume fraction and size distribution of
particles for the material of interest; i.e., for the EURO material Eq 3 is used.
The maximum carbide within each element is identified and the critical cleav-
age stress �g

c for that element calculated using the Griffith relationship, Eq 16,
with an assumed value of �. The increment in the analysis when �g

max��g
c

within any of the elements within the RV is identified, and the critical stress �c

defined for that assigned distribution of carbides. A new spatial distribution of
carbides is then assigned to elements within the RV and a new value of �c

calculated. To ensure that the spatial distribution is random and consistent
with Eq 3, the inverse function of Eq 3, i.e., Eq 17, is employed, and the particle
size is determined by the random number p. By assuming a grain size of
15 �m, a total of 2.565�106 particles are generated for the RVE each time.
This step is repeated 1000 times to provide a statistically significant number of
results in order to rank the critical applied stress �c as a cumulative distribu-
tion function.

F−1�p� = b�− ln�p��−1
a , p � �0,1� �17�

Results from such an analysis, using boundary conditions of uniaxial tensile
loading, are illustrated in Fig. 13, where the results for �=3 and 4 J/m2 are

FIG. 12—Schematic illustration of fracture model used to combine distributions in
stress and carbide size on cleavage fracture probability.
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compared with results from the work of Mathieu et al. �10�. The modest differ-
ence between the results for �=3 J/m2 is likely to arise from the mesh refine-
ment used to model each grain within the RV. In the current work, each grain is
assumed to be cubic and is modeled by a single CPFEM element, whereas in
Mathieu et al.’s work, each grain is represented by a number of elements such
that the grain shape is more realistic.

Conclusions

This paper has described two approaches for calculating the influence of defor-
mation heterogeneity on stress development in ferritic pressure vessel steel �the
EURO material�. Crystal plasticity finite element modeling has been developed
to calculate stress heterogeneity at the microscale for both single- and dual-
phase microstructures. Continuum FEA has been used to calculate stress het-
erogeneity at the mesoscale for dual-phase microstructures. The influence of
local stress heterogeneity on cleavage fracture probability has been assessed
using a modified Beremin model to account for local stress distributions. The
following conclusions may be drawn under the assumptions used in this study.

1. For a single-phase randomly oriented microstructure, the microscale
�grain scale� distribution in maximum principal stress follows a normal
distribution. The ratio of standard deviation �N to the mean stress � of
the distribution saturates at �N /��0.1 for principal strains greater
than approximately 3 %.

2. For a dual-phase randomly oriented microstructure, the microscale dis-
tribution in maximum principal stress also follows a normal distribu-
tion. The �N /� ratio also saturates at approximately 0.1.

3. For a mesoscale ferrite-bainite banded structure, the mean principal

FIG. 13—Variation of cumulative fracture probability of RVE as a function of macro-
scopic applied stress �.
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stress follows a sinusoidal distribution, the stress being consistently
higher in the bainite than in ferrite though by less than 7 % when a
maximum principal strain of 6 % is applied parallel to the ferrite-
bainite bands.

4. The influence of microscale stress heterogeneity on the Weibull stress,
and hence on cleavage fracture probability, is modest when a homoge-
neous distribution of cleavage initiating particles is assumed; i.e., using
conventional Beremin model modified to account for stress heteroge-
neity alone.

5. The combined influence of local distributions of stress and cleavage
initiating particle sizes may be accounted for by using the Griffith re-
lationship combined with the crystal plasticity finite element approach
and an appropriate statistical distribution of cleavage initiating par-
ticles.
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Stress-Triaxiality in Zr-2.5Nb Pressure Tube
Materials

ABSTRACT: The crack growth resistance of irradiated Zr-2.5Nb pressure
tubes is controlled by the initiation of voids and their subsequent growth and
coalescence. The presence of particles that contribute to void nucleation is
determined by the operating conditions/history of the pressure tube and by
the concentration of pre-existing species, which is a function of the manu-
facturing process. The susceptibility of the pressure tubes to void nucleation
is determined by the number and distribution of particles, the deformation
properties of the matrix, and the stress state at the crack tip. The effect of
irradiation on zirconium material is to increase the yield stress but to reduce
the work hardening ability of the matrix and to promote strain localization,
which, in turn, leads to void nucleation. Void nucleation is also enhanced by
high values of stress triaxiality at or near the crack tip. For irradiated pres-
sure tube material, both small-scale curved compact tension specimens and
large-scale burst test sections are used to characterize the crack growth
resistance. However, the measured fracture toughness can depend on the
specimen geometry due to differences in constraint. The present investiga-
tion uses three-dimensional finite element analyses to characterize stress
triaxiality at the crack tip in these different specimen geometries. Results of
the numerical analyses are compared to the experimental evidence that pro-
vide qualitative evidence of differences in stress triaxiality at the crack tip for
different specimen geometries.
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Introduction

The CANDU2 nuclear power generation system uses natural uranium as the
power source. The natural uranium fuel is contained within a series of hori-
zontal tubes. The thermal energy generated by the fuel in the pressurized tubes
is extracted using a heavy-water, primary heat transport system. The heat is
transferred to a secondary heat transport system via steam-generators, and
hence to steam turbines to produce electrical power. The horizontal tubes are
enclosed in a large external vessel containing a separate quantity of heavy-
water which moderates the reaction. During normal conditions, these tubes
operate with an inlet temperature of 265°C and an outlet temperature of
300°C. An internal pressure of 10 MPa maintains the primary transport in a
fluid state. The pressurized tubes are rigidly fixed at one end and are free to
expand horizontally over bearing pads positioned at the opposite end of the
tube. These tubes are manufactured from a zirconium alloy, Zr-2.5Nb, are ex-
truded from a forged billet, and have a 27 % cold work reduction process
applied before machining to the final dimensions. The tubes are 6.3 m in
length, have an internal diameter of 103.4 mm, and a wall thickness of
4.2 mm.

The fracture toughness of the pressure tubes is needed for leak-before-
break analysis and has been characterized using standard ASTM specimens
and testing procedures �1,2�, with the notable difference that the compact ten-
sion specimens are curved rather than flat since they are machined directly

2CANDU is a registered trademark of Atomic Energy of Canada Limited �AECL�.

FIG. 1—Schematic diagram indicating transverse tensile and curved compact tension
specimen sampling from burst test section.
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from the wall of the pressure tubes as shown in Fig. 1. However, despite the
adherence to these standards, careful consideration must still be given to the
fracture toughness values determined using these curved compact tension
specimens �CCTS� and how these values are related to the pressure tubes within
their normal operating environment. The fracture toughness of axially cracked
pressure tubes is an important parameter in determining the critical crack
length of that tube and, therefore, an accurate assessment of the toughness is
needed �3–5�.

A previous paper �6�, where the stress state of the small-scale specimens
and internally pressurized tubes were examined at the same J-integral value,
indicated that there did not appear to be any common constraint parameter
that could be used to correlate the small specimen results to the full diameter
tube results. T �7–11� and Q stress �12,13� and other constraint parameters
�14–17� were examined, but a definitive correlation factor or relationship was
not evident. In this paper, the anisotropic material behavior of the hexagonal
close packed �hcp� crystalline zirconium alloy is considered in the analyses, as
well as its effect on the triaxiality �18–22� factor as defined by �h/�vm, where �h

is the hydrostatic �or mean� stress and �vm is the von Mises �or equivalent�
stress. The previous analyses concentrated on the determination of the con-
straint fields in the CCTS and tubes where the same average J-integral value
was attained. The present analyses use the experimental test loads and crack
length values as boundary conditions for the analytical models and examines
the stress state and the value of the triaxiality factor for any commonality.

FIG. 2—Axial distribution of temperature and fluence along the length of an internally
pressurized tube.
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CCTS and Internally Pressurized Tube Experiments

The zirconium tubes are subjected to a long-term aggressive environment of
stress, temperature, and irradiation. The nominal stress in the tube is 120 MPa
and the axial temperature and fluence variations are indicated in Fig. 2.

A burst test is performed using a 500 mm long section of tube with a
spark-machined through-wall axial flaw at the midlength that is fatigue-
sharpened at room temperature to a crack length of �55 mm. The starter flaw
is then sealed using a composite patch that is attached to the inside surface
using silicone rubber. The ends of the specimen are sealed with mechanical end
caps, as shown in Fig. 3. The specimen is then placed in a protective bell jar and
heated to the test temperature of 250°C. After soaking at that temperature, the
specimen is pressurized to failure with argon gas at a rate that results in an
initial rate of increase of the stress intensity factor of 0.75 MPa�m ·s−1. During

FIG. 3—Burst test specimen with mechanical end caps and potential drop leads. The
bell jar is visible behind the specimen.
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FIG. 4—Pressure versus crack extension for burst test specimen from pressure tube
735.

FIG. 5—Crack growth resistance �J-R� curves from burst test and curved compact ten-
sion specimens of pressure tube 735.
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FIG. 6—Three-dimensional finite element mesh of the CCTS.

FIG. 7—Triaxiality measured at r=2J /�y ahead of the crack for the CCTS isotropic and
anisotropic material property analyses.
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the test, the total crack extension is monitored using the potential drop method.
Figure 4 shows the pressure versus crack extension during a burst test of a
pressure tube specimen. The extended plateau in the pressure versus crack
extension curve is typical for a tube of intermediate toughness, as is the large
amount of stable crack growth before instability.

Following each burst test, CCTS are machined from the test specimen, as
indicated in Fig. 1. The location of the CCTS is at 9:00 o’clock, diametrically
opposite to the starter flaw at 3:00 o’clock. The location of the CCTS is chosen
to reduce variability resulting from differences in toughness around the cir-
cumference of the tube, which allows for a more direct comparison between
the two specimen geometries. The toughness of a pressure tube can vary be-
tween the top �12:00 o’clock� and bottom �6:00 o’clock� due to flow by-pass
resulting from diametral expansion. The planar dimensions of the CCTS are in
accordance with ASTM standard �1�. The orientation of the specimens is cho-
sen for crack growth in the axial direction on the radial-axial plane. Prior to
testing, the specimens are fatigue-sharpened at room temperature to a starting
crack ratio of a /W=0.5 and tested at 250°C to a maximum crack ratio of
approximately a /W=0.7. At the end of the test, the fracture surfaces are heat
tinted to mark the final crack extension. The specimens are tested in an air
furnace in stroke control at a constant displacement rate of 0.5 mm ·min−1.
During the test, crack extension is again monitored using the dc potential drop
method.

The pressure tube selected for this analysis, identified as 735, was chosen

FIG. 8—True stress versus true strain for a transverse tensile specimen from pressure
tube 735 at a test temperature of 250°C. The ultimate tensile strength, �UTS, of
849 MPa occurs at a uniform elongation of less than 0.2 %.
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because it is considered to be of intermediate toughness and is from the same
source that was used previously �4�. The wide variation in toughness for Zr-
2.5Nb pressure tubes is due in part to a variation in chlorine and phosphorus
concentration �25�. Generally, material with less than 1 wt ppm Cl exhibits high
toughness, between 1 wt ppm and 3 wt ppm Cl intermediate toughness and
Cl�3 wt ppm lower toughness. Glow discharge mass spectroscopy �GDMS�
was used to determine the concentration of Cl and P using off-cut material
removed from the pressure tube prior to installation in reactor. For tube 735,
the concentrations of Cl and P were found to be 2 wt ppm and 37 wt ppm,
respectively.

For pressure tube 735, the shape of the J-R curve for both the small- and
large-scale specimens is characteristic of intermediate toughness material, with
evidence of three distinct stages of crack growth as shown in Fig. 5. For both
specimen geometries, there is initially a stage of low resistance to crack growth
at small crack extensions, followed by a stage of increasing crack growth resis-
tance �increase in slope� up to approximately 2 mm to 3 mm of crack exten-
sion. At still larger crack extensions, there is a reduction in slope until the onset
of instability for the burst test specimen or until the test is terminated in the
case of the small-scale specimens. The higher crack growth resistance of the
burst test specimen compared to the CCTS is characteristic of a tube of inter-
mediate toughness �23,24�.

FIG. 9—CCTS stress normal to the crack plane �MPa� for a /W=0.5, 0.6, and 0.7.

LEITCH AND ST. LAWRENCE ON STRESS-TRIAXIALITY 547

 



Three-Dimensional Finite Element Analyses

Curved Compact Toughness Specimens

Three-dimensional �3-D� finite element models of the CCTS were constructed.
Figure 6 shows the finite element mesh of the CCTS model. Assuming axial
symmetry in the CCTS, only half of the specimen was constructed. Finite ele-
ment models for crack ratios of a /W=0.5, 0.6, and 0.7 were created. Following
the experimental load/crack extension data, appropriate pin load values for
each crack extension ratio were applied to the finite element models. The finite
element program H3DMAP �25� was used to analyze the models since this pro-
gram has the capability to calculate the anisotropic response of the zirconium
hcp material �26�.

Nominal isotropic elastic-plastic material properties of Young’s modulus
�E�=90 GPa, Poisson’s ratio ���=0.34, and a yield stress ��y�=500 MPa were
assumed. The triaxiality factor, �h/�vm, is plotted �Fig. 7� at a location r
=2J /�y ahead of the crack tip.

The 3-D analyses were repeated using the anisotropic elasticplastic mate-
rial properties of zirconium. The following anisotropic material properties
were used �26�:

Young’s Modulus E11=82 GPa E22=93 GPa E33=81 Gpa
Shear Modulus G12=32 GPa G23=29 GPa G13=28 GPa
Poisson’s Ratio �12=0.29 �23=0.38 �13=0.34
Yield Stress �y11=650 MPa �y22=877 MPa �y33=750 MPa

where �w.r.t. Fig. 1�,
11 signifies the axial direction,
22 signifies the transverse or hoop direction, and
33 signifies the radial direction.
An elastic/perfectly plastic stress-strain curve was using the finite element

analyses as this reflects the response of an irradiated zirconium material. A
typical, irradiated material tensile test result �true-stress/true-strain� is shown
in Fig. 8. For such material, very little hardening takes place after the yield
stress is attained. Again, the triaxiality factor was extracted from the crack
plane ahead of the crack tip, at the r=2J /�y location and plotted in Fig. 7. �For
the anisotropic analysis results, the triaxiality factor was determined using a
nominal �y=500 MPa.�

The stress acting normal to the crack plane immediately ahead of the crack
tip for each of the CCTS a /W ratios is shown in Fig. 9. Similarly, the hydro-
static and the von Mises �equivalent� stresses in this crack plane are shown in
Figs. 10 and 11. The triaxiality factor is shown in Fig. 12. These figures were
generated from analyses using anisotropic material properties.

Pressurized Tube

3-D finite element models of the zirconium tube were constructed. Applying
symmetry boundary conditions, only a quarter of the tube was generated, as
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shown in Fig. 13. Total axial crack lengths of 56.0, 57.7, and 60 mm were
modeled. These crack lengths were selected from the pressurized tube experi-
mental results as they are equivalent to the crack extension for a CCTS at a /W
ratios of 0.5, 0.6, and 0.7, respectively. Therefore, similar crack extensions have
taken place in both specimen geometries, which provides a common reference
point.

It should be noted that the identical 3-D crack tip mesh configurations were
used in the CCTS and tube models.

Internal pressure values �and corresponding pressure-induced end-loads�
were applied to the tube model. No pressure was applied to the crack faces
because in the actual test the crack does not experience the internal pressure
load. �In an actual leaking tube, the crack face will experience the internal
pressure, and this particular loading condition will be considered in future
work.�

As a consequence of the CCTS isotropic and anisotropic analyses, only the
anisotropic material properties were used in the tube analyses. Figure 14 shows
the tube triaxiality factors measured at r=2J /�y . The normal, hydrostatic, and
von Mises stresses in the plane immediate ahead of the crack tip are shown in
Figs. 14–16. Figure 17 shows the triaxiality factor for the burst test specimen.

FIG. 10—Hydrostatic stress in the crack plane �MPa� for CCTS a /W=0.5, 0.6, and 0.7.
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Discussion

Comparing Figs. 7 and 12, the anisotropic material properties reduce the tri-
axiality factor values of the CCTS at a /W=0.6 and 0.7 analyses from 1.7 and
1.83, respectively, to a common peak value of 1.4. The peak triaxiality value for
the CCTS at a /W=0.5 is 1.2 for both the isotropic and anisotropic analyses.
The anisotropic triaxiality values for the tube are almost identical, with a peak
value of 1.3.

Examining the stress state in the crack plane ahead of the crack, as the
crack extends in the CCTS, a predominately increasing bending stress evolves.
The compressive stress �Fig. 9� on the back region of the CCTS model increases
in magnitude and volume. However, for the pressure tube there is no compres-
sive stress values on the crack plane, as shown in Fig. 15.

A similar condition is evident for the hydrostatic stress �Figs. 10 and 16�.
The CCTS model has a small negative hydrostatic stress value that increases as
the crack extends. The tube again has no negative hydrostatic stress values. As
the crack extends axially, the hydrostatic stress in the crack plane of the tube
changes slightly.

As the von Mises equivalent stress is a scalar, it is only a very general
indicator of the stress condition. The crack tip von Mises value is greater in the
tube model �see Fig. 17�, than that of the CCTS model �Fig. 11�, although in
terms of total magnitude, the CCTS model has the greater volume.

FIG. 11—von Mises stress �MPa� for the CCTS a /W=0.5, 0.6, and 0.7.
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FIG. 12—Triaxiality values in the crack plane.

FIG. 13—Three-dimensional finite element model of pressurized tube.

LEITCH AND ST. LAWRENCE ON STRESS-TRIAXIALITY 551

 



The CCTS model shows larger triaxiality values over a greater volume �Fig.
12� than the tube �Fig. 18�. Using triaxiality as an indicator of the propensity for
void initiation, it would appear that the CCTS has more potential to generate
voids at the crack tip than the tube, which is qualitatively supported by experi-
mental evidence showing differences in the fracture surfaces of burst test speci-
mens and matching CCTS �4,23�.

The toughness of irradiated pressure tube material in a burst test is deter-
mined by the changes in the crack growth behavior. For tubes of low to inter-
mediate toughness, the crack growth resistance at small crack extensions is
dominated by a low energy absorbing flat fracture due to the crack tunnelling
forward in the region of highest constraint �e.g., highest triaxility� at the mid-
section. As the crack extends further, a higher energy absorbing transition zone
is formed between the flat fracture at the midsection and the region of lowest
constraint at the surface. The shear or slant fracture at the surface has a rela-
tively low energy absorbing capacity and its growth through the specimen
thickness results in a decrease in crack growth resistance at larger crack exten-
sions. The crack growth resistance is determined by the ability of the crack to
tunnel forward at small crack extensions, i.e., at �3 mm to 4 mm of crack
growth, and to initiate slant fracture �4�. For tubes of intermediate toughness,
full shear fracture generally develops at larger crack extensions, well beyond
the range considered in this analysis. Although the general characteristics of
crack growth in a CCTS are similar, the flat fracture zone is typically wider and
the shear lips narrower than in the corresponding burst test specimen at the

FIG. 14—Pressure tube anisotropic material properties. Triaxiality at r=2J /�y.
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same crack extension �4�. The difference in the relative portion of flat fracture
reflects the difference in triaxility between the bend-type CCTS compared to the
biaxial burst test specimen.

Conclusions

The triaxiality factor values of the CCTS and the internally pressurized tube are
relatively similar at r=2J /�y . However, when the triaxiality and stress state
ahead of the crack is considered, significant differences are evident between the
two geometries. A previous examination of other constraint parameters also
highlighted this difference �6�.

The convenience of the CCTS technique allows a relative comparison of the
temperature and fluence effects on the fracture toughness material to be evalu-
ated. Directly applying these CCTS fracture results to an internally pressurized
tube is challenging �24�. The general loading condition of the geometry will
influence not only the crack region but also the dynamic response of the speci-
men when failure occurs. Essentially, a single-edged notch bend specimen is
being used to predict when an internally pressurized tube �27� containing a
double-edged crack subjected to biaxial loading will fail.

FIG. 15—Stress �MPa� normal to the crack plane ahead of the axial crack in the tube.
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FIG. 16—Hydrostatic stress �MPa� in the tube.

FIG. 17—von Mises stress �MPa� on the crack plane of the tube.
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Further experimental and analytical work is necessary to address these
differences.
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Effect of Prestrain on Fatigue Crack Growth
of Age-Hardened Al 6061-T6

ABSTRACT: The effect of prestrain on fatigue crack growth characteristic
�FCGC� of age-hardened Al 6061-T6 was investigated. Al 6061-T6 speci-
mens were subjected to tension to produce plastic strain. Extruded bars
were prepared to investigate FCGC. Specimens with an artificial hole from
the bar were used to observe Mode I fatigue crack. On the other hand,
coarse-grained plain specimens were used and observed for Mode II fatigue
crack. Fatigue tests were performed under a rotating bending load �R��1�.
The experimental results showed the Mode I fatigue crack growth rates de-
celerated a little due to prestrain. However, in the case of Mode II, fatigue
crack growth rates of prestrain specimens accelerated about ten times due
to prestrain. The Mode II fatigue crack easily propagates on the slip bands,
because precipitation particles on the slip bands are sheared by prestrain.
The result means the influence of prestrain on Mode II fatigue should be
taken into account for damage-tolerant design.

KEYWORDS: metal fatigue, fatigue crack growth rate, Mode II fatigue
crack, Al-alloy, prestrain

Introduction

A number of mechanical parts are subjected to plastic working �prestrain� dur-
ing the manufacturing process. This influences the mechanical properties and
the surface conditions of materials. Damage-tolerant design requires the effect
of the plastic deformation on the fatigue behavior. The influence of prestrain on
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the fatigue characteristics of steel has been studied by many researchers. How-
ever, to apply the result of these investigations on steel to other materials, more
details of the fatigue process of the materials must be considered. In the case of
carbon steel, excepting fatigue crack nucleation, only the Mode I fatigue crack
growth appears under tension-compression loading. Although, in age-hardened
Al-alloy, many previous studies have revealed that the fatigue crack usually
propagates with a switching between Mode I and II �1–4�. Especially, the long
Mode II fatigue crack is a unique characteristic of Al 6061-T6, and the fatigue
design of Al 6061-T6 should take this Mode II into account. Those studies also
revealed that fatigue crack morphology varies upon aging. Otsuka et al. showed
that the Mode II crack growth behavior is material sensitive �5�. The effects of
loading Mode and sequence on the fatigue behavior of Al 6061-T6 was studied
by Lin et al. �6�. Hence, prestrain generated by plastic working is considered to
affect the fatigue behavior of the material, but the design guide for this material
disregards the influence of prestrain �7�.

Thus we must evaluate the effect of prestrain on fatigue characteristics by
adding the fatigue characteristic of the Mode II crack to that of the Mode I
crack. In the case of Al 6061-T6, the Mode II fatigue crack growth is considered
to be easy to propagate and accelerate because of the presence of the slip bands
due to prestrain. Therefore, the fatigue life will become shorter if the Mode II
crack growth rate or the ratio of the Mode II crack growth to the total crack
growth increases as a result of prestrain.

The objective of this study is the investigation of influence of prestrain on
Mode I and Mode II FCGC of Al 6061-T6. For this purpose, fatigue tests were
carried out. First, the investigation of the fatigue crack that changes to another
Mode using plain specimens �Test A� was performed. The crack growth rate
scattered widely because fatigue crack growth rates of Mode I and Mode II
were different. To separate Modes I and II, fatigue tests were carried out as
follows. For the Mode I crack, an artificial hole was formed in the specimen and
the Mode I fatigue crack growth rate was measured �Test B�. For the Mode II
crack, coarse-grained aluminum alloy specimens were produced by solution
treatment �Test C�. The relationship between the crack growth rate and the
difference in the growth Modes are discussed.

Experimental Procedure

The material used in this study was age-hardened Al 6061-T6. It was produced
by extrusion. Tables 1 and 2 list the chemical composition and mechanical

TABLE 1—Fatigue test conditions.

Test
ID

Mode of Fatigue
Crack

Grain Diameter
��m�

Size of Artificial
Hole, d=h ��m� Prestrain �%�

Test A Mode I and II 50 none 0, 5.8
Test B Mode I 50 500 0, 0.34, 2.3, 4.8
Test C Mode II 800 none 0, 3.7

Note: d=The size of the hole in diameter. h=The size of the hole in depth.
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properties of the used material, respectively.
All fatigue tests were performed using an Ono-type machine for rotating

bending fatigue tests �14.8 Nm, 50 Hz�. The difference between the three test
conditions is shown in Table 3.

Figure 1 shows the shapes and dimensions of specimens. Figure 2 shows
the procedure for preparing and testing specimens. The grain size of the as-
received material is about 50 �m in diameter. The specimens for Test C were
heated at 530 °C for 24 h as the solution treatment to coarsen the grains in
order to investigate Mode II fatigue crack growth. Then T6 age hardening was
applied at 180 °C for 8 h to recover the static characteristic. After the solution

TABLE 2—Mechanical properties of Al 6061-T6.

E �GPa� �B �MPa� �0.2 �MPa� � �%�
68.2 345 330 13.5

Note: E=Young’s modulus, �B=Tensile strength, �0.2=Proof stress, �=Engineering
fracture strain.

TABLE 3—Chemical composition �wt %� of Al 6061–T6.

Si Fe Cu Mn Mg Cr Zn Ti Al
0.64 0.17 0.29 0.02 0.94 0.11 0.01 0.01 Bal.

FIG. 1—Shapes and dimensions of and of prestrained specimens and of prestrained
specimens; �a� tensile prestrained specimen; �b� rotating bending fatigue specimens; �c�
aritificial hole.
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treatment, the grain size grew to about 800 �m in diameter, but was still un-
changed in the axial direction because grains in the extrusion bar were very
long in the axial direction. Photographs of etched cross sections before and
after the solution treatment are shown in Fig. 3. The central part of all speci-
mens was electropolished to remove the work-hardened layer.

Prestrain was applied to the specimens in Fig. 1�a� by a static tensile test.
The prestrain is defined as the equivalent plastic strain remaining after tensile
deformation. All the prestrained specimens were remachined at the chucking
part only, and the central part of the specimen was preserved to retain the effect
of prestrain and the surface state as shown in Fig. 1�b�. Then, the artificial hole

FIG. 2—Procedure for preparing and testing specimens.

FIG. 3—Cross sections of 6061-T6 before and after solution treatment; �a� as-received;
�b� coarsened-grain.
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was introduced with a microdrill in the central part of the specimens for Test B
to investigate the Mode I fatigue crack as shown in Fig. 1�c�.

The replica method was successively used to monitor the surface condition
and the fatigue crack behavior. The replicas of specimen surface roughness
were produced by copying on acetyl cellulose films with methyl acetate.

Experimental Results

Result of Test A: Plain Specimen from As-Received Extruded Bar

Figure 4 shows the surface states of specimens before and after applying pre-
strain. Many slip bands and microcracks �precracks� due to prestrain are ob-
served. Precracks were observed in both the grain and the grain boundary.
Enough depth was observed in precracks on replica films. But the slip bands
were shallow and vanished by electropolishing of 3 �m depth.

Figure 5 shows the fatigue crack path of the as-received Al 6061-T6 plain
specimen as examined by the replica method. The crack propagation was very
complicated in that Mode I and II cracks were observed during the whole fa-
tigue life. However, generally speaking, the propagation was Mode II or a mixed
mode in the early stage, and gradually changed to Mode I, although Mode II
cracks occasionally appeared even after a crack became long. Mode change
seemed to occur when a crack passed through a grain boundary. Figure 6
shows fatigue crack growth rates of 0 % and 5.8 % prestrained specimens. The

FIG. 4—Surface states of prestrained specimens; �a� 0 % prestrain; �b� slip bands due to
prestrain; �c� Precrack in grain boundary; �d� Precrack in grain.
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FIG. 6—Crack growth rate and its mode for as-received plain specimens.

FIG. 5—Fatigue crack path of as-received plain specimen: 0 % prestrain, �a

=190 MPa, N=1.8�105 cycles, Nf=4.02�105 cycles.
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plotted marks represent the Mode of the crack. The crack growth rate in both
specimens was scattered and the Mode II and mixed Mode cracks appeared
when the crack length was less than about 0.4 mm. In contrast, only Mode I
cracks propagated after the cracks became longer than 0.4 mm in both cases.
Moreover, no difference was found between the two crack growth rates. The
test condition was not appropriate for the observation of each Mode of crack
propagation separately.

Two types of specimens to observe single Modes of crack propagation were
prepared. For the Mode I crack, an artificial hole was introduced in the central
part of the specimen. The artificial hole raises the stress concentration and is
regarded as a long crack. Therefore, the Mode of the fatigue crack is expected
to be Mode I, which is maintained when the crack passes through grain bound-
aries of the as-received extruded bar. For Mode II crack, the specimens whose
grain size was coarsened by solution treatment were provided. The fatigue
crack nucleation is expected to be Mode II and not to change within a grain �8�.

Result of Test B: Specimen with an Artificial Hole From As-Received Bar

Figure 7 shows fatigue crack paths of specimens with an artificial hole under
the stress amplitude of 150 MPa. Every fatigue crack is in a state immediately

FIG. 7—Fatigue crack paths of as-received specimens with artificial hole.
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FIG. 8—Mode I fatigue crack growth rate of as-received specimens with artificial hole.

FIG. 9—Change of Mode I fatigue crack growth rate as a result of applying prestrain.
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preceding final fracture but prestrains are different. It is found that most of the
propagations were Mode I except at crack nucleation and there was no effect of
prestrain on the crack Mode.

Figure 8 shows Mode I fatigue crack growth rates. The crack growth rates
were scattered when the crack was shorter than about 1.5 mm. It is considered
that the area near a hole is influenced by stress concentration, but after the
crack became sufficiently long, the mode I fatigue crack growth rates of pre-
strained specimens became stable and lower than those of 0 % prestrained
specimen.

Figure 9 shows the relationship between fatigue crack length and crack
growth rate relative to that of 0 % prestrain. The decrease in the crack growth
rate as a result of applying prestrain was about 5–40 % regardless of the pre-
strain value.

Figure 10 shows slip bands due to prestrain and Mode I fatigue crack
propagation. The slip bands due to prestrain and those due to Mode I fatigue
crack propagation crossed. This disagreement of slip bands is considered to
cause the decrease in the crack growth rate after applying prestrain. On the
other hand, when the crack propagates on the slip bands due to prestrain, the
crack growth rate is considered to be accelerated. These mechanisms resulted
in the scatter of the crack growth rate.

Result of Test C: Coarse-Grained Plain Specimen

The fatigue crack paths are shown in Fig. 11. The crack mode of both 0 % and
3.7 % prestrained specimens was Mode II from nucleation to final fracture. In
the case of the 3.7 % prestrained specimen, the crack was curved. Detail obser-
vation shows that the curved path followed slip bands due to prestrain and the
crack propagated in Mode II.

Figure 12 shows the Mode II fatigue crack growth rate. The Mode II fatigue
crack growth rates of 3.7 % prestrained specimens were higher than that of the

FIG. 10—Slip bands by prestrain and fatigue crack propagation of as-received specimen
with a hole.

IKEMATSU ET AL. ON EFFECT OF PRESTRAIN ON FATIGUE CRACK GROWTH 569

 



FIG. 11—Fatigue crack paths of coarse-grained plain specimens.

FIG. 12—Mode II fatigue crack growth rate of coarse-grained plain specimens.
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0 % prestrained specimen. The scatter of crack growth rates of the 0 % pre-
strained specimen was wide and this is considered to be related to crack path.
Figure 13 shows slip bands due to prestrain and fatigue cracks. For the 3.7 %
prestrained specimen, Mode II fatigue crack of prestrain specimen has grown
up along slip bands due to prestrain. Figure 14 shows comparison of fatigue
crack paths. The fatigue crack path of 3.7 % prestrained specimen was
straighter than that of 0 % prestrain specimen. Slip bands due to prestrain
accelerated Mode II fatigue crack growth rate.

Discussion

A summary of the effect of prestrain is as follows:
1. The average Mode I crack growth rate became about 20–30 % lower as

a result of prestrain as shown in Fig. 9. However, the change of crack
growth rate doesn’t affect the fatigue life, because it is within the scat-
ter of the fatigue life. This was almost independent of the value of
prestrain.

2. The Mode II crack growth rate was accelerated by prestrain, but when
grain size was small, Mode II cracks occasionally appeared.

FIG. 13—Slip bands due to prestrain and fatigue crack of coarse-grained plain
specimens.

FIG. 14—Comparison of Mode II fatigue crack paths of coarse-grained plain
specimens.
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Figure 15 shows Mode I and Mode II fatigue crack growth rates. The Mode
II crack growth rate of 3.7 % prestrained specimen was the highest. Therefore,
Mode II cracks can shorten fatigue life.

It is, however, strange that Mode I cracks mainly appear when the grain
size is small, independent of prestrain. The crack Mode seems to change when
the crack passes through the grain boundary. Baxter et al. reported that a per-
sistent slip band was terminated when the slip band encountered a grain
boundary �8�. The propagation of a Mode II crack across a grain boundary is
considered to be difficult.

It was also found that slip bands lead to mode II cracks. Therefore, the
occurrence of the Mode II crack is considered to be facilitated by slip bands
due to prestrain.

Hornbogen et al. �9� studied the influence of aging of austenitic alloy to
fatigue crack growth. They reported that the slip from the crack tip shears the
precipitation particles, but a part of the slip deformation reverses in the un-
loading section of a loading cycle. They interpreted that the deceleration of the
crack growth rate is caused by the above mechanism. This phenomenon ap-
pears near the threshold stress intensity range �1–4�. However, in this study, the
stress level is higher enough than the threshold level and the fatigue life of the

FIG. 15—Mode I and Mode II fatigue crack growth rate of Test B and C.
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0 % prestrained specimen is about 106. Therefore the slip bands due to pre-
strain are not reversible and accelerate the Mode II crack growth in the higher
stress level.

Conclusion

The effect of prestrain on fatigue crack growth characteristic of age-hardened
Al-alloy 6061-T6 was investigated using prestrained specimens. The main re-
sults obtained are as follows.

1. The Mode I fatigue crack growth rates of prestrained specimens were a
little lower than that of the 0 % prestrained specimen.

2. The Mode II fatigue crack growth rates of prestrained specimens were
higher than that of the 0 % prestrained specimen.

3. We should pay attention to the acceleration of Mode II crack growth
rates due to prestrain when we achieve damage-tolerant design.
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ABSTRACT: Railway axles are designed for infinite life, but occasional fail-
ures have been and are observed in service. The failures, which are usually
due to fatigue crack propagation, are typically positioned at the press fits
which correspond to the wheels, gears, brakes, or they appear at the axle
body close to the notches and transitions. The way to addressing this prob-
lem is to adopt the concept of “damage tolerance” in order to determine the
inspection intervals of the axle depending on the NDT method. The issue
open to discussion is the choice of the correct algorithm for simulating crack
growth at R��1 at variable amplitude loading especially when considering
mild steels such as A1N. The aim of the present research is to discuss the
application of state-of-the-art algorithms to estimate the effect of block load-
ing at R��1 �derived from real load spectra experienced by the axle� upon
constant crack growth rate. More specifically the current research ad-
dresses: �i� crack growth experiments at R��1 under constant amplitude
loading on two novel types of small-scale specimens; �ii� crack growth ex-
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Introduction

Railway axles are designed to have an infinite lifetime �1�. Even if this is ac-
cepted as adequate, the fact remains that occasional failures have been and are
observed in service all around Europe and the United States. Failures typically
occur at the press-fits for wheels, gears, and brakes or at the axle body close to
notches and transitions. Such failures always occur due to fatigue crack propa-
gation but the nucleation of these can be due to various factors �2�. In the case
of railway axles, the presence of wide-spread corrosion �3,4� or possible damage
caused by the ballast impacts �5� may constitute such factors.

These kind of failures are usually tackled by employing the “damage toler-
ance” methodology, whose philosophy consists �6,7� in determining the most
opportune inspection interval given the “Probability of Detection” �POD� of the
adopted nondestructive testing �NDT� technique or, alternatively, in defining the
needed NDT specifications given a programmed inspection interval. A compre-
hensive up-to-date description of how the damage tolerance methodology is
applied to railway axles can be found in Ref. �2�. However, it is worth noting
that several aspects have yet to be widely investigated. For example, the appli-
cation of analytical tools for life prediction of cracked bodies, the specification
of the stress intensity factor �8� of cracks in or close to press-fits and the deter-
mination of effective load spectra �9,10�. Considering here the first topic, one of
the main points is then to verify the existence of appreciable load interaction
effects on crack growth under stress spectra at R=−1 and the other one is to
check the ability of existing algorithms for correctly predicting growth rates.
Some research �11� has already been done considering the case of a high
strength steel usually adopted to produce railway axles, while Refs. �12–14�
show more general applications of well-known and wide-spread analytical
tools. The conclusions drawn in the cited references seem to be contradictory
about the performances of these predictive tools.

The aim of the present research is to discuss the application of state-of-the-
art algorithms to estimate the effect of block loading at R=−1 �derived from
real load spectra experienced by the axle� upon crack growth rate, especially
considering mild steels such as A1N, which is widely used for manufacturing
railway axles �1�. More specifically, the present study addressed: �i� crack
growth experiments at R=−1 under constant amplitude loading on two novel
types of small-scale specimens; �ii� crack growth experiments under block load-
ing on small-scale specimens; and �iii� the prediction of the experimental evi-
dences by well-known and wide-spread analytical tools.

Experimental Tests on Traditional Small-Scale SE„B… Specimens

The material analyzed in the present study is a mild carbon steel, named A1N.
Mechanical properties of A1N are �14,15�: ultimate tensile strength UTS
=591 MPa and monotonic yield strength �y,monotonic=388 MPa. Cyclic proper-
ties were modeled by the cyclic Ramberg–Osgood relationship
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where Ecyc=200 000 MPa, n=0.168 472 and H=1036.24 MPa. Furthermore,
the 0.2 % cyclic proof stress resulted to be �y,cyc0.2=365 MPa while the cyclic
linear elastic limit �cyc,el=�y,cyc0.005=195 MPa �0.005 % cyclic proof stress�.

Crack Growth Tests

Crack growth properties of A1N steel have been extensively studied by the cur-
rent authors �14�. In some of these studies crack growth and �K-decreasing �16�
tests were carried out using SE�B� specimens �Fig. 1�a�, width equal to 24 mm,
thickness equal to 12 mm, and starting notch length equal to 8 mm� taken
from three different steel batches �more details about the tests are reported in
Ref. �14��. Fig. 1�b� shows the obtained growth data at R=−1 together with the
effective crack propagation curve �derived from three tests at R�0.85� and the
growth curve obtained from two full-scale crack propagation tests on axles �14�.
A large scatter can be observed from data at R=−1 in both da /dN and �K
directions and especially if the threshold region is considered. The treatment of
this kind of scatter has been addressed elsewhere �15�. As can be noted from
Fig. 1�b�, a significant scale effect between small-scale and full-scale specimens
can be observed, an effect which is probably due to the different constraint at
the crack tip. This effect led to the design of novel small-scale fracture me-
chanic specimens characterized by a higher constraint at the crack tip which
could be used as “companion specimens” �17� of railway axles during tests in
the lab.

Design of Novel Fracture Mechanic Specimens

In order to describe the constraint at the crack tip in railway axles when using
small-scale fracture mechanic specimens, two novel geometries were designed.
The initial idea for this design was based around the theory that the more
material there is surrounding the crack tip, the higher the constraint and the
plain strain condition of cracks in axles is approached by the cracks in speci-
mens. The first specimen was produced by simply modifying the traditional
SE�T� so it had bigger dimensions than the typically adopted ones. Fig. 2�a� and
2�b� show the typical SE�T� specimen, adopted in the present research, which
had a width equal to 50 mm and thickness equal to 20 mm. Dedicated finite
element method �FEM� analyses �18� were carried out in order to derive the
boundary correction function that resulted, as expected, to coincide with that
reported in the literature for SE�T� specimens �19�.

The second specimen was derived by modifying the traditional C�T� speci-
men: �i� in terms of its dimensions �also in this case the width was typically
equal to 50 mm, while the thickness was equal to 25.4 mm�; �ii� two threaded
rigid pins were connected so that the specimen could also be used at negative
stress ratios �Fig. 2�c� and 2�d��. Dedicated FEM linear elastic three-
dimensional �3D� analyses �Fig. 3�a�� were carried out �18� using ABAQUS®
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v6.5 �20�, applying the submodeling technique and adopting quadratic elements
with 20 nodes and reduced integration �C3D20R �20��. The analyses allowed the
pins to be effectively designed to protect them against fatigue failure, to check
the deformed shape of the specimen �Fig. 3�b�� and to compare the boundary
correction functions for the traditional �19� and the modified C�T� specimens
finding a maximum error equal to 2 % �Fig. 3�c�, this is due to the calibrated
flexibility of the pins�.

FIG. 1—Crack propagation curves obtained from small-scale SE�B� specimens and two
full-scale axles: �a� example of a SE�B� specimen equipped with crack gauges, and �b�
crack growth data.
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Experimental Tests and Strip-Yield Simulations at Constant Amplitude
Loading

In the present research, all the experimental tests on the modified small-scale
specimens were carried out at R=−1 using an uniaxial servohydraulic testing
machine with a maximum applicable load equal to 250 kN. Crack length and
advance were measured by means of crack gages �Fig. 2�b� and 2�d�� connected
to a dedicated control unit. All the small-scale specimens were machined from
previously fatigue tested full-scale axles.

Fig. 4 shows the comparison between the crack growth curves obtained at
constant amplitude loading from three modified C�T� specimens, two SE�T�
specimens and the full-scale axles. As can be seen, crack growth data from
small-scale specimens fit very well onto full-scale ones. This fact seems to sup-
port the initial idea that the constraint at the crack tip of specimens which are
thick can effectively describe the constraint of a crack tip in full-scale axles,
since the plane strain conditions of both the systems become similar. The modi-

FIG. 2—Two novel small-scale fracture mechanics specimens for describing high con-
straint at crack tip in railway axles: �a� and �b� SE�T�; �c� and �d� modified C�T�.
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fied SE�T� and C�T� specimens were then adopted as companion specimens for
railway axles in the subsequent part of the research.

A further noteworthy analysis, obtained from tests carried out on SE�T�
specimens, regarded the estimation of the opening load of the crack in terms of
the U-factor defined as �6�

U =
�Keff

�K
=

Kmax − Kop

Kmax − Kmin
=

�Sop

�S
, �2�

where �Keff=Kmax-Kop=Y ·�Sop · ���a� is the effective stress intensity factor
range and �K=Kmax-Kmin=Y ·�S · ���a�=the applied stress intensity factor
range.

The �Sop value was estimated in three different ways: �i� experimentally,
applying a clip gage at the crack mouth of the specimen and elaborating the
acquired data by means of the “compliance offset” global compliance method

FIG. 3—FE analysis of the modified C�T� specimen: �a� adopted mesh; �b� deformed
shape; and �c� comparison between the boundary correction functions of the traditional
and modified C�T� specimens.
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FIG. 4—Crack growth curves obtained at constant amplitude loading from the modified
small-scale specimens.

FIG. 5—Estimation of the opening load on SE�T� specimens: �a� an example of the
application of the “compliance offset” method, and �b� comparison between the ob-
tained results.
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proposed by ASTM E647-05 �16� �Fig. 5�a� shows an example of elaboration�;
�ii� experimentally, backcalculating the opening stress value by comparing the
growth curves shown in Fig. 4 and the effective growth curve shown in Fig.
1�b�; �iii� applying Schijve’s empirical expression U=0.55+0.33 ·R+0.12 ·R2

valid for negative stress ratios �6�. The comparison of the results obtained by
the three applied methods is shown in Fig. 5�b�. As can be observed, the back-
calculation is in-between Schijve’s expression and compliance offset results, a
result concordant with the literature �12,13�.

Numerical Characterization of the Constraint of Novel Specimens

In the present research, the strip-yield �SY� model �21� was the predictive tool
adopted to simulate crack growth curves. This two-dimensional model calcu-
lates the multiaxial state of stress at the crack tip by introducing a “constraint
factor” �. This means that the material in the plastic zone yields at a stress level
equal to � ·�o, where �o is the flow stress �21�. Limit values for the constraint
factor are �=1 for plane stress conditions and �=3 for plane strain conditions.
Typically, a global constraint factor �g �i.e. the mean value of the constraint
factor along the crack front� is introduced into the SY model.

In order to quantify the �g value for the modified SE�T� and C�T� specimens
in A1N steel, elastoplastic 3D finite element analyses were carried out �Fig.
6�a��. The material was described by means of its cyclic �Ramberg–Osgood�
behavior. More details about the numerical analyses can be found in Refs.
�18,22�. According to Newman �23�, �g can be defined as

FIG. 6—Numerical characterization of constraint in small-scale specimens: �a� FE
model, and �b� global constraint factor.
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�g�0A0 =�
A0

�ndAn, �3�

where: �n=the stress in the nth yielded element of the plastic zone, An=the
projected area of the same element on the ligament, and Ao=the projected area
of the whole plastic zone on the ligament.

It is important to add, for the following analyses, that the COD value of
crack surfaces, as discovered in previous studies �22�, is not directly influenced
by the �g value, but the relevant parameter is the product �g ·�o.

Analyses were carried out using different crack lengths in SE�T� and modi-
fied C�T� specimens which were subjected to different stress levels. Fig. 6�b�
shows the global constraint factor trend as a function of the ratio between the
plastic zone dimension rp and the thickness B, so that all the curves collapse
onto one as suggested by Guo �24�. The plastic zone dimension was calculated
by the usual formula �25�

rp =
�

8
· �Kmax

�0
�2

. �4�

In the most general case, there are three constraint factors which should be
introduced into the SY model: �t for the tensile yielding of the elements of the
plastic zone, �c for the compressive yielding of the elements of the plastic zone,
and �w for the compressive yielding of the elements of the plastic wake. The
original SY model �developed for light weight alloys subjected to positive stress
ratios� assumes the “Newman’s constraint model” �21� where �t=�g, �c=�w
=1, and �o equal to the mean value between the yield and the ultimate stress
values �even if here �o=�cyc,el=�y,cyc0.005 will be adopted�. Many other con-
straint models have been developed and are available in the literature: in the
present research, the “symmetrical constraint model” �26,27� characterized by
�t=�c=�g �this choice is due to the observation that at R=−1 the cyclic con-
straint should be symmetrical�, �w=1 and �o=�cyc,el=�y,cyc0.005 and the “cyclic
proof stress constraint model” characterized by �t=2.5 �28�, �c=�w=1, and
�o=�y,cyc0.2 �22,28� were utilized.

SY Simulations of Constant Amplitude Crack Growth Tests

A first series of simulations was carried out in order to predict constant ampli-
tude crack growth tests by using the simple “PoliSY” code developed by the
authors and incorporating a SY model with constraints �29�. This SY model has
been developed over the years, as a “starting point” tool for the analysis of
constraint models and of the strains close to the crack tip �26,27�. It is called
“simple” because it is only able to consider constant amplitude load conditions.
The advantages of adopting this simple SY model during the present prelimi-
nary analyses are: �i� its optimized internal procedures for negative stress ratios
and structural steels �29� and �ii� its “open” code, which allowed the different
parameters and conditions to be fully tested and experimented with.

Fig. 7�a� shows the comparison between the experimental data obtained
from the modified small-scale specimens �Fig. 4� and the three constraint mod-
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els: �i� Newman’s constraint ��t=2.86 from Fig. 6, �c=�w=1 and �o
=�y,cyc0.005=195 MPa�; �ii� symmetrical constraint ��t=�c=2.86 from Fig. 6,
�w=1 and �o=�y,cyc0.005=195 MPa�; and �iii� cyclic proof stress constraint ��t
=2.5, �c=�w=1 and �o=�y,cyc0.2=365 MPa�. The best match seems to be
achieved by the symmetrical constraint model, while Newman’s model seems to
slightly overestimate crack rates and the cyclic proof stress constraint is in-
between but seems to show a different slope compared to the experimental
data. This last observation can be explained by considering the different con-
straint conditions tested when adopting the cyclic proof stress model: in New-
man’s model and that of symmetrical constraint �g ·�o=558 MPa, while for the
cyclic proof stress constraint model �g ·�o=913 MPa.

Since the present research deals with variable amplitude loading, a second
series of simulations of the same experimental data was carried out by the
well-known and wide-spread software packages AFGrow v. 4.0011.14 �30� and
NASGRO v. 3.0.21 �31�. Unfortunately, these two software packages are not
open coded and so it was not always possible to apply the relevant constraint
models. For example, AFGrow only allows two constraint factors to be set �one
for tension and one for compression�: Fig. 7�b� shows the results obtained
adopting Newman’s model and that of symmetrical constraint. As Fig. 7�b�
shows, Newman’s constraint slightly overestimates growth rates while the sym-
metrical constraint significantly underestimates them. Exactly the same predic-
tion could be achieved by PoliSY applying a constraint model characterized by
�t=�c=�w=2.86 ��o=195 MPa�, so suggesting that the compressive constraint
factor defined in AFGrow is applied both in the plastic zone and in the plastic
wake. Considering NASGRO, only one constraint factor can be set for the
analyses, so the symmetrical constraint model was not taken into consider-
ation. The application of Newman’s constraint gave exactly the same prediction
shown by PoliSY �Fig. 7�a�, growth rates slightly overestimated�, so the cyclic

FIG. 7—Simulations of constant amplitude crack growth tests on SE�T� specimens: �a�
PoliSY SY model, and �b� NASGRO and AFGrow SY models.
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proof stress constraint model was assumed in the following and the compari-
son of different methods for introducing the behavior of the material into the
software was carried out. The two methods which are considered here are: �i�
one-dimensional �1D� tabular look-up, where the effective crack propagation
curve �Fig. 1�b�� is presented to the software as a table of values, and �ii� NAS-
GRO equations �32�, where the crack propagation curve is provided in terms of
the empirical parameters of the expressions

da

dN
= c	� 1 − f

1 − R
��K
n�1 −

�Kth

�K
�p

�1 −
Kmax

Kcrit
�q , �5�

�Kth = �Ktho

� a

a + a0

	 1 − f

�1 − A0��1 − R�
�1−CthR� . �5��

In Eq 5 C, n, p, and q are empirical constants, �Kth is the threshold value for
�K, Kmax and Kcrit are the maximum and the critical SIF values, respectively, R
is the stress ratio and the f=Sop/Smax parameter takes the closure phenomenon
into account �32�. In Eq 5� �Kth0 is the threshold SIF range at R=0, a is the
crack depth, a0 is the El-Haddad parameter, A0 is a constant used in Newman’s
equation for f �32�, whereas Cth is an empirical constant which distinguishes
positive �Cth+� from negative �Cth−� R values. Note that Eq 5�, in general, is valid
in the range −2	R	0.7 �32�. Eq 5 is able to describe crack growth rate as a
function of the SIF for all the three propagation regimes �threshold, linear and
critical�, whereas, Eq 5� describes the threshold SIF variation as a function of
the stress ratio. In the case of A1N steel, calibration has already been achieved
by the authors in previous experiments �14,15,33�. Fig. 7�b� displays the results
obtained by the two methods and shows that the 1D tabular look-up performs
better. This observation is in accordance with similar results available in the
literature �13�.

The software package, excluding PoliSY, which provided the best predic-
tion of constant amplitude tests on modified SE�T� and C�T� specimens was
then NASGRO introducing the material data as 1D tabular look-up and adopt-
ing the cyclic proof stress constraint model. This configuration was then ap-
plied to the prediction of all the variable amplitude tests.

Experimental Tests and SY Simulations at Variable Amplitude Loading

Variable amplitude crack propagation tests were carried out by applying HI-
LOW block loads and typical load spectra, representative of the service of rail-
way axles, to companion specimens.
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HI-LOW Block Loads

Two specimens, one modified SE�T� and one modified C�T�, were subjected to
the HI-LOW block loads shown in Figs. 8�a� and 9�a�, respectively. The resulting
crack propagation curves are reported in Figs. 8�b� and 9�b�. It is possible to
observe the expected load interaction effects which consist in an acceleration
just after a LOW-HI load transition and a retardation just after a HI-LOW load
transition. The use of NASGRO to simulate the relevant block load tests �Figs.
8�b� and 9�b�� highlighted that the predicted crack propagation curves were
significantly different from the experimental ones. Table 1 reports, for both
specimens, the percentage of error relating to the partial crack growth ad-
vances corresponding to each load level and to the test as a whole �i.e., the
mean behavior of all the partial advances put together�. As the results show,
NASGRO seems to better predict C�T� specimens, even if the error of partial

FIG. 8—Crack propagation tests under HI-LOW block loads on SE�T� specimens: �a�
block loads; �b� crack propagation curve; �c� crack growth rate curve; and �d� opening
load trend.
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advances is as high as 20–35 %. Furthermore, the last block seems more critical
than the others for both the specimens since the error magnitudes get much
higher. It is important to add that the predictions were also carried out by a
very simple model derived from the bare Paris’ law �Figs. 8�b� and 9�b�� which is
not able to take load interaction effects into account. In the case of the SE�T�
specimen �Fig. 8�b��, the resultant curve shows an estimation of the experimen-
tal data comparable to the one provided by the SY model �similar average
error�. The curve obtained from the C�T� specimen �Fig. 9�b�� shows a very good
agreement with the experimental data under constant amplitude loading and
during the first HI-block, whereas it diverges for the remaining HI-LOW block
loads, where the SY model seems to work better.

The obtained crack growth rate curves are reported in Figs. 8�c� and 9�c�.
These figures result in the load interaction effects being even more evident. An

FIG. 9—Crack propagation tests under HI-LOW block loads on modified C�T� speci-
mens: �a� block loads; �b� crack propagation curve; �c� crack growth rate curve, and �d�
opening load trend.
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analysis of the variation of the opening load, during the tests, was carried out.
Figs. 8�d� and 9�d� show the results of this analysis: an experimental opening
load trend was obtained point by point by means of a backcalculation from the
effective crack propagation curve, while the reference opening load is the the-
oretical one, calculated by means of Schijve’s expression U=0.55+0.33 ·R
+0.12 ·R2 �6�, for the given load level. The most interesting observation is that
all the well-known characteristics of opening load trends with changing load
levels are well described by the obtained experimental results. Figs. 8�d� and
9�d� also report the opening load level calculated by NASGRO for each block
load. As can be seen in the previously mentioned figures, the C�T� trends are
qualitatively correct but quantitatively down shifted, the SE�T� trend is also
qualitatively different �displayed in Fig. 8�b��.

Load Spectrum

The adopted load spectrum �Fig. 10�a�� was derived �34� from measurements
carried out during service and is representative of 125.000 km. Such a spec-
trum was applied to a modified SE�T� and to a modified C�T� in terms of block
loads �Fig. 10�a�� arranged by a Gassner’s sequence �Fig. 10�b�� characterized by
R=−1. Fig. 11�a� and 11�b� show the resulting crack propagation curves. It is
worth noting that before applying the load spectrum to specimens some con-
stant amplitude load was applied in order to derive the correspondent crack
propagation law. Regarding the experimental results, the most interesting con-
sideration is that the adopted load spectrum slows down crack growth rates
compared to constant amplitude load, in particular this effect is significant in
case of the modified C�T� specimen.

Simulations were carried out using both the SY model, implemented in
NASGRO, and the simple “no interaction” crack propagation model �Fig. 11�a�
and 11�b��. As in the case of HI-LOW blocks, SY prediction was shown to be
slightly more precise in C�T� specimens, at least when the test as a whole was
considered. Furthermore, the no interaction model yields much better predic-
tions compared to the more sophisticated SY model. This last result may be a
consequence of the chosen Gassner’s sequence. More general conclusions

TABLE 1—Errors between simulated ��asim� and experimental ��asper� crack advances in
HI-LOW block load tests.

Modified SE�T� Modified C�T�

�asper

�mm�
�asim

�mm�
Error

�%�
�asper

�mm�
�asim

�mm�
Error

�%�
Red block 3.63 2.80 −29.70 0.57 0.85 33.14
Orange block 1.94 7.45 73.96 1.83 2.84 35.65
Cyan block 3.69 0.21 −1680.20 1.37 1.72 20.41
Green block 4.42 3.44 −28.47 2.38 3.18 25.20
Blue block 13.55 0.46 −2860.58 3.20 1.49 −114.85
Whole test 27.23 14.41 −88.92 9.34 10.09 7.42
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would be probably achieved if different randomizations of the block loads and
the application of time histories were taken into consideration.

Conclusions

The present research addresses the application of state-of-the-art algorithms to
estimate the effect of block loading at R=−1 upon constant crack growth rate

FIG. 10—Load spectrum representative of 125.000 km of typical railway service: �a�
spectrum and its discretization in block loads, and �b� arrangement of block loads into
a Gassner’s sequence �R=−1�.

FIG. 11—Crack propagation curves for specimens subjected to load spectrum: �a�
SE�T�, and �b� C�T�.
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considering the A1N mild steel, which is widely used for manufacturing railway
axles. The obtained results can be so summarized:

• crack propagation curves obtained at constant amplitude loading by tra-
ditional small-scale fracture mechanics specimens show a significant
scale effect in respect to those coming from full-scale tests on railway
axles;

• two novel small-scale companion specimens, characterized by higher
constraint at the crack tip, were successfully designed in order to reduce
this scale effect. Moreover, the modified C�T� specimen is able to be
tested at negative stress ratios;

• considering the application of suitably calibrated SY models to predic-
tion of constant amplitude loading tests, the NASGRO® software pack-
age resulted to perform better than the others when the 1D tabular
look-up is adopted to provide material’s data;

• a very simple no interaction model permitted to predict, in an effective
way, crack propagation curves obtained by the application of HI-LOW
block loads and a discretized load spectrum better than using the more
sophisticated SY model.
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Laser Generated Crack-Like Features
Developed for Assessment of Fatigue
Threshold Behavior

ABSTRACT: Developing methods to evaluate damage tolerance in high
cycle fatigue is an important issue for the propeller industry. Traditional meth-
ods to establish threshold stress intensity factors for aluminum and marten-
sitic steel have relied mainly on load shedding through-crack test specimens
resulting in a pre-cracking history and the associated closure effects. For
threshold determination of real life defects, a surface-crack test method, de-
void of pre-cracking and closure issues, is needed. To this end, laser gener-
ated crack-like features �LGCLFs� were created and have been used suc-
cessfully to evaluate the threshold crack growth properties of cracks in 7075-
T651 with and without shot peening in axial R � 0.1 loading. For this work, a
laser part marking system was used to generate a LGCLF semi-circular in
shape, and measuring �0.015 in. �0.381 mm� deep by �0.030 in. �0.762
mm� long, with a notch height of 0.0007–0.001 in. �17.8–25.4 µm� with a tip
radius of 0.000 14 in. �3.5 µm�. When evaluated metallographically, these
laser notches exhibited a very thin recast layer and a negligible heat affected
zone. Specimens produced with these flaws were tested in R�0.1 tension-
tension fatigue to produce a stress versus life plot of the data. A NASGRO
crack growth model was used to generate stress versus cycle data points for
the same geometry over the same stress range with a 7075-T651 material
model and a crack growth threshold of 1.35 ksi ·�in.�0.5 resulting in very good
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agreement with the test data. This threshold compares favorably with the
small crack threshold of 1.27–1.33 ksi·�in.�0.5 produced by da/dN testing per-
formed by NASA at R�0.1 using a compressive pre-cracking method. Test-
ing with samples shot peened prior to generating a LGCLF exhibited signifi-
cantly higher endurance stresses and failure initiations were not from the
LGCLF.

KEYWORDS: damage tolerance, laser pre-cracking, laser generated
defects, LGCLF, threshold stress intensity

Introduction

Developing methods to evaluate damage tolerance in high cycle fatigue �HCF�
is an important issue for the propeller industry �1�. Traditional methods to
establish threshold stress intensity factors for aluminum and martensitic steel
have relied mainly on through-crack test specimens that have shown difficulty
with specimen configuration, pre-cracking history and the associated closure
effects �2–4�. For threshold determination of real life defects, a surface-crack
test method, devoid of pre-cracking and closure issues, is needed. Hence,
surface-crack fatigue tests with sharp notches created by a laser were investi-
gated.

This concept was initially conceived during an investigation into the fatigue
effects due to part marking. The need for a method of direct part marking in a
computer assisted manner was required to meet customer driven requirements
for two-dimensional �2D� data matrix marks or 2D bar codes. These marks can
be generated in numerous ways, but the most preferable manner is by direct
laser marking �sometimes referred to as laser etching or laser engraving�. The
cost of laser part marking equipment for marking metallic parts is on the order
of $30K–$100K depending on system options. The time required to create these
marks are on the order of fractions of a minute, but more often fractions of
seconds. Typically no surface preparation would be needed and fixture require-
ments are based on correct positioning only.

Previous investigations into laser marking have shown significant fatigue
debits in most materials, limiting the use of this marking technique on fatigue
critical hardware �5�. Testing was performed with 7075-T6 aluminum and 1070
steel �220 ksi or 1517 MPa UTS� incorporating 2D data matrix marks from a
number of standard laser marking devices. Tests were also performed with a
laser assisted method, known as laser bonding, in which a glass frit material is
applied to the surface then fired with the laser. All tests were performed by
standard load controlled high cycle fatigue testing methods in either four-point
bend or axial loading with a stress ratio of R=0.1. The data was reduced to
stress vs. cycle resulting in a distinct correlation between mark depth and shape
and the endurance limit. Further analysis suggested that the marks could be
characterized as cracks with a stress intensity factor calculated based on the
mark shape when cross sectioned perpendicular to the stress axis. The resulting
stress intensity values corresponding to the endurance limit stresses correlated
well with the threshold stress intensity factors expected for the materials �6�.

These results highlighted a concern about the depth control in laser part
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marking of fatigue critical components and further led to the development of a
crack-like flaw. Although further work in ongoing with flaws of varying geom-
etry, the initial work was performed on a semi-circular surface flaw. The result
was a semi-circular cross section flaw 0.030 in. �0.762 mm� in length by
0.015 in. �0.381 mm� deep. This flaw was made with a laser intended for laser
marking by using a laser milling technique. This technique consisted of making
successive cuts over the same 0.030 in. �0.762 mm� line at varying power lev-
els, pulse conditions, and travel lengths until the final geometry was generated.
This flaw was created in 7076-T6 and 7075-T73 material successfully and is
currently being used in an investigation underway between Hamilton Sund-
strand, NASA, and the FAA to determine the damage tolerance properties of
shot peened 7075-T73 and D6AC steel for use in aircraft propeller applications.
Work has also been performed to develop smaller and larger semi-circular flaws
as well as linear flaws on steel, aluminum, titanium, and nickel based superal-
loys. This process is a material removal process that will result in a crack
opening height greater than a fatigue crack, eliminating the potential for crack
closure effects. It is also limited to creating surface flaws.

Laser Marking and Notching

The laser marking equipment used to prepare the specimens were procured
and utilized by the Connecticut Center for Advanced Technology �CCAT�. CCAT
investigated a number of laser technologies and developed the laser parameters
required to successfully create the geometry desired while minimizing the ef-
fect to the surrounding microstructure. The laser equipment described herein
were a Nd:YVO4 vanadate �using neodymium doped yttrium vanadate crystal
gain media� laser system, or a ytterbium fiber laser �ytterbium doped silicate
glass fiber gain media� system. The vanadate laser has a wavelength of approxi-
mately 1064 nm, which is the same as a Nd:YAG laser. The fiber laser has a
wavelength of 1070 nm, resulting in similar absorption properties to the
1064 nm wavelength lasers in metals. This furthermore results in similar ma-
terial removal characteristics between the YAG, vanadate, and fiber lasers. As is
typical for marking lasers, these lasers are pulsed, which means that rather
than generating a continuous laser beam, a device called a Q-switch, similar to
a shutter on a camera, is used to block the beam or let it pass. When the beam
is blocked, it stays in the gain media longer and develops more power such that
when the switch opens, a high power pulse is emitted. Lower switch frequen-
cies like 20–50 kHz develop more peak pulse power because the switch is
closed for a longer period of time. As the laser is pulsed at frequencies ap-
proaching 80 kHz, it begins to approximate a continuous laser because dwell
time in the gain media is reduced. Therefore, for comparable power settings, a
lower pulse frequency will generally produce greater material expulsion rates.

The vanadate lasers used were 10 W lasers and were only used for the laser
marking work. The fiber laser was a 20 W laser and was used for both laser
marking and making laser crack-like features. All equipment used for the test-
ing described herein utilized laser scanner heads comprised of sets of mirrors
driven by computer controlled galvos, which direct the laser onto a flat field
focusing lens to intensify the beam. The focusing length was in the range on
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7 in. �178 mm� from the lens face, and the marking field was approximately
4.75 in. �120 mm� square. Further work has been performed to create more
complex shaped crack-like features by mounting the fiber laser source on a
six-axis CNC laser machining station and using the focusing and part manipu-
lation of the machine to generate the features. This has resulted in complex
shape and angled ring crack-like features in cylindrical coupons.

Generating the thumbnail shaped flaw required numerous iterations to de-
termine which laser parameters to vary to get the correct shape and to clean the
material out of the feature. The associated problems are related to the melting
and expulsion of the metal. In this type of process with this wavelength and
pulse length, short duration pulses are directed at the material quickly melting
the material such that heat affected zones �HAZs� are minimized. In shallow
mark depths, the material expulsion occurs easily due to the flaw depth to
opening height ratio. Efficient material removal can therefore be achieved in a
single laser pass �see Fig. 1�. This photo shows two laser marks approximately
0.0005 in. deep and 0.001 in. wide. Removing the material from very deep
features like those that have been used as crack-like features is more difficult
�see Fig. 2�. This figure is a cross section of a typical semi-circular LGCLF in
7075-T6 material that has been etched with Kellers etchant. The recast material
can be seen predominantly on the side walls of the flaw, and a grain boundary
is evident surrounding the flaw.

The problem of material expulsion is difficult to predict because the depth
versus opening height of the feature must be considered in a cross-sectional
view such as these, but the length must also be considered. In very shallow
marks, the metal boils and is expelled easily. The material expulsion character-
istics can vary with pulse frequency where some pulse frequencies allow the
material to resolidify on the surface, and others eject it more cleanly, but there
is little likelihood of it solidifying within the mark. Deep narrow flaws, however,
have more difficulty expelling material due to the aspect ratio. The other expel-
ling difficulty is in the direction of the flaw. As the beam begins to cut, the
material may start to be expelled; then as the beam traverses the molten metal

FIG. 1—Typical laser mark cross section on 7075-T6 aluminum alloy.
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from the newly formed area, can be expelled not only up and out of the feature,
but also along the length of the feature filling in a previously clean area. For
this reason, multiple smaller cut depth passes are required both for material
expulsion and for creating the 2D shape of the notch �the thumbnail shape
desired�. It is not known at this point exactly how clean the feature must be in
order to act like a crack. The recast material is likely micro-cracked and brittle
due to the high oxide concentration and may therefore not need to be com-
pletely removed.

Newer lasers with very short pulse widths �pico- and femto-second lasers�
claim to be able to completely vaporize material. This is done by compressing
the pulse energy in a given pulse to a very short time frame on the order of 10−9

to 10−15 s versus 10−6 s for the lasers investigated here. This increases the peak
power and reduces the elapsed time, which in theory eliminates the melting
and boiling of the metal and rather vaporizes it. It is not known, however, if the
sharpness of the possible cracks in the recast material is required in order for
the feature to truly act like a crack. Recast layer cracking is a commonly found
in electrical discharge machining, for instance and is known to reduce fatigue
capability�7�. The recast layer in the area of interest for a laser generated crack-
like feature �LGCLF� has proven difficult to image due to the geometry, but
similar images with laser marked samples have shown this characteristic �see
Fig. 3�. These cracks, which may exist in all laser recast layers, may be the
cause of the crack-like performance. The other possibility is the brittle nature
of the recast material may be sufficient to form a crack during initial cycling
even at low stresses. This distinction is important and is being investigated, but
in either case a fine crack is likely to be present even at early fatigue cycles in
order to exhibit the crack-like performance seen in this study.

Figure 4 shows a micro-section of a flaw in 7075-T6 that was shot peened to
evaluate the effect of peening on the threshold properties of the alloy. The
LGCLF was put in the part after the peening had been applied to simulate
damage that might occur to a part in the field. In this case the sample was

FIG. 2—Thumbnail shaped LGCLF in cross section on 7075-T6 aluminum alloy.

596 FATIGUE AND FRACTURE MECHANICS

 



cycled initially at a �K of 1.7 ksi · �in.�0.5 �1.6 MPa · �m�0.5� and after running
out to 10�106 cycles was raised to 2.5 ksi · �in.�0.5 �2.3 MPa · �m�0.5�, where it
ran another 10�106 cycles then to 2.9 ksi · �in.�0.5 �2.9 MPa · �m�0.5�, where it
finally failed outside the location of the flaw. In this case although some propa-
gation had occurred from the tip of the flaw it appears to either have been
arrested by the shot peening, or be propagating at a very retarded rate. Similar
tests with non-shot-peened samples exhibited failures in 244 000 cycles at
1.7 ksi · �in.�0.5 �1.6 MPa · �m�0.5�, which match up well with predicted propaga-
tion rates.

The LGCLFs investigated here were 0.015 in. �0.381 mm� deep semi-
circular surface flaws. These flaws were created with 27 individual laser passes.
The laser passes were in groups of three with the first pass being a 20 kHz pulse
frequency aimed at material removal, and the second two passes at 80 kHz
aimed at cleaning out some of the recast created by the first pass. The first
group of three passes were made at the highest power level with the shortest
travel length. Each successive group of three passes were made at successively
lower power settings, and successively larger travel lengths, with the last group
of three being at the lowest power and 0.030 in. �0.762 mm� in length. The
resulting in plane cross-sectional geometry can be seen in Fig. 5. This figure
shows a fracture surface photograph in the area where the flaw was created.

Investigations have been made into creating a LGCLF for D6AC steel, Ti-
6Al-4V titanium, and a nickel based superalloy. The work with D6AC is related
to the 7075 aluminum work, and is also part of a program between the FAA,
NASA, and Hamilton Sundstrand regarding propeller damage tolerance. This

FIG. 3—Laser mark in 7075-T73 approximately 0.0035 in. deep showing micro-cracks
in recast.
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flaw is also a semicircular flaw with similar dimensions to the 7075 flaw dis-
cussed previously. This flaw cross section can be seen in Fig. 6. In this photo-
graph, the sample has been etched with nital etch to highlight the recast and
HAZ. Flaws in the titanium and nickel alloys were created for other United
Technologies Corporation programs. The titanium samples are of specific inter-
est relative to the flaw generation, because this flaw is a ring flaw around the
circumference of a 1 in. �25.4 mm� bar. Figures 7 and 8 show these titanium
LGCLFs etched with Kellers and at 90° and 45° incident angles to the sample,
respectively. This work was performed with the same low power pulsed laser,

FIG. 4—LGCLF in shot-peened 7075-T6 after specimen failure from remote location.

FIG. 5—Fracture surface of thumbnail shaped LGCLF cycled at R=0.1.
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but was fixed to a multi-axis laser machining station. The nickel based super-
alloy flaw was a semi-circular flaw created at an angle of approximately 60° to
the surface. Figure 9 is a photo of this flaw taken on a static overload fracture
surface. This flaw was broken open in order to evaluate the flaw geometry.

Fatigue Testing Experimental Procedure

Initial fatigue testing of LGCLFs were performed on 7075-T6 coupons approxi-
mately 3 in. long, 0.75 in. wide, and 0.15 in. thick. These coupons were ma-

FIG. 6—Micro-photograph of semi-circular D6AC LGCLF, etched with nital.

FIG. 7—Micro-photograph of Ti-6Al-4V LGCLF ring crack in a solid bar, etched with
Kellers.
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chined to have a 0.375 in. wide test section approximately 1 in. long. The final
screening test specimen, seen in Fig. 10, was cycled in tension-tension fatigue
at R=0.1 under load controlled conditions using servo-hydraulic test equip-
ment. Earlier work with laser marking was done using a similar specimen
under four-point bend conditions. This bend configuration was avoided for the
LGCLFs in order to avoid steep stress gradients across the flaw geometry and
the use of stress intensity factor solutions for C-direction growth in a semi-
circular surface flaw �see Fig. 11�.

FIG. 8—Micro-photograph of Ti-6Al-4V LGCLF ring crack, at 45° to perpendicular, in a
solid bar, etched with Kellers.

FIG. 9—Fracture surface of LGCLF in a nickel based superalloy overloaded to docu-
ment flaw shape.
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FIG. 10—Axial R=0.1 fatigue specimen used for final screening tests.

FIG. 11—Definition of surface flaw axis direction.
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This axial fatigue specimen was utilized due to availability of material
stock. The specimen would not be the ideal geometry for standard material
tests due to a sharper fillet radius and less reduced area in the test section than
typically desired. These specimens worked well in spite of these issues due to
the fact that the flaws generated were sufficient to cause the failures to occur at
the flaw location. Most test specimens were made and polished to an 8 Ra
longitudinal surface finish prior to the LGCLF being introduced. Some speci-
mens were also shot peened prior to the flaw being introduced in order to
understand the benefit of compressive residual stresses to the growth of a crack
from the LGCLF. More specifically, this study was to evaluate the benefits of
shot peening on the propagation from field induced damage.

All specimens of the geometry described above were used to prove out the
LGCLF process for use in further studies of crack growth from shot-peened and
non-shot-peened 7075-T73 aluminum as part of a damage tolerance program
funded by the FAA and under the guidance of Hamilton Sundstrand, NASA
Johnson, and the FAA. NASA created larger, more standard, fatigue specimens
for this study. These specimens, shown in Fig. 12, were prepared by completely
machining and preparing the specimens prior to introducing the LGCLF. Simi-
larly some specimens were polished, and others were shot peened. Due to the
thickness of the specimens �about 0.4 in.� the shot-peening depth was on the
order of 0.05 in. deep compared to about 0.02 in. deep on the 0.1 in. thick
specimens. Only one of the non-peened 7075-T73 specimens from the Joint
NASA, FAA, Hamilton Sundstrand project has been tested to date. This speci-
men was tested in constant amplitude load controlled fatigue at R=0.1 with a
DC potential drop system attached to monitor crack growth. The other speci-
mens may be run under constant amplitude, K-increasing, or K-decreasing
modes.

The test data from the small scale screening specimens were reduced to
standard S/N plots. The notch geometry was also modeled in NASGRO and
various stresses were run to generate stress versus cycle data points that could
be plotted on the same S/N curve as the test data. The 7075-T6 material data in
NASGRO was used to as a starting point, and the coefficients affecting the
threshold were altered until the NASGRO curve fit to the test data. From this an
effective threshold was determined. The NASA Johnson testing yielded results
in the form of da/dN and �K, and could therefore be plotted on a curve with
fracture data from literature and previous compact tension tests.

FIG. 12—Drawing of NASA damage tolerance test specimen.

602 FATIGUE AND FRACTURE MECHANICS

 



Results

The test data from screening tests shown graphically in Fig. 13 can be seen to
follow the NASGRO predicted curve reasonably well assuming the LGCLF can
be modeled as a crack. The threshold that NASGRO needed to properly predict
the endurance limit was 1.35 ksi��in.�. The remainder of the curve is generated
based on standard NASGRO material coefficients and also fits the data well.
The value of 1.35 ksi��in.� is consistent with previous work with small crack
properties of 7075-T6 and 7075-T73.

The shot-peened specimen data shown in Fig. 13 was reduced in a similar
way and required a threshold of 3.19 ksi� in. in NASGRO to properly fit the
data. This would be representative of a minimum threshold; however, the
samples failed from edge and fillet stress concentrations rather than the
LGCLF. This more than two-fold increase in apparent threshold from shot
peening is consistent with previous data for 7000 series aluminum alloys with
heavy shot peening �8,9�. Future testing of specimens at NASA Johnson should,
however, provide a more resolved value of crack growth threshold under shot-
peened conditions.

An example of da/dN data generated by NASA using a compressive pre-
cracking and K-increasing test procedure to understand the threshold behavior
is shown in Fig. 14 represented by red squares. Although not agreed upon
throughout the industry, this test method is one of the better test methods to
capture the small crack threshold of aluminum alloys. Also plotted is the data

FIG. 13—S/N data from screening coupon tests made from 7075-T6 showing the per-
formance in the presence of a 0.014�0.028 in. LGCLF, with and without shot peening.
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from the first NASA test run with a surface LGCLF tested with a DC potential
drop system. These data points are shown as blue diamonds. This data was
generated only in the region 2 and 3 portions of the curve. The endurance limit
from standard S/N data for the same flaw is represented as a vertical line at a
�K value of 1.35 ksi · �in.�0.5. The remainder of the data is literature data and
NASGRO curve fit data for compact tension testing equating to long crack
properties.

Conclusions

Based on the data presented and the data currently being collected by NASA
Johnson the possibility of using laser generated crack-like defects in test speci-
mens looks promising. Although the exact mechanism that drives the crack-like
performance is not entirely known, it is likely due to the sharpness of micro-
cracks in the recast layer that may exist as created or may require low cycles of
low tensile stress to initiate. In addition, the physical sharpness of the feature
may either aid or dominate the crack growth characteristics. In either case, it is
expected that the plastic zone sizes would be minimized and a steady-state
condition would develop rapidly after external load is applied to the specimen.
It is also not known how the same flaw would perform in reversed loading as

FIG. 14—Comparison of 7075-T73 data from a constant amplitude load test of a
LGCLF using DC potential drop, standard compact tension testing in literature, com-
pressive pre-cracking and K-increasing tests, the NASGRO long crack curve fit.
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the flaw at the surface is more open than a typical fatigue crack. Experiments
using features with an open crack tip but filled with recast may be beneficial in
reversed loading.

The benefits of such a feature include quick repeatable flaw generation and
the ability to create very complex flaw geometries in complex specimens or
parts that do not require pre-cracking. The technology has application in frac-
ture mechanics as a way to induce flaws in specimens without a pre-existing
stress history and to perform damage tolerance assessments on parts that
might undergo full scale testing by creating a flaw in high stress areas of inter-
est. There is also the possibility of creating a test method by which a standard
high cycle fatigue test procedure like ASTM E466 is performed on a series of
specimens with given flaw sizes and reduced in a similar manner to the screen-
ing specimens in this study. This would further allow calibration of particular
flaw geometries to existing crack growth analysis methods, and would allow
users interested primarily in threshold properties the ability to generate that
data with only standard HCF testing equipment.
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Biaxial Loading Effect on Higher-Order Crack
Tip Parameters

ABSTRACT: The higher-order asymptotic crack-tip fields are considered for
a Mode I in power-law plastic and creeping materials under plane strain
conditions. Using an asymptotic expansion and separation of variables for
the stress function, a series solution is obtained for stress components at a
crack tip. In addition, full-field finite element analysis based on a modified
layer approach is employed to model the effects of biaxial loading on nonlin-
ear behavior. Loadings were applied related to a range of biaxial stress ratio
��2, �2�. The radial and angular stress distributions and higher-order am-
plitude coefficients for plastic materials are obtained. Crack tip higher-order
fields under various conditions of biaxial loading and spanning the range of
times from small scale creep to extensive creep are presented. Account is
taken of the radial distance accompanying crack tip blunting. The phenom-
enon of stress redistributions along crack plane on creep time as a function
of biaxial stress ratio is stated. The regions of dominance of the HRR-type
field under various biaxial stress ratio, crack distance, hardening exponent,
and creep time are found. Good agreement analytical findings with finite
element results conforms that HRR-solution corresponds only to the equi-
biaxial tension which is a particular case of biaxial loading. It is further dem-
onstrated that the higher-order both for plastic and creeping fields are con-
trolled through constraint parameter A2 by biaxial stress ratio. By fitting
numerical results for plastic and creeping materials, two empirical formulas
were obtained to describe the higher-order terms amplitude coefficients A2

distributions depending on biaxial stress ratio, crack distance, hardening ex-
ponent, and creep time.
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Introduction

The J-integral is considered as the basic approach of nonlinear fracture me-
chanics for rate-independent materials under monotonic loading conditions. It
is established �1� that the application of the J-integral must meet the conditions
stating that the regions in which finite strain effects are important and in which
the occurring microscopic processes must each be included well within the
region of the small-strain solution dominated by singularity fields. This condi-
tion in literature is called J-dominance. It has been known that J depends on
the geometry and loading of the cracked body and hence J-integral alone does
not describe the stress and strain state at the crack tip univalently. Wide inves-
tigations of so-called constraint effects are carried out with the aim of improv-
ing approximation of the near-tip crack fields. Various approaches have been
proposed to quantify crack-tip constraint and as a result a second parameter
has been introduced.

It is necessary to keep in mind that the analysis of constraint effects at
fracture first of all is related to the background and the limitation of the HRR-
fields �2,3� application. The singular HRR-field is asymptotically exact as the
crack tip is approached. It has been pointed out in the latter reference that in
the region affected by the blunting which is within a few crack-tip opening
displacements, the J-integral is path dependent, but the plastic singular fields
retain their validity as outer fields surrounding and controlling this area.

The characteristic size R of the dominance zone of the singularity fields
depends strongly on geometry and hardening. Up to now it is clear that the
geometry of a cracked body is influenced by a second, nonsingular term �so-
called T-stress� parallel to the crack flank. The T-stress is considered as inher-
ent property in various fracture specimen geometries or structure components.
The magnitude of the T-stress is defined through a biaxiality factor, proposed
by Leevers and Radon �4�. They have tabulated the crack-length dependence of
an elastic parameter expressing the degree of stress biaxiality inherent to the
six of standard specimen geometries.

Most numerical investigations concerning taking into consideration the
nonsingular T-stress use the modified boundary layer approach to describe the
crack-tip stress fields. This approach has been intensively used for both pure
Mode I and mixed mode loading conditions. Larsson and Carlsson �5� were the
first to make use of the T-stress in modified boundary layer finite element
analyses. The main idea is that the mesh is loaded by tractions related to both
the elastic singular field, governed by stress intensity factor K, and the constant
T-stress field for fracture specimen configurations. The nonsingular stress for
each specimen is obtained as the difference between stresses for the corre-
sponding specimen and boundary layer solution. By comparing results for two
type analyses Larsson and Carlsson �5� have shown that including the T-stress
gave an improved representation of the elastic-plastic crack-tip stress fields.

Several numerical investigations have been carried out by use of the modi-
fied boundary layer approach to examine crack-tip stress fields and account for
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the loss of J-dominance at the crack tip under conditions of small to large
�through intermediate� scale yielding. Betegon and Hancock �6� as well as
O’Dowd and Shih �7� have analyzed Mode I plane strain crack by using the
elastic K-T field as remote boundary conditions. These analyses imply that if
fracture depends on crack-tip stress field it may be possible to describe crack
behavior by using two parameters, namely J-integral and T-stress. The com-
mon point of view of their results is that for small negative values of T-stress,
the actual crack-tip stress fields fell below the HRR-field, and as T became more
negative, the stresses fell much further; while for zero or positive T-stress
J-dominance is maintained and these solutions lie close together. Shlyannikov
�8� has found that the near-tip second stress fields are dependent on magnitude
and sign of the T-stress, but this parameter itself does not describe the remote
boundary conditions univalently whereas the same value of T-stress can corre-
spond to several different plastic fields.

O’Dowd and Shih �7� have introduced as alternative constraint methodol-
ogy a biparametrical approach on the base of J and a hydrostatic stress param-
eter Q. Afterwards Yuan �9�, and Yuan and Brocks �10� applied this approach to
the detailed finite element analyses of three-dimensional cracked geometries. It
has been shown that the Q term is a dimensionless measure of deviation of the
actual crack-tip stress field from the HRR-field and it is a better parameter than
T as it can extend into full plastic state. O’Dowd and Shih �7� have proposed
relations between T and Q, while Anderson �11� by applying their finite element
results has obtained a family of J-Q toughness loci. The Q-stress, like T-stress,
is supposed to characterize effects of in-plane constraint in elastic-plastic frac-
ture mechanics. Both quantities obviously affect the hydrostatic stress and,
hence, stress triaxiality in the same way, i.e., negative values lower, positive
values raise the hydrostatic stress. Yuan and Brocks �10� have shown that the
second term in the near tip three-dimensional stress fields appears to depend
on the distance to the tip and to the free surface of the specimen. Hence, the
whole three-dimensional crack front fields cannot be correctly described by a
two-parameter formulation as the load increases. However, they have found a
unique linear relationship between Q and the hydrostatic stress in all three-
dimensional crack front fields.

Various investigators �7,10,12� have produced results for estimation of the
effect of fracture specimen geometry and sizes as well as different loading con-
ditions on the constraint effects in the crack tip regions.

A two-term, �13,14� as well as a three-term, �12,15� generalized asymptotic
expansion of the stress function were used to describe the stress field in the
vicinity of the crack tip in a power hardening material and also to interpret the
constraint effects due to finite specimen geometry and loading configurations.
Asymptotic analyses based on a higher-order terms power expansion under
plane strain conditions confirmed that the second and third term can be ex-
pressed by one additional amplitude parameter. The results showed also that
contrary to the T-stress of elastic fracture mechanics, the angular function of
the second term �̃ij in Q-stress formulation is not only dependent on the polar
angle � but also on the distance to the crack tip r as reported �12,16–18�.

Although there has been a wide range of studies on the effects of constraint
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for Mode I, at the same time very little research has been reported in the lit-
erature concerning the biaxial loading influence. Most of the above analyses on
the constraint effect are focused on the determination of second-order term
amplitude under uniaxial tension or bending. Thus, the influence of the nomi-
nal stress biaxial ratio on dimensionless angular higher-order stress functions
has not been studied so far, with the exception of O’Dowd and Shih’s �7� and
Yuan and Brocks’s �10� investigations. In particular, it is not clear whether the
T-stress is a unique parameter characterizing stress fields in a wide range of
biaxial loading configurations under Mode I both plane strain and plane stress
conditions. Moreover, only limited studies were conducted in the past to study
the effect of loading biaxiality on both the higher order crack-tip fields and
constraint parameter behavior for creeping materials.

The main objective of the present paper is to study the effect of biaxial
loading on an angular variation of higher-order terms and crack-tip constraint
parameters for general Mode I plane strain conditions. Plane strain asymptotic
solution for angular variation of the higher-order terms is obtained by using the
Nikishkov method �19�. To assess the validity of three-term asymptotic solution
for various biaxial loading conditions, detailed finite element analysis is con-
ducted for elastic-plastic and creeping materials. Behavior of different con-
straint parameters utilizing the amplitude of second term A2, Q-stress correc-
tion term and the local triaxiality parameter h have been presented. The
relations between a dimensionless amplitude factor of the second-order field
and biaxial stress ratio � at different crack distance and creep time are deter-
mined for both plastic and creeping materials.

Higher-Order Term Asymptotic Expansion

The stress field in an elastic body containing a crack is presented by Williams
�20� as a power series expansion

�ij = Aij���r−1/2 + Bij��� + Cij���r1/2 �1�

The first term in this asymptotic solution is singular at the crack tip, whereas
the higher-order terms are finite and bounded. The second term in the expan-
sion �1� was named by Rice �21� as T-stress and the stress field in this case can
be expressed in the following form

�ij =
K

�2�r
fij��� + T�1i�1j �2�

Generalization of the elastic asymptotic T-stress solutions for both biaxial and
mixed mode loading was made by Eftis and Subramonian �22� and Theocaris
and Michopoulos �23�.

The higher-order terms approach was later extended on elastic-plastic frac-
ture area under both small scale yielding and large scale yielding conditions. Li
and Wang �13� and Sharma and Aravas �14� solved the plane boundary value
problem with a two-term power expansion for power law hardening material
assuming deformation theory of plasticity
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�ij�r,�� = � J

��y	yInr
�1/�m+1�

�̃ij
�0���� + Q� r�y

J
�p

�̃ij
�1���� �3�

where �y is yield stress and the first term represents the known HRR-solution.
Note that the analytical results by Sharma and Aravas �14� as well as Yuan and
Yang �24� provide dependences between the second-order term exponent p and
strain hardening exponent m for plane strain and plane stress, respectively. An
alternative form was presented later by O’Dowd and Shih �7� in which the
leading HRR-term was replaced by the small scale yielding solution with T=0,
that is

�ij = ��ij� r�y

J
,��	SSY,T=0

+ Q�y�̃ij�r,�� �4�

O’Dowd and Shih �7� have therefore introduced some simplifications based on
detailed finite element analyses. With reference to the T-stress concept they set

�ij = ��ij� r�y

J
,��	REF

+ Q�y�ij �5�

The second crack-tip field parameter, Q, is obtained as the difference parameter
between the full stress field and the reference solution

Q =
��� − ���

REF

�y
, at

r�y

J
= 2, � = 0 �6�

The reference solution can be taken as the plane strain field with zero
transverse stress, ��ij�SSY,T=0 in small scale yielding �SSY� or as the HRR stress
field, ��ij�HRR, under fully plastic conditions.

Because the validity of all concepts mentioned above depends on the cho-
sen reference field a local parameter of crack tip constraint and stress triaxiality
is proposed by Henry and Luxmoore �25� as a secondary fracture parameter

h�r,�,z� = �kk
�3�3

2
sijsij� �7�

where �kk and sij are hydrostatic and deviatiric stresses, respectively. Being the
function of both the first invariant of the stress tensor and the second invariant
of the stress deviator, it is a local measure of in-plane and out-of-plane con-
straint effects that is independent of any reference field.

Three-Term Asymptotic Solution

As pointed out previously, the HRR-type one-term singularity field generally
dominates in a very small region or does not exist near a crack tip for real
structures. Some attempts were made to improve the description of the near-tip
stress field by introducing an additional parameter. Thus, a more mathemati-
cally rigorous approach for the introduction of a second fracture mechanics
parameter is proposed on the base of the higher-order elastic-plastic asymptatic
expansions. Yang et al. �16� and Nikishkov �19� performed a complete analysis
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of three-term asymptotic fields for Mode I plane strain conditions. They have
shown that the first three terms of the asymptotic expansion are sufficient to
represent the stress field in the crack tip vicinity in a power-law hardening
material. Some details of these solutions follow.

It is assumed the stress components near a crack tip are separable and can
be expressed as a series as

�̄ij = A1�r̄s1�̃ij
�1���� + A2r̄s2�̃ij

�2���� + A3r̄s3�̃ij
�3���� + . . . � �8�

where r and � are polar coordinates centered at the crack tip, the index 1,2,3
corresponds to the first-order, second-order, and third-order fields, respectively.
The first term of Eq 8 is the HRR solution, where dimensionless angular func-
tions �̃ij

�1���� have been determined by solution of the nonlinear fourth-order
differential equation and are well known in the literature. A1, A2, A3 are unde-
termined amplitude factors, S1, S2, S3 are the exponents of stress functions. In
the polar coordinate system, the equilibrium equations have the following
form:

�rr,r +
1

r
�r�,r +

1

r
��rr − ���� = 0

�r�,r +
1

r
�
�,� +

2

r
�r� = 0 �9�

Substitution of Eq 8 into Eq 9 yields the relationships among the angular stress
functions

��sk + 1��rr
�k� − ���

�k� + �r�,�
�k� = 0 �k = 1,2,3�

��,�
�k� + �sk + 2��r�

�k� = 0
� �10�

Formulas 10 are the final governing equations for the first-order, second-
order, and third-order asymptotic fields and the stress exponents. They are ex-
actly the same as those given by Nikishkov �19� for power-law hardening mate-
rials. According to these solution properties the amplitudes of the second-order
and third-order fields are not independent of each other and have a simple
relationship

A3 = A2
2 �11�

and for hardening exponent m�3, the stress exponents are related by

s1 = − 1/�m + 1�, s3 = 2s2 − s1 �12�

It is noted that the amplitude factor A2 cannot be determined in the
asymptotic analysis. Therefore in this work the values of A2 are determined by
matching the three-term stress solutions in Eq 8 with known crack-tip fields,
such as finite element results.

The first term in Eq 8 corresponds to the HRR field �2,3� with the amplitude
coefficient A1
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A1 = � J

��y	yIn
�1/�m+1�

�13�

and dimensionless scaling integral In

In��,Mp,m� =
−�

�

��m,��d�

��m,�� =
m

m + 1
�̃e

m+1 cos � − ��̃rr�ũ� −
dũr

d�
� − �̃r��ũr +

dũ�

d�
�	sin � −

1

m + 1
��̃rrũr

+ �̃r�ũ��cos � �14�

where �̃e is the Mises equivalent stress. The dimensionless constant In and the
�-variation functions of the suitably normalized functions �̃ij and ũi depend
only on the hardening exponent.

One of the purposes of our work is to reveal the asymptotic results that can
accurately characterize the mechanical fields near a crack tip in creeping mat-
eraials. It should be noted that creep fracture mechanics has often relied on the
straightforward application of the Hoff analogy �26� by which the HRR solution
for power-law creeping materials can be obtained by replacing the J-integral by
C�t�-integral, and by replacing strains and displacements by strain rates and
displacement rates, respectively. Based on this argument, Nguyen et al. �27,28�
and Chao et al. �29� extended the J-A2 three-term solution of Yang et al. �16� and
Nikishkov �19� for elastic-plastic hardening materials to a three-term near-tip
solution for a plane strain Mode-I crack in power-law creeping materials with
two parameters: C-integral and a constraint parameter A2. Hence, the three-
term asymptotic fields under the steady-state creep are described by the same
Eq 8 as those for elastic-plastic state, but with different amplitude factors A1,
A2, A3. The angular functions of stress �̃ij

�k���� in Eq 8 for creeping materials are
the same as those for power-law hardening materials. It means that the solution
constructions are similar for two kinds of materials. In the case of the creeping
material the first term amplitude factor A1 can be obtained by replacing appro-
priate parameters. Using the Hoff analogy to contrast the power-law creep re-
lation with the power-law hardening relation, Ridel and Rice �30� presented the
HRR-type singularity field for power-law creep materials with amplitude A1

A1�t� = � C�t�
	̇0�0In

�1/�n+1�

�15�

where �0 is a reference stress, 	̇0 is a reference creep strain rate and n is the
creep exponent. The amplitude factor C�t�, which depends upon the applied
time, magnitude of the remote loading, crack configuration and material prop-
erties, is defined by Bassani and McClintock �31�.

To complete the three-term asymptotic solution, it is necessary to calculate
amplitude factor A2. A few methods have been proposed for this pupose, e.g.,
the point-matching technique of Chao �32�, the least square approach of Ni-
kishkov �19�, the weight function approach of Chao and Zhu �33�. In the present
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work, the stress components �̄rr and �̄�� of Eq 8 at �=0° for different crack
distance r̄ are used to determine a value of A2 by matching the three-trem
solution with appropriate finite element results for �̄rr

FEM and �̄��
FEM. Thus, the

stresses �̄rr, �̄��, or some combinations of them, e.g., ��̄�� / �̄rr� can be used for
fitting. Based on the stress asymptotic expansion 8, one has

�̄��

�̄rr
=

r̄s1�̃��
�1� + A2r̄s2�̃��

�2� + A2
2r̄�̃��

�3�

r̄s1�̃rr
�1� + A2r̄s2�̃rr

�2� + A2
2r̄�̃rr

�3� �16�

Substituting the finite element stress component into the three-term solution 8,
one obtains the first term amplitude factor A1

A1
FEM = �̄��

FEM/�r̄s1�̃��
�1� + A2r̄s2�̃��

�2� + A2
2r̄s3�̃��

�3�� �17�

In this system of linear equations the governing paremeters are the second-
term amplitude factor A2 and ratio �̄��

FEM / �̄rr
FEM. Note that the value of numeri-

cally determined the first term amplitude coefficient A1
FEM by Eq 17 will be used

for the comparison with appropriate analytical solutions for A1 concerning the
elastic-plastic Eq 13 and creeping Eq 15 materials.

The higher-order terms in Eq 8 control the deviation of the crack-tip fields
from the HRR solution. The intensity of this deviation, in terms of the value of
A2, in a cracked body depends on crack tip distance, the loading configuration,
material properties, and so on. Let us introduce the measure of such deviation,
like Nikishkov �19� in the form of the sum of second and third terms in Eq 8

Q�� = A1�A2r̄s2�̃��
�2� + A2

2r̄s3�̃��
�3��

Qe = A1�A2r̄s2�̃e
�2� + A2

2r̄s3�̃e
�3�� �18�

Before proceeding to the determination of both the second-order term am-
plitude and its angular variations stress expansion is normalized in such a way
that direct comparisons with the solution developed by Hutchinson �2� can be
made. It then follows purely from dimensional considerations that for elastic-
plastic problem the distance from the crack tip r must scale by the yield stress
�y when the loading is governed solely by J-integral

r̄ = ��yr/J� = �r/a���yE/�2�� �19�

where � is applied nominal stress and a is crack length. In the case of creeping
material the loading governing parameter is the C-integral and a dimensionless
radial coordinate is

r̄ = ��0	̇0r/C� = �r/a�
���n��3

2

�

�0
�n+1� �20�

where �0 is a reference stress, 	̇0 is a reference creep strain rate and n is the
creep exponent. Note that for creeping material, the amplitude factors in the
three-term solution Eq 8 depend generally on the creep time, magnitude of the
applied loading, crack geometry, and material properties. Due to the complexi-
ties we consider in the present work different creeping stages. In this case it is
usefull to normalize a current creep time t by the characteristic time tT for
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transition from small-scale creep to extensive creep which is given as �34�

t

tT
=

t�n + 1�EC

�1 − 2�KI
2 �21�

where KI is elastic stress intensity factor,  is the Poisson’s ratio, E is the
Young’s modulus.

The results for elastic-plastic and creeping materials of angular stress dis-
tributions for both general FEM-numerical solutions and asymptotic problems
of the order 1,2,3 are normalized so that

�̃e,max
FEM = �3

2
sij

FEMsij
FEM�

max

1/2

= 1, �̃e,max
�k� = �3

2
sij

�k�sij
�k��

max

1/2

= 1, k = 1,2,3 �22�

Following the procedure for obtaining the three-term asymptotic solutions
of Yang et al. �16� and Nikishkov �19� three-term asymptotic fields for elastic-
plastic and creeping materails are reported here.

The Modified Boundary Layer Approach

The geometry considered in this section is traditional for the modified bound-
ary layer formulation. A biaxially loaded cracked panel �Fig. 1� is imagined
which contains an annular region where the local stress field under arbitrary
remote loading may be essentially characterized by a scalable eigensolution
�Williams �20�, Eftis and Subramonian �22��

FIG. 1—Biaxially loaded cracked panel.
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�
�xx =

K1

�2�r
cos

�

2
�1 − sin

�

2
sin

3�

2
	 + T

�yy =
K1

�2�r
cos

�

2
�1 + sin

�

2
sin

3�

2
	

�xy =
K1

�2�r
sin

�

2
cos

�

2
cos

3�

2
� �23�

T = ��1 − ��cos 2� �24�

Here T is the nonsingular second-order term or the T-stress, � is the nomi-
nal stress applied in the Y-axis direction, � is the inclined crack angle referred
to the Y-axis, � is the biaxial stress ratio, r and � are polar coordinates centered
at the crack tip. It is clear that T-stress does not describe the remote boundary
conditions univalently whereas the same value of T-stress can correspond to
several different loading conditions. Indeed, the value of T=0 can be achieved
at �=1 for any � or at �=� /4 for any �. A circular disk �Fig. 1� containing the
crack tip in a large panel is removed, modeling the near tip region with the
modified boundary layer formulation.

The displacement components are based on the first two terms of the elas-
tic crack tip field which are given by Eftis and Subramonian �22�

�
ux =

K1

G
� r

2�
cos

�

2
�1

2
�� − 1� + sin2 �

2
	

+
�1 − ���

8G
�r�cos�� + 2�� + � cos�� − 2�� − 2 sin � sin 2�� + �� + 1�a cos 2��

uy =
K1

G
� r

2�
sin

�

2
�1

2
�� + 1� − cos2 �

2
	

+
�1 − ���

8G
�r�sin�2� − �� + � sin�2� + �� − 2 sin � cos 2�� + �� + 1�a sin 2��

�
�25�

K1 =
���a

2
��1 + �� − �1 − ��cos 2�� �26�

are prescribed on the outer boundary of the domain. In above equations, K1 is
the Mode I stress intensity factor. Further, G and a are the shear modulus and
the crack length, and �=3−4 for plane strain. In the particular case of �
=� /2 Eqs 25 and 26 are simplified for plane strain in a well known manner.
These elastic displacements corresponding to the Mode I were applied along
the circular boundary of the R radius.

The biaxial loads are applied through the stress intensity factors and the
transverse T-stress. The crack tip is located at the center of the disk. The panel
could be subjected to two perpendicular loads: one parallel to the Y-axis �yy

� and
another parallel to the X-axis �xx

� . The magnitude of the traverse load �xx
� can
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also be described by nominal stress biaxial ratio �=�xx
� /�yy

� . The panel was
subjected to biaxial loading with a large number of different values for �. To
apply the load in each particular analysis, a fixed value was selected for �yy

�

throughout total analysis. Varied parameters of biaxial loading Mode I condi-
tions for elastic-plastic material at �=� /2 and resulting T-stress values are

listed in Table 1, where T̄=T /�y is normalized by the yield stress �y.
For creeping material we consider three different biaxial stress states: eqiu-

biaxial tension-compression ��=−1�, uniaxial tension ��=0�, and equibiaxial
tension-tension ��=+1�. Each type of biaxial loading is analyzed at nine stages
of creep time which is varied from t=0 up to t=5 ·104 hours. Our computations
terminated at t=5 ·104 hours, which is the time when the creep zone radius
equals about 80 % of the plate outer boundary. All values of creep time t are
normalized by reference time tT. We define the reference time, tT, as the time
corresponding to the transition from the small scale creep to the extensive
creep. Table 2 gives the values of creep time in both natural and dimensionless
form.

The ANSYS �35,36� finite element code is used to solve modified boundary
layer problems. A large circular domain containing a notch along one of its
radii, which is entirely represented by 3-D plane strain is considered. Due to
symmetry, only one-half of the panel was simulated in the finite element code
ANSYS. A mesh consisted of 40 fans of elements circumferentially and 45 ele-
ment rings radially. Radial sizes of elements are varied according to the geo-
metric progression. A finite element mesh consisting of 1905 nodes and 1849
eight-nodes quadrilateral elements was used. To consider the details of large
deformation and blunting of the crack tip, a typical mesh was used to model
the region near the notch tip. The radius of outermost boundary circular do-
main R �along which the modified boundary condition is given�, is about 103�,
where � is the initial notch root radius. In the undeformed configuration, the
center of curvature of the notch coincides with the center of the circular do-
main.

TABLE 1—Values of varied parameters in numerical calculations for elastic-plastic
material.

Line
No. 1 2 3 4 5 6 7 8 9 10 11 12 13
� 2.0 1.75 1.5 1.25 1.0 0.75 0.5 0.25 0.0 −0.25 −0.5 −0.66 −0.9

T̄ 0.53 0.39 0.26 0.13 0.0 −0.13 −0.26 −0.39 −0.53 −0.66 −0.8 −0.87 −1.0

TABLE 2—Values of varied creep time in numerical calculations for creeping material.

No. 1 2 3 4 5 6 7 8 9
t �hour� 1 ·102 3 ·102 5 ·102 1 ·103 3 ·103 5 ·103 1 ·104 3 ·104 5 ·104

t / tT 0.0925 0.2775 0.4625 0.925 2.775 4.625 9.25 27.75 46.25
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Models of Materials Behavior

Our attention in this work is focused on two-dimensional Mode I stationary
crack problems under plane strain conditions. In general, the material defor-
mation behavior is described by additive decomposition of the elastic, plastic
and creep strains

	total = 	elastic + 	plastic + 	creep �27�

Here the elastic, plastic, and creep strains are evaluated independently. All are
based upon the current stress state but not on each other. The creep strain
combined with the plastic strain comprise the inelastic strain. The creep strains
themselves are not evaluated against a yield stress, do not require a higher
stress value for more creep strain to occur, and do not cause plastic hardening
of the material. However, the plastic strains are evaluated against a yield stress,
require a higher stress value for more plastic strain to develop, and cause plas-
tic hardening of the material. In our work two different strain treatments are
used for calculating total strain. The first of them is obtained by combining
elastic and isotropic hardening, while the second one is combined elastic, iso-
tropic hardening and creep.

The Ramberg-Osgood model

	

	y
=

�

�y
+ �� �

�y
�m

�28�

was employed to define the stress-strain curve corresponding to the elastic-
plastic material properties. In Eq 28, �y is the yield stress, m is the hardening
coefficient and � and 	y are two fitting parameters. The parameter 	y is usually
taken to be �y /E. Two fitting parameters are determined by means of least
squares minimization. It is well known that this fit type yields a good approxi-
mation of the true stress-strain curve for high plastic strains but for low plastic
strains, the stresses are lower than the experimental data. In our case the typi-
cal relative difference between experimental and fitting values of the true strain
is less than 5 %.

In the multi-axial case the corresponding constitutive equations of the
J2-deformation theory of plasticity are

	ij

	y
= �1 + �

Sij

�y
+

1 − 2

3

�pp

�y
�ij +

3

2
���e

�y
�m−1Sij

�y
�29�

or in incremental form

	̇ij = �1 + ��̇ij − �̇kk�ij +
3

2
m���e

�y
�m−2Sij

E

�̇e

�y
�30�

A purely power-law creeping material behavior governed by Norton consti-
tutive relation and under uniaxial tension, the total strain rate is related to the
stress by
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	̇ = 	̇0� �

�0
	n

or 	̇ = B�n �31�

where �0 is a reference stress, 	̇0 is a reference creep strain rate and n is the
creep exponent. Note that a combined constant B= 	̇0 /�0

n is often used. Under
multi-axial stress state, based on the J2-deformation theory, the extension of the
uniaxial creep relation can be written as

	̇ij =
3

2
	̇0��e

�0
�n−1Sij

�0
�32�

In Eqs 28–32  is the Poisson ratio, �ij is the Kronecker delta, 	̇ij are the com-
ponents of the strain rate tensor, �ij are the component of the stress tensor, Sij
are the components of the deviatoric stress tensor, �e= �3/2SijSij�1/2 is the Mises
effective stress. Typically, the material constants E, , �y, m, n, �0, 	̇0, or B are
obtained experimentally from uniaxial tests at the temperature of interest. For
the present problem, the Young’s modulus, Poisson’s ratio, and the yield stress
were considered to be 205 GPa, 0.3 and 380 MPa. The strain hardening expo-
nent m was 4.96. The creep parameter and the creep exponent are B
=1.4 ·10−10 and n=3. The Ramberg-Osgood model was introduced into the fi-
nite element code using a piecewise linear model available in ANSYS for de-
scribing material properties.

After the solution of an elastic-plastic problem, the ANSYS output file is
used as an input data for FORTRAN programs developed to determine the
dimensionless angular distributions and the amplitude of the second order
term according to Eqs 8, 16, and 17.

Results and Discussion

Radial Stress Distributions for Elastic-Plastic Material

In the present work the full field numerical solution �̄ij
FEM�r ,�� to the two pa-

rameter boundary layer formulation is taken to be the exact solution. First, the
stress distribution ahead of the crack-tip ��=0� under Mode I at �=� /2 was
investigated. The state of biaxiality is given by �=�xx

� /�yy
� . The stresses �̄�� and

�̄rr with several levels of T-stress and � are displayed together with HRR solu-
tion in Fig. 2 where the stresses are normalized by the yield stress �y and the
radial distance r is normalized by J /�y. It can be seen that finite strain effects
dominate for the normalized radial distance r�y /J�2, while higher-order terms
can be significant at large distances. For this reason, it is necessary to show the
fields in the interval 0�r�y /J�12. In the region of r�y /J�2 where stress re-
laxation due to the crack tip blunting does not exist, the near-tip stresses de-
pend on the sign and amplitude of the T-stress, and have nearly equidistant
shift with the HRR field. With positive T-stress and ��1, the stresses are larger
than the ones of the HRR distribution, but the difference is little. However, with
negative T-stress and ��1, the stresses considerably decrease below the ones
of the HRR solution as the absolute value of T-stress increases.
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Our results show that at the same negative and positive T-stress magni-
tudes, the tangential stress distributions do not coincide with each other be-
cause the same magnitudes of the T-stress can be obtained by the combination

FIG. 2—Radial distribution of stresses along �=0° under plane strain biaxial loading.
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of different values of the biaxial stress ratio � and crack angle �. Note that the
investigation of Hutchinson �2� is concerned with the plastic deformation at the
crack tip in two-dimensional stress field which is uniaxial tension in a direction
perpendicular to the crack far from it. For the uniaxial tension when �=0 at

�=� /2 the nonsingular term is T̄=−�̄�1−��=−�̄ and cannot approach zero.

Only under equi-biaxial tension when �=1.0 the nonsingular term T̄= �̄�1−��
=0 approaches zero. However, the solution which has been used in the work �2�
for elastic stress intensity factor KI=0.5���a�1+�− �1−��cos 2�� reduces for
pure Mode I at �=� /2 to KI=���a and is independent of biaxial stress ratio �.
Therefore, strictly speaking, it is necessary to make the comparison of these or
those full field solutions with the HRR-type fields only for the case of the equi-
biaxial tension when T /�y=0 but not for that of the uniaxial tension when
T /�y=−� /�y.

Our numerical solutions clearly indicate that the crack-tip fields cannot be
adequately predicted under biaxial loading by inclusion of the T-stress as a
second crack-tip parameter. It is found that the near-tip second stress fields are
dependent on magnitude and sign of the T-stress, but this parameter itself does
not describe the remote boundary conditions univalently whereas the same
value of T-stress can correspond to several different plastic fields. So hereafter,
we shall interpret our numerical results in terms of load biaxiality � instead of
the T-stress.

Angular Stress Distributions for Elastic-Plastic Material

In order to demonstrate the angular distributions of a stress field, in this sec-
tion the full field finite element results, HRR-fields and the three-term solutions
are reported and compared. The full field finite element distributions of the
stress components for crack angle �=� /2 are represented in Fig. 3. The full
field finite element solution is indicated by the symbols while the HRR field is
indicated by a solid line. It is observed that in Fig. 3 the full field finite element
solutions of all stress components �̃��, �̃rr, and �̃r� at �=� /2 deviate substan-
tially from those of HRR fields. Results which are represented in Fig. 3, mono-

tonic character of T-stress change from T̄=−1.0 up to T̄=0.53 coincides with
the biaxial stress ratio variation from �=−0.9 to �=2.0.

Note that up to now the classical HRR-solution has not been put in corre-
spondence to any type of biaxial loading. From the analysis of the Eq 24 it

follows that for pure Mode I ��=� /2� the nonsingular second-order term T̄ can
be equal to zero only in case of equi-biaxial tension with �=+1. Figure 4 shows
full field finite element angular variations of stress components and the HRR
field at radial distances r�y /J=4.05 and r�y /J=11.3 under different biaxial
loading conditions. It can be seen that the HRR field is close only to the equi-
biaxial tension angular stress distributions.

In order to have a further appreciation of the quality of the three-term
expansion, Fig. 5 shows the angular stress variations of the three-term solu-
tions �̃�� and �̃rr according to Eqs 8 and 10. It is observed that the load biaxi-
ality ratio � has certain influence on the dimensionless stress angular distribu-
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FIG. 3—Angular distributions of the stress components obtained from FEM analysis
under biaxial loading.
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tions. Besides all calculated stress components have strong dependence on the
crack tip distance scaled by J /�y. On the basis of both numerical �Fig. 4� and
analytical �Fig. 5� results, we can conclude that a three-term expansion indeed
provides a more accurate description of the actual near-tip fields for power-law
elastic-plastic material. As it follows from Fig. 5, to speak about the regions of
dominance of the HRR solution is only possible in case of the equi-biaxial

tension when �=+1 and T̄=0. Other biaxial loading types do not fall under
determinancy domain of the HRR solution because in these cases the deviation
of the HRR-field with respect to the three-term asymptotic solution is quite
large.

Constraint Parameters Behavior for Elastic-Plastic Material

The tangential and radial stresses near the crack tip were obtained in this paper
to explore the influence of the biaxial load coefficient � and crack tip distance
r̄ on constraint effect under Mode I plane strain conditions. The values of the
first A1 and second A2 amplitude parameters are determined by the fitting pro-

FIG. 4—Angular stress distributions under different biaxial stress states.
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FIG. 5—Dependencies of angular stress distributions on crack distance.
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cedure applying Eqs 16 and 17 in common with the finite element results for
elastic-plastic material. The effect of biaxial stress ratio � and crack tip distance
r̄ on the computed values of amplitude parameters A1 and A2 are presented in
Fig. 6. It can be seen in Fig. 6�a� that the behavior of A1 is not uniform and
generally does not coincide with the theoretical value A1=2.494 which was
obtained by Eq 13 on the basis of the HRR solution.

The values of second-order term amplitude factor of the three-term expan-
sion for variable � and r̄ are presented in Fig. 6�b�. The amplitude A2 monoto-
nous increases with the increase of � and r̄. The values of A2 amplitude mainly
are negative for all studied biaxial stress states, and vary substantially with

FIG. 6—Constraint parameters behavior under biaxial loading.
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respect to r̄ especially at positive �. It is interesting to note that the second-
order term amplitude factor A2 almost approaches zero under the equi-biaxial

tension �=+1 when T̄=0, but small quantitative differences remain. This ob-
servation is essentially due to the fact that in order to apply the three-term
solution when one calculates A1 the finite element results were used instead in
the less precisely analytical formula 13.

It is pertinent to note that the loss of constraint is directly related to the
change of the biaxial load ratio � from positive to negative value. Figure 6�b�
shows that for �=−0.9 and T̄=−1 the lowest constraint takes place. The signifi-
cant influence of load biaxiality on constraint effects is realized through ampli-
tude A2 and is completely ignored in the HRR-model. Therefore HRR-approach
is expected to have very limited applicability of characterizing biaxial load and
in-plane constraint effects. The three-term expansion can indeed account for
the main features of the deviation of the finite element results from the HRR
solution quite well.

The higher-order stress factor Q�� and Qe defined by Eq 18 as the sum of
the second and the third terms in asymptotic expansion 8 or the difference
between the finite element solution and the HRR field is depicted in Fig. 6�c�,
and Fig. 6�d� for tangential and effective stresses, respectively. It can be seen
that finite-strain effects on the near-tip stress are significant at the crack dis-
tance r�y /J�3 for both considered parameters. The weak dependence of Q��

on crack distance r̄ for ��0 can be seen. Figure 6�d� shows that Qe-stress is
almost independent on biaxial stress ratio in finite strain zone. It developed
that, when the full range of the crack tip distance is considered, the biaxial
loading, produced by both positive and negative stresses, has a more direct
influence on the crack-tip stress fields. The distributions for all biaxial load
states can be identified with members of the Q-family of fields. To illustrate this
point look back at Fig. 6�c�. For Mode I plane strain loading conditions it can be
clearly stated that the biaxial ratio ��0 corresponds to a low-constraint state
when Q���0, while 0���1 corresponds to an intermediate state and 1��
�2 corresponds to a high-constraint state at Q���0.

By comparing the sum of the second and third terms in the three term
asymptotic expansion 8 and the first term of this solution, a quantification of
the deviation of the current biaxial stress state from the HRR conditions by
applying the constraint parameter Q�� is achieved. It is found by numerical
calculation that the value of this sum can be averaged up to 52 % with respect
to the first HRR-term under generally biaxial stress states. By force of these
circumstances the necessity of including the higher-order terms in asymptotic
expansion for characterizing constraint effects under biaxial loading is clear.

By fitting the numerical calculations, the general constraint parameter Q��

determined by Eq 18 as a function of varied crack distance, load biaxiality and
hardening exponent of elastic-plastic material can be expressed in the form

Q�� = F��̄; r̄;n�, whereF = − 1.67739 · Fn · r̄−��+1/�n+1�� + F� · r̄−� − 3.47206
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Fn =
1

n + 1
�3.08913 · n + 11.1638�; � = 1.01041n − 0.900617; �̄ =

�

�y
�1

− ��cos 2�

F� = 10.1155 + 0.780826 · �̄ − 0.938127 · �̄2 + 0.193731 · �̄3 + 0.127252 · �̄4

− 0.0780075 · �̄5

The typical relative difference between the numerical and fitting values of the
constraint parameter Q�� is less than 3 % inside the fitting area.

The behavior of the stress triaxiality parameter h which was obtained by
Eq 7 for different loading conditions is represented in Fig. 7. It should be noted
that h-curves for different values of the load biaxiality have the same shape and
differ from each other by equidistant shifting on some magnitude. This implies
that for crack distance more than finite strains and blunting zone, the h-�
relation is numerically unique because the triaxiality parameter is independent
of any reference field and incorporates all stress components. It is expected that
this parameter would be useful to describe in-plane constraint effects with sim-
plicity point of view.

FIG. 7—Stress triaxiality parameter behavior under biaxial loading.
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Radial Stress Distributions for Creeping Material

The finite element model described in the previous section was employed to
study the effect of biaxial loading on the near crack tip stresses in Mode I plane
strain conditions. The creeping material properties were described earlier and
the state of biaxiality again is given by �=�xx

� /�yy
� .

The tangential stress distributions �̄�� ahead of the crack-tip ��=0� for
three types of biaxial stress states are displayed in Fig. 8 where the full-field
solution stresses are normalized by the yield stress �y and the radial distance r
is normalized by C / ��0	̇0�. Numbering of lines in Fig. 8 corresponds to the
creep time in Table 2. As shown in Fig. 8, when crack distance scaled by
r / �C / ��0	̇0�� increases from 0.002 to 0.1, the tangential stress level monotoni-
cally decreases as the creep time increases. This plot shows how both positive
and negative biaxial loads affect the tangential stresses in Mode I. Observe that
the influence of creep time on the tangential full field stress distributions de-
pends on the biaxial nominal stress state. In all calculations, the tangential
stress behavior in the radial direction within r / �C / ��0	̇0��0.001� is character-
ized as an evident unloading state, while beyond r / �C / ��0	̇0��0.002� the radial
stress distributions are approximately uniform. Note that in this region the
stress gradient is depending on the biaxial stress state. Moreover, the change of
stress gradients with respect to the creep time is large at �=+1 and is very small
at �=−1. Thus, under the equibiaxial tension-compression stress state with �
=−1 the full field tangential stress is nearly unaffected by the creep time when
r / �C / ��0	̇0��0.002�.

The general trend of the full field tangential stress redistribution in the
radial direction under different biaxial stress state with respect to creep time is
illustrated in Fig. 9. The transition time tT=1053h, which is calculated from Eq
21. It is interesting to note that at the short creep time t / tT=0.46 or small scale
creep conditions, the maximum values of the tangential stresses correspond to
the equi-biaxial tension �=+1. At the transition creep time 2.76� t / tT�0.92 all
stress distributions for different biaxial loading nearly coincide with each other.
For long time t / tT=9.2 or extensive creep conditions already the equi-biaxial
tension-compression stress state �=−1 has maximal values of the tangential
stresses within the region of considered crack tip distances. In summary, from
small scale creep �i.e., t� tT� to extensive creep �i.e., t�9.2tT�, the equi-biaxial
tension and the equi-biaxial tension-compression have contrary tendencies of
changing in stress distributions. This is reasonable because under a constant
remote loading, creep deformations leading to blunting and continuously
evolving crack tip fields will continue to accumulate with different intensity
depending on biaxial stress state.

Angular Stress Distributions for Creeping Material

As well as in the elastic-plastic material case, in order to background the valid-
ity of the three-term expansion 8, in this section the full field finite element
results, HRR-type fields and the three-term asymptotic solutions are considered
and compared for creeping material. The full field finite element solution is
indicated by the symbols while the HRR field is indicated by the thin solid line
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FIG. 8—Radial stress distributions along �=0° under biaxial loading.
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FIG. 9—Tangential stress redistribution on creep stages.
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FIG. 10—Angular stress distributions under different biaxial stress states.
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and the three-term solution by the thick line. Figure 10 shows angular distri-
butions of the normal �̃rr, �̃��, and shear �̃r� stress components at the position
from crack tip r / �C / ��0	̇0��=7.17 ·10−4 and r / �C / ��0	̇0��=2 ·10−3 for different
biaxial stress states at long creep time t / tT=46.2.

Near the crack tip within the finite strain or unloading zone at
r / �C / ��0	̇0��=7.17 ·10−4 neither the HRR field nor the three-term asymptotic
solution coincide with the finite element results. However, at a radial distance
more than the unloading zone r / �C / ��0	̇0��=2 ·10−3 the three-term solutions
are in good agreement with full field FEM results for the times considered here
from t / tT=0.46 to t / tT=46.2. The quality of the approximation by a three-term
expansion �8� is better in all interval of angular coordinate changing. The HRR-
type fields deviate from both the FEM results and the higher-order term solu-
tions for all the times except for the equi-biaxial tension at �=+1. Although not
shown here, for extensive creep when 9.2� t / tT�46.2 the same biaxial loading
and crack distance effects similar to the creep time t / tT=46.2 were observed for
the dimensionless stress components angular distributions. Good agreement of
analytical findings with finite element results confirms again that HRR-solution
corresponds only to the equi-biaxial tension �=+1 which is the particular case
of general biaxial loading. The results and analyses of polar stress distributions
indicate clearly that the three-term solution 8 is correct for all times from the
small scale creep to the extensive creep.

Constraint Parameter Behavior for Creeping Material

Figure 11 is the variation of the amplitude A1 and A2 in the three-term
asymptotic solution 8 as the function of the crack tip distance at different
creeping stages under biaxial loading ��=+1;0;−1�. The results in this figure
are obtained by Eqs 16 and 17 from the finite element analysis with the account
of the three-term asymptotic solution with respect to the dimensionless higher-
order stress components �̃rr

�k�, �̃��
�k�, �̃r�

�k� �k=1,2,3�. In this figure the crack-tip
distance is normalized by r /�=103r / �C / ��0	̇0��, while the creep time is normal-
ized by the transition time tT.

At the transition time from small scale creep to extensive creep, i.e., t= tT
C-integral approaches the steady-state value C0. We are not aware of any pub-
lished theoretical work that provides expression of C-integral under different
biaxial stress state. Only uniaxial tension for a crack of length 2a in an infinity
body and subjected to a remote stress �, C0 for the plane strain extensive prob-
lem is very accurately given by �37�

C0 = �0	̇0a��n��3

2

�

�0
�n+1

In the case of the uniaxial tension �=0 accounting for this value for C0
=8.395 ·10−5, the amplitude A1 from Riedel and Rice’s estimation formula 15 is
determined as A1=0.959 and represented in Fig. 11 as the corresponding plane.
It is necessary to note that the analytical Riedel-Rice solution is only a particu-
lar case of our numerical results.

Figure 11 depicts the variations of amplitude A2 of the three-term

634 FATIGUE AND FRACTURE MECHANICS

 



FIG. 11—Amplitude factors behavior under biaxial loading.
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asymptotic solution with the distance from the crack tip at the different creep
time for three biaxial stress states. It is found that the creep time has certain
influence on A2 only in short time within the finite strain zone. One can con-
clude that the amplitude A2 in the three-term asymptotic solution for power-
law creeping materials is approximately independent of the time at extensive
creep conditions, i.e., the creep time has no role in the crack-tip stress fields.
On the other hand, the distance from the crack tip has significant effects on the
constraint parameter A2 as shown in Fig. 11.

The value of amplitude A2 is negative for all the studied creep stages, and
varies substantially with the biaxial loading. From comparison of different bi-
axial stress states it is clear that the general tendency is that the absolute value
of A2 decreases with change ratio � from +1 up to −1. Therefore, for a given
creep time t / tT and crack distance r /�, the loss of constraint is directly related
to A2 by means of biaxial stress ratio �. As pointed out previously for elastic-
plastic material, again in creeping material the value of A2 approximately
achieves zero under equi-biaxial tension at �=+1 that confirms the undertone
of the HRR-type solution.

By fitting the numerical calculations, the constraint parameter in the form
of amplitude A2 determined by Eqs 16 and 17 as the function of varied crack
distance r̄=r / �C / ��0	̇0��, load biaxiality � and creep time t̄= t / tT for creeping
material can be represented in the following expression A2=F�t̄ ,� , r̄�, where for
�=0 A2=0.76t̄0.19−1.237+Ft / r̄0.47, Ft=−0.048t̄+0.00128t̄2−1.38 ·10−5t̄3−2.49;
for �=−1 A2=0.047t̄0.77−2.22+Ft / r̄0.569, Ft=−0.0253t̄+2.65 ·10−4t̄2

−4.09 ·10−6t̄3−1.457; for �=+1 A2=2.184t̄0.216+1.3+Ft / r̄0.33, Ft=−0.101t̄
+0.003t̄2−4.29 ·10−5t̄3−5.26.

Figure 12 represents a comparison of the numerical and fitting A2-values.
In Fig. 12 the numerical solutions are indicated by the symbols while fitting
results are indicated by solid lines. As can be seen from Fig. 12, the fitting
equations approximate the finite element data with good precision for both
biaxial loading conditions and creep times.

The behavior of the higher-order stress factor Q�� and Qe defined by Eq 18
as the sum of the second and the third terms in asymptotic expansion 8 or
difference between the finite element solution and the HRR field in qualitative
sense repeats the behavior of amplitude A2 and for this reason they are not
shown here. Likewise to the elastic-plastic material, for the creeping material
quantum of this sum can be average up to 58 % with respect to the first HRR-
type term under generally biaxial stress states. The behavior of the stress tri-
axiality parameter h obtained by Eq 7 deserves attention too. Figure 13 depicts
the variations of the constraint parameter h with the distance from the crack
tip at several creep stages under biaxial loading. One can conclude that for
power-law creeping material within the unloading zone, the stress triaxiality
parameter h is approximately independent on the stress biaxiality at both small
scale and extensive creep. The finite-strain effect on the triaxiality stress is not
significant at the crack distance r / �C / ��0	̇0���1 ·10−3. Beyond this distance the
strong dependence of h on load biaxiality can be seen. It should be noted that
only at the short creep time t / tT�0.92, the triaxiality stress distributions are
similar while they become more different with increasing creep time t / tT. The
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general tendency is that the absolute value of h for the equi-biaxial tension �
=+1 increases drastically with t / tT, whereas the values of h for other biaxial
stress states, i.e., �=0 and �=−1 do not.

Conclusions

The higher-order asymptotic crack-tip fields are investigated in the present
work for a plane strain Mode I crack in both elastic-plastic and creeping mate-
rials under the biaxial loading conditions. The numerical solutions clearly in-
dicate that the effects of higher-order terms on the crack-tip fields in both
elastic-plastic and creeping materials cannot be adequately predicted under
biaxial loading by the inclusion of the T-stress as a second crack-tip parameter.
It is found that the near-tip second stress fields are dependent on the magnitude
and sign of the T-stress, but this parameter itself does not describe univalently
the remote boundary conditions.

Good agreement of analytical findings on the base of the three-term expan-
sion with finite element results conforms that HRR-solution for elastic-plastic

FIG. 12—Comparison of the numerical and fitting A2 values.
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FIG. 13—Stress triaxiality parameter distributions on creep stages.
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material and the HRR-type solution for creeping material is particular case of
general biaxial loading which corresponds to the equi-biaxial tension.

Several constraint concepts are analyzed with respect to their capability of
characterizing the load biaxiality effect. It is found that the influence of the
nominal biaxial stress state is realized only through the higher-order terms
which have a sense of the constraint parameters in different approaches. Be-
cause value of the sum of the second and the third terms in asymptotic expan-
sion can be average up to 52–58 % with respect to the first HRR term under
generally biaxial stress states the necessity to include the higher-order terms
solution for characterizing constraint effects under biaxial loading is clear.
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ABSTRACT: Typically thermo-mechanical fatigue �TMF� loaded components
in power plants and steel works are made of copper alloys and are used in
different applications �e.g. cooling systems in continuous casting, transform-
ers�. So a careful analysis and comparison of the experimental results and
microstructure of thermo-mechanical loaded copper components, which are
based on a systematic variation of the relevant influence factors, have been
conducted to develop empirical models for computing the fatigue life. At spe-
cific low cycle fatigue �LCF� and thermo-mechanical fatigue test series on the
copper alloys CuCoBe and CuCo2Be, the influence of pre-aging and tem-
perature were investigated by means of the cyclic deformation and lifetime
behavior. Based on stress-strain loops from LCF tests at different tempera-
tures and aging conditions a non-linear combined material model was
adopted to describe the cyclic deformation behavior. The simulated loading
parameters of stress and strain were the basis for the subsequent lifetime
simulation. A new energy based damage parameter for copper alloys has
been developed to fulfill the requirements of lifetime simulation.
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Introduction

Cyclic loading of metallic engineering components at constant increasing or
fluctuating temperatures causes a complex evolution of damage which is diffi-
cult to describe. In many engineering components thermo-mechanical loading
occurs, e.g., cooling components in metal processing and forming, turbine
blades, cylinder heads, etc. The steady rise of engine power and productivity
often causes higher operating temperatures. At the same time the thermal ex-
pansion of this material is restricted due to the complex geometry of the com-
ponents.

Thermo-mechanical fatigue induced through cyclic loading by temperature
variation results in simultaneous elongation constrained. This constraint leads
to local plastic deformation resulting in the fatigue of the material. Because of
the low number of bearable thermo-mechanical cycles and the macroscopic
plastic deformation, the thermo-mechanical fatigue takes place in the low cycle
fatigue �LCF� region of the classical S-N curve.

Due to the preponderance of temperature differences and stresses during a
TMF cycle there is an appearance of several damage mechanisms. Apart from
the classical fatigue damage in terms of plastic deformation, corrosive influ-
ences �for example oxidation� and creep damage also occur as a result of the
elevated temperature. In order to work out a methodology for simulating the
fatigue and lifetime behavior of thermo-mechanically loaded components, ex-
periments like tensile or isothermal LCF tests were conducted to provide a
basic understanding of CuCoBe and CuCo2Be, which are both standard mate-
rials in thermo-mechanical loaded cooling components.

Based on stress-strain loops from LCF tests at different temperatures and
aging conditions, a nonlinear combined material model was adopted to de-
scribe the cyclic deformation behavior. Simultaneous damage mechanisms
were described by different models. Many of the empirical models are strain
based criteria like the Manson-Coffin �1,2� criterion with numerous modifica-
tions.

To find a correlation between the number of cycles to failure and loading
parameters, different damage parameters are available stated in lifetimes �3�.
From the perspective of fracture mechanics, e.g., with cyclic J-integrals, a de-
scription of the TMF lifetime can be obtained. Cumulative models, like the
Chaboche model �4�, try to cumulate the damage for each cycle; therefore these
models need a lot of computing time for complex structures. Due to the inter-
play of strain and stress values under TMF loading, they are able to account for
more specific influences as well as their interactions. It is shown in former
works of Riedler �5,6�, that energy based criteria are qualified for lifetime ap-
proaches. To estimate the lifetime, a damage parameter, based on the energy
�elastic and plastic� of a hysteresis loop to find a correlation between the num-
ber of cycles to failure and loading parameters, has been developed.

Damage Mechanisms Due to TMF

Damage mechanisms which have occurred via a TMF process are affected by
different temperature dependent mechanisms during every cycle. Whereby the
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damage mechanisms, listed previously, occurs at elevated temperatures by an
individual or cumulative interaction.

The influence on cyclic thermo-mechanical deformation behavior depends
on thermal activated dislocation aspects at lower temperatures, cyclic aging
processes at mid-temperature ranges and diffusion conveyed creep at higher
temperatures. So, under both loading modes, IP-TMF �in-phase, i.e., tempera-
ture and stress are in-phase� as well as OP-TMF �out-of-phase, i.e., temperature
and stress are opposite�, the training of the microstructure and oxidation were
predominantly formed in a range at the maximum temperature �see Figs. 1 and
2�.

Oxidation, for example, that intensifies act at high temperatures, can cause
embrittlement, or cause weakness in strength. As a result early crack initiation
and accelerated crack propagation during an OP-TMF cycle is enhanced.

In out-of-phase testing conditions, the mechanical strain works against the
thermal strain, which results in compression at maximum temperature. In in-
phase tests the mechanical and thermal strain are cumulative, which results in
tension at maximum temperature. The used phase shift in this study is out-of-
phase �OP�.

KTM =
��t

mech

��t
th �1�

The relationship between mechanical and thermal strain is defined by the de-
gree of strain constraining KTM �Eq 1�, where ��t

mech is the total mechanical

FIG. 1—Active damage mechanisms during OP cycles �7�.
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FIG. 2—Active damage mechanisms during IP cycles �7�.

FIG. 3—Temperature-strain-time characteristics with respect to OP-TMF.
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strain range and ��t
th is the total thermal strain range �see Figs. 3 and 4�.

Experimental Setup Methods

The investigated materials for this research are CuCoBe and CuCo2Be, also
called cobalt-beryllium-bronzes. In this study, CuCoBe was a wrought alloy and
CuCo2Be was a cold worked rod. Both are copper-based alloys containing co-
balt �2 wt. % in CuCo2Be� and beryllium with small traces of nickel and iron.
Such materials can be strengthened by different heat treatments like solution
annealing. Thereby a high oversaturated alpha-phase is formed and after cool-
ing down to room temperature also a fine distributed cobalt- and beryllium-
rich phase is generated see.

To describe the effect, respectively, the influence of pre-aging on the yield
strength of these materials, tensile test specimens were preaged at different
temperatures �room temperature, 125, 225, 275, and 325°C� with different pre-
aging times �from 10 h to 1500 h�.

LCF tests were conducted at different temperatures �room temperature
125, 225, 325, and 375°C� and variable pre-aging conditions. The tests were
made on a Schenk servo-hydraulic test rig �nominal force 250 kN� with Instron
FastTrack control. The clamping was controlled via hydraulic clamping grips,
see Fig. 5�a�. The specimens �Fig. 6� were strain test controlled with an Instron
extensometer with a gage length of 12.5 mm and a range of ±2.5 mm. These
tests were made with a strain rate of 1 %/s �0.01 %/s�, in accordance with DIN
EN 3988.

TMF tests were conducted for CuCo2Be �without any pre-aging conditions�
on a test rig developed at the Institute of Mechanical Engineering �Fig. 5�b��.

FIG. 4—Temperature-strain-time characteristics with respect to IP-TMF.
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With this test rig it was possible to allow defined phase shifts and frequency
superimpositions, between thermal and mechanical strains. LCF and TMF tests
were temperature controlled with an induction coil, operated by a Huettinger
generator �8�.

Because of relatively low working and therefore testing temperatures for
the CuCo2Be alloy, a strain constrainment of KTM=3 was used to estimate a
rational testing time �max. 15 000 cycles�. The heating rate was 10°C/s up to
the respective maximum temperature �200, 225, 250, 275, 300, and 325°C�. The
dwell time at the maximum temperature was 10 s–100 s after which the
samples were left to cool down to Tmin=60°C, as described in Ref �9�. Addi-
tionally, metallographic analyses were conducted to show the changes in the
microstructure.

FIG. 5—Servo-hydraulic test rigs: �a� LCF and �b� TMF.

FIG. 6—LCF-TMF test specimen �mm�.
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Results

Preaging �CuCo2Be� and Microstructure

Typically metals show a different temperature- and time-dependent aging be-
havior. These can significantly change the mechanical properties. This behavior
can be described by the yield strength at different pre-aging temperatures as a
function of the pre-aging time, according to Shercliff-Ashby �10,11�. As shown
in Fig. 7, the effect of pre-aging at working temperatures up to 325°C on the
CuCo2Be alloy is in a range of 50 MPa for all aging temperatures, which is less
than 7 % of the yield strength. So pre-aging has no distinctive influence on the
cyclic deformation behavior.

Figure 8 shows the microstructure of nonaged and preaged specimens, re-
vealing primary copper oxide dendrites and eutectic copper �Cu2O+Cu� �12� by
using a light optical microscope and a system for image analysis �OLYMPUS
analySIS3.2�. The finely dispersed copper-oxide Cu2O in the eutectic phase can
only be visually detected at high magnification �500� to 1000��. From the
micrographs the distribution of primary copper dendrites for the CuCo2Be
�Fig. 8�a�� and CuCoBe �Fig. 8�b�� alloys after forming, �see Damage Mecha-
nisms Due to TMF section� is the same. But there is a significant distinction in
the distribution of eutectic copper oxide, identifiable in the reduced finely dis-
tributed Cu2O phase in the CuCoBe alloy. By comparing the microstructure
�CuCo2Be� for standard and preaged, at 10 h �Fig. 8�c�� and 500 h pre-aging
time �Fig. 8�d�� at 325°C, specimens show a coarsening of the microstructure
during the pre-aging process in the first ten hours. Longer pre-aging times do
not lead to a further coarsening of the microstructure. For a precise detection

FIG. 7—Pre-aging model �Shercliff-Ashby� for CuCo2Be.
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of the precipitation of beryllium, cobalt and inter-phases, with respect to their
influences on the yield strength and lifetime, an analysis via transmission elec-
tron microscope �HRTEM or EFTEM� will be done in further publications.

The amount of primary Cu2O �% area� decreases from 7 % without pre-
aging to 6 % after 10 h pre-aging at 325°C, thereafter staying almost constant
up to 500 h pre-aging at 325°C. The amount of eutectic Cu2O decreases from
2 % before to 1.5 % after 10 h pre-aging staying constant almost up to 500 h
pre-aging at 325°C. The influence of pre-aging for further considerations can
thus be eliminated, because there is no change in microstructure during the
pre-aging process, i.e., there is no influence on the yield strength and the defor-
mation behavior respectively.

Comparison of LCF and TMF Lifetime

During a thermo-mechanical cycle, different temperatures and mechanical
loadings are applied to the material. This temperature dependent process, that
occurs during a common TMF cycle, causes plastic deformation, cycling aging,
creep effects, oxidation effects, coarsening of the microstructure, and crack
initiation with resultant propagation. As explained previously, the influence of
pre-aging is negligible, irrespective of the low testing temperature. The main
damage mechanisms for CuCoBe and CuCo2Be are pure fatigue and oxidation
damage.

FIG. 8—Microstructure of nonpre-aged specimens: CuCo2Be �a� �1000 times magni-
fied� and CuCoBe, �b� �500 times�, and pre-aged specimens: CuCo2Be, 10 h �c�, and
500 h �d� �1000 times�.
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�a,t = �a,pl + �a,el =
�f�

E
· �Nf�b + �f� · �Nf�c �2�

where �a,t, �a,pl, and �a,el describe the total, plastic, and elastic strain amplitude,
respectively, �f� the fatigue strength coefficient, �f� the cyclic ductility coeffi-
cient, b the fatigue strength exponent, c the cyclic ductility exponent, E the
Young’s modulus, and Nf the number of cycle to failure.

In the LCF experiments the influence of oxidation increases with rising test
temperatures and decreasing strain rate. Figure 9 shows a comparison of strain
lifetime curves �strain S-N curves� at different testing temperatures according
to the Manson-Coffin-Basquin model �Eq 2�, strain rates and different pre-aging
�PA� conditions. The influence of oxidation was also investigated and therefore
some tests were conducted under a protective Ar atmosphere.

There was no influence of testing temperature on the lifetime behavior of
CuCo2Be of up to 125°C. The S-N strain curves at higher temperatures are
displaced to the left indicating a reduction in lifetime. At temperatures of
225°C the lifetime reduces by �40 % in comparison to that of 125°C. At
325°C the reduction in lifetime amounts to �70 % of the lifetime at room
temperature. This reduction can be explained by the increasing influence of
oxidation which has a factor of two for lifetimes �Fig. 9� during the testing
period.

The influence on lifetime of a low strain rate is noticeable only at high
temperatures. This causes creep and oxidation effects, which start above the
materials activation energy ��400°C�. At room temperature a change in strain
rate has no effect on lifetime. By testing with a very slow strain rate at a high
temperature the crack surface can be oxidized for a longer time which leads to

FIG. 9—Comparison of LCF tests for CuCoBe and CuCo2Be according to the Manson-
Coffin-Basquin model.
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a reduction in lifetime. CuCoBe demonstrates a different lifetime behavior to
CuCo2Be. The total strain amplitude tolerable is a factor of 1.5 lower than that
for CuCo2Be, which is up to one decade in terms of lifetime. Typically CuCo2Be
shows nearly parallel lifetime curves with CuCoBe and a collective intersection
point at 40 000 cycles �see Fig. 9�.

To investigate the influence of oxidation, some specimens were preaged or
rather oxidized at the surface for 500 h at 325°C and tested with a standard
strain rate of 1 %/s and a lower strain rate of 0.01 %/s. Parallel tests, in an inert
atmosphere, were conducted to determine the full range of oxygen influence.
By oxidizing the specimen surface the velocity of crack initiation and crack
growth increases and because of this the lifetime decreases. As a result, there
was a reduction of �50 % in lifetime when the preaged specimens, 500 h at
325°C, were compared to those tested in an inert atmosphere. This influence
may be of further interest when considering damage parameters like Neu-
Sehitoglu �13�.

The S-N strain curves for the TMF and LCF tests for the CuCoBe and
CuCo2Be alloys at 325°C are shown in Fig. 10. Due to higher mechanical
strains, resulting from higher thermal strains and varied strain constrainment,
lifetime decreases. This is because of higher plastic deformation, during each
cycle. Besides the influence of plastic deformation, the effect of oxidation in-
creases by raising the maximum temperature. For longer dwell times at the
maximum temperature the oxidation influence leads to a significant reduction
in lifetime. This reduction in lifetime is about 30 %, depending on the maxi-
mum temperature.

FIG. 10—Comparison of all TMF tests �CuCo2Be� and LCF tests at 325°C �CuCoBe and
CuCo2Be�.

650 FATIGUE AND FRACTURE MECHANICS

 



Simulation of the Cyclic Deformation Behavior

The description of the elastic-plastic cyclic deformation behavior for both the
investigated materials is the basis for lifetime assessment by using simulated
loading parameters. Using the finite-element method and a suitable material
and damage model, the local loading parameters can be calculated and used to
estimate the lifetime. To describe the elastic-plastic deformation behavior of
the two copper alloys, a standard material model, the combined hardening
model, which is implemented in the software package ABAQUS® has been
used. The combined hardening model describes the kinematic and isotropic
deformation performance in dependency of the temperature.

�̇ = C
1

�0 + k
�� − ���̇̄pl − ���̇̄pl �3�

The evolution law of the kinematic hardening component, which describes
the translation of the yield surface in stress space through the back stress ten-
sor �̇ is given by Eq 3 and in this case it is effectual �14�. �0 is the first deviate
of the elastic to the plastic region, C the initial kinematic hardening modulus, �
the rate of decay of the kinematic hardening modulus, k isotropic hardening

�change of size of yield surface� and �̇̄pl the total plastic strain rate of the hys-
teresis.

The parameters for the material model were derived by using stress-strain
loops from LCF tests at half the number of cycles to failure Nf/2. A comparison
of the hysteresis loops from the experiments at Nf/2 and the simulated hyster-
esis loops for a total strain amplitude of 0.5 % under different temperatures is
given in Fig. 11. The hysteresis loops calculated with the adapted material

FIG. 11—LCF simulation of CuCoBe.
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model show good agreement with those obtained from the experiments.
Using the investigated material model at different maximum temperatures

to simulate the TMF hysteresis loops also reveals a good correlation with the
experimental hysteresis loops �using the LCF data�. Figure 12 shows a compari-
son of the hysteresis loops at different maximum temperatures for a dwell time
of 10 s. These calculated TMF-hysteresis loops are the basis for further lifetime
assessments by using the local loading parameters obtained from the hysteresis
loop.

Models for Lifetime Assessments

Many of the empirical models are strain-based criteria like the Manson-Coffin
criterion �1,2� with numerous modifications. Criteria, based on damage param-
eters, are used to find a correlation between the number of cycles to failure with
respect to the loading parameters. The mechanical fracture view allows a de-
scription of the lifetime mostly via cyclic J-integrals. Cumulative models, such
as the Chaboche models, try to accumulate damage for each cycle. Therefore, a
lot of computing time is needed for complex structures. Another method in-
volves the accumulation of damaged parts �pure fatigue, oxidation, creep�, e.g.,
Miller �15� or Neu-Sehitoglu �13�.

In this case energy based damage parameters show the best ratio between
applicability and effort because they can describe the TMF lifetime using only a
few parameters. To describe the lifetime according to cyclic loading param-
eters, a new, Koeberl modified Prillhofer-Riedler �16� damage parameter, was
developed.

FIG. 12—TMF simulation of CuCo2Be.
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PKPR = ��el,a + cpl · �pl,a� · �a · �s · �e �4�

This damage parameter �PKPR �Eq 4�� is based on the idea of separating
elastic and plastic strain components as in the two-parametric Manson-Coffin-
Basquin strain lifetime curve. This damage parameter is defined as follows:

�el,a describes the elastic, �pl,a the plastic strain amplitude, cpl the plastic
strain factor �0�cpl	1 for LCF and 0�cpl	10 for TMF� and �a the stress
amplitude at Nf/2, see also Fig. 13 ��o maximum stress, �m mean stress, and �m
the mean strain�. The elastic energy component in Eq 4 specifies the nonrevers-
ible elastic energy in the cyclic deformation �i.e., hysteresis energy based on the
elastic and plastic energy components�.

�s = ��Rp0.2

�a
�2

�5�

�e = ��pl,a

�t,a
�c�

�6�

FIG. 13—General definition of elastic and plastic energy.
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The parameter �s �Eq 5� can be described in term of the squared depen-
dency of �a at Nf/2 by using the yield strength ��Rp0.2� and �e �Eq 6� is the
dependency of the plastic strain amplitude �pl,a and the total strain amplitude
�t,a where c� �0�c�	1� is the power of. With �Rp0.2=775 MPa for CuCo2Be,
and 550 MPa for CuCoBe, respectively.

PKPR = 
1 · Nf

2 �7�

The lifetime dependency can be described by using a power law as given in
Eq 7, where 
1 and 
2 are empirical material constants and Nf characterizes the
number of cycles to failure.

Lifetime Assessment with PKPR

In general, there is a clear dependency between PKPR and the number of cycles
to failure. Figure 14 shows the application of PKPR for the LCF test at room and
elevated temperatures. The comparison of the estimated lifetime, by using the
loading parameters from the simulation, with the lifetime according to the
experimental tests gives a good correlation agreement. The logarithmic stan-
dard deviation �s=0.258� is low and the scatter band for 90 % of all tests
�T90 %=2.72� is acceptable.

For the TMF tests the PKPR results show a good correlation. This depends
on the similar deformation behavior of the hysteresis loops under LCF and
TMF loading. Figure 15 shows the test results for all TMF tests. The exact
specification of the cyclic deformation behavior and the created material model
for copper alloys is a reason for the accurate estimation, as well as the precise

FIG. 14—Strain, temperature, and strain rate ranges simulated over the experimental
lifetime of the LCF tests �CuCo2Be�.
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lifetime assessment for LCF tests. The logarithmic standard deviation �s
=0.197� was very low and the scatter band for 90 % of all tests �T90 %=2.14�
was good.

Conclusion

An extensive test program was conducted to investigate the influences relevant
to the cyclic deformation and lifetime behavior of CuCo2Be and CuCoBe alloys
under LCF and TMF loading. Based on stress-strain loops of LCF tests at dif-
ferent temperatures, a kinematic material model was adopted to describe the
cyclic deformation behavior in order to gain the stress and strain values for
different loading conditions. This was the basis for a subsequent lifetime cal-
culation. To describe the lifetime behavior a new damage parameter, the
Koeberl-Prillhofer-Riedler parameter PKPR was developed. This damage param-
eter delivers a good estimation for lifetime under both LCF and TMF loading.
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V. N. Shlyannikov,1 B. V. Ilchenko,1 and R. R. Yarullin1

Carrying Capacity Prediction of Steam
Turbine Rotors with Operation Damage

ABSTRACT: This study is concerned with assessing the integrity of cracked
steam turbine rotor which operates under creep conditions. Damage accu-
mulation and growth for turbine rotor took place on the inner surface of hole
in a shaft. In this case the crack front was nearly half-elliptical shape. The
model based on the critical distance concept is presented for expressing
crack growth rate in terms of creep damage accumulation in a process zone
ahead of the crack tip. An engineering approach to the prediction of residual
lifetime of a turbine rotor which is sensitive to the loading history at mainte-
nance is proposed. Full-size stress-strain state analysis of turbine rotor is
represented for different stages of lifetime under considering loading condi-
tions. As a result accumulated creep strain in critical zones of turbine rotor
depending on time of loading is defined. The creep fracture mechanics pa-
rameters that are found numerically are used to characterize the local strain
rate and stress fields at any instant around the crack tip in a turbine rotor
subjected extensive creep conditions. The meaning of the critical creep duc-
tility appropriate to the stress state at the crack tip is defined as the differ-
ence between permissible and accumulated creep strains at different times
of loading. Approximate estimations of carrying capacity are presented for
the different stress-strain state of a steam turbine rotor at the operation. It is
found that the individual mean lifetime of a turbine rotor can be predicted with
reasonable accuracy from knowledge of the stress-strain distributives and
the material uniaxial creep ductility and creep rupture strength.

KEYWORDS: plastic and creep strain, crack-tip field, fracture process
zone, crack growth, turbine rotor, life time
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Introduction

A large and growing portion of electricity is produced by aging thermal power
plants. Extending the life of steam turbines and ensuring high reliability re-
quires life assessment technology, scheduled repairing, modification, and up-
grading of components in order to provide a stable power supply. Although
high quality materials are used for the steam turbines, various forms metallur-
gical degradation due to creep and fatigue affect the parts and components
during long-time operation at high temperature. Our work is concerned pri-
mary with situations where creep controls the failure mechanism.

There are the several kinds of examination methods for damage assessment
of steam turbines, namely, the destructive method, the nondestructive method,
and numerical modeling, but they are not always effective and accurate due to
their individual advantages and disadvantages. We have paid our attention on
the combined method including the numerical stress-strain distribution in the
parts and components of power steam turbine by using finite element analyses
�FEA� and limited experimental data related to elastic-plastic and creeping ma-
terial properties under uniaxial tension.

Models of Materials Behavior

In our work the material deformation behavior is described by additive decom-
position of the elastic, plastic, and creep strains:

�total = �elastic + �plastic + �creep �1�

Here the elastic, plastic, and creep strains are evaluated independently. The first
and second terms of Eq 1 are obtained by combining elastic and isotropic
hardening. The Ramberg-Osgood model

�

�y
=

�

�y
+ �� �

�y
�m

�2�

was employed to define the stress-strain curve corresponding to the elastic-
plastic material properties. In Eq 2, �y is the yield stress, m is the hardening
coefficient, and � and �y are two fitting parameters. The parameter �y is usually
taken to be �y /E.

In the multi-axial case the corresponding constitutive equations of the
J2-deformation theory of plasticity are in incremental form:

�̇ij = �1 + ���̇ij − ��̇kk�ij +
3

2
m���e

�y
�m−2Sij

E

�̇e

�y
�3�

A purely power-law creeping material behavior governed by Norton consti-
tutive relation and under uniaxial tension, the total strain rate is related to the
stress by
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�̇ = �̇0� �

�0
�n

or �̇ = B�n �4�

where �0 is a reference stress, �̇0 is a reference creep strain rate, and n is the
creep exponent. Note that a combined constant B= �̇0 /�0

n is often used. Under
multi-axial stress state, based on the J2-deformation theory, the extension of the
uniaxial creep relation can be written as

�̇ij =
3

2
�̇0��e

�0
�n−1Sij

�0
�5�

In Eqs 2–5, � is the Poisson ratio, �ij is the Kronecker delta, �̇ij are the compo-
nents of the strain rate tensor, �ij are the components of the stress tensor, Sij are
the components of the deviatoric stress tensor, and �e= ��3/2�SijSij�1/2 is the
Mises effective stress. Typically, the material constants E, �, �y, m, n, �0, �̇0, and
B are obtained experimentally from uniaxial tests at the temperature of inter-
est. For the considering power steam turbine rotor, the Young’s modulus, Pois-
son’s ratio, and the yield stress were considered to be 199 GPa, 0.3, and
460 MPa, respectively. The strain hardening exponent m was 3.96. The creep
parameter and the creep exponent are �̇0=1.46�10−8, B=4.35�10−15, and n
=3.34.

Elastic-Plastic Stress and Creep Strain Fields in Turbine Rotor

The subjects of our consideration are rotor of 100 MW power steam turbine
�Fig. 1�. The critical zones of this turbine are disk and blade attachment, key,
and shaft. Damage accumulation and growth for turbine rotor took place on
the inner surface of hole in a shaft. In this case the crack front was a nearly
half-elliptical shape �Fig. 1�.

Fatigue and creep lifetime prediction for power steam turbine traditionally
has involved numerical study in real structure components in order to deter-
mine the stress-strain fields and crack modeling based on the theoretical rela-
tionship and experimental data. The finite element method was used to carry
out stress-strain analysis in order to determine the total stress-strain state and
creep strain distribution at the critical region.

This part of our study is concerned with assessing the integrity of cracked
steam turbine rotors which operate under creep conditions. Turbine rotor is
subjected to a inertia loading at temperature of 550°C. Damage accumulation
and growth have occurred on the inner surface of hole in a turbine rotor. A
disk-blades assembly of power steam turbine is assumed mounted on a circular
rotor �Fig. 2�. The blades are assembled into the disk by rivet joints. The disk is
divided into identical sectors, each of which accommodates a blade. The disk-
blades assembly is assumed loading by inertia forces. It is supposed that tem-
perature distribution is constant along the disk radius. Finite element mesh of
a full-size 3-D model of a turbine rotor is shown in Fig. 2. The ANSYS �1,2�
finite element code is used to solve both elastic-plastic and creep 3-D problems.

The finite element analyses are made by using 20-node isoparametric three-
dimensional solid elements. Full-size stress-strain state analysis of a turbine
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rotor is represented in Fig. 2 for different stages of lifetime under considered
loading conditions. As a result, accumulated creep strain in critical zones of
turbine rotor depending on time of loading is defined �Table 1�. As it was sup-
posed, the critical zones are the disk and blade rivet attachment and the inner
surface of hole in a shaft. The operation of turbine rotor with crack in rivet
attachment is not possible; therefore, we paid our attention on the shaft.

Three-dimensional finite element models of the power steam turbine rotor
containing a semi-elliptical surface crack are shown in Fig. 3. Special attempts
have been made to form finite element mesh of turbine rotor with the semi-
elliptical crack on inner surface of turbine rotor �Fig. 3�. The sub-modeling
technology is employed to analyze of detailed stress-strain state in the crack tip
vicinity. To consider the details of large deformation of the crack tip, a typical
mesh was used to model the region near the notch tip. In Fig. 3 are shown both
crack tips on inner surface of shaft and also one crack tip in a large scale. The
sub-model of the shaft consists of 16 layers. The thickness of the layer in both

FIG. 1—100 MW power steam turbine rotor with operation damages on inner surface
of hole in a shaft.
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free-surface and deepest point directions is gradually reduced to accommodate
the strong variations of the stress gradients along curvilinear crack front. In the
plane perpendicular to the crack front, the element size gradually increases
with increasing radial distance r from the crack tip, while the angular incre-
ment of each element layer is kept constant at 7.5°, throughout the mesh.

In our calculations the crack form varied from semi-circular to semi-
elliptical surface cracks. We consider several planes which were placed along
the curvilinear crack front �Fig. 4�. It is proposed to set the position of any
plane of the semi-elliptical crack front by two coordinates, i.e., crack distance r
and angle �, which varied from �=0� �surface point of crack front� up to �

FIG. 2—Turbine rotor finite element model and stress concentration zones.

TABLE 1—Structural integrity estimation of power steam turbine rotor.

Variant
Operation time,

h � �FEM �f

�FEM,
MPa

tcr,
h

1 100 000 0.007 0.004 67 0.002 33 176.3 299 800
2 150 000 0.008 0.006 74 0.001 26 168.3 162 100
3 200 000 0.009 0.008 45 0.000 55 164.2 70 760
4 230 000 0.010 0.009 61 0.000 39 156.8 50 170
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=90� �deepest point of crack front�. In each section on the elliptic plane the
Cartesian coordinates rearranged into a polar one centered at the crack tip �Fig.
4�.

It should be noted that creep fracture mechanics has often relied on the
straightforward application of the Hoff analogy �3� by which the Hutchinson,

FIG. 3—Finite element mesh of power steam turbine rotor with semi-elliptical crack.

FIG. 4—Transformation of coordinates on elliptic plane.
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Rice, and Rosengren �HRR� �4–6� solution for power-law creeping materials can
be obtained by replacing the J-integral by the C�t�-integral, and by replacing
strains and displacements by strain rates and displacement rates, respectively.
Using the Hoff analogy for an isotropic creeping body containing a crack sub-
ject to symmetric mode I loading, Ridel and Rice �7� presented the HRR-type
singularity field for power-law creep materials:

�ij = �0� C�t�
�0�̇0Inr

�1/�n+1�

�̃ij�	,n� �6�

where r and 	 are polar coordinates centered at the crack tip, �0 is a reference
stress, �̇0 is a reference creep strain rate, n is the creep exponent, �̃ij�	� is
dimensionless angular functions, and In a dimensionless constant depending
only on the creep exponent. The amplitude factor C�t�, which depends upon the
applied time, magnitude of the remote loading, crack configuration, and mate-
rial properties, is defined by Bassani and McClintock �8�.

Before proceeding to the determination of both the elastic-plastic stress
and creep strain distributions, all numerical FEM results are normalized in
such a way that direct comparisons with the solution related to different crack
front position by can be made. It then follows purely from dimensional consid-
erations that for elastic-plastic problem, the distance from the crack tip r must
scale by the yield stress �y when the loading is governed solely by J-integral

r̄ = ��yr/J� �7�

In the case of the creep problem the loading governing parameter is the
C-integral and the dimensionless polar radius is

r̄ = ��0�̇0r/C� �8�

The elastic-plastic stresses and the total strains are normalized by the yield
stress �y and the yield strain �y, respectively:

�̄ij =
�ij

FEM

�y
, �̄ij =

�ij
FEM

�y
�9�

The results for elastic-plastic and creeping problems of angular stress dis-
tributions for both general FEM numerical solutions are normalized so that

�̃e,max
FEM = �3

2
sij

FEMsij
FEM�

max

1/2

= 1, �̃e,max
�k� = �3

2
sij

�k�sij
�k��

max

1/2

= 1, k = 1,2,3 �10�

Once the full field FEM olution �̄ij
FEM�r ,	 ,n� is found, the angular variation of

dimensionless stress can be easily obtained by resolving Eq 6 relatively �̃ij�	 ,n�:

�̃e�	,n� = 1 ⇒ �̃ij�	,n� =
�̄ij

FEM��0�̇0In�1/�n+1�

�C/r̄�1/�n+1� �11�

In this equation the value of �C / r̄�1/�n+1� plays the role of a scale factor which
normalizes the effective stress �̃e

�1��	� so that �3s̃ij
�1�s̃ij

�1� /2�1/2=1.
Due to the complexities, we consider in the present work both elastic-

plastic state and the different creeping stages of power steam turbine rotor
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operation time. Figure 5�a� represents the radial dimensionless tangential stress
distributions from the line ahead of the crack tip �	=0° � up to crack surface
�	=180° � at some distance from the crack tip at creep time t=1 h �purely
elastic-plastic state of turbine rotor�. Figure 5�b� shows the angular dimension-
less tangential stress distributions at crack distance r̄=7.61 at the same creep
time. The strong influence of the crack plane position along crack front on the
stress fields for aspect ratio 
=a /c=1 is easily seen.

Figure 6 represents the tangential and the shear dimensionless plastic and
creep strain distributions in the shaft of the turbine rotor with a semi-elliptical
crack at the different creep times. As it follows from three-dimensional stress-
strain analysis, the maximum plastic and creep strains occur at the surface
point of the crack front with respect to the deepest crack point in the turbine
rotor.

Figure 7 represents the plastic and the creep zones along the semi-elliptical
crack front in the turbine rotor. From the results of calculation, it seems rea-
sonable to assume that the surface and deepest point of the crack front would
be governed by different local stress-strain conditions. Regions of the crack
front close to the free surface may be considered as local plane stress condi-
tions, while the deepest point is close to the plane strain state. The above analy-
ses demonstrate the transition of stress-strain state from the plane stress to the
plane strain state.

Fracture Process Zone Size

In the present work is considered a cracked body in the steady �secondary�
creep of polycrystalline material undergoing creep-constrained grain boundary
cavitation. In this case a phenomenological constitutive law is proposed by
Hutchinson �9� which includes two main governing parameters, where n is the
creep exponent and � is the density of cavitating facets. At high temperatures

FIG. 5—Elastic-plastic �a� radial and �b� angular tangential stress distributions for dif-
ferent crack front positions.
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grain boundary cavitation is one of the primary mechanisms of deformation
and fracture in polycrystalline materials, which is a nucleation and growth
process associated with grain boundary voids. Whether these voids then grow
or collapse depends on many factors including the temperature and local stress
state at the boundary. If the voids do grow they can do so by one of several
mechanisms including diffusion, coupled diffusion, power-law creep, and
purely power-law creep. Mentioned above, different deformation and fracture
mechanisms can be described by corresponding combinations of governing
parameters n and � which reflect the mechanical properties of definite struc-
tural material. When �=0 the Hutchinson law is reduced to the Norton equa-
tion 4.

In our investigation a case when the creep process takes place in full rotor
but damage accumulation and growth are concentrated in the process zone
adjacent to initial main crack is considered. For formulating fracture criteria
the satisfaction of the requirements that stress-strain criteria are applied over a
microstructural distance related to the fracture mechanism is necessary. In �10�

FIG. 6—Angular tangential and shear strain distributions along crack front.
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the conditions of applicability of the strain energy density rate �SEDR� function
to ductile fracture due to void growth and coalescence, wherein multiple voids
interact within the fracture process zone �FPZ� are discussed. The length of the
FPZ is introduced and measured as the distance between main crack front and
the point where the SEDR reaches certain critical value that can be obtained
from a uniaxial creep test data �Eq 12�. The FPZ is formed by process involving
void growth and coalescence under conditions in which take place multiple
interacting voids in a “void-sheet” ahead of the main crack tip. The length of
the FPZ is assumed to be large compared to the size of several voids which have
coalesced ahead of the critical SEDR point, while shear or rapture ligaments
for other voids located between macrocrack tip and this point have occurred.
The macroscopic effect of mechanisms of nucleation, growth, and coalescence
of voids is a new free surface creation �increment of the crack length� which is
apparent in various degrees in all materials from quasi-brittle to the quasi-
plastic. Thus, the physical meaning of FPZ size may be revealed as the incre-
ment of the crack length in an elementary act �being a sum of several failed
voids and spaces between them� of fracture events.

The next part of our study is concerned with assessing the integrity of
cracked steam turbine rotor which operates under creep conditions. What we
are interested in here is describing creep crack growth rate and predicting

FIG. 7—Plastic and creep strain zones at crack front in power steam turbine rotor.
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lifetime of turbine rotor at the operation conditions. The model based on the
critical distance concept is presented for expressing crack growth rate in terms
of creep damage accumulation in a process zone ahead of the crack tip. Some
details are in the follows.

Several broadly compatible models of creep crack growth have been dis-
cussed in the literature. In the approach of Nikbin-Smith-Webster �11� a pro-
cess zone is postulated at the crack tip. It is supposed that this zone encom-
passes the region over which creep damage accumulated ahead of a growing
crack. It also is assumed that local fracture will occur at the crack tip when the
stress-strain state in the element reaches a certain critical value. This fracture
parameter can be measured from standard uniaxial test data in terms of the
strain energy density rate as it proposed by Shlyannikov �10�:

Ẇf = �0�̇0
n

n + 1
� �f

�0
�n+1

or Ẇf = B
n�f

n+1

n + 1
�12�

where �f is creep rupture strength. The value of Ẇf is the material properties.
On the other hand, making use of the Eq 4, the current value of the strain
energy density rate for a given structure can be written as

Ẇcr =
n

n + 1

C*

Inrcr
�̃e

n+1�	,n� �13�

In this case Ẇcr is stress-strain state parameter. A fracture process zone size can
be introduced equaling Eqs 12 and 13. That is:

Ẇf = 	Ẇcr	r=rcr
or �0�̇0

n

n + 1
� �f

�0
�n+1

=
n

n + 1

C*

Inrcr
�̃e

n+1 �14�

Resolving this equation with respect to crack distance it is easily obtain the
creep fracture process zone size

rcr =
C*

�0�̇0

�̃e
n+1

In
��0

�f
�n+1

�15�

Crack Growth Model

When secondary creep dominates Eq 15, the size of the process zone can be
inserted into NSW model �11� to give an expression for creep crack growth rate
as

ȧ = �n + 1�
�̇0

�f
� C*

�̇0�0In
�n/�n+1�

rcr
1/�n+1� �16�

where �f is the creep ductility appropriate to the state of stress local to the crack
tip.
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From the results of calculation concerning the determination of amplitude
factors in the turbine rotor, it is found that for the deepest point of semi-
elliptical crack front may be approximately describe by He-Hutchinson solu-
tion �12�:

C* = �̇0�0�0.5�a�
n�
3

2

�

�0
�n+1

�17�

Substituting this equation into Eq 16 there results an equation of crack growth
rate under extensive creep conditions:

ȧ =
da

dt
= �n + 1�

�̇0�0

�f�f

�̃e

In
�0.5�a�
n�
3

2

�

�0
�n+1

�18�

This equation includes the value of creep ductility �f. We suppose the
meaning of the critical creep ductility �f appropriate to the stress state at dif-
ferent times of loading is defined as the difference between permissible ��� and
accumulated �FEM in service creep strains before crack appearance:

�f = ��� − �FEM �19�

On this basis, approximate estimations of carrying capacity are presented
for the different stress-strain state of steam turbine rotor at the operation
�Table 1�.

Figure 8 represents residual lifetime prediction on the crack growth stage

FIG. 8—Residual life time prediction on the crack growth stage in turbine rotor at
different preliminary operation times.
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in a turbine rotor at different preliminary operation times as the example of
creep crack propagation evaluation by Eq 18. These show the crack length as a
function of creep crack propagation time. It is found that individual mean
lifetimes of turbine rotor can be predicted with reasonable accuracy from
knowledge of the stress-strain distributions and the material uniaxial both
creep ductility and creep rupture strength.

Conclusions

Full-size stress-strain state analysis of power steam turbine rotor is represented
for different stage of lifetime under considering loading conditions. As a result
accumulated creep strain in critical zones of turbine rotor depending on time
of loading is defined. The creep fracture mechanics parameters that are found
numerically are used to characterize the local strain rate and stress fields at any
instant around the crack tip in power steam turbine rotor subjected to exten-
sive creep conditions. An engineering approach to the prediction of residual
lifetime of power steam turbine components which is sensitive to the loading
history in service is proposed.
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Raghu V Prakash1 and Akash Bagla1

Fatigue Crack Growth in Open and
Nut-Loaded Bolts with and without
Pretension Loading

ABSTRACT: Results of an experimental study to understand crack growth in
open threaded bolts and nut-loaded bolts with and without pretension are
presented in this paper. Experimental crack growth rates are compared with
predicted solutions obtained from known stress intensity factor solutions. For
the experiment, a specially designed fixture was used for loading the bolt and
the level of pretension was varied by controlling the displacement on the arm
of the C section of the fixture. Programmed Hi–Lo fatigue load sequence was
applied on a bolt to ensure that decodable marker bands are left behind on
the fracture surface, to study the crack growth characteristics. Fatigue crack
growth rate was estimated using a scanning electron microscope by identi-
fying crack increment during high stress ratio cycles. This has been com-
pared with predicted crack growth rates using available stress intensity factor
solutions. Crack growth at the center of the bolt correlates well with Toribio’s
�Int. J. Fract., Vol. 53, 1992, pp. 367–385� finite element based predictions
for open threaded bolts. Crack growth rate is much higher at the surface than
at the center. In case of nut-loaded bolts, available K solutions are found to
be inadequate to provide an accurate estimate of crack growth rates at the
center of the bolt. Further study is required to characterize the effect of
friction, pitch angle, and thread geometry to understand crack growth in
bolts.
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Introduction

Threaded fasteners such as bolts are still widely in use in mechanical assem-
blies to interconnect two dissimilar components. Despite several advances in
fastener technology, bolted joints are in use, even today, in view of the flexibility
they offer in assembly and in service. Though failures of fasteners are not fre-
quent, thanks to the careful design considerations, the consequence of some
failures can be severe; hence, considerable attention is being given to the design
of bolted fasteners. In cases of components subjected to dynamic loading, the
bolts experience fatigue loading, resulting in fatigue crack initiation at the
thread root, which acts as a stress concentrator. In cases such as pressure ves-
sels and internal combustion engines, bolts are subjected to pretension loading
during initial assembly to ensure pressure tightness, which results in tensile
mean stress; further, some of the bolts experience high temperature in addition
to mechanical loading, thus making the entire fatigue process as complex. Un-
derstanding fatigue behavior of bolts subjected to dynamic loading is impor-
tant from the viewpoint of structural safety.

Fatigue failure at the bolts takes place at the first thread of the bolted joint
��65 % of bolt failures� and it takes place by the process of crack initiation at
the thread root, followed by crack growth prior to attainment of critical crack
size to fracture. Crack propagation can be influenced by the presence of corro-
sive fluids, in which case it leads to accelerated cracking. It is generally said
that when the crack size �a� is small in relation to the diameter of the bolt �D�,
the stress concentration factor at the thread root has a significant contribution
to crack growth, and the effect diminishes when the crack size becomes large
�almost equal to half the diameter of bolt� and in such cases, fatigue crack
growth in bolts can be approximated by the stress intensity factor �K� expres-
sions for an unnotched round bar �1�.

Several K solutions are available in the literature �2,3� relating to single
fatigue crack in notched and unnotched round bars, with straight crack front as
well as circular crack front; K solutions have been worked out for tension,
bending loading. Figure 1 presents typical crack fronts observed in notched
bars. Obviously, the stress intensity factor is dependent on the shape of the
crack front. It is observed that the straight crack front has a higher value of K
than the circular crack front at all crack length “a” to diameter “D” �a /D� ratios
�1�. In the case of semicircular crack fronts, it was observed that the K value at
the deepest point was less than the K value at free surface of the notched bar.
Very few researchers �4,5� have investigated the effect of crack aspect ratio—
defined as ratio of depth “a” to chord distance “b” �refer to Fig. 1�c�� for a
semicircular crack front. The stress intensity factor tends to decrease with in-
creasing values of aspect ratio �a /b�. From the viewpoint of modeling, it is
important to assume an initial shape to a crack front for a fatigue crack in a
bolt thread, and redefine the shape as the crack progresses prior to its attaining
the fracture shape. Traditionally, it is assumed that the initial shape is semicir-
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cular, but it has been shown, through experimental studies, that the crack
which initiates as semicircular or semielliptic in shape at the time of initiation
changes over to straight crack front with the growth of crack in the geometry.
Forman and Shivakumar �6� suggested a set of equations to describe the crack
aspect ratio for straight, semicircular crack fronts for the cases of tensile, bend-
ing loading.

While several researchers have examined the effect of crack front on K
values for circular bars, very few works concentrate on the stress intensity for
threaded members. The problem is complex in view of the pitch angle �also

FIG. 1—Typical crack fronts observed in notched bars.

674 FATIGUE AND FRACTURE MECHANICS

 



referred to as helix angle�, and varying contact surfaces for force transfer dur-
ing tension-compression loading for the case of a nut-loaded bolt.

Toribio �7,8� analyzed the stress intensity solution for threaded bolts sub-
jected to simple tension loading as well as for the case of nut-loaded bolt. The
loading on the contact face was assumed to be varying from value “p” at first
engagement thread to value “p /2” for second thread. It may be noted that
subsequent threads share reduced loads compared to second thread. Based on
the finite element study, Toribio concluded that the stress intensity factor for a
crack in a nut-loaded bolt �as represented by Y in Fig. 2� is much higher than
for an open threaded bolt �Y* in Fig. 2�. Contact pressure variation at the helical
interface was not considered in the analysis. The above-presented text suggests
that stress intensity solutions to predict crack growth in nut-loaded bolts are
scarce; this affects our ability to predict crack growth rates in bolts subjected to
fatigue loading. The aim of this study is to experimentally derive the crack
growth rates for fatigue cracks in bolts loaded by a nut with and without pre-
load and compare the data with those derived analytically from known stress
intensity factor solutions. A programmed marker block loading consisting of
Hi–Lo blocks of constant amplitude loading is applied on bolts and based on
the marker band spacing the empirical stress intensity factor is derived. This is
compared with available stress intensity factor solutions from the literature.

To understand the effect of nut loading on stress distribution at a thread

FIG. 2—Stress intensity factor comparison for open thread bolt �Y*� and nut-loaded
bolt �Y� at �a� the midthickness region and �b� at near surface �7�.
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root, which in turn affects the stress intensity factor, a finite element analysis
was carried out simulating the case of an open thread root and a nut-loaded
thread root.

Finite Element Analysis of Open Bolt and Nut-Loaded Bolt

Stress distribution near the thread root provides an estimate of local stresses
that governs the stress intensity factor as well as fatigue crack growth rates.
Most often in the literature, stress intensity solution for fatigue crack in bolts
has been derived using the notched bar geometry. Such solutions can, at best,
simulate the behavior of a fatigue crack in open thread configuration. However,
experience suggests that most of the bolt failures take place at the first thread
engagement and the role of nut loading is significant. To understand the effect
of stress distortion due to nut loading, a geometric model of a thread root was
generated using ANSYS® finite element software. The model is considered to
be axisymmetric for simplicity; thus the pitch angle is assumed to be small in
comparison with other geometric features. The root diameter of 8.16 mm was
modeled for M10 bolt. A total of 9722 elements of type Plane-2 and 19 563
nodes were used for modeling an open bolt. The model was constrained at one
end �can be either at the top or bottom end� and uniform pressure loading was
applied to the other end. The displacement along the x and y directions in the
constrained end was arrested.

For modeling a nut-loaded bolt, contact elements of type CONTA 172 and
target elements of type TARGET 169 are used. The coefficient of friction be-
tween the contact elements is assumed to be a constant of 0.2. A uniform
pressure load was applied along one end of the bolt and the same reacted by the
axisymmetric nut end. The displacement along the x and y directions for re-
straining ends of bolt and nut were equated to zero. Tilt along the axis of
loading of bolt and nut was arrested, thus making the bolt and nut displace
primarily along the axis of symmetry. Figure 3 presents the generated mesh for
open bolt and nut-loaded bolt. Elastic–plastic analysis considering the material
stress–strain curve obtained from tensile testing of bolt material was used as
input for material description during analysis. The stress–strain data relating to
postyield behavior for low carbon, boron steel material was fed into the ANSYS
package for material constants.

Experimentation

Industry standard, ISO class 8.8, M10 high tension steel bolts were used for this
study. The bolt material had yield strength of �650 MPa and ultimate tensile
strength of �850 MPa with a proof stress of 600 MPa. The bolts had under-
gone the standard practice of thread forming operation under controlled con-
ditions of production. The surface of the thread faces was examined using an
optical stereo microscope prior to testing and found to be free from any imper-
fections in surface finish.

A straight edge crack initiator was machined at a thread root by wire elec-
tric discharge machining �EDM� process to a depth of 0.5 mm from the root
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surface of the thread. Experiments were carried out on open threaded bolts and
on nut-loaded bolts. In the case of nut-loaded bolts the first thread engagement
of nut was manually aligned to crack initiator. The loading arrangement was a
simple thread adapter for bolts loaded without preloading �Fig. 4�.

A special fixture was developed for preloading of nuts. Normally, preload-
ing is carried out by engaging the bolts inside a nut, which in turn is stretched
by a known displacement to induce a prestress on the threaded bolts, by an
arrangement similar to the one shown in Fig. 5. In such a case, one could add
the preload component to the applied load and obtain the total load acting on
the bolt. In the case of pressure vessels, internal combustion engines, which
have preloaded fastening, the point of threading is away from the point from

FIG. 3—Mesh generation for �a� open thread bolt and �b� nut-loaded bolt.

PRAKASH AND BAGLA ON FATIGUE ASSESSMENT OF OPEN BOLTS 677

 



where the internal pressure variation takes place and, as a consequence, a force
and moment acts on the threaded bolts. To simulate this effect, a C-clamp type
fixture was developed as shown in Fig. 6. The material of the C clamp is AISI
4340 steel having a base yield strength of 550 MPa and UTS of 630 MPa. The C
clamp has a slit at one end and by controlling the separation distance, one
could achieve a known level of pretensioning on the bolt that is attached at the
open end of the C clamp. The C clamp had a diameter of 150 mm and a wall
thickness of 8 mm.

As the clamp distance controls the extent of pretension on the bolt, a bolt
sample with one quarter of thread length was strain gauged and the pretension
load was calibrated for known C clamp end distance. Figure 7 presents the
calibration chart for the pretension load versus clamp clearance distance when
the specimen was not loaded at the center in the test machine.

The C-clamp fixture with varying levels of preload was loaded on a
100 kN-MTS servohydraulic test system and a correlation curve between ap-
plied load and load sensed by the bolt was established �Fig. 8�. It may be noted
that at the commencement of loading, the entire loading train gets internally
readjusted for alignment and as a consequence one could notice a different
slope for the first loading half-cycle. A subsequent cycle of loading and unload-
ing resulted in a fixed slope between load applied on the machine and load
experienced by the bolt. It can also be noted from Fig. 8 that the load sensed by
the bolt is greater than the sum of preload and machine load, in view of the
moment component in the loading. It may be noted that Hobbs et al. �9� indi-
cated that eccentric loading of bolts introduces mean stress to the bolt which is
different from the axially loaded bolts; however, the authors have indicated that
this does not affect the failure mode in bolts significantly. Upon complete un-
loading to zero loads, the load transferred to the bolt returns to original preload
level, which indicates that the loading on the bolt has been completely elastic.
A similar trend was observed for varying levels of pretension in the bolt. Care
was exercised during this loading–unloading calibration not to have elastic–
plastic loading of the threaded bolt. Figure 9 presents the loading—unloading
response of bolts for various levels of pretension. Thus, with knowledge of the

FIG. 4—Fixture used for fatigue testing of open thread bolts.
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slope of the data, one could estimate the amplitude of the load applied on the
bolt for a given pretension level and machine load amplitude.

Marker Band Loading

Data on fatigue crack growth provides a valuable input for understanding the
crack driving force in complex geometries. If crack growth in cycles having
high mean stresses can be identified, one could treat it as a case of crack growth

FIG. 5—Preloading fixture for bolts �9�.
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in the absence of crack closure and use it to estimate the stress intensity factor.
In this work, a two-step Hi–Lo loading block was used to generate marker
bands on the fracture surface of the bolt. Figure 10 presents the schematic of
marker block loading. Typically, 500 cycles of Hi-amplitude �R=0.1� loads and
5000 cycles of low amplitude �R=0.6� loads were applied to the load assembly.
The blocks were repeated until specimen failure. In some cases, the number of
cycles of Hi and Lo amplitude was altered as per data in Table 1, to examine the
identification of marker bands on fracture surface. It may be noted that iden-
tifiable marker bands on the fracture surface are dependent on the load level
applied, number of cycles of loading at each block of loading, and on the crack

FIG. 6—Preloading fixture used for bolt fatigue evaluation. The gap at the open section
of fixture controls the extent of preloading on the bolt.

FIG. 7—Calibration chart for preload levels with the variation of gap in C section in the
fixture.

680 FATIGUE AND FRACTURE MECHANICS

 



growth rate. Some materials such as Al–Cu alloy 2014 are more amenable for
marker banding, while some others are not amenable for marker banding;
marker band formation is dependent on the mechanism of crack growth in a
material and ductile materials generally show clear marker bands, while brittle
materials show poor marker bands.

The fracture surfaces of specimen failures were examined under a FEI
Quanta-200 scanning electron microscope �SEM� in view of the better reso-

FIG. 8—Load sensed by the bolt as a function of nominal load applied on the test
fixture for two different levels of pretension.

TABLE 1—Loading conditions for fatigue loading of bolts.

Bolt Type of loading
Stress

ratio �R� Max. load �kN� Cycles �N� Remarks
I Open 0.1 20.88 500 Beach marks

observed0.6 20.88 5000
II Open 0.1 15.00 500 Beach marks

observed0.6 15.00 5000
III Open 0.1 12.00 50 Beach marks not

observed0.6 12.00 500
IV Nut loaded −0.1 18.00 150 Beach marks

observed0.6 18.00 3000
V Nut loaded −0.1 21.00 150 Beach marks not

observed0.6 21.00 3000
VI Nut loaded −0.1 24.00 300 Beach marks not

observed
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FIG. 9—Load sensed by the bolt for various levels of pretension applied on the bolt
through the test fixture.

FIG. 10—Schematic of Hi–Lo block load sequence used to induce marker bands on the
fracture surface of fatigue cracked bolts.
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lution in a SEM compared to a conventional optical microscope. Typically,
30 kV electron beam voltage was used and a magnification factor of 25 to 200
times was used for observations of marker bands. Figure 11 presents a typical
micrograph of a bolt specimen failure. The bright region corresponds to low
amplitude loading �R=0.6� and dark region corresponds to high amplitude
loading �R=0.1�. Thus by estimating the distance between two dark bands, one
could estimate the crack growth rate during “n” applied cycles of low-
amplitude loading. Crack growth rate for Lo-amplitude cycles can be estimated
as

� da

dN
�

j
� � �a

�N
�

j
=

aj − aj−1

Nj − Nj−1
.

The stress intensity factor range can be calculated as

�Kj = F��	�aavg

where:

aavg = �aj + aj−1�/2,
F � geometry correction factor, and

��

FIG. 11—Typical SEM fractograph of bolt failure surface. Magnification: 25 times
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� applied stress range.

As the crack growth measurements are made primarily for the Lo amplitude
�high mean stress cycles�, it can be said that the data are not distorted by events
such as crack closure, which are normally associated with fatigue crack growth.
In view of the above-presented assumption, no crack closure characterization
study was attempted in the present investigation.

Results and Discussion

Finite Element Analysis

Figure 12 presents the stress distribution at the thread root of an open bolt. It
can be observed that the stress distribution is symmetrical about the plane of
thread root, which implies that the fatigue crack is likely to grow in a plane
perpendicular to the axis of loading, if the pitch angle for the bolt is small,
which is justifiable in cases of small pitch threads.

Figure 13 presents the stress distribution for a nut-loaded bolt. As expected,
the stress distribution is not symmetrical between the top half and bottom half
of the thread root. The principal stress direction is shifted toward the face that

FIG. 12—Stress plot for open thread bolt geometry.
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FIG. 13—Stress plot for nut-loaded bolt geometry: �a� General distribution and �b� near
the thread root.
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makes contact. The lower face of the bolt shows separation while the upper
face takes most of the load by contact. Thus one could expect crack growth at
an angle to the axis of the loading in the case of nut loading. Incidentally, for
the sake of simplicity, in the present finite element model the nut-loaded bolt
was modeled as the one with zero helix angle. The exact direction of maximum
principal stress would depend on the pitch angle of the thread, friction coeffi-
cient of contact between the thread and nut �which is likely to be variable as a
function of crack depth�. These would affect the crack growth rates in nut-
loaded bolts.

Fatigue Crack Growth

Figure 14 presents the SEM image of an open threaded bolt subjected to a

FIG. 14—�a� SEM picture of open thread bolt specimen fracture. Magnification: 25
times. �b� Crack initiation from sputter point of EDM machining process and �c�
marker bands near the surface. Magnification: 50 times.
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cyclic loading between 20.88 and 2.088 kN of Hi-block loading. Fatigue crack
initiated from one of the sputter points induced by the spark erosion process of
machining a prenotch �Fig. 14�b��. Crack propagation was observed to be
semielliptic in nature. The crack aspect ratio was observed to be 0.53 for the
most prominent marker band. The marker bands were barely visible near the
surface compared to midthickness region. Figure 14�c� presents the image at 50
times. Marker bands are identified by the dotted white lines on the image.

Figure 15 presents the crack growth rate data plotted as a function of
�a /D�. Also presented in the same plot are crack growth rates estimated based
on Toribio’s FEA stress intensity factor solutions and Mackay and Alerpin’s
tensile specimen correction data �10�. It can be noted that the marker bands
were obtained from the a /D range of 0.21–0.36. From the graph it can be
observed that the experimental crack growth rate data have slight deviation
from the finite element analysis �FEA� solution provided by Toribio, but the
difference is more when Alerpin’s correction factor is considered.

Figure 16 presents the crack growth rate as a function of stress intensity
factor range, �K. It can be observed that Alerpin’s analytical solution does not
correlate with experimental crack growth rate data, while Toribio’s solutions
are in close conformity with experimental data. The deviation of Alerpin’s so-
lution could be due to the consideration of plain tensile specimen geometry to
predict crack growth in threaded fasteners.

FIG. 15—Crack growth rate as a function of a /D for open loaded bolt.
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Figure 17 presents the SEM image of fracture for another thread fastener
loaded in open bolt configuration at a peak load of 15 kN. Marker bands could
be observed at both the center of the specimen as well as at the free surface.
The fatigue crack initiated once again from the sputter point of wire EDM
prenotch machining process and propagated as a semielliptical crack front. The
crack aspect ratio was observed to be �0.68 for the most prominent marker
band. Figure 17�b� shows the image at close to surface of the bolt. From the
SEM image one can notice that the crack growth rate is higher at the free edge
compared to midthickness region.

Figure 18 presents the crack growth rate at midthickness and at free sur-
face versus a /D for this open thread bolt geometry. Also presented in the same
graph are analytical predictions for a /D ranging between 0.1 and 0.5. It can be
observed that the crack growth rate at the midthickness region is marginally
different from the analytical predictions based on Toribio’s stress intensity fac-
tor �SIF�. But the experimental crack growth rates at the free surface are almost
one order higher than predictions based on Toribio’s solution. This is again
reflected in da /dN versus �K plot shown in Fig. 18�b�. Higher crack growth rate
at the free surface of the threaded bolt could be due to the absence of constraint
to deformation and crack growth. Thus, available SIF solution for the free edge
of the bolt is not adequate to predict crack growth rates accurately.

Nut-Loaded Bolt

Figure 19 presents the fractograph of a nut-loaded bolt having a preflaw and
tested at a maximum load of 15 kN using Hi–Lo block loading. Marker bands
were observed at the crack center. Crack initiation was from an inclusion at the

FIG. 16—Crack growth rate as a function of stress intensity factor range for open
thread bolt.
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FIG. 17—�a� SEM image of fracture of open thread bolt tested at 15 kN maximum load.
The marker bands are clearly visible on the fracture surface. �b� Fatigue crack growth
rate at free surface is higher than at the crack center.
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notch and propagated as a semielliptical crack front. The crack aspect ratio was
estimated to be �0.47 for the most prominent marker band. The marker bands
were not clear at the free surfaces of the specimen.

Figure 20�a� presents the crack growth rate data versus a /D for nut-loaded
condition. Experimental data were obtained clearly for as a /D ratio of 0.33–

FIG. 18—�a� Crack growth rate vs. a /D for open thread bolt. �b� Crack growth rate vs.
stress intensity factor range �K for an open thread bolt.
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0.47. Analytical predictions were made using Toribio’s SIF solutions. From the
figure, it can be observed that the experimental crack growth rate is always
lower than the analytical predictions based on Toribio. This is also shown in the
crack growth rate plotted against SIF range �Fig. 20�b��. The observed differ-
ences could be ascribed to the pitch angle of the thread, mixed mode crack
growth in nut-loaded bolt, which reduces the effective stress intensity factor
compared to the case of a pure opening mode stress intensity solution provided
by Toribio. Interestingly, experimental estimation of crack closure stress for
fatigue cracks in round notched bars by Shin and Qai �11� suggests that the
influence of crack closure �as indicated by �K eff/�K� is of the order of 70 % of
applied maximum load �implying 30 % crack closure level� and the effect of
crack closure reduces with increasing �a /D� ratio. This suggests that crack clo-
sure could not be the reason for the difference in crack growth rates between
experimental data and predicted data.

As indicated in the remarks column �column 6� of Table 1, in some cases,
marker bands could not be identified on the fracture surface. This may be due
to the combination of load levels, number of cycles of loading applied at each
stress ratio of Hi-/Lo-block loading. This problem became significant in the
case of pretension bolts as the marker block loading in gross loading conditions
did not leave identifiable marker bands on the fracture surface.

The failure life reduced due to the pretension effect, and the extent of crack

FIG. 19—SEM image of crack growth in nut-loaded bolt.
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growth was much less compared to bolts with no pretension loads. However,
the nature of fracture was similar to the other bolts, possibly because the ex-
periments involved use of starter notches. Work is in progress to generate
marker bands on the fracture surface which would enable identification of
crack growth during block loading. It is also proposed to instrument the crack
growth process through the use of a clip-on-type displacement gauge near the
crack region to estimate crack growth in pretension bolts, in the event the
marker band technique is not conducive.

FIG. 20—�a� Crack growth rate as a function of a /D for nut loaded bolt. �b� Crack
growth rate as a function of stress intensity factor range.
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Summary

Fatigue crack growth rate was measured experimentally by beach marking
technique for open and nut-loaded bolts. Finite element analysis results showed
that the elastoplastic stress distribution in the nut-loaded bolts is not symmetri-
cal as in the open bolts.

Open Bolt
1. The experimental crack growth rate data are in close agreement with

the analytical results for the crack growth at the center of the crack.
Thus, the analytical solutions proposed by Toribio can be applied in
practice. The small deviation observed in crack growth rates may be
due to the fact that the helix angle is not considered in the analytical
models.

2. The experimental crack growth at the free surface showed a much
larger deviation when compared with the analytical solution. This sug-
gests analytical methods are inadequate to predict the crack growth
rate.

3. The experimental crack growth rate at the crack free surface is higher
than the experimental crack growth rate at the crack center. This could
be due to the absence of constraint at the free surface.

Nut-Loaded Bolt

The experimentally observed crack growth rate at the crack center is much less
compared to the analytical solution. Thus, the analytical solutions, when ap-
plied to real-life situations may lead to erroneous predictions. The friction be-
tween the contact threaded members and the presence of nut encouraging the
mixed mode and/or the crack closure effect may play a significant role in influ-
encing the crack growth rate. Many of the above-mentioned factors are not
considered in the analytical models.

Further research is in progress to investigate the effect of thread geometry,
helix angle, and friction coefficient on fatigue crack growth behavior in bolts.
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ABSTRACT: The paper reviews the state of the art of thermal damage as-
sessment in metals and proposes a specialized form of lock-in thermography
as an efficient tool for the quantification of early fatigue damage phenomena
in welded steel structures in the regime of mid- to high-cycle fatigue. It can
be proved that advanced thermographic techniques are sensitive to early
damage phenomena in the weld toe. They provide a new experimental mean
for in-situ investigation of early inhomogeneous fatigue damage phenomena
as mesoplasticity and fatigue cracks. The results demonstrate that non-
contacting full field temperature measurements using highly sensitive infra-
red technology can be applied successfully to detect localized fatigue dam-
age at around 10 % to 20 % of the total fatigue lifetime of the tested
specimens. The applied method is based on the separation of thermoelastic
and thermoplastic temperature effects which cause characteristic local tem-
perature signatures. In contrast to other well-known approaches—as, e.g.,
measuring the rise of mean temperature during fatigue loading—the applied
method offers a very high spatial resolution and resolves extremely localized
phenomena. The methodology can be applied to monitor the fatigue process
during conventional fatigue testing. The additional effort for the specimen
preparation and the installation of the testing setup is minimal.
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Introduction

Within repeatedly loaded steel structures, geometric notches, stiffness changes,
or weld seams constitute the critical details for potential fatigue damage. In
particular, weld seams pose significant problems for a reliable fatigue lifetime
prediction since various influence factors as flaws in the weld toe, geometric
effects, and residual stresses need to be taken into account simultaneously.
Accordingly, fatigue lifetimes of welded structures are often subjected to sig-
nificant scatter and large discrepancies between predicted and achieved fatigue
lifetimes. Surprisingly, the experimental approaches for the investigation of
welded joints are still rather rudimentary. Often the only purpose of fatigue
testing is to evaluate the number of load cycles until failure, which yields a
single data point in the S/N-curve �Woehler curve�. This means that little infor-
mation is gained from a test which might last hours or days. Sometimes testing
is more refined, e.g., by applying strain gauges which allow monitoring of
changes in stiffness of the tested component. The fatigue process, if at all, is
investigated after failure by microscopic analysis of the fracture surface. Thus,
the existing experimental approaches provide an insufficient understanding of
the fatigue process. For the investigation and analysis of the fatigue process
during fatigue testing the application of high resolution infrared thermography
offers a promising tool. The application is fast, noncontacting, and requires
only minimal specimen preparation. Infrared thermography offers superb ther-
mal and spatial resolution and is a convenient tool to monitor local damage
processes. The following paper reviews the state of the art of experimental
assessment of thermomechancial coupling phenomena and presents results ob-
tained during fatigue testing of unwelded and welded specimens of mild
ferritic-pearlitic steel S355J2G3 with the material properties given in Tables 1
and 2.

Experimental Investigations of Thermomechanical Coupling and Dam-
age Phenomena-State of the Art

In the past, various efforts have been made to relate mechanical properties to
the measured temperature changes during mechanical loading or to the intrin-
sic heat generation due to dissipation effects. Most reported applications of
thermal measurements for material characterization fall into one of the follow-
ing categories:

TABLE 1—Material parameters of the used steel S355J2G3.

Young’s
modulus
E, MPa

Lower
yield limit
�y,l, MPa

Upper
yield limit
�y,u, MPa

Ultimate
strength
�u, MPa

Poisson’s
ratio

�

214 300 352 464 546 0.275
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• thermoelastic stress analysis
• notch and crack tip investigations in fracture mechanics
• dissipation measurements and damage assessment during monotonic

and cyclic loading.

Thermoelastic Stress Analysis

Ever since the theoretical derivations of Lord Kelvin �William Thomson� �1�
and the experimental findings of Joule �2�, it is known that the rate of the elastic
volume work exerted upon a solid body equals an equivalent heat generation
within the body. Under adiabatic conditions the resulting thermoelastic tem-
perature variations are proportional to the sum of the principal stresses or
strains; i.e., to the first invariant of the strain tensor. Pure shear strains do not
contribute to the thermoelastic coupling. The temperature changes in solids
caused by thermoelasticity are small: For steel a change of the principal stress
sum of 1 MPa causes a temperature change of only about 1 mK, presuming
adiabatic conditions.

The most elegant way to measure the temperature changes is based on
radiometric full-field measurements by means of infrared �IR� cameras. The
first commercial IR cameras became available in the 1980s and 1990s and led
to the development of the so-called Thermoelastic Stress Analysis �TSA�. At the
beginning, scanning devices as the SPATE system were used. Noise reduction
was achieved by using hardware lock-in amplifiers. Typically the time needed
for the acquisition of a full field image was in the range of hours. Current
�commercially available� infrared cameras provide detector sizes up to 1024 by
1024 pixels at frame rates above 100 Hz and thermal resolution in the mK
range. With respect to the data processing, the built-in hardware lock-in ampli-
fiers of the first generation devices have been replaced by digital data process-
ing methods. �3–5� give a comprehensive review of the state of the art of the
thermoelastic stress analysis technique and its theory at the end of the 20th
century. Here an overview of the main topics of worldwide research activities is
given.

In the past the extraction of the full stress or strain tensor of the thermal
data has been one of the most important goals of worldwide research activities
in the field of TSA �6–12�. Despite all efforts, this problem remains mostly
unsolved and the methods reported so far are limited to special applications
and testing conditions or require additional measurement techniques. The
problem of non-adiabatic conditions during testing has been addressed by
�13,14�. It has been shown for harmonic loading that areas which are strongly
influenced by heat diffusion can be identified by a phase shift in the tempera-
ture signal �13,14�. So far only a few attempts have been made to compensate

TABLE 2—Composition of the used steel S355J2G3 in % of the total mass.

C Si Mn P S N Cr Al Cu Ni
0.179 0.315 1.487 0.016 0.008 0.006 0.051 0.034 0.029 0.018
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the effects of heat diffusion �15–17� for a 2-D case. The existing correction
schemes are still insufficient for complex �but realistic� loading scenarios with
3-D stress gradients.

As an extension of the classical theory, �18,19� reported a dependence of the
thermoelastic temperature signal on the mean stress, which �20,21� attributed
to the temperature dependence of the Young’s modulus. The dependence is
taken into account by additional coupling terms which—for harmonic
loading—become dependent on the stress amplitude and the mean load. Theo-
retically, this opens the opportunity to quantify residual stresses, mean stresses,
or both from thermoelastic temperature records �22–24�. However, besides
some studies under laboratory conditions, no practical investigations have
been reported so far, which can be explained by the difficulties to quantify the
mean load effect properly under realistic conditions.

With the spread of numerical methods as the finite element method, TSA
results have been used more and more to verify numerical models of the tested
components. Two general approaches can be distinguished: For the first ap-
proach adiabatic conditions are assumed and possible effects of heat diffusion
are not taken into account. In this case the TSA results can be compared di-
rectly to the principal stress sum obtained from a standard numerical simula-
tion of the mechanical problem �25�. The second approach considers the effects
of heat diffusion based on a fully coupled transient mechanical-thermal model.
In this case the calculated temperature changes are directly compared with the
temperature measurements obtained during mechanical loading �13,26�. The
advantage of this methodology is the correct consideration of heat diffusion but
its application requires the correct evaluation of all thermal and mechanical
material properties. Therefore, the adjustment of the numerical model becomes
relatively demanding.

Application of Thermal Methods to Crack Detection and Crack Tip Investiga-
tions

The detection of fatigue cracks in metal structures is one of the most important
tasks of nondestructive testing. The application of thermography during me-
chanical loading offers various opportunities of crack detection and more ad-
vanced applications in fracture mechanics. Two aspects of the presence of
cracks in ductile material need to be distinguished. First it has been recognized
that the fatigue crack initiation and growth lead to strong inhomogeneities in
the measured temperature distribution. The strong plastic dissipation at the
crack tip causes a local increase of the stabilized mean temperature �27�. This
effect can be used to estimate the moment of crack initiation during fatigue
tests.

The second aspect concerns the influence of cracks on the local thermoelas-
tic coupling. �28� shows that crack closure and crack tip plasticity in the vicinity
of a mechanical loaded crack lead to nonlinearities in the thermoelastic tem-
perature evolution. In �28� the TSA measurements are compared with extensive
numerical studies of the first and second harmonic of the first invariant of the
stress tensor. The studies reveal that the nonlinearities in the temperature sig-
nal caused by crack closure exceed by far the nonlinearities due to crack tip
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plasticity. �29� evaluated the applicability of the SPATE system for the detection
of hidden internal cracks in aeronautical structures. For this approach the dis-
turbance of the surface principal stress sum due to a hidden crack has been
investigated both experimentally and numerically.

Another field of investigation is concerned with the quantitative relation of
thermoelastic and thermoplastic measurements to classical approaches in frac-
ture mechanics. �30,31� used TSA measurements to estimate the effective stress
intensity factor and compared them with classical compliance methods. For
welded specimens, �31� noticed a substantial difference in the mode I stress
intensity factor, which was attributed to the residual stress field in the vicinity
of the weld seam. The investigations concentrated on the cross-section of the
weld detail so that overall a 2-D situation was given.

Plastic Dissipation and Damage Assessment

In contrast to the thermoelastic coupling, thermoplastic dissipation causes a
net heat generation and leads to a local or global temperature rise during re-
peated fatigue loading. Numerous investigators related the observed mean tem-
perature rise or derived parameters to specific fatigue properties �17,32,33�, or
the mechanical damping �34� of the tested specimens. Mostly the results have
been reported for unnotched specimens with a homogeneous distribution of
plastic strains. The investigations differ primarily in the tested material and the
applied measurement techniques. The main parameter of interest is the evolu-
tion of the mean temperature during testing, which can be used to estimate the
bulk dissipation due to plasticity. It has been shown by numerous researchers
that the fatigue limit of metals can be estimated from temperature measure-
ments. For this purpose, fatigue tests with stepwise increasing load amplitudes
are performed and the stabilized mean temperature of the specimen at each
load step is evaluated. A sharp increase of the mean temperature has been
noticed at load amplitudes close to the fatigue limit �35–37�. The strong in-
crease of the stabilized temperature close to the fatigue limit indicates the
sudden massive onset of plastic deformations. The procedure has also been
transferred to the fatigue testing of entire components �38�. Reference �39�
showed that the fatigue limit cannot only be determined by the mean tempera-
ture rise but also by a change in the first and second natural frequencies of the
harmonic thermoelastic/thermoplastic temperature signal. Until now these in-
vestigations have not been developed further with respect to the investigations
of localized phenomena. To extend the rather empirical approaches based en-
tirely on temperature data, different researchers focus on the deduction of the
heat source distribution �40,41�. It can be estimated from the temperature
records by inversion of the heat diffusion equation, which generally requires
the simplification to a 1-D or 2-D case.

Only few attempts have been made so far to apply thermal measurements
for the detection of localized damage phenomena in the pre-crack phase. Early
investigations on steel and fiberglass-epoxy are presented by �27�. In this study
the evolution of the mean temperature in the vicinity of strong stress concen-
trators �saw cuts� was measured and it was concluded that thermal studies
allowed predicting the likely position of crack initiation and investigation of
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fatigue crack growth. �42� focused on the detection of fatigue cracks in un-
notched specimens made of 35CrMo4 with an unknown location of crack ini-
tiation. The proposed data processing for crack detection is based on the spatial
standard deviation of the recorded infrared pictures. The experiments reported
by �43� aimed at assessing the local hot spots at welds using TSA measure-
ments. The results suffered from the insufficient thermal and spatial resolution
of the available equipment and unspecific data processing. The application has
therefore not been developed further. Based on a detailed numerical investiga-
tion of thermomechanical coupling, we have shown in a previous paper �26�
that besides the mean temperature rise, cyclic plasticity causes characteristic
nonlinearities in the temperature evolution. They have been found to be in the
range of a few mK and are therefore very difficult to detect experimentally.

Summary and Conclusion

Extensive theoretical, numerical, and experimental work has been published on
TSA and related thermal techniques for the assessment of thermomechanical
coupling phenomena during static testing and fatigue loading. The results re-
ported so far demonstrate the strong interdependence of mechanical exposure,
local material behavior, and thermal answer of solid materials under mechani-
cal loading and thus prove the high potential of thermal methods in experimen-
tal mechanics. Mechanical phenomena such as thermoelasticity, plasticity,
cracks, localization phenomena, etc., have been assessed within different ma-
terials. Additionally, various special topics of the measuring technique and data
processing have been addressed. Almost all the reported applications which
aim at the assessment of damage focus either on the investigation of macro-
scopic cracks in the millimeter or centimeter range or on the indirect assess-
ment of plastic dissipation by assessing the mean temperature. Overall very few
attempts have been made to investigate localized damage phenomena which
are characteristic of the early fatigue damage process.

Experimental Studies

Experimental Arrangement

In order to study how localized fatigue damage can be assessed by infrared
thermography, we performed fatigue tests on different specimen geometries.
The experimental setup �Fig. 1� used for the studies consists of a digitally con-
trolled servo-hydraulic testing machine �MTS load frame 810, 250 kN�, a high
resolution infrared camera �FLIR Phoenix, 640 by 512, InSb detector�, and a
video microscope �Opto Zoom 125 with 1320 by 1024 pixel QImaging CCD-
camera� which can be used for accompanying light microscopic investigations
on the specimen surface. A positioning unit �MICOS LS180� is used to perform
automated testing procedures. During the testing of the welded specimens
�compare the “Investigation on Welded Specimens” section�, a brass half-
sphere has been attached around the specimens to ensure a uniform thermal
background radiation.
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FIG. 1—Experimental setup and pieces of equipment.
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The settings of the infrared camera have been adjusted to achieve a frame
rate of 412.5 Hz at an integration time of 2 ms using a subwindow of the
detector of 192 by 300 pixels. During the fatigue testing, sequences of 2000
infrared images were acquired and stored on hard disk every 15 000, 20 000, or
30 000 load cycles. The loading was not interrupted for the recording, so that it
can be assumed that all thermal measurements were performed during thermal
equilibrium of the specimens; i.e., at constant mean temperature.

Data Processing

Data processing of the recorded infrared sequences was performed offline after
termination of the testing. The purpose of the data processing is to extract
minor nonlinearities in the overall thermoelastic temperature evolution. It can
be divided into the following processing steps:

a� nonuniformity correction, bad pixel replacement and temperature
calibration
b� motion compensation
c� extraction of nonlinearities.

A schematic overview of the data processing is given in Fig. 2. The first
processing step, i.e., the correction of the images for the detector nonunifor-
mity and corrupt pixels, is a standard procedure used for processing of thermal
radiation images �44�. Therefore, it is not explained in more detail here.

The second step constitutes the conversion of the corrected gray values into
equivalent temperature values. This is performed by applying a calibration
curve which has been obtained using a black body radiation source. The black
body has been coated with a high emissivity graphite spray �Kontakt Chemie,
Graphit 33� which has also been used for the preparation of the test specimens.
For the calibration the mean gray-values in a certain area have been evaluated
at different temperatures of the black body between 18°C and 35°C. Assuming
that the testing conditions �temperature, humidity� within the laboratory do
not change significantly, a direct conversion of the gray values into tempera-
tures is adequate. This has the advantage that the adjustment of a radiation
model becomes obsolete.

The third step of the data processing is a motion compensation, which
becomes necessary since the specimen surface moves orthogonally to the cam-
era axis due to the mechanical loading of the specimen. Even though the mo-
tion blur was generally less than 3 pixels, i.e., 1 % of the total image dimension,
it has been found to be detrimental to the evaluation of the nonlinearities in the
temperature evolution. The negative effect is caused by the influence of small
heterogeneities in the surface emissivity. The passing-by of spots with different
emissivity due to the mechanical loading causes apparent cyclic temperature
changes of the corresponding pixels. They are superimposed on the tempera-
ture changes induced by thermomechanical coupling. The motion compensa-
tion is based on normalized cross-correlation of each image with respect to an
unloaded reference image of the scenery. Only solid body motion has been
considered, whereas possible effects of the deformation of the specimens have
been neglected. Since the standard normalized cross-correlation renders only
discrete values for the pixel offset, an interpolation scheme has been imple-
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FIG. 2—Schematic of the data processing of the infrared sequences.
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mented. The scheme yields the displacement vector with a sub-pixel accuracy
between approximately 1/10 and 1/100 of a pixel. The application of the nor-
malized cross-correlation requires at least one high contrast feature within the
images. However, the coating of the specimens with graphite spray causes a
very uniform gray-value distribution in the infrared regime. Therefore, a small
piece of the specimen surface has been left uncoated by applying a self-
adhesive marker prior to coating �compare also to the white stripe in Fig. 8�.
The uncoated metallic area is strongly reflective in the infrared and yields a
sharp, high contrast feature within the images. Due to the poor emissivity of
the blank metal surface, temperature records within the uncoated area are not
possible. Additional noise reduction is achieved by applying a spatial mean
filter of 3 by 3 or 5 by 5 pixels to each of the images. After filtering, the varia-
tion of temperature with respect to time is very smooth and quasi-noise-free at
the cost of reduced spatial resolution and loss of minor details. Figure 3 shows
exemplarily the temperature signal in a single point on the specimen surface
before and after data processing.

The last step of data processing involves the separation of the nonlinearities
in the temperature evolution. This is performed based on a specialized ap-
proach in the time domain. Based on numerical simulations it could be shown
that in the absence of cracks or plastic dissipation the thermoelastic tempera-
ture variations behave to a large extent linearly with respect to load variations.
This remains true even if further nonlinear aspects as heat diffusion, tempera-
ture or stress dependency of the material parameters, or the temperature de-
pendence of the thermoelastic coupling itself are taken into consideration. The
idea behind the developed methodology is to separate linear and minor nonlin-

FIG. 3—Examples of temperature signals before and after data processing.

704 FATIGUE AND FRACTURE MECHANICS

 



ear signal portions by comparing the pixelwise temperature evolution to a ref-
erence signal which is known to vary linearly with respect to the applied load-
ing. Here only nearly sinusoidal temperature signals are considered. In this
case the linear portion of the temperature signal is obtained by estimating the
phase and amplitude of the reference signal, which give an optimal fit to the
recorded temperature evolution. The nonlinear portion of the temperature sig-
nal is then given as the remaining signal after subtraction of the fitted reference
signal. Suitable reference signals are, e.g., the recorded control-variable of the
testing machine �in our case the load signal� or the temperature evolution in a
section of the specimen where linear elastic material behavior can be presumed
for the moment of the thermal measurements. The fitting to the temperature
evolution at each pixel is performed as follows. First, for easier handling, the
reference signal is scaled so that its amplitude equals unity. Then the zero
crossings of both the reference signal and the temperature evolution of the
considered pixel are evaluated. Next the reference signal is interpolated on a
new time scale so that its discrete values represent the same phase instances as
the values of the pixel signal. Afterwards the amplitude of the reference signal
is scaled so that the least-squares residual between the reference and the pixel
signal becomes minimized �least-squares fitting�. The scaling factor represents
the linear part of the pixel temperature evolution and is referred to as linear
temperature amplitude Ta

lin from now on. Finally, the difference signal between
the pixel signal and the fitted reference is calculated by subtraction of both
signals. A suitable parameter for the classification of the difference signal is its
mean amplitude, which is referred to as nonlinear temperature amplitude Ta

nlin.
The described procedure has been found to work well for nearly harmonic
temperature signals with overall minor nonlinearities. Nonlinearities as small
as 1 mK could be properly detected based on the described approach.

Investigations on Plain Cylindrical Specimens

In order to verify the sensitivity of the chosen approach with respect to the
cyclic material behavior fatigue tests on unnotched cylindrical specimens �Fig.
4� of mild steel �S355J2G3� with the material properties given in Tables 1 and 2
have been performed. The specimens have been polished mechanically and
tested under annealed conditions. In the mid-section the specimens have been
equipped with a strain gauge �Tokyo Sokki Kenkyujo, Type: PFL-20-11-3L�
which gave the strains in longitudinal direction. The strain gauge has been
temperature compensated by a half-bridge completion circuit with an unloaded
strain gauge. This second strain gauge has been applied to a piece of the same
steel and brought in close thermal contact to the specimen. The front side of
the specimen has been coated with graphite spray as preparation for the ther-
mographic investigations.

The fatigue tests have been accomplished under load control with a load
ratio of R=−1 at a testing frequency of 2.5 Hz, which was small enough to
prevent excessive self-heating of the specimens due to plastic dissipation. Ad-
ditionally, the grips of the testing machine have been constantly flushed with
cooled water which guaranteed quasi-stable thermal boundary conditions for
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the specimens. The load amplitudes varied between 235 and 275 MPa, which
guarantees that only elastic deformations occurred during the first load cycles.

Figure 5 shows the typical cyclic stress strain behavior of the specimens.
Figure 5�a� gives the evolution of the total strain amplitude �a

tot with respect to
the applied load cycles as measured by the strain gauges. Figures 5�b� and 5�c�
show the corresponding evolution of the plastic strain amplitudes �a

P and the
mean strains �m, respectively.

The plastic strain amplitude has been obtained from the total strain ampli-
tude �a

tot through

FIG. 4—Geometry of the cylindrical specimen made of S355J2G3.
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FIG. 5—Evolution of the total strain amplitude, the plastic strain amplitude, and the
mean strain in the middle section of the cylindrical specimen type during fatigue testing
at R=−1, fL=2.5 Hz, and load amplitudes between 235 and 275 MPa.
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�a
P = �a

tot − �a/E �1�

where �a is the total applied stress amplitude and E is the Young’s modulus.
The mean strain is given as

�m = ��max
tot − �min

tot �/2 �2�

Four phases can be generally distinguished in the cyclic softening and harden-
ing behavior. During the primary phase the steel behaves completely linear
elastically and no plastic strains can be detected macroscopically. This phase is
terminated by the onset of plastic deformations which cause a rapid rise of the
total and plastic strain amplitudes �compare Figs. 5�a� and 5�b��. The period of
primary softening is short compared to the entire fatigue process. Typically it
comprises less than 1000 load cycles. Afterwards the plastic strain amplitudes
are quasi-saturated and change only little. For some of the specimens a ten-
dency to hardening can be observed which manifests in a slight decrease of the
plastic strain amplitudes during ongoing loading �Fig. 5�b�, e.g., specimen
RR0713�. Close to crack initiation a second softening phase can be observed.
However, it might be possible that the apparent rise of the strain amplitudes is
caused by the initiation of fatigue cracks. Eventually all specimens failed due to
fatigue cracks in the center section.

Figure 6�a� gives the corresponding mean temperature evolution within the
middle section of the specimens during fatigue testing. The data represent the
absolute temperature difference with respect to the initial temperature. Figures
6�b� and 6�c� show the corresponding evolution of the linear and nonlinear
temperature amplitudes. The evolution of the temperature increase �Fig. 6�a��
shows that together with the onset of primary softening the absolute tempera-
ture of the specimens rises significantly by several degrees K. This can be at-
tributed to the plastic dissipation within the specimens which causes strong
self-heating of the specimens until a dynamic equilibrium is reached. The tem-
perature increase becomes more pronounced with higher plastic strain ampli-
tudes. The testing of one of the specimens �RR0717� was unintentionally inter-
rupted by an error in the testing machine. During the break, the hydraulic
system of the testing machine and the specimen itself cooled down. After re-
starting of the test the temperature rose quickly again. This compares to find-
ings of �45�. However, the mean temperature measured before the break was
not completely reached again. This demonstrates the sensitivity of the absolute
temperature increase towards the specific testing conditions, which compli-
cates quantitative approaches. Note that at the same time no change of the
plastic strains can be observed, which verifies that the cyclic behaviour was not
significantly influenced by the break.

708 FATIGUE AND FRACTURE MECHANICS

 



FIG. 6—Evolution of the mean temperature with respect to the initial temperature, the
linear and nonlinear temperature amplitudes in the middle section of the cylindrical
specimen type during fatigue testing at R=−1, fL=2.5 Hz, and load amplitudes between
235 and 275 MPa.
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The linear temperature amplitudes �Fig. 6�b�� show a significant increase
up to 25 % with the onset of cyclic softening. This phenomenon cannot be
explained by the classical theory of thermoelastic coupling and plastic dissipa-
tion. Instead the results show that further coupling between thermoelasticity
and the hardening state might be present. Within the context of the classical
theory this phenomenon can be incorporated by assuming that the coefficient
of thermal expansion depends on the hardening state. Further evidence of this
dependency is e.g. given by the investigations of �46,47�. The evolution of the
nonlinear temperature amplitudes �Fig. 6�c�� verifies that the onset of plastic
dissipation goes along with small but detectable nonlinearities in the tempera-
ture evolution. The amplitudes of the nonlinearities increase with increasing

FIG. 7—Geometry of the welded specimen made of S355J2G3.
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plastic strain amplitudes and follow closely the general evolution of the plastic
strains �Fig. 5�b��. As long as heat diffusion remains negligible their analysis
provides a means to quantify the bulk plastic dissipation. In case heat diffusion
needs to be considered �e.g., due to strong gradients at stress concentrations�,
any quantitative evaluations require an additional correction scheme. Further
results obtained on mildly notched cylindrical specimens verify that within
geometric notches the extension, onset and strength of plastic dissipations and
plastic strains can be assessed qualitatively by the analysis of the nonlinearities
�48�.

Investigations on Welded Specimens

The second test series was concerned with the investigation of fatigue damage
processes on welded specimens �Fig. 7�. For this purpose specimens of the
same steel but with a butt weld in the center section have been prepared. The
two parts of the specimen have been joined by manual arc welding, using tem-
poral extension plates at both sides of the specimen. One side of the originally
symmetric weld seam has been leveled after welding to prevent crack initiation
from the back side of the specimen. For the thermographic investigations a
graphite coating has been applied to the investigated side of the specimen. A
detailed view of the weld seam is given in Fig. 8. As described before, the white
stripe in the middle of the weld bead represents an uncoated reference area

FIG. 8—Visual detail image of the weld seam.
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used for the motion compensation scheme. Since in this area no temperature
measurements are possible, all corresponding amplitude values have been set
to zero in Fig. 9–11.

The specimens have been tested without annealing at load amplitudes be-
tween 125 and 150 MPa in the nominal cross-section of the specimens using a

FIG. 9—Distribution of the linear temperature amplitudes at the front side of the
welded specimen type. Four different stages of the fatigue testing. Crack initiation at the
front side. N=number of load cycles, Nf=number of load cycles at failure.
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load ratio R=−1. All specimens failed because of fatigue cracks within the weld
toes. Beside one specimen the fatigue cracks originated at the investigated side
of the specimen.

Figures 9 and 10 show the evolution of the linear and nonlinear tempera-
ture amplitudes of a specimen tested at a nominal load amplitude of 140 MPa,
which failed from the investigated side. The processing of the recorded infrared
sequences has been performed with the technique described in the “Data Pro-

FIG. 10—Distribution of the nonlinear temperature amplitudes at the front side of the
welded specimen type. Four different stages of the fatigue testing. Crack initiation at the
front side. N=number of load cycles, Nf=number of load cycles at failure.
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cessing” section. The image of the linear temperature-amplitudes at the begin-
ning of the testing �Fig. 9�a�� reveals the inhomogeneous stress concentration at
the weld toe and the less stressed welding bead. The material throughout the
entire weld seam still behaves completely linearly and the corresponding non-
linear temperature amplitudes �Fig. 10�a�� are close to zero. With ongoing load-
ing multiple points in the center of the weld toes can be identified where the

FIG. 11—Distribution of the nonlinear temperature amplitudes at the front side of the
welded specimen type. Four different stages of the fatigue testing. Crack initiation at the
back side of the specimen. N=number of load cycles, Nf=number of load cycles at
failure.
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linear temperature amplitudes decrease locally �Fig. 9�b��. Almost simulta-
neously the nonlinear temperature amplitudes increase in these points �Fig.
10�b��. During the further fatigue process additional hot-spots develop and
grow until final failure of the specimens �Figs. 9�c� and 9�d� and Figs. 10�c� and
10�d��.

The process is accompanied by a strong increase of the nonlinear tempera-
ture amplitudes. Generally for specimens with a small number of failure load
cycles we could not distinguish between individual initiation sites. In this case
the damage process starts quite homogeneously over almost the entire width of
the specimen and spreads rapidly. For specimens with a high number of failure
load cycles individual initiation sites within the weld toe could generally be
distinguished. Normally the first local cracks could be found between 10 % and
30 % of the entire fatigue lifetime. The subsequent growth and joining of the
individual initiation sites comprises a major part of the fatigue process. For all
specimens the fatigue process started quasi-simultaneously within both weld
toes. The final failure occurred at the side of the weld seam where the damage
progress proceeded a little faster. Visual inspection of the other weld toe failed
to identify the damage state observed before by thermography. Final rupture
was initiated when in one of the weld toes the cracks ran across the entire
specimen width. A comparable behavior could be observed for all specimens
where crack initiation occurred at the front side. A characteristic of the results
is that the beginning of fatigue crack initiation generally manifests itself in a
decrease of the linear temperature amplitudes. Detectable nonlinearities do not
evolve until a couple of thousand load cycles afterwards. This constitutes a
clear contrast to the findings on the plain specimens discussed before. In con-
trast to the fatigue behavior of the cylindrical specimens discussed before no
undoubted evidence for cyclic plastic deformations within the weld toes or in
the nominal cross-section of the specimens could be detected. The observed
nonlinearities are stronger and grow much faster as can be explained by cyclic
plasticity.

The findings show that the fatigue process at the weld seams is strongly
governed by crack propagation which comprises the major part of the fatigue
life. Nevertheless, it should be noted that the manually welded specimens in-
volve very sharp notches at the weld toes. Therefore, the relative lifetime until
crack initiation might be much longer for other specimen geometries.

As a comparison to the results discussed above Fig. 11 shows the evolution
of the nonlinear temperature amplitudes of the specimen which failed from the
back. The specimen has been tested at a load amplitude of 127 MPa. Clearly
the characteristics of these results differ strongly from the findings discussed
before. The fatigue crack initiation at the back side becomes apparent if the
growing fatigue cracks cause stress redistributions within the specimen. In this
case the entire weld seam becomes subjected to stress amplitudes which are
above the cyclic yield limit so that wide areas of the weld seam start to plasti-
cize. In this case the observed nonlinearities originate from plastic deforma-
tions due to the reduced cross-section of the specimen and not from structural
nonlinearities due to crack opening and closure as before.

MEDGENBERG AND UMMENHOFER ON FATIGUE DAMAGE 715

 



Conclusion

For the presented studies, fatigue damage phenomena in low alloy steel have
been investigated by infrared thermography. Results obtained on plain cylindri-
cal specimens and welded specimens have been discussed. Contrary to former
approaches of thermal measurements during fatigue testing of metals, the
focus has been put onto the resolution of localized effects. For this purpose a
data processing methodology which separates linear coupling phenomena due
to thermoelasticity and nonlinear phenomena, e.g., due to plastic dissipation,
has been developed. For the fatigue tests on plain cylindrical specimens the
nonlinear behavior corresponds to the evolution of the plastic deformations
evaluated by strain gauge measurements. During fatigue testing on welded
specimens we were able to observe the local fatigue process in the weld toe
starting from the first individual fatigue cracks. The cracks can be identified by
both a variation of the linear thermoelastic coupling and the occurrence of
strong nonlinearities. In this case no undoubted indication of significant cyclic
plasticity within the weld toe prior to crack initiation could be observed. The
application of thermography to study local fatigue damage phenomena during
fatigue testing has been found to be very valuable for the understanding of the
fatigue processes e.g. in comparative studies. For the future more work is
planned to distinguish individual phenomena from the recorded surface tem-
perature evolutions and to develop portable devices which allow for insitu fa-
tigue damage inspections.
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Nomenclature

FSW � friction stir welding
FSSW � friction stir spot welding

HAZ � heat affected zone
mm/min � millimeters per minute

ipm � inches per minute
rpm � revolutions per minute

Introduction

Friction stir welding �FSW� and friction stir spot welding �FSSW� are emergent
joining technologies that are being developed for a variety of applications in
different industries, including the aerospace industry �1–3�. Applications utiliz-
ing these technologies are typically developed on a case-by-case basis to take
advantage of associated manufacturing and implementation cost savings, such
as part count reduction, improved material buy-to-fly ratios, cycle time reduc-
tion, reduced material lead-time requirements, flexible material sourcing op-
tions, and lowered environmental impacts.

A number of different forms of FSSW have been developed, including a
simple plunge or “poke” spot welding process patented by Mazda �4�, a refill
process developed by GKSS �5�, a swing spot welding process developed by
Hitachi �6�, and a circular spot pattern introduced by TWI in Great Britain �7�.

Although unique, each of these FSSW technologies produces a similar re-
sult: a discrete joint. In all cases, parent material is locally stirred thermo-
mechanically with specially designed metal working tools to form a metallur-
gical bond between two or more components in a lap joint configuration.
Therefore, in this paper the various forms of FSSW are referred to as in situ
fastener joining technologies. The class of joints they produce are referred to in
this paper collectively as in situ integral fasteners.

In situ integral fasteners provide unique benefits over riveting and continu-
ous FSW joints. These include, but are not limited to, the following:

• Consolidated joints versus fastened joints. Holes drilled for installed fas-
teners serve as stress concentrations. Conversely, the combined parent
material consolidated in FSSW joints effectively forms pad-up regions
�either annular or solid� that act to lower local in-plane stress levels
�described in the Approach section�.

• A reduction in loose debris. Drill chips are common to drilling holes for
installed fasteners. Consequently, the operations needed to clean them
out of airframe structure and from production areas are also common.
FSSW greatly reduces the amount of the material discarded as chips in
making a joint because the parent material is retained for forming the
joint, i.e., the in situ integral fastener.

• A potential reduction in fastener interaction as a function of separation
distance. Rivets, for example, are spaced a minimum distance �e.g., 4D�
to reduce the interaction of their stress fields under load. Conversely,
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FSSW joints can be placed side by side to form continuous joints similar
to continuous FSW without the adverse interaction of the stress concen-
trations encountered with installed fasteners.

• Rapid installation and reduced cycle time. In situ integral fasteners typi-
cally require fewer operations than installed fasteners, e.g., by eliminat-
ing the drilling step.

• Simplified tooling requirements. FSSW requires lower lateral forces over
short ranges as compared to continuous FSW. As such, only discrete
points are required to react the load; this is in contrast to the monolithic
tools that are often found in continuous FSW.

• Installation via a robot versus a gantry machine. Continuous FSW most
often requires a purpose-built FSW machine that can sufficiently con-
trol the weld tool along the entire length of the joint line. Appropriately
developed, in situ integral fasteners can be installed via robots in an
array of discrete locations similar to rivets, providing a low-cost solution
and greater flexibility in production facilities.

• Distortion control options. Similar to riveting, FSSW affords the oppor-
tunity to randomize the sequence of fastener installation for lowering
distortion in large panels.

• A discontinuous heat affected zone �HAZ�. Similar to rivets, in situ inte-
gral fasteners are separated by parent material. As such, a row of in situ
integral fasteners does not introduce a continuous HAZ in precipitation-
strengthened alloys and work hardened alloys as does FSW. It also in-
duces a discontinuous or intermittent residual stress pattern when com-
pared to FSW.

• Introduction of favorable residual stresses associated with discrete joints.
FSSW produces a compressive residual stress field surrounding the in
situ integral fastener. Consequently, the results discussed in this paper
show that lower fatigue crack growth rates can be achieved with the
swept spot technique tested.

• Tailored joint sizes and shapes. FSSW provides more latitude when de-
signing for joint properties than do rivet systems. Some of the in situ
integral fastener systems, namely, swept spots, allow non-circular
shapes, such as ovals, crescents, etc., to be formed and oriented for
optimizing joint performance.

• Compatible with sealants on the faying surface. Similar to riveting, FSW
has been shown to be compatible with fay surface sealants in lap joints
to enhance corrosion protection �8–11�. Therefore, in terms of corrosion
prevention, FSW and FSSW have a marked advantage over resistance
spot welding, which is not compatible with fay surface sealants applied
for corrosion protection. FSSW has been successfully tested with sur-
face treatments, including anodize, alodine, and cladding �12�. FSSW
through fay surface sealants is currently under development for in situ
integral integral fasteners with positive results being reported �13�.

In prior work, the static strength of friction stir welded panels was found to
be equivalent to or better than the strength of riveted panels tested in tension,
compression, and in diagonal shear �14�. The present work was undertaken to
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extend this work by evaluating fatigue crack growth behavior in FSW and
FSSW joints as compared to riveted joints.

The in situ integral fastener investigated in this study was the Octaspot™
swept spot introduced by Tweedy et al. �15�. This swept spot technique is simi-
lar to the TWI technique and is described in more detail elsewhere �12�. It is
referred to as a swept spot because it involves making a tight circular, circum-
scribed friction stir weld to form a discrete joint.

Approach

The primary objective of this work was to investigate the fatigue crack growth
rate and behavior in thin aluminum lap joints fabricated by FSW and swept
FSSW in comparison to similar joints fabricated using standard rivets. Testing
was limited to lap joints between conventional aluminum alloys AA2024-T3
and AA7075-T6, which are common in airframe construction. Stiffeners made
from 1 mm �0.040 in.� thick bare AA7075-T6 sheet were joined to 1 mm
�0.040 in.� thick bare AA2024-T3 sheet test coupons.

Edge Crack Fatigue Coupon Test and Test Method

The test coupon configuration and test method selected for this study was
based on work conducted by Smith et al. �16�. In their study, Smith and his
co-workers investigated the effects of dents on fatigue crack growth rates in
1 mm �0.040 in.� thick AA2024-T3 aluminum sheet. An edge crack, initially
7.6 mm �0.3 in.� in length, was grown by constant amplitude loading cycles
through two dents located as shown in Fig. 1�a�.

For the present study, the coupon was modified slightly by attaching a
stiffener strip across the central portion of the coupon parallel to the crack
growth direction, as shown in Fig. 1�b�. NAS1097AD5-4 countersunk rivets
�3.18 mm or 0.125 in. diameter� and swept FSSW spots �integral in situ fasten-
ers� were placed at the same location the dents were placed in Smith’s work.

The machined coupons were 203 mm �8 in.� wide by 508 mm �20 in.� long
with the grain direction oriented perpendicular to the loading axis. Doublers
were machined from 6.4 mm �0.25 in.� thick aluminum plate and bonded to
the test coupon, with two rows of fastener holes �15 holes total� at each end of
the coupons. A coupon is shown mounted in the fatigue crack growth rate test
setup shown in Fig. 2.

Crack Growth Rate Measurements

A 22 kN �5 kip� servo-hydraulic MTS testing machine was used to generate
crack growth data. Constant amplitude cyclic testing was conducted at a fre-
quency of 10 Hz. The ratio of the minimum stress to the maximum stress was
0.2 �i.e., R=0.2�. The minimum load was 1.8 kN �400 lbf� �8.7 MPa �1250 psi��
and the maximum load was 8.9 kN �2000 lbf� �43.1 MPa �6250 psi��. Following
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the work of Smith et al. �16�, the same cyclic loading was used to grow the
pre-crack from an initial saw-cut notch length of nominally 7.6 mm �0.3 in.� to
a length of nominally 9.4 mm �0.37 in.�.

A Hirox optical microscope �BH-1000 BGA� was used to record crack
growth length as a function of both fatigue cycles and crack growth at a mag-
nification of 160�. Figure 2 shows the microscope mounted adjacent to the
MTS fatigue test machine. The microscope was mounted on a table equipped
with a mechanical translation system, and it was connected to a video monitor
for measuring the crack tip throughout the test.

Swept Spot in situ Fastener Configuration

An Octaspot™ swept spot �12� was used to join the bare 1 mm �0.040 in.� thick
AA7075-T6 stiffeners to the bare 1 mm �0.040 in.� thick AA2024-T3 sheet cou-
pons. A schematic of the various stages in the swept spot path is shown in Fig.

FIG. 1—Edge-crack panels with an initial edge pre-crack nominally 7.6 mm �0.3 in.� in
length, located as shown: �a� dent study test panel �16� and �b� swept spot and riveted
test panel �NTS�.
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3�a�. The process parameters for the swept spots were: 1350 rpm, 7.4 mm/s
�17.5 ipm� �around the periphery�, 1° tool tilt lead angle, 2.5 mm �0.10 in.� path
radius, and 5.1 kN �1150 lbf� load control. A typical Octaspot™ joint tested in
this study is shown in Fig. 3�b� in the as-fabricated condition. A cross section
taken through the center of a representative joint in this study is shown in Fig.
3�c�.

The joint includes a centrally located exit hole surrounded by the joint
material, which was formed by combining parent material from the upper and
lower sheets. In addition to establishing a link between the stiffener �top� and
sheet �bottom�, the fine-grained joint material acts as an annular embossment
or pad-up on either component, outlined in Fig. 3�d�. Thus, to pass through the
joint, a crack in either component would have to pass through a dual layer of
material. A more favorable path would be to circumvent the embossment by
passing around the joint.

A schematic of the tool that was used in making both the continuous fric-
tion stir welds and the swept spots for this study is shown in Fig. 4. It has a
6.4 mm �0.25 in.� diameter shoulder, a concave shoulder face, and a 1.4 mm
�.054 in.� long tapered probe with three flats. The friction stir welds were made
at 1200 rpm and 6.8 mm/s �16 ipm� under load control.

3D Strain Distribution Measurements

An ARAMIS optical 3D deformation analysis system, shown in Fig. 5, was used
to measure full field strain distributions in edge crack panels as a function of
uniaxial stretching to nominally 1.5 % total strain. The back surface of the

FIG. 2—Fatigue crack growth measurement test fixture mounted in an MTS servo-
hydraulic load frame. The measurement system features a traveling microscope for
measuring crack growth as a function of cyclic loading. Crack length is measured on
the non-stiffened side, i.e., in the AA2024-T3 sheet.
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FIG. 3—�a� Octaspot™ swept spot path: �1� initial center plunge, �2� movement to the
periphery of the joint, �3� beginning of octagonal movement around the periphery of the
joint, �4� slight undulation with octagonal movement, �5� continued sweep for a total of
450°, and �6� movement to the center and extraction of tool. �b� Photograph of a typical
Octaspot™ friction stir spot weld. �c� Cross section of a typical Octaspot™ friction stir
lap joint between 0.040 in. thick �1 mm� AA2024-T3 aluminum upper and lower sheets.
�d� Overlay of “pad-up” on cross section shown in �c�.
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panels �i.e., opposite the stiffener� was coated with a random pattern of black
speckles on a white background. The speckles were applied to have approxi-
mately 50 % coverage in the random pattern. Positional changes in the pattern
as a function of strain were recorded in time sequence by two digital cameras
and strains were then computed based on photogrammetry methods �17�.

X-Ray Diffraction Residual Stress Measurements

X-ray diffraction residual stress measurements on two OctaSpot™ swept spots
in a single panel were performed by Lambda Research �18�. Per the report
submitted by Lambda, measurements were taken at the surface and at nominal
depths of 127, 254, and 381�10−3 mm �5.0, 10.0, and 15.0�10−3 in.�. The
measurements were made in the transverse direction to the crack growth di-
rection on the backside of both swept spots �in the AA2024-T3 sheet�. Twelve
measurements were made on either side of the joints in addition to the mea-
surement taken at the center of the spot weld. The locations included ±1.1, 2.3,
3.4, 4.6, 5.7, 6.9, 8.0, 9.1, 10.3, 11.4, 12.6, and 13.7 mm �±0.045, 0.090, 0.135,
0.180, 0.225, 0.270, 0.315, 0.360, 0.405, 0.450, 0.495, and 0.540 in.�. X-ray dif-
fraction residual stress measurements and calculations were performed in ac-
cordance with SAE HS-784 and ASTM E915.

For the subsurface measurements, material was removed electrolytically.
Lambda reported that all data obtained as a function of depth were corrected
for the effects of the penetration of the radiation employed for residual stress

FIG. 4—Weld tool used to produce Octaspot™ swept spot joints between 1 mm
�0.040 in.� thick bare AA7075-T6 stiffeners and bare 1 mm �0.040 in.� thick AA2024-T3
sheet stock. It features a 6.4 mm �0.25 in.� diameter shoulder, a concave shoulder face,
and a tapered probe with three flats �Tool # 05-0054-0250-01�.
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measurement into the subsurface stress gradient �19�. Stress gradient correc-
tions applied to the last depth measured were based upon an extrapolation to
greater depths. They further reported that corrections for sectioning stress re-
laxation, as well as for stress relaxation caused by layer removal, were applied
as appropriate �20�.

Results and Discussion

Crack Growth Rates in Riveted and FSSW Panels

The fatigue crack growth rate test results from the initial rivet and FSSW test
panels are presented in Fig. 6. For comparison, the crack growth curves of
three pristine �no dents or fasteners� panels from Smith et al. �16� are also

FIG. 5—ARAMIS optical 3D deformation analysis system shown monitoring strain as
a function of uniaxial stretching of edge crack panels in the MTS servo-hydraulic load
frame.
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included. The crack in the riveted panel is observed to accelerate as it ap-
proaches the rivet holes, growing faster than the three pristine parent material
panels. This behavior is attributed to the crack reacting with the stress concen-
tration associated with the rivet hole. Once the crack reaches the rivet holes a
delay in crack growth is observed. This delay is attributed to the time required
to initiate a crack on the opposite side of the rivet hole �which is expected to
vary from rivet to rivet, being dependent upon hole quality, etc.�.

The rate at which the crack grew in the swept spot panel was much less
than that of either the pristine �unstiffened� panels or the riveted panel. Spe-
cifically, the crack grew only 14 mm �0.55 in.� in 4.7�106 cycles at the noted
stress levels. To encourage crack growth, the initial stress levels of the test were
then doubled for this specimen. A second rivet panel was also tested at the
increased stress levels for comparison. The test results from these double-
loaded test panels are presented in Fig. 7. In the riveted panel the edge crack
again accelerated as it approached the rivet holes. Conversely it decelerated
slightly as it approached the swept spots in the FSSW panel.

To determine if this behavior is associated with residual stresses, panels
fastened with rivets and swept spots were stretched 6.1 mm �0.24 in.� in the
test setup shown in Fig. 5 prior to fatigue crack growth testing. The objective of
this stretcher leveling step was to relieve any in-plane residual stresses that may

FIG. 6—Edge crack length as a function of fatigue cycles in riveted and FSSW edge
crack panels �Fig. 1�b�� during constant amplitude cyclic loading. Data for pristine
panels from Smith et al., are shown for comparison �16�.
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have been induced in the panel by FSSW. The strain distributions in the
stretched panels were documented with an ARAMIS optical 3D deformation
analysis system.

The strain distribution map of the Y-component �stretch direction� of strain
in the riveted panel is shown in Fig. 8 �see Fig. 1�b� for rivet locations�. Note
that the high strain region is associated with the location of the two fasteners
�compare with Fig. 1�b��. A strain distribution map of the X-component �trans-
verse to the stretch direction� for the same stretched riveted panel is shown in
Fig. 9. The rivets clearly dominate the strain pattern in the stretched panels.

The Y-component strain distribution map of a stretched panel with two
swept spots is shown in Fig. 10 �see Fig. 1�b� for locations�. For this panel, the
high strain region is not associated with the location of the two swept spots.
Rather, the locations of the joints show a lower strain level than the region
immediately around them. The X-component distribution map of the same
panel joined with swept spots is shown in Fig. 11. Note that this figure shows
less severe gradients in strain than does the X-component map for the riveted
panels presented in Fig. 9.

After the panels were stretched, they were subjected to the same cycle crack
growth conditions for the panels shown in Fig. 6. The crack growth curve of the
stretched panels are shown in Fig. 12 �the data from Fig. 6 are included for
comparison�. Note that the fatigue crack growth rate in the stretched FSSW
panel is similar to that of the pristine panels tested by Smith et al. �16�. The

FIG. 7—Edge crack length as a function of fatigue cycles in a single riveted panel and a
single FSSW edge-crack panel during constant amplitude cyclic loading. Note: Loading
is double that in the original dent study performed by Smith et al. �16�.
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only noticeable deviation between the crack growth curves of the stretched
swept spot panels and the referenced pristine panels occurs at the location of
the first swept spot. At this location the crack growth rate in the swept spot
panel is observed to slow as it encounters the first joint and then, once past the
joint, it returns to a rate comparable to that measured in the pristine panels.

The crack growth rate in both the stretched and unstretched riveted panels
behaved in a similar manner, as shown in Fig. 6. However, the delay in crack
growth associated with the first rivet location may have been extended by the
stretching process, but due to the variable nature of crack initiation in conjunc-
tion with the stress concentration associated with the hole, further work would
be required to confirm this effect.

The crack growth curves presented in Fig. 12 suggest that residual stresses
are primarily responsible for the greatly reduced fatigue crack growth rate in
the unstretched panel with swept spots �Fig. 6�. The curves further suggest that
the pad-up effect produced by the swept spots �see Fig. 3�d�� contributes to a

FIG. 8—ARAMIS strain map for a riveted panel stretcher-leveled 6.1 mm �0.24 in.�:
Y-component of plastic strain; measured under load. Note strain concentration at the
location of the two rivets. Fastener location indicated by dashed lines �see Fig. 1�.
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lesser extent in slowing crack growth than does residual stresses. In the
stretched condition, the panels behave similar to panels without fasteners ex-
cept for the slight slowing in crack growth around the swept spots.

To confirm that the test results presented in Fig. 7 were not unique to the
panels tested, two additional riveted panels and two additional swept spot pan-
els were tested under the same cyclic loading conditions. The fatigue crack
growth curve data for these additional panels, along with the data from the
original panels, are presented in Fig. 13. Based on the nature of fatigue crack
growth, these test results appear consistent and representative of the different
fastener systems.

Crack Growth Rates in FSW Panels

Edge crack panels were also fabricated with continuous FSW joints oriented
along the crack growth path, as shown in Figs. 14�a� and 14�b�. Panels were
tested that had welds produced by traveling in the same direction as the crack
growth direction and in the opposite direction.

In the first test of a continuous welded panel, the pre-crack failed to grow

FIG. 9—ARAMIS strain map of a riveted panel stretcher-leveled 6.1 mm �0.24 in.�:
X-component of plastic strain; measured under load. Fastener location indicated by
dashed lines �see Fig. 1�.
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under the original cyclic loading conditions of a maximum load of 8.9 kN
�2000 lbf� �43.1 MPa �6250 psi�� and load ratio R=0.2. Therefore, the stress
levels were doubled, as was done with the discrete fastener panels featured in
Figs. 7 and 13.

Figure 15 includes the crack growth data from the first continuous FSW
panel plotted with the data from Fig. 7. The continuous panel demonstrates a
substantially lower growth rate than either the riveted or swept spot panels.
Upon inspection of the failed panel, it was observed that the fatigue crack in the
panel grew away from the continuous joint region into the parent material, as
shown in Fig. 16.

To evaluate this behavior further, the strain distributions in stretched con-
tinuous FSW panels were documented with an ARAMIS optical 3D deforma-
tion analysis system. A map of the Y-component �stretch direction� of strain for
a stretched FSW panel is shown in Fig. 17. For this panel, the strain in the
region adjacent to the joint is noticeably less than in regions away from the
joint line. The highest strain regions occur on either side of the joint between

FIG. 10—ARAMIS strain map of a FSSW panel stretcher-leveled 6.1 mm �0.24 in.�:
Y-component of plastic strain; measured under load. Note the lower strain level at the
location of the two swept spots. Fastener location indicated by dashed lines �see Fig. 1�.
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the grips and the stiffener. Similarly, the X-component of strain, shown in Fig.
18, is also highest away from the stiffener location. Therefore, notwithstanding
any possible influence the FSW process may have on fatigue properties in the
sheet material, such as forming a HAZ or producing residual stresses, the re-
duced stress level imposed by the presence of the stiffener dominates fatigue
crack growth in the configurations tested. Effectively, a FSW lap joint intro-
duces a pad-up region by joining the parent material. Once formed, the joint
acts to lower the local in-plane stresses and, in turn, inhibits fatigue crack
growth adjacent to the joint.

X-Ray Diffraction Residual Stress Measurements

The residual stresses associated with OctaSpot™ swept spots were evaluated
using X-ray diffraction. The specimen tested is shown in Fig. 19. Measurements
were taken on the back side �the AA2024-T3 side� of the coupon.

Transverse residual stress measurements were made at 25 locations along
the direction of crack growth on the original surface of the coupon. These

FIG. 11—ARAMIS strain map of a FSSW panel stretcher-leveled 6.1 mm �0.24 in.�:
X-component of plastic strain; measured under load. Fastener location indicated by
dashed lines �see Fig. 1�.
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include a measurement at the center of the spot and 12 locations on either side
along the crack growth direction. Additional measurements were taken at the
same 25 locations but at the following nominal depths: 127, 254, and 381
�10−3 mm �5.0, 10.0, and 15.0�10−3 in.�. This array of 25 measurement loca-
tions for the swept spot closest to the edge is indicated in Fig. 20. For reference,
Fig. 20 includes the locations of x-ray measurements relative to the inflections
in the crack growth versus constant amplitude cycles featured in Fig. 7. It also
includes the centerline and the nominal diameter of each swept spot for refer-
ence �see Fig. 3�c� for a typical joint cross section�. The measured residual stress
distributions are provided in Fig. 21.

Per the report submitted by Lambda Research �18�, the highest tension
stress for both welds was at a depth of 0.13 mm �0.005 in.�. The highest com-
pressive stress for both welds was at the surface. The compressive stress level
between the two welds is relatively uniform and the subsurface material ap-
pears to have relatively uniform cold working.

At the center of the swept spot joint transverse tensile stresses are present
in the AA2024-T3 sheet material at the bottom of the exit hole. Around the exit
hole the transverse stresses turn compressive and level off past the extent of the
consolidated portion of each joint. Between the joints the transverse stress level
remains compressive, while on the respective opposite sides it tends toward
zero as a function of distance away from the joint.

FIG. 12—Edge-crack length as a function of fatigue cycles for riveted and swept FSSW
edge crack panels during constant amplitude cyclic loading. Data for pristine panels
from Smith et al. �16� are shown for comparison.
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Summary and Conclusions

In this paper, fatigue crack growth rates in flat, stiffened edge-crack panels
were investigated in the initial phase of a test program to evaluate the relative
performance of joints produced by FSSW and riveted joints based on a test
procedure developed in an earlier study. Lower crack growth rates were ob-
served in FSSW pre-crack panels than were observed in unstiffened panels and
panels joined with rivets. By testing panels that were stress relieved with
stretcher-leveling, it was concluded that a beneficial residual stress field is pro-
duced around swept OctaSpot™ joints, the in situ fastener system studied in
this program. It was also concluded that the pad-up effect, resulting from me-
chanically forming discrete integral joints between the sheet and stiffener �i.e.,
in situ fasteners�, contributes to the observed lowered crack growth rates in
FSSW panels to a lesser extent than does the residual stress effect. Conversely,
it appears that the pad-up effect associated with continuous FSW joints im-
poses a sufficient stiffening effect to reduce the stress level adjacent to the joint
and, in turn, cause the crack to turn away from the stiffener into higher stress
areas. Therefore, the observed reduced crack growth rates along continuous
FSW lap joints holds potential for overriding any possible deleterious affects
from, for example, the presence of a continuous HAZ. In summary, swept
FSSW joints and continuous FSW joints provide effective methods for reducing

FIG. 13—Edge-crack length as a function of fatigue cycles in three riveted panels and
three FSSW edge crack panels during constant amplitude cyclic loading. Note: Loading
is double that in the original dent study performed by Smith et al. �16�. Compare results
with Fig. 7.
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FIG. 14—Edge-crack panels with an edge pre-crack nominally 7.6 mm �0.3 in.� in
length, located as shown: �b� FSW coupon with weld running off of the panel, and �b�
FSW coupon with weld running onto the panel �NTS�.
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FIG. 15—Edge-crack length as a function of fatigue cycles in three edge crack panel
configurations during constant amplitude cyclic loading: a two-rivet configuration �Fig.
1�b��, a two-spot weld configuration �Fig. 1�b��, and a continuous weld configuration
�cf. Fig. 14�. Note: Loading is double that in the original dent study performed by Smith
et al. �16�. Compare results with Fig. 7.

FIG. 16—Failed continuous FSW test panel: fatigue crack growth curve provided in
Fig. 15. Note that the fatigue crack grew away from the joint and stiffener location.
Joint location indicated by dashed lines �see Fig. 14�.
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the stress concentration associated with the drilled holes required for installing
conventionally installed fasteners.
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FIG. 17—ARAMIS strain map of FSW panel stretcher-leveled 6.1 mm �0.24 in.�:
Y-component of plastic strain; measured under load. Note the lower strain level adja-
cent to the continuous FSW and stiffener as compared to the strain levels shown in
Figs. 8 and 10. Joint location indicated by dashed lines �see Fig. 14�.
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FIG. 18—ARAMIS strain map of FSW panel stretcher-leveled 6.1 mm �0.24 in.�:
X-component of plastic strain; measured under load. Note the lower strain level adja-
cent to the continuous FSW and stiffener as compared to the strain levels shown in
Figs. 9 and 11. Joint location indicated by dashed lines �see Fig. 14�.
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FIG. 19—X-ray diffraction measurement locations relative to the two swept Oc-
taSpots™ �see Fig. 1�a� for spot locations�. A strip of 1 mm �0.04 in.� thick AA7075-T6
is shown attached to a sheet of 1 mm �0.04 in.� thick AA2024-T3. Residual stress mea-
surements were taken on AA2024-T3 side of the panel �opposite the side shown�.

FIG. 20—Location of x-ray diffraction measurement positions superimposed over the
fatigue crack growth curve for the swept spot coupon presented in Fig. 7.
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ABSTRACT: The performance of nickel aluminum bronze �NAB� propellers
can be limited by the resistance of the alloy to fatigue. Friction stir processing
�FSP� is a potential method for improving the fatigue life and fracture tough-
ness of this material through grain structure refinement. As friction stir pro-
cessing is a surface treatment, as-cast, thermo-mechanically affected zone
�TMAZ�, and FSP zone microstructures can all occur in components with
thick cross sections and when FSP is performed on only selected areas of
the component surface. The boundary between modified and unmodified
microstructures produced by traditional processing techniques �i.e., heat af-
fected zones produced by welding� are often the source of in-service failures
as they can contain defects, residual stresses, deleterious microstructures or
any combination thereof. In this paper, the mechanical behavior of FSP
nickel aluminum bronze specimens containing as-cast, TMAZ, and FSP mi-
crostructures are evaluated using monotonic tensile tests and rotating bend-
ing fatigue tests. Analysis of the fatigue specimen fracture surfaces indicate
that fatigue cracks initiated and propagated through the as-cast microstruc-
ture before penetrating the TMAZ and the FSP microstructures. The tensile
specimens failed in the as-cast structure away from the FSP zone and the
TMAZ. These results indicate that the as-cast material is weaker than both
the FSP and the TMAZ, implying that localized friction stir processing is not
detrimental to the mechanical behavior of a NAB component, even in the
boundary region.
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Introduction

Friction stir processing �FSP� is a potential method to locally enhance the me-
chanical properties of nickel aluminum bronze �NAB�. It has been shown that
FSP can significantly improve the strength of the material �1–3�. However, in
other processing techniques, the boundary region is often the source of in-
service failure. The purpose of this work is to investigate whether the presence
of a mixed microstructure will be detrimental to the overall mechanical perfor-
mance of a NAB component.

Nickel aluminum bronze alloys have essentially replaced manganese
bronzes in the production of ship propellers because they have higher strength
and resistance to erosion and cavitation damage than other bronze alloys. The
composition of a C95800 bronze, which is commonly used for ship propellers,
is given in Table 1. NAB has a complex microstructure that is sensitive to cool-
ing rate and includes many different phases. Large components, such as pro-
pellers, often experience slow cooling rates �1�, resulting in microstructures
that are similar to those obtained by equilibrium cooling conditions. The final
microstructure of equilibrium cooled NAB contains mainly fcc � phase and
lamellar � and Ni rich �iii eutectoid �5,6�. Other � phases can be present, in-
cluding globular �ii �which is nominally Fe3Al and is located at grain bound-
aries� and fine �iv �which is nominally Fe3Al and precipitates in the � phase�
�5,6�.

Friction stir processing is used to locally alter the microstructure of NAB
from as-cast to wrought without causing gross deformation of the component
geometry. The friction stir processed microstructure has higher yield and ulti-
mate tensile strength �UTS�, and shorter fracture elongations, than the as-cast
microstructure �1–4�. Friction stir processing can be used to locally increase the
strength of a component in high stress areas and to eliminate casting defects,
such as porosity. It is conducted by forcing a rotating pin tool into the surface
of an alloy �2,4,6,7�. The movement of the tool causes adiabatic and frictional
heating that soften the work piece material and allows the movement of the pin
to break up and refine the � phase. If the temperature in the stir zone �SZ�
exceeds approximately 800°C, then the eutectoid microstructure transforms to
bcc � phase during processing �2,4�. The cooling rate after FSP is faster than
during the casting process, resulting in transformed � phase between the �

TABLE 1—Composition of C95800 Nickel Aluminium Bronze �4�.

element �wt. %�

Cu Al Ni Fe Mn Si Pb
Min/max 79.0 min 8.5–9.5 4.0–5.0 3.5–4.5 0.8–1.5 0.10 max 0.03 max
Nominal 81 9 5 4 1 – –
Typical 81.2 9.39 4.29 3.67 1.20 0.05 �0.005
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phase, instead of eutectoid microstructure �4�. The SZ is surrounded by a
thermo-mechanically affected zone �TMAZ� that contains distorted � phases
that are approximately the same size as the � phase in the as-cast material �6�.
The distortion of the � phases varies around the FSP zone and is considerably
different between the advancing and retreating sides of the processed zone.
Depending on the temperature and concurrent deformation in the TMAZ zone
during FSP, the eutectoid microstructure can revert to transformed � structure.

Friction stir processing can be used to improve the mechanical properties
of castings in areas subject to high stresses or cyclic loading, such as the root of
propeller blades. The reduction of defects �such as porosity� and the refinement
of grain structure caused by friction stir processing can result in improved
performance and fatigue life for FSP components. Palko et al. �1� conducted
tensile tests on as-cast and FSP Ni Al bronze, and found 100 % and 90 % in-
creases in the yield and ultimate strengths, respectively. The increased strength
was accompanied by a 30 % decrease in the ductility of the material. Fuller et
al. �2� performed tensile tests on undersized specimens taken from different
locations in a piece of FSP Ni Al bronze. They reported a 100–150 % increase
in the yield strength of the FSP material as compared to the as-cast structure.
The ultimate strength improved by approximately 50 %, and the ductility was
found to be lowest in the TMAZ. In a separate paper, Fuller et al. �3� reported
that FSP resulted in yield strength increases between 140 % and 172 % and
ultimate strength increases between 40 % and 134 %.They also conducted ro-
tating bending and uniaxial fatigue tests on FSP and as-cast Ni Al bronze. They
found significant increases in the fatigue lives of the specimens that had been
friction stir processed. The percentage increase cannot be reported, as the FSP
specimens did not fail at stress ranges that corresponded to fatigues lives of
approximately 104 cycles in the as-cast specimens.

The open literature indicates that there are very significant benefits to be
gained from using FSP. However, before implementing this technology into
expensive and critical components, such as ship propellers, it is important to
assess the potential risks associated with the technology. The friction stir pro-
cess creates high thermal and strain gradients in the TMAZ �3,4�. Temperature
gradients in the heat affected zones of conventional processes such as welding
can result in the creation of residual stresses and the evolution of unfavorable
microstructures that can cause in-service fatigue, corrosion damage, or both.
The high temperature and strain gradients seen in the TMAZ have the potential
to produce residual stresses, microstructures, or a combination of the two
which could serve as initiation sites for fracture or fatigue cracks. As FSP is a
localized process, areas that contain as-cast, TMAZ, and FSP microstructures
�referred to as mixed-microstructure specimens� are unavoidable and will be
present at the edge of the processed area. In a proper design, the areas of mixed
microstructure should be located in areas of low stress; however, poorly de-
signed or conducted FSP could result in the presence of mixed microstructures
in areas subjected to high stresses. It is important to determine if the presence
of mixed microstructures will diminish the overall mechanical behavior, poten-
tially resulting in accelerated damage evolution. This work examines the me-
chanical properties mixed-microstructure FSP NAB specimens in order to as-
sess the risk associated with the implementation of this technology.
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Test Methods

Friction Stir Processed Plates

Three 356 by 152 by 25 mm cast UNS C95800 nickel aluminum bronze plates
�Fig 1� were supplied by the Naval Surface Warfare Centre, Carderock MD
�NSWC Carderock�. The chemistry of the plates met MIL Standard MIL-B-
24480A. Double-pass friction stir processing was performed by NSWC along
the centerline of each of the plates using a half-inch stepped spiral Densimet®

pin tool. A polished cross section of a friction stir processed plate is shown in
Fig. 2.

Metallography

Metallographic specimens were sectioned with a diamond blade precision saw
and mounted in Bakelite. The surfaces were polished to a 0.25 �m finish and
etched with a solution composed of 5 g of FeCl3, 5 mL of HCl, and 100 mL of
H2O. The specimens were examined with an Olympus PMG3 inverted research
metallurgical microscope.

Tensile Testing

The tensile test specimens are shown in Fig. 3. Tensile tests were conducted in
a closed-loop Instron 8801 100 kN servo-hydraulic load frame at a constant
displacement rate of 0.04 mm/s. The global strain in the specimens was moni-
tored using an extensometer with a gage length of 25.4 mm. To measure the
localized strain in the FSP region, a strain gage �Micromeasurements Group,
Model # CEA-06-125UW-120� was bonded to the specimen in the middle of the
FSP zone, as shown in Fig. 4�a�. A strain gage was also bonded to the opposite

FIG. 1—Friction stir processed cast NAB plates.

746 FATIGUE AND FRACTURE MECHANICS

 



face of the specimen �Fig. 4�a��. The strain gage located on the FSP zone will be
referred to as the “front gage” and the other strain gage will be referred to as
the “back gage.” The FSP zone was located by polishing and lightly etching one
side of the tensile specimen to reveal the FSP zone cross section. Load and
strain gage signals were monitored using a DAQBook 2000 data acquisition

FIG. 2—Cross section of the NAB plate.

FIG. 3—Test specimen geometry: �a� rotating bending fatigue specimen and �b� tensile
test specimen.
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system with a DBK43A eight-channel strain gage module and DAQView™ soft-
ware. Two as-cast specimens were also strain gaged in order to verify the data
acquisition system.

The tensile specimen shown in Fig. 4�a� is 15 mm thick and has a FSP zone
with a maximum depth equivalent to 66 % of the specimen thickness. Two
other mixed-microstructure tensile specimens were tested. The specimens were
9 mm thick and had maximum FSP zone depths that were 13 % and 28 % of
the specimen thickness, respectively. The mixed-structure specimens will be
referred to in further discussions by these percentages.

Fatigue Testing

The rotating bending fatigue specimens shown in Fig. 3 were machined in
accordance to ASTM E466-96 �8�. The approximate location of the FSP zone
within a typical fatigue specimen is shown in Fig. 4�b�. A polished and etched
cross section taken from the middle of the gage section of a mixed-structure
fatigue specimen is shown in Fig. 5. As the maximum stresses in a rotating
bending fatigue specimen are located at the surface of the gage section, it is
important that all three microstructures �FSP, TMAZ, and as-cast� be present
on the surface of the specimen. Fig. 5 confirms that this is indeed true.

Fatigue testing was conducted on an RBF-200 model rotating bending fa-

FIG. 4—Location of FSP area on: �a� tensile test specimens and �b� fatigue test
specimens.
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tigue tester manufactured by Fatigue Dynamics Inc. Tests were conducted at
approximately 600 rpm and failure was defined by the deflection of the applied
load on the test apparatus. Complete separation of the specimens did not occur
before this deflection was exceeded. The hydraulic load frame was used to
separate some of the specimens for fractographic evaluation. Examination of
the fracture surfaces was conducted with a stereomicroscope and a scanning
electron microscope. Other specimens were sectioned along the axis of the
specimen in order to observe the path of the fatigue crack through the micro-
structure.

Results

Metallography

An optical micrograph of the as-cast structure is shown in Fig. 6. The micro-
structure shows large areas of primary � phase �light etch� containing fine �iv
precipitates. The � phase is surrounded by lamellar � and �iii phases, and
globular �ii precipitates are found near the � grain boundaries. Micrographs
taken in the FSP zone �Fig. 7� show that the microstructure was homogenized
and refined. The lamellar � and �iii eutectoid was replaced with transformed �
structure, and the �iv precipitates were not observed in the � phase during

FIG. 5—Optical photography montage of the entire cross section of a FSP fatigue speci-
men taken near the middle of the gage section.
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examination with an optical microscope up to 200� magnification. The micro-
structural changes indicate that the temperature in the FSP was sufficient to
transform the eutectoid microstructure �approximately 860°C for C95800�.

A montage of micrographs showing the transition from the FSP zone to the
as-cast microstructure at the bottom of the FSP zone is presented in Fig. 8. The
microstructure in the TMAZ has been distorted by the friction stir processing
but the maximum diameter of the � phases remain essentially the same size as
in the as-cast microstructure. A closer view of the TMAZ is shown in Fig. 9. The
eutectoid microstructure has evolved into transformed � in areas close to the
FSP zone; however, the �iv precipitates are still present in the primary �. This
indicates that the maximum temperatures in the TMAZ were between approxi-
mately 800°c and 860°C.

Tensile Tests

The global stress-strain curves for the as-cast and mixed microstructure speci-
mens are shown in Fig. 10. A summary of the mechanical properties obtained
from the three tensile tests is given in Table 2. Although there was a negligible
difference in the yield strength of the specimens with 13 % and 28 % FSP
zones, the yield strength generally increased with increasing percentage of FSP

FIG. 6—Typical microstructure of the as-cast Ni Al bronze plates.
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microstructure. The elongation at fracture decreased with increasing FSP mi-
crostructure. The average ultimate tensile strength �UTS� was essentially the
same for the as-cast and mixed-microstructure specimens.

The strain gages used to obtain localized stress-strain curves debonded
from the specimens before completion of the tensile tests. Therefore, only the
initial portion of the localized stress strain curve was captured. The data ob-
tained from the 13 % FSP zone mixed-microstructure specimen, which are
typical of all the mixed-microstructure tensile tests, are shown in Fig. 11. The
discrepancy in the initial slope of the stress-strain curves for the different strain
monitoring devices was an artifact of the data acquisition systems, and was
also observed on the strain-gaged as-cast specimens. The stress-strain curves
from the global and back strain gage yielded at approximately the same stress.
The front strain gage, which was located on the FSP microstructure, did not
yield before the strain gage debonded. The yield stress of the as-cast NAB speci-
mens were measured to be approximately 210 MPa. Based on the range of yield
strength increases reported by Palko et al. �1� and Fuller et al. �3� �90 % to
173 %, respectively� the FSP microstructure is estimated to have a yield
strength between 400 MPa and 570 MPa. This indicates that the FSP micro-
structure experienced very little, if any, yielding during the tensile test. Obser-
vation of the 66 % FSP mixed-structure specimen after tensile testing supports

FIG. 7—Typical FSP microstructure.
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this assumption. After tensile testing, the 66 % FSP specimen showed “orange
peel” texture on the surface of the as-cast material. The dimensions of the FSP
zone appeared to be unaffected by the test �Fig. 12�. The thickness of the gage
section in the purely as-cast material after testing was 13.8 mm, while it was
14.4 mm at the location with the highest percent FSP zone, indicating that the
strain was localized in the as-cast microstructure. The difference in the strain
between the FSP zone and the as-cast material will produce a high strain gra-
dient in the TMAZ, which has the potential to act as a fracture initiation site.
The 13 % and 28 % FSP mixed-structure specimens both fractured near the
edge of the FSP zone; however, the 66 % FSP mixed-structure specimen failed
away from the FSP zone. Fracture surfaces of the 66 % and 13 % FSP mixed-
microstructure specimens were similar to the fracture surfaces of the fully as-
cast specimens, indicating that failure occurred in the as-cast microstructure.

The mechanical behavior of the mixed-microstructure tensile specimens
fell between that of the as-cast and FSP microstructures. However, the UTS was
similar in the as-cast and mixed-microstructure specimens. Strain was concen-
trated and failure occurred in the as-cast microstructures. This implied that the
as-cast material has the weakest microstructure and that the tensile perfor-
mance of the mixed microstructures is as good as, if not better than, that of the
as-cast NAB.

Fatigue Tests

The results of the rotating bending fatigue tests conducted on specimens with
fully as-cast microstructure and mixed microstructure are shown in Fig. 13.

FIG. 8—Optical microscopy montage of the microstructure at the interface between the
as-cast and FSP zones.
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Data reported by Fuller et al. �3� for fully as-cast and fully FSP microstructures
are also included in Fig. 13. The fatigue lives of the as-cast specimens from this
body of work and Ref. �3� are in good agreement. The mixed-microstructure
specimens have approximately twice the fatigue life of the as-cast specimens at
maximum stresses above 250 MPa. Below 250 MPa, the fatigue lives were ap-
proximately the same for the as-cast and mixed-microstructure specimens. The
mixed-microstructure performs as well as, if not better than, the purely as-cast
specimens, indicating that the presence of the TMAZ and mixed microstructure
are not detrimental to the overall fatigue behavior of the material. The data for
the fully FSP microstructure specimens reported by Fuller et al. �3� indicate
that significant improvements in fatigue life can be realized by the implemen-
tation of FSP. It should be noted that Fuller et al. �3� tested FSP specimens
manufactured with a variety of processing parameters, which is why the FSP
data produced by Fuller et al. �3� appears to have significant scatter.

The fracture surfaces of some of the fatigue specimens were observed
under a scanning electron microscope. Representative micrographs of the as-

FIG. 9—Typical microstructure in the thermo-mechanically affected zone.
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cast and mixed-microstructure fracture surfaces are shown in Figs. 14 and 15,
respectively. The arrows on Figs. 14�a� and 15�a� indicate the fatigue crack
initiation sites and the dashed line in Fig. 15�a� encompasses the area of fatigue
crack growth. Fig. 14�b� shows the ductile fatigue propagation in an area far
from the fatigue crack initiation, while Figure 14�c� shows an area close to the
fatigue crack initiation where striations are present. The fatigue crack in the
mixed-microstructure specimen �Fig. 15�a�� initiated in the as-cast microstruc-
ture and propagated into the FSP microstructure. The fracture surface pro-
duced by the propagation of the fatigue crack in the as-cast microstructure is

FIG. 10—Global stress-strain curves for the as-cast and mixed-structure specimens.

TABLE 2—Summary of mechanical properties of the as-cast and mixed-microstructure
specimens.

Specimen

Yield
strength,

MPa
UTS,
MPa

Fracture
elongation

%
As-cast #1 208 484 17
As-cast #2 213 488 18
As-cast #3 210 457 17
13 % FSP �mixed
microstructure�

245 496 12

28 % FSP �mixed
microstructure�

244 487 10

66 % FSP �mixed
microstructure�

250 508 8
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shown in Fig. 15�b�. The transition from the as-cast to the FSP microstructures
is shown in Fig. 15�c�. A fractograph taken from where the crack propagated
into the FSP material is shown in Fig. 15�d�.

The fatigue crack initiation sites were located by fractographic examina-
tion using a scanning electron microscope and by observation of the gage sec-
tions during testing. In both the as-cast and mixed-microstructure specimens,
fatigue cracks were only observed to initiate in the as-cast structure. Multiple
fatigue cracks were often observed in the gage length of the specimens after the
fatigue tests were completed. Typically, multiple initiation sites are more likely
to occur at long fatigue lives; however, they were observed on specimens that
had fatigue lives as low as 104 cycles. The multiple initiation sites might be
attributed to a microstructural feature in which fatigue cracks can easily ini-

FIG. 11—Localized and global stress strain curves for the 13 % FSP mixed-structure
specimen.

FIG. 12—66 % FSP mixed-structure specimen after tensile testing �surface polished at
etched prior to testing�.
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tiate. The presence of this feature at multiple sites on the surface of the speci-
men could lead to multiple crack initiation sites. It was also observed that the
fatigue cracks followed very crooked paths through the as-cast microstructure.
This implies that the cracks followed a path of least resistance through a weak
microstructural feature. A few of the fatigue specimens were longitudinally
sectioned to observe the path of the fatigue cracks through the microstructure.
Figure 16 shows two fatigue cracks in the gage section of an as-cast fatigue
specimen. The crack appeared to follow a path mainly through the eutectoid
structure �marked in white�, resulting in crooked propagation path as the crack
diverted to follow the eutectoid microstructure. Propagation through the �
phase often occurred at angles that minimized the length of the path through
the � phase. This indicates that the eutectoid is the weakest microstructure in
the NAB with respect to fatigue initiation and propagation. It is possible that
the transformation of the coarse eutectoid microstructure to high temperature
� �during processing� then to fine � transformation products �after cooling� in
the SZ and part of the TMAZ increases the resistance to crack initiation and
propagation in these microstructures. This is supported by the observation that
fatigue cracks did not initiate in the TMAZ or FSP microstructures. A cross
section of a fatigue crack that has propagated into the FSP microstructure is
shown in Fig. 17. The path of the crack is considerably straighter than in the
as-cast microstructure, and travels through both the � and the transformed �
microstructures.

Conclusions

The results of the tensile and fatigue testing indicated that the bulk tensile and
fatigue properties of the mixed-microstructure specimens fall between those of
as-cast and the fully FSP microstructures. This indicates that, with the excep-

FIG. 13—Rotating bending fatigue test results.
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FIG. 14—�a� Fracture surface of a typical as-cast rotating bending fatigue specimen. �b�
Higher magnification of the fracture surface near “O” on �a�. �c� Higher magnification
view of the fracture surface near “�” on �a�.
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tion of elongation, the mechanical behavior of the mixed microstructure is as
good as, if not better than, the as-cast material. Of the FSP, TMAZ, and as-cast
microstructures present in the mixed-microstructure specimens, tensile failure
and fatigue crack initiation were observed to occur in the as-cast microstruc-
ture. This implies that the TMAZ microstructure is stronger and more fatigue
resistant than the as-cast microstructure and that any microstructural changes
or residual stresses that may be present in the TMAZ do not have a significant
determental affect on the mechanical behavior of the bulk material. Conse-
quently, if mixed microstructures are present in areas of high stress, the me-
chanical behavior would be at least as good as, if not better than, the mechani-
cal behavior of the as-cast microstructure. This research helps to clarify how
FSP NAB will perform in a real component where the FSP is performed locally
at areas of high stress.

FIG. 15—�a� Fracture surface of a typical mixed microstructure rotating bending fa-
tigue specimen and higher magnification views �b� in the as-cast microstructure near
“O” on �a�, �c� in the transition from as-cast to FSP microstructures near “�” on �a�, and
�d� in the FSP microstructure near “�” on �a�.
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Fatigue Behavior of Adhesively Bonded
Aluminium Double Strap Joints

ABSTRACT: The fatigue life and failure mode of double strap joints con-
structed from bare and clad aluminum alloys were examined. Substrate fail-
ures were found to occur at lower stress levels, while the failure mode at
higher stresses was debonding of the patches. The stress/strain state at the
edge of the patch was altered by changing the patch thickness, patch modu-
lus, or by tapering the edges of the patch. The specimens were modeled
using finite element analysis. The results of the finite element analysis re-
vealed a power law relationship between fatigue life and either the peak
principal strain in the adhesive for adhesive failures, or the nominal axial
stress in the substrate for substrate failures. The fatigue life and failure mode
of a double strap joint specimen can be determined by calculating the failure
life for that specimen under adhesive and substrate failure. The failure mode
with the shortest life will indicate the failure mode and fatigue life of that
specimen.

KEYWORDS: fatigue, adhesive, finite element, aluminum, cladding

Background

As both commercial and military aircraft are being used beyond their intended
service lives, there has been considerable research into the management of
damage caused by fatigue cracks, corrosion, or both. Inspections for weakened
areas have been incorporated into regular maintenance routines and damage
tolerance analysis techniques are used to evaluate the impact of corrosion and
fatigue cracks on the safe operation of the aircraft. Many techniques have been

Manuscript received November 12, 2007; accepted for publication April 3, 2008; pub-
lished online May 2008.
1 Emerging Materials Section, Defence R&D Canada-Atlantic, 9 Grove St., Dartmouth,
NS B3A 3C5 Canada.

Citation: Nolting, A. E., Underhill, P. R., and DuQuesnay, D. L., �Fatigue Behavior of
Adhesively Bonded Aluminum Double Strap Joint,� J. ASTM Intl., Vol. 5, No. 5.
DOI10.1520/JAI101559. Available online at www.astm.org. Also included in JAI Special
Issue STP 1508, Fatigue and Fracture Mechanics: 36th Volume, R. W. Neu, K. R. W.
Wallin, and S. R. Thompson, guest editors, ASTM International, West Conshohocken,
PA, 2009, pp. 761-777.

ASTM Special Technical Publication, Vol. 5, No. 5
Paper ID JAI101559

Available online at www.astm.org

Copyright © 2008 by ASTM International, 100 Barr Harbor Drive, PO Box C700, West
Conshohocken, PA 19428-2959.

761

 



developed to repair damaged areas, one of which is the application of patches
to restore stiffness and strength. Patches can be attached to the aircraft using
mechanical fasteners or adhesives. Mechanical fasters �e.g., rivets� require ad-
ditional holes that can further weaken the structure and can serve as initiation
sites for future in-service damage. Crevice corrosion can occur in the space
between the patch and the structure. Attaching a patch with adhesives can
avoid the need to drill extra holes, and can prevent crevice corrosion by sealing
the gap between the patch and the structure. Concerns of patch delamination
caused by failure at the adhesive-substrate interface �1� has lead to the percep-
tion that adhesively bonded patches are less reliable than mechanically fas-
tened patches. However, since no additional holes are drilled in the application
of the adhesively bonded patch, the aircraft is no worse off then it was before
the repair was made. As damage tolerance analysis currently does not include
the increase in life gained by the presence of the patch, this theoretically would
not pose a threat to the safe operation of the aircraft, provided the delamina-
tion was detected. Developments in the durability and strength of adhesive
bonds have led some researchers to suggest that the presence of the patches
should be incorporated into damage tolerance analysis �1�. If this practice is to
be adopted, it is necessary to have a very thorough understanding of how and
when adhesively bonded patches can fail.

When conducting damage tolerance analysis of patch repairs on clad alu-
minum substrates, the effect of the cladding layer on the fatigue life of the
aluminum must be considered. Cladding is applied to structural alloys, such as
the 2xxx and 7xxx series aluminum alloys, to provide corrosion protection. The
cladding layers are soft, near pure aluminum alloys, which are anodic to the
substrate aluminum. The presence of a cladding layer on a structural alumi-
num alloy changes the crack initiation location of the material from large sili-
con and iron containing precipitates �2–6� in the structural alloy to the soft
cladding layer �2,7,8�. This results in an overall decrease in the fatigue life
through a decrease in the time to crack initiation �2,7–10� and a decrease in the
endurance limit in the clad aluminum alloys. Multiple crack initiation is also
likely to be observed on clad aluminum alloys �2,7,9�.

It has also been observed by DuQuesnay et al. �11� and Aakkula and Saarela
�12� that the presence of a cladding layer on bonded aluminum joints can
switch the failure mode of the joints from adhesive failure to failure of the
substrate material. In both studies, substrate fatigue cracks initiated near the
edge of the patch. DuQuesnay et al. �11� observed that the substrate failures
only occurred at low applied stress levels and that similar specimens con-
structed with unclad substrates failed through the adhesive. Accompanying the
change in the failure mode of the clad specimens was a decrease in the fatigue
life with respect to the bare �unclad� specimens. DuQuesnay et al. �11� also
found that the run-out stress of the clad specimens was lower than that of the
bare specimens.

This paper examines the fatigue life and failure mode of adhesively bonded
clad aluminum joints subjected to constant amplitude cyclic loading. The ad-
hesive and substrate failures are assumed to be competing failure modes, with
substrate failures prevailing at lower stresses and adhesive failures occurring at
higher stresses. It is assumed that fatigue life of each failure mode can be
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modeled with a Basquin type relationship �13� with the appropriate stress or
strain variable. A schematic of the assumed fatigue behavior is shown in Fig. 1,
with “y” being the appropriate stress/strain parameter. The stress or strain lev-
els where the two failure modes meet are expected to yield transitional mode
failures �which are essentially adhesive failures with cladding pull-off observed
on the bonded faces�. The stress and strain in the adhesive and cladding layers
are modeled using finite element analysis �FEA� in order to identify the appro-
priate stress or strain variable and the Basquin constants that best predict each
failure mode. The predicted fatigue lives for each failure mode are then plotted
with fatigue test data to determine how the Basquin relationships can be used
to predict the fatigue life and failure mode of the bonded joints.

Test Methods

Fatigue tests were conducted on adhesively bonded double strap joints con-
structed with a variety of geometries and materials. All test results are dis-
cussed with respect to the results of the “baseline” specimen tests, the geometry
of which is shown in Fig. 2�a�. The baseline specimens were manufactured
from clad and bare 2024-T351 aluminum alloys. Specimens constructed with
clad and bare substrate material are referred to as “baseline clad” and “baseline
bare” specimens, respectively. Although many patch repairs that are conducted
on aircraft use carbon/epoxy or boron/epoxy patches, aluminum was used for
the patch material on the double lap shear specimens in order to minimize
residual stresses that might arise from the high temperature cure of the epoxy
adhesive. The aluminum used for the patches was always in the bare condition.
Clad substrate specimens with deviations from the baseline geometry and ma-
terials were tested in order to alter the stress and strain distribution at the edge
of the patches. These deviations included patch stiffness �3.2 mm thick brass

FIG. 1—Competing failure mechanisms for the failure mode of bonded joints.
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and steel patches�, patch thickness �1.6 mm and 4.8 mm�, and patch taper
angle �30° and 10°�. For the tapered patch specimens, the length of the unta-
pered section of the patches was kept the same as the base specimens, resulting
in a longer overall patch length. To determine if substrate failures could be
avoided by removing some or all of the cladding layer, specimens that had half
or all of the cladding layer milled off of the substrate surfaces were tested. The
cladding layer was measured to be approximately 0.09 mm thick. Removing
50 % of the cladding layer corresponded to milling approximately 0.05 mm of
material off the surfaces of the substrate. For the specimens that had the clad-
ding layer completely removed, 0.15 mm of material �which corresponds to
150 % of the cladding thickness� was milled off the surfaces of the substrate
material. The partial or complete removal of the cladding layer was confirmed
with an optical microscope.

The specimens were manufactured in sheets, as shown in Fig. 2�b�, and
were sectioned on a horizontal band saw after bonding to create five specimens
per sheet. The specimens that had the cladding layer milled off were manufac-
tured as single specimens in order to facilitate even milling of the surfaces.
Seven millimetres of material were removed from each side of these specimens

FIG. 2—Geometry of baseline double strap fatigue joints �all dimension in millimeters.�
�a� An individual specimen and �b� the “plates” from which the individual specimens
were cut.
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to avoid edge effects on the fatigue behavior. The cut surfaces of all of the
specimens were milled to a width of 25.4 mm and sanded with 400 grit sand-
paper longitudinally along the specimen.

The specimens were bonded using FM73 epoxy film adhesive in a knit
carrier with a nominal mass of 300 g/m2 and a nominal thickness of 0.25 mm.
The bonding surfaces were cleaned, degreased, and grit blasted with 50 �m
alumina in a nitrogen gas stream at a pressure of 275 kPa. The specimens were
given a warm water treatment to introduce a controlled oxide layer on the
bonding surfaces. A solution containing mercaptopropyltrimethoxysilane was
then applied to the bonding surfaces and allowed to dry. The adhesive, sub-
strates, and patches were assembled, clamped, and cured at 120°C for 2 h.
Residual stresses between the patch and the substrate caused by the elevated
temperature cure were minimized by using aluminum for both the patch and
substrate material. A more detailed description of the bonding technique is
given in �14,15�.

Fatigue testing was conducted in load control on servo-hydraulic load
frames using closed-loop FLEX control software �16� in atmospheric tempera-
ture and humidity. The test frequencies ranged from 5 Hz to 30 Hz and were
chosen to maximize the test speed while maintaining errors of less that 1 % of
the applied load. The stress ratio of the loading cycles R is the ratio of the
minimum applied stress to the maximum applied stress. All of the tests were
conducted at R=0, with the maximum stress ranging from 22 MPa nominal
shear to the endurance limit levels. The nominal shear stress was calculated by
dividing the applied load by the overlap area �as calculated by multiplying the
measured overlap length by the measured specimen width� of the side of the
specimen with the shortest overlap. Fatigue tests were conducted until fracture
of the specimens occurred, or until the specimen reached 5�106 cycles with-
out fracture.

The failure mode for each specimen was defined as adhesive, substrate, or
“transitional.” An adhesive failure was defined as failure through the adhesive
with no visible signs of damage to the cladding layer on the bonded surfaces.
Substrate failures referred to specimens that failed from cracks that propa-
gated in the substrate near the edge of the patch. The third failure mode, i.e.,
transitional, was essentially an adhesive failure; however, the fracture surfaces
revealed areas where the cladding had been pulled off the substrate. Pull-off
occurred near the edge of the patch and the severity of the pull-off �defined by
an increased number of pull-off sites, the size of the pull-off sites, and the
distance from the edge of the patch� increased with decreasing applied stress.
The severity of cladding pull-off was ranked from 1 to 5, where 5 was the most
severe. Examples of cladding pull-offs are shown in Fig. 3.

Finite Element Analysis

The stress and strain in the adhesive and cladding layers of the patches were
modeled using ANSYS finite element software. The two-dimensional model used
quarter symmetry and PLANE82 triangular plane strain elements. Digital im-
ages of specimen cross sections were analyzed to determine the average thick-
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ness of the adhesive and cladding layers. The FE mesh was designed so that
there were three layers of elements in the adhesive and two layers of elements
in the cladding. The size of the mesh gradually increased in the substrate and
increasing degrees of refinement were employed near the edge of the patch,
where the stress and strain gradients were highest. To check the convergence of
the model, the refinement at the edge of the patch was increased and two
calculations �one with a low and one at a high applied stress level� were con-
ducted. The peak stresses calculated with the highly refined model were within
1 % of the peak stresses calculated using the unmodified model. It was con-
cluded that the unmodified model converged.

The material behavior was initially modeled with linear material proper-
ties. The material parameters, elastic modulus �E�, and Poisson’s ratio ���, are
given in Table 1. The material properties for 2024-T351 were obtained from
published research �17�, while nominal brass and steel material properties were
taken from �18�. The cladding alloy, 1230 aluminum, is a near-pure non-heat
treatable aluminum alloy for which reliable mechanical properties could not be
located. The material properties for annealed 99.9 % pure aluminum were used
to model the behavior of the cladding. The product data sheet distributed by
the manufacturer of FM73 adhesive presents the material properties in terms of
shear stress and shear strain, and therefore they list a shear modulus �G� in-

FIG. 3—Examples of cladding pull-out. �a� Severe pull-out �Rank 5� and �b� mild pull-
out �Rank 1�.

TABLE 1—Linear material properties.

Property
2024-T351

Al alloy
Aluminum
cladding

FM73
adhesive Steel Brass

E, MPa 72 400 69 000 2310 205 000 115 000
� 0.33 0.33 0.37 0.3 0.3
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stead of E. Poisson’s ratio for FM73 was taken as the average of three published
values �19–21� and the elastic modulus was calculated using the manufacturer’s
published value of G �22� and the relationship E=2G�1+��. The model was
verified by comparing the resulting stress distribution with analytical equations
developed by Taheri et al. �23� and Shahin et al. �24�. The FEA and the analyti-
cal equations �23,24� were in good agreement in the area of interest.

Examination of the FEA results indicated that the yield strength of the
cladding and adhesive layers were exceeded for some of the simulated test. The
model was therefore modified to incorporate non-linear material properties for
the cladding and adhesive layers. A bilinear isotropic material model was used
for the adhesive. The secondary shear modulus G2 was calculated to be 19 MPa
from the shear stress-shear strain curve supplied by the manufacturer �22� and
the equation E2=2G2�1+��. To validate the non-linear adhesive model, the FE
model described above was used to create a multi-element square shape in
ANSYS. A load was applied along the faces of the square and applied shear stress
and shear strain calculated by the FEA were compared to the shear stress ver-
sus shear strain curve supplied by the manufacturer. The FEA and the manu-
facturer’s data were in good agreement, thus validating the non-linear adhesive
model.

The cladding layer was modeled using a table of stress-strain points. The
cladding behavior was modeled using a stress-strain curve for annealed 99.9 %
pure aluminum obtained from the Atlas of Stress Strain Curves �25�. The non-
linear cladding model was verified in a similar manner as the non-linear adhe-
sive model. The FEA analysis and the stress strain curve were in good agree-
ment, thus validating the non-linear cladding model.

The FEA model was used to evaluate the peel, shear, and Von Mises stresses
and the X, Y, and principal strains in the adhesive and cladding layers. The
stresses and strains were calculated 0.01 mm from the substrate/adhesive and
adhesive/cladding interfaces in the adhesive and cladding layers, respectively. A
FEA was conducted for each individual fatigue test and the peak values, as well
as the distributions, of the six stress and strain parameters were evaluated.

Results

The results of the fatigue tests for the different specimen variations are pre-
sented in Figs. 4–9. The clad baseline specimen data are plotted in the each of
the figures �except Fig. 9, where the bare baseline specimen data are plotted� to
provide a reference for discussion of the results. The following postulates are
made when discussing the data:

�1� Increasing the peak stress at the edge of the patch will result in shorter
fatigue lives.

�2� Increasing the peak stress at the edge of the patch will result in a ten-
dency towards adhesive failure.

�3� Increasing the stiffness of the patch will increase the peak stress at the
edge of the patch.

�4� Tapering the edge of the patch will decrease the peak stresses at the
edge of the patch.
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�5� Removing part of the cladding layer will not affect crack initiation in
the cladding layer and therefore will have no affect of fatigue life or
failure mode.

�6� Removing the entire cladding layer will prevent the occurrence of sub-
strate failures.

The baseline data for the bare and clad specimens are presented in Fig. 4.
All of the bare specimens failed in the adhesive and the bare specimens had a
higher endurance limit that the clad specimens. Adhesive failures occurred
through the adhesive �cohesive failure� not at the metal/adhesive interface. The
clad specimens failed by adhesive failure at the highest applied stress range and
by substrate failure at the lower applied stress ranges. Transitional failures
were observed at intermediate stress ranges, with the severity of cladding pull-
off increasing with decreasing applied stress range. The fatigue lives of the bare
and clad baseline specimens were similar between 14 MPa and 22 MPa.

It was expected that increasing the patch thickness would increase the peak
stress in the adhesive. Figure 5 shows the results of fatigue tests conducted on
specimens with varying patch thicknesses. The 3.2 mm thick patch represents
the baseline specimens. The specimens with thinner �1.6 mm� patches failed by
transitional failure at 22 MPa nominal shear stress and by substrate failure at
stresses at or below 20 MPa. The specimens with thicker �4.8 mm� patches
failed by adhesive failures at lower stresses than the baseline specimens. As the
thinner and thicker patches are expected to produce lower and higher stresses
in at the edge of the patch, respectively, this observation supports postulate #2.
The fatigue lives of the thick patch specimens were shorter than the baseline
specimens at higher stresses, while the thinner patches had longer fatigue lives
at higher applied stresses. This observation supports postulate #1. However,

FIG. 4—Fatigue data for bare and clad baseline specimens. Open, gray, and solid sym-
bols represent substrate, transitional, and adhesive failures, respectively.
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when the failure mode for all of the specimens became substrate failure, i.e., at
the lowest applied shear stresses, the data consolidated to a single curve and
the endurance limits for all of the specimen geometries were similar.

Both the brass and the steel patches have higher elastic moduli than the
aluminum patches of the baseline specimens and therefore should both pro-
duce higher peak stresses at the edge of the patch; however, the fatigue lives of
all of the specimens in Fig. 6 were similar. The failure modes of the specimens
did support postulate #2, as the steel specimens failed in the adhesive at lower
stress levels than the baseline specimens, and the brass specimens experienced
transitional failures at lower stress levels than the baseline specimens. Once
again, at stresses where all of the specimens failed in the substrate, the data
consolidated to a single curve and had similar endurance limits.

It was postulated that the specimens with more gradual tapers would have
lower peak stresses at the edge of the patch, resulting in longer fatigue lives and
a tendency towards substrate failures. The data for the tapered patches is
shown in Fig. 7 and the 90° taper data represent the clad baseline specimens.
The specimens with a 10° taper failed exclusively by substrate failure. At a given
stress level, they had longer fatigue lives than the specimens that failed by
adhesive or transitional failures. The specimens with a 30° taper had longer
fatigue lives than the baseline specimens and transitional failures at lower ap-
plied stresses. Again, it is interesting to note that the fatigue data fall onto a
common curve when the failure mode of all of the specimens is through the
substrate.

The final specimen variation that was examined was removal of half or all
of the cladding layer from the bonding surfaces. The specimens with half of the
cladding layer milled off had similar fatigue lives as the baseline clad speci-
mens �Fig. 8�. However, adhesive failures were observed in the 50 % cladding-

FIG. 5—Fatigue data for specimens with varying patch thickness.
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removed specimens at all but the lowest applied stresses. This implies that
removing the cladding layer can suppress the occurrence of substrate failures,
however it has little effect on the fatigue life. The specimens with all of the
cladding layer removed are plotted against the bare baseline data in Fig. 9. The
fatigue lives were similar and the failure mode for all of the specimens was fully
adhesive. The endurance limit was slightly lower for the specimens with the
cladding completely removed. This could be attributed to the small loss of cross

FIG. 6—Fatigue data for specimens with varying patch material.

FIG. 7—Fatigue data for specimens with varying taper angle.
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section after milling �about 1 %� causing a slight increase in the peak stress at
the edge of the patch. The results of this test series indicates that the occur-
rence of substrate failures can be decreased by removing some of the cladding
layer or prevented by removing all of the cladding layer.

FIG. 8—Fatigue data for specimens with 50 % of the cladding layer removed.

FIG. 9—Fatigue data for specimens with all of the cladding layer removed, plotted with
the bare baseline specimens.
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The peak stresses and strains in the specimens, as calculated from the FEA,
supported postulates #3 and #4. At a given applied load, specimens with stiffer
and thicker patches had higher peak stresses and strains. The tapered speci-
mens experienced a decrease in the peak stresses and strains at the edge of the
patches.

The fatigue data from all of the specimens that failed by fully adhesive
failure were analyzed to determine which stress or strain variables correlated
best with the fatigue life on a log-log plot �i.e., Basquin relationship�. It was
found that the peak principal strain in the adhesive layer produced the best
correlation using a least-squares regression. The data and the regression are
shown in Fig. 10 and the Basquin relationship was determined to be Nf

=14.3�pp
−3.0. The preliminary linear FE model indicated that the adhesive was

stressed beyond its yield stress near the edge of the patch. The behavior of the
adhesive was then modeled with a bi-linear material model. The post-yield line
used to describe the adhesive behavior had a very low slope. Consequently,
large changes in applied load resulted in very slight changes in the peak stress
at the edge of the patch and significant changes in the peak strain. Therefore, it
is not surprising that the strain correlated with the fatigue life data better than
the stress. The principal strain incorporates both shear and peel strains at the
edge of the patch and therefore gives a more accurate depiction of the entire
strain state in the material. It is reasonable that the peak principal strains
correlate best with the fatigue life data.

The fatigue data for all of the specimens that failed in the substrate were
analyzed using the same techniques as the adhesive failure data. It was found
that the substrate failures correlated best with the nominal axial stress Snom in
the substrate. The substrate failure data is plotted in Fig. 11, and the relation-
ship was found to be Nf=5.7�1013Snom

−3.7. It is interesting to note that the finite
element analysis is not required to calculate Snom; it is simply the applied load

FIG. 10—Adhesive failure data, peak principal strain in the adhesive layer versus fa-
tigue life.
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divided by the cross-sectional area of the substrate. Using this nominal value to
predict the fatigue life implies that the stress and strain concentration at the
edge of the patch does not affect the fatigue behavior under substrate loading.
However, the fact that the substrate failures always occur at the edge of the
patch demonstrates that the stress concentration does have an effect on the
fatigue behavior. The ease of using Snom to calculate Nf and the strong �R2

=0.87� correlation between Snom and Nf make it a good variable for calculating
fatigue life.

The Basquin relationships were used to predict the fatigue lives for the
adhesive and substrate failure modes for each of the specimens that were
tested. The fatigue data and the fatigue life predictions were plotted for each
specimen configuration to determine if the Basquin relationships could predict
the fatigue life and failure modes of the specimens. The prediction with the
shortest fatigue life at a given stress level is taken to be the failure mode and
fatigue life for specimens at that stress level. Figure 12 shows these plots for the
steel and brass patched specimens, which represent the range of the best and
the worst fatigue life predictions, respectively. In Figs. 12�a� and 12�b�, the lines
that represent the fatigue life predictions intersect through the transitional
data. The data are plotted against the nominal shear stress in the tensile speci-
mens. Since the nominal shear stress is proportional to the nominal axial
stress, the substrate failure prediction plots as a straight line. The line repre-
senting the adhesive failure prediction is curved because the peak principal
strain at the edge of the patch is not linearly related to the nominal shear stress.
The predicted fatigue lives agree well with the data and the fatigue mode is
predicted with reasonable accuracy.

Discussion

When designing a patch repair for an aircraft, it is desirable to minimize the
stresses at the edge of the patch by introducing a taper at the edge of the patch.

FIG. 11—Substrate failure data, nominal axial stress in the substrate versus failure life.
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This is done to produce a smooth stress transition and to prolong the service
life of the patch system �1�. However, this body of work has shown that if the
stresses at the edge of the patch are sufficiently low, the failure mode can
change from through the adhesive to through the substrate �if the base material
is clad�. Another scenario where substrate failure can occur is if an area is
patched multiple times because of successive patch adhesive failures. If a patch
delaminates and a new patch is applied, the new patch is expected to have a

FIG. 12—Fatigue data and fatigue life predictions for �a� specimens with steel patches
�representing the best prediction� and �b� specimens with brass patches �representing the
worst prediction�.
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similar fatigue life as the first patch. However, if damage has occurred in the
substrate, even if it was not enough damage to cause failure, it will still be
present when the new patch is applied. Therefore, the number of cycles re-
quired to cause a substrate failure will be less than it was required the original
first patch was applied. The damage in the substrate will continue to accumu-
late for multiple patch delamination/reapplication cycles. Although some of the
fatigue damage in the substrate may be removed when the surface is prepared
for bonding, there is still the possibility that accumulated damage could even-
tually lead to a substrate failure. Consequently, the longer an area is patched,
the more likely it is to fail through the substrate, and even though substrate
failures have not been report as yet, they should still be a consideration for safe
aircraft maintenance practices.

There are two strategies available for avoiding substrate failures. The first
is to limit the stress in the substrate to below the endurance limit for substrate
failures. Although this option would be effective, keeping the stresses below the
endurance limit may require operation limitations and consequently will not be
a viable option for all structures. The second strategy for avoiding fatigue fail-
ures is to remove the cladding from the area where the patch is applied. This
body of work has shown that removing the cladding layer prevents fatigue
failures from occurring in the substrate. Although milling was the method used
to remove cladding on the double strap joints tested here, chemical and abra-
sive removal techniques might be more appropriate for in situ cladding re-
moval, and will be the topic of future investigations. It is recommended that the
cladding layer be removed before any adhesively bonded patch repairs are ap-
plied.

Conclusions

It was found that increasing the peak strain at the edge of the double strap joint
patches resulted in shorter fatigue lives and a tendency toward adhesive fail-
ures at higher stress levels. When specimen failure occurred in the substrate,
the stress-life data consolidated to a single curve, despite the change in stress
and strain distribution at the edge of the patch. The fatigue lives of the double
strap joints by adhesive and substrate failure can be calculated using the equa-
tions Nf=14.3�pp

−3.0 and Nf=5.7�1013Snom
−3.7, respectively. A finite element analy-

sis is required to determine the peak principal strain ��pp� used to determine
the adhesive failure life. The nominal stress in the substrate can be calculated
by dividing the applied load by the cross-sectional area and therefore does not
require assistance from a finite element model. The predicted failure mode and
fatigue life of a specimen is determined from the failure mode that predicts the
shortest fatigue life at a given applied load. The equation for the fatigue life of
specimens that fail through the adhesive layer is most likely depended on the
specimen geometry and it is recommended that this equation be verified for
each geometry of interest. It is expected that the fatigue life prediction for
specimens that fail in the substrate will not be geometry dependent.

To maintain safe operation of an aircraft, it is important to insure that any
patches bonded to the aircraft will not cause damage to the substrate. This is
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best accomplished by removing the cladding layer from the substrate before the
patch is applied. Special care must be taken to make sure that the entire clad-
ding layer is removed, as it has been shown that partial removal of the cladding
layer will not prevent fatigue failures from occurring in the substrate.
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A Simplified Modeling Approach for
Predicting Global Distortion in Large Metallic
Parts Caused by the Installation of
Interference Fit Bushings

ABSTRACT: One technique for improving the fatigue life of a fastener hole in
a built-up metallic structure is to use an interference fit bushing. The instal-
lation of these bushings produces residual compressive stresses around the
hole that improve the fatigue life. It also causes residual strains and therefore
distortion of the part. The distortion is both in-plane growth of the part and
out-of-plane deflection, or cupping. The resulting distortion can cause diffi-
culty in downstream assembly, such as misalignment of fastener holes or a
misfit of mating surfaces. For small parts with only a few bushings, it is
possible to predict the distortion by explicitly modeling the installation pro-
cess by using a finite element approach. However, for a large part with many
bushings, it is not practical to build a model with a detailed finite element
representation of each bushing installation. In this work, a simplified ap-
proach is presented for predicting the global distortion of large shell-like parts
that is caused by installing many interference fit bushings. The simplified
approach consists of representing the bushings with equivalent springs in a
shell-based finite element model of a large part. In this approach, the equiva-
lent springs are not constructed with spring elements that are commonly
found in finite element codes. Rather, the equivalent springs are constructed
with a number of shell elements in two layers. The properties of the elements
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that make up the equivalent springs are estimated from experiments on
small test coupons. The same springs, with the same calibrated parameters,
are then applied to the larger part of interest. Results indicate that this ap-
proach can be used to estimate the distortion that can be expected in a large
part that is cause by the installation of interference fit bushings.

KEYWORDS: bushing, fatigue, interference fit, cold work, finite
element

Introduction

One technique for improving the fatigue life of a fastener hole in a metal part is
to use an interference fit bushing �1�. Installation of such bushings produces a
residual stress state that improves fatigue life. Residual stresses produce corre-
sponding residual strains and therefore distortion of the part. This distortion
can cause difficulties in downstream assembly, such as misalignment of fas-
tener holes or a mismatch of mating surfaces. The manufacturing process can
account for the distortion upstream if it can be estimated beforehand. Addi-
tionally, if a designer has the ability to estimate the effects of installing inter-
ference fit bushings, there is the potential to minimize the impact on the de-
sign.

Of interest in this work is the technique of passing a tapered mandrel
through a bushing to cause permanent radial expansion, resulting in an inter-
ference fit. It is possible to explicitly model the installation of interference fit
bushings, and similar hole cold-working processes, using a finite element ap-
proach. For example, Kang et al. �2�, Dutta et al. �3�, and Kim et al. �4� used the
finite element method to investigate the three-dimensional stress state near a
fastener hole that has been cold-expanded by a mandrel. Karabin et al. �5�,
O’Brien �6�, and Ozdemir et al. �7� studied the split sleeve cold-expansion
method. In each of the investigations cited, a detailed three-dimensional finite
element model was created and solved to find the residual stress state near the
hole. The analyses were restricted to a small region near the fastener hole.

Investigators have also employed closed form methods to assess the effects
of cold-working fastener holes. Wang et al. �8� reviewed several of these ap-
proaches. A more recent development has been provided by Zhang et al. �9�.
Each of these approaches relies on either a plane stress or plane strain assump-
tion. However, as pointed out by Kang et al. �2� and Ozdemir et al. �7�, the
residual stresses induced by these hole cold-working processes vary through
the thickness of the part. Therefore, a two-dimensional closed form solution
will not be able to predict the out-of-plane distortion of the part that results
from the nonuniformity of the through thickness stresses.

For large parts with many bushings, it is not practical to build a model with
a detailed finite element simulation of each bushing installation because of the
large model size and solution time that would be required. For example, the
finite element model used by Kang et al. �2� was approximately 25 by 25 by
6 mm and was composed of 8020 elements. When the size of a part is on the
order of metres rather than millimetres the same level of mesh refinement
would not be practical. Therefore, the objective of this investigation is to de-
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velop a simplified approach to predict the distortion of large metallic, shell-like
parts caused by the installation of interference fit bushings. This is done not by
modeling the installation process, but by approximating the affect on the part.

The simplified approach that has been developed consists of representing
the installed bushings with equivalent springs in a shell-based finite element
model of the part. The equivalent springs are not intended to represent the
bushing, but the effects of the bushing on the part by applying approximately
the same loads as the installed bushing. They are not the spring elements found
in a typical finite element code. Rather, the equivalent springs are constructed
with a number of shell elements that are arranged in two layers.

The process of installing interference fit bushings is described next. This is
followed by a description of the simplified modeling approach. Finally, the
technique used for applying the simplified method is illustrated by example.
The technique consists of first calibrating the parameters of the equivalent
spring, which represent installed bushings, by using experimental results from
small test coupons. The calibrated springs are then applied to a structure of
interest. The structure of interest here, which is used for illustration, is referred
to as the “T-Section.”

Interference Fit Bushing Installation Process

The process of installing the bushings is illustrated schematically in Fig. 1. The
bushing is placed in a hole in the part and a puller �not shown� draws the
mandrel through the bushing. The mandrel is tapered and the largest diameter
is bigger than the inner diameter of the uninstalled bushing. As the mandrel is
drawn through the hole, the bushing is expanded. The mandrel and bushing are
sized such that there is permanent radial expansion of the bushing. The result
is a compressive stress state around the hole that favors an improved fatigue
life. The particular interference fit bushing system investigated is the Force-
Mate bushing system, manufactured by Fatigue Technologies Incorporated.

The final step in the installation is to ream the hole to the proper diameter.
Removing material during the reaming process affects the stress state in and

FIG. 1—Schematic of the bushing installation process with the part and bushing
shown in cross section.
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around the bushing, and therefore affects the distortion of the part. While this
effect is important in determining the final configuration, it is not addressed in
this paper. Rather, the focus of this work is on the predictive ability of the
simplified, equivalent spring approach and only the distortion caused by the
installation is considered. The effects of reaming can easily be incorporated
into the method through appropriate calibration of the equivalent springs.

Simplified Modeling—Equivalent Spring Approach

During the installation process, an interference fit bushing is deformed plasti-
cally making it larger in diameter. As a result, there are residual compressive
stresses in the material near the interface between the bushing and the native
material. This causes expansion, or growth, in the part. Additionally, since the
radial stresses are not necessarily uniform along the axial direction of the bush-
ing �2,7�, there is a net moment that causes bending, or cupping, deflection.

After the installation process, the bushing can be thought of as a spring that
is applying forces and moments to the part. To predict global distortion of a
part within a finite element model, it is not necessary to model the details of the
bushing. Instead, the bushing can be represented by any component that ap-
plies the correct forces and moments to the structure at the inner surface of the
fastener hole. In other words, the bushing can be modeled by an equivalent
spring that has the same size and stiffness properties as the actual bushing.

Representing part of a structure with an equivalent spring is a common
modeling technique. Consider, for example, a mass attached to the end of a
beam as shown in Fig. 2. Representing the beam with a spring, that has the
same stiffness as the beam, produces the same equation of motion for the mass.

In this investigation the part is represented by shell elements. An installed
bushing is represented with an equivalent spring that is constructed with two
layers of shell elements, as shown in the cross section in Fig. 3. This is in

FIG. 2—A common example of an equivalent spring representation of a mechanical
component: �a� mass m attached to a beam of length L, Young’s modulus E, and mo-
ment of inertia I, and �b� mass m attached to an equivalent spring of stiffness k that
represents the beam.
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contrast to representing a structural component with single spring element that
may be available within a finite element package. In other words, the equivalent
springs are “constructed” out of shell elements.

The two layers of shell elements representing the spring have different co-
efficients of thermal expansion, and their reference surface �the plane of the
nodes� is offset from their neutral surfaces. When the temperature of the finite
element model is changed, one layer expands �or contracts� by a different
amount than the other. The result is a net expansion in the plane of the ele-
ments and deflection transverse to the plane of the elements, i.e., growth and
cupping deformation.

This equivalent spring representation of the bushing can be thought of as a
bimetallic washer, similar to the bimetallic springs that are found in common
household thermostats. Note, however, that the change of temperature in the
simplified modeling approach has no physical significance; it is only a tech-
nique to produce the appropriate internal forces and moments. The properties
of the part are specified such that they are unaffected by temperature changes
in the analysis.

By selecting the temperature change, �T, applied to the model and the

FIG. 3—Schematic of the equivalent spring approach, �a� top view and �b� cross section
�A-A� view. The part is represented by shell elements. The bushing is represented by two
layers of shell elements with different coefficients of thermal expansion, �1 and �2, with
reference surfaces that are offset from their neutral surfaces.
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coefficients of thermal expansion, �1 and �2, the forces and moments applied to
the part by the bushing can be approximated. In the modeling work described
below, �T=1. The appropriate values for �1 and �2 are found by conducting
experiments and correlating them with a model of the experimental configura-
tion.

In the experiments, several bushings are installed in small rectangular
plates, as described in the next section. The resulting distortion is measured. A
shell-based model of the test plates is constructed with an equivalent spring
representation of the bushings, and the coefficients �1 and �2 were adjusted
until the model prediction approximately matched the experimental results.
The fitted parameters are then used in simplified models for a different part.
The experiments on the rectangular test plates and the corresponding finite
element models are described in the next section.

The software packages Truegrid �XYZ Scientific Applications, Inc.� and Hy-
perMesh �Altair Engineering� are used to construct the finite element models
described below and LS-DYNA �Livermore Software Technology Corp.� is used
to solve them. The finite element models consist of shell elements, with the part
material represented with a fully integrated shell element, LS-DYNA shell ele-
ment type 16. A Hughes-Liu shell element with selectively reduced integration,
LS-DYNA shell element Type 6, is used to construct the equivalent spring. The
Hughes-Liu shell element is formulated as a degenerate eight-noded brick ele-
ment that allows for the reference surface to be offset from the neutral surface
�10,11�.

Rectangular Test Plates

Equivalent spring properties are estimated from experiments on rectangular
test plates. The technique is described below with the experimental results from
four plates.

FIG. 4—Geometry of the test plates with the rectangular hole pattern. The quarter-inch
hole in the corner is an orientation reference. Dimensions given in inches.
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Experimental Setup

Four test plates were machined from titanium plate. The holes were drilled and
reamed per the specifications of the bushing manufacturer. Two of the plates
were 0.180 in. �4.57 mm� thick. The other two were 0.220 in. �0.559 mm�
thick. One plate of each thickness was machined to have a rectangular hole
pattern, as shown in Fig. 4. The other plates were made to have a staggered hole
pattern as shown in Fig. 5. A quarter-inch hole was drilled in one corner of each
plate as a reference to ensure the correct orientation.

To find the deformation caused by installing the bushings, the geometry of
each plate was measured before and after installation using a scanning laser
measurement system �FARO Laser ScanArm Platinum, FARO Technologies,
Inc.�. The scanning system produced an estimate of the relative positions of a
sample of points on the surface of the part being scanned. The position esti-
mates are in three dimensions and envelope the surface of the part. This is
sometimes referred to as a “point cloud.” The accuracy of this system, as stated
by the manufacturer, is ±0.0027 in. �0.069 mm�.

The distortion of each part was estimated with the software PolyWorks
�InnovMetric Software�. Within the program, the before and after point clouds
are moved with respect to each other as rigid bodies. Their relative positions
are adjusted using an iterative closest point method �12�. Finally, the relative
positions of points in the two clouds are used to estimate the deflection caused
by the bushing installation.

Simplified Finite Element Models

The simplified finite element mesh for the test plates with the staggered hole
pattern is shown in Fig. 6. The model consists of shell elements representing
the titanium plate �blue�, and the bushings �red� are represented with equiva-
lent springs that are constructed as described above. Single point constraints

FIG. 5—Geometry of the test plates with the staggered hole pattern. The quarter-inch
hole in the corner is an orientation reference. Dimensions are given in inches.
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are applied to three corner nodes to eliminate rigid body motion. A similar level
of mesh refinement was used for all of the simplified models of the test plates
and the T-Section part.

Since the thickness of the plate appears in the model as a property of the
shell elements, the same finite element mesh is used for both plate thicknesses.
The level of mesh refinement used was found to be acceptable by using a higher
level of mesh refinement without significant changes in the results. Again, the
thickness of the test plates was either 0.180 in. �4.57 mm� or 0.220 in.
�5.59 mm�. The thickness of each layer of the equivalent springs was 0.132 in.
�3.35 mm� and 0.152 in. �3.86 mm� for the 0.180 in. �4.57 mm� and 0.220 in.
�5.59 mm� plates, respectively. These thicknesses correspond to half the bush-
ing thickness. The elastic properties that were used for the titanium plate and
steel bushings are given in Table 1 �13�.

Results

To make a quantitative comparison, three measurements are considered, as
illustrated in Fig. 7. The three measurements are the change in width, change
in length, and the out-of-plane deflection at the center of the plate with respect
to the corners. The length and width measurements are made at the middle of
the part edge and are measured in the x-y-plane. These parameters are esti-
mated within the PolyWorks software and are listed in Table 2.

The magnitudes of the measured changes in width are smaller than the
accuracy of the measurement system that is quoted by the manufacturer,
±0.0027 in. �±0.069 mm�. Furthermore, the changes in width were measured
to be negative, indicating a net contraction in that direction. This is unlikely

FIG. 6—Finite element mesh used for the simplified model of the test plates with the
staggered hole pattern. Elements representing the titanium plate are shown in blue,
while the equivalent springs are red.

TABLE 1—Assumed elastic properties used in the simplified finite element models �13�.

Titanium Plate Steel Bushings
Young’s Modulus, GPa �psi� 110 �15.9�106� 200 �29.0�106�
Poisson’s Ratio 0.31 0.33
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considering that the bushings are being forced to expand. It is believed that this
is due to systematic error in the measurement system, or that the measure-
ments were not taken precisely at the mid-plane of the part. In the case of the
latter, rotation of the edge plane due to cupping distortion would result in
different growth measurements depending on where on the edge the measure-
ment was taken.

The measured changes in the length of each plate, although positive, are
also smaller than the accuracy of the measurement system. Significant system-
atic error in these measurements is likely given the observations made about
the changes in width above. However, for the purpose of estimating the equiva-
lent spring properties, the measured changes in length were taken to be correct.
Although this assumption is a likely contributor to modeling error that will be

FIG. 7—Test plate locations for the measurement of width �W�, length �L�, and
z-displacement ��z� used to quantitatively compare the measured deformation and the
deformation predicted by the model.

TABLE 2—Measured in-plane and out-of-plane deflections of the test plates.

Plate Configuration
�z, in.
�mm�

�L, in.
�mm�

�W, in.
�mm�

1 0.180 in., Square −0.020 �−0.508� 0.0016 �0.0406� −0.0008 �−0.0203�
2 0.180 in., Staggered −0.016 �−0.406� 0.0004 �0.0102� −0.0007 �−0.0178�
3 0.220 in., Square −0.020 �−0.508� 0.0033 �0.0838� −0.0006 �−0.0152�
4 0.220 in., Staggered −0.015 �0.318� 0.0027 �0.0686� −0.0004 �−0.0102�
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described in the next section, it does provide a good first approximation. Im-
provements to the estimated equivalent spring properties, which would require
increased accuracy in the measurement technique, would be required to make
better predictions.

Thermal expansion coefficients are listed in Table 3 for the equivalent
springs that were estimated for the test plates. The coefficients were adjusted
manually until the change in length and out-of-plane deflection approximately
matched. It is challenging to achieve a precise match between the experiment
and model, and an automated optimization routine may be able provide a bet-
ter fit. However, the iteration was expedited by noticing that plate growth de-
pends primarily on the average expansion of the spring, while out-of-plane
deflection depends mostly on the difference between the expansions of the two
shell layers.

A qualitative comparison of the model and experimental results is given in
Figs. 8 and 9 for two of the test plates. In the figures, red corresponds to de-
flection out of the page, while blue regions are deflected into the page. The
modeling results shown in the figure were produced after the coefficients of
thermal expansion were calibrated to approximately match the experimental
data.

Here, the word “qualitative” is taken to mean the essential character of the
deformation. As indicated in the figures, there is good qualitative agreement

FIG. 8—A qualitative comparison of the out-of-plane deflection determined from the �a�
simplified model and �b� experiment, due to installation of bushings in the 0.180 in.
�4.57 mm� plate with the square hole pattern. Red indicates deflection out of the page,
while blue is into the page.
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between the model and experiment, in that the plate centers are deflected into
the page. Also, the staggered hole pattern produces a skewed deformation pat-
tern in both the model and experiment.

T-Section Part

The simplified modeling approach was used to predict the distortion of a part
that is referred to here as the “T-Section.” An image of the part generated by the
scanning system is shown in Fig. 10. The T-Section was constructed specifically
to assist in the investigation of distortion caused by interference fit bushings. It
was scanned with the laser scanner before and after bushing installation. The
PolyWorks software was again used to estimate the resulting distortion of the
part as described above. Finally, the simplified modeling approach was used to
predict the distortion.

A comparison of model and experimental results for the T-Section is shown
in Figs. 11 and 12 and the results are summarized in Table 4. The predicted and
measured y-deflection is shown in Fig. 11�a�. The fringe patterns match quali-
tatively. The quantitative agreement is also good. The values of deflection in the
model and experiment are shifted with respect to one another by a constant
because the point of zero deflection has been selected differently in each set of
results—an artifact of the particular software packages used. However, the

FIG. 9—A qualitative comparison of the out-of-plane deflection determined from the �a�
simplified model and �b� experiment, due to installation of bushings in the 0.220 in.
�5.59 mm� plate with the staggered hole pattern. Red indicates deflection out of the
page, while blue is into the page.
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range of the y-deflections is approximately the same for the model and experi-
mental results.

The z-deflections are compared in Fig. 11�b�. In this case, the results appear
to show some qualitative difference. The major difference is the deflected shape
of the left edge �positive y�. The model predicts that the left edge in Fig. 11�b�
deflects in the positive z-direction, with the corners deflecting much more than

FIG. 10—T-Section part with 0.75 in. bushings installed.

FIG. 11—Model versus experiment for the T-Section. Fringes of �a� y-displacement and
�b� z-displacement, in inches. Bushing flanges are on the positive z side of the part.
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the middle. The experimental results also show the left edge deflected in the
positive z-direction with respect to the bushings, but the middle is deflected
more than the corners. Also, the range of deflections is predicted to be about six
thousandths of an inch larger than were measured. Notice, however, that the
magnitude of the measured deflections is small and close to the published ac-
curacy of the measurement system, ±0.0027 in. �±0.069 mm�.

To aid in visualization, the deflected shape has been shown exaggerated in
Fig. 12. The deflection of the part has been magnified 50 times and is shown
twice, once with fringes of y-displacements and again with fringes of

FIG. 12—Fringes of �a� y-deflection and �b� z-deflection for the T-Section. The depicted
deflections are 50 times the actual. Bushing flanges are on the positive z side of the part.

TABLE 4—Summary of measured and predicted T-Section part deflections.

Measure of
Deflection

Deflection, in.
�mm�

Error, in.
�mm�

Model Experiment Model - Experiment
range ��y� 0.023 �0.584� 0.030 �0.762� −0.007 �−0.178�
range ��z� 0.021 �0.533� 0.015 �0.381� 0.006 �0.152�
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z-displacements. The outline of the undeflected part is shown in black. Note
that in the figure the bushing flanges would be on the near side of the part.
Cupping is induced in the part that is towards the flange side �near side�. The
radial expansion of the bushings causes the T-Section to arch in the positive
y-direction.

Conclusions

A simplified modeling approach has been developed that makes it practical to
predict the distortion of large shell-like metallic parts that is caused by the
installation of the interference fit bushings. The simplified method predicted
the overall character of the deflection well. However, there was some discrep-
ancy in the predicted magnitude of the deflections.

The simplified equivalent spring approach can give designers a good idea of
the type of deflection to expect when bushings are installed. The accuracy of the
predicted deflection depends in part on how well the equivalent springs are
calibrated. It is expected that the accuracy of the prediction can be improved
with more accurate calibration measurements and an automated identification
of the equivalent spring parameters.

Acknowledgments

The efforts of a number of people made this work possible. In addition to
model geometry, material property data, and funding, Tanni Sisco, Jeff Wilker-
son, Bill Merrick, and Matt Knighton provided a great deal of helpful feedback
on the analysis work.

References

�1� Champoux, R. L. and Landy, M. A., “Fatigue Life Enhancement and High Interfer-
ence Bushing Installation Using the ForceMate Bushing Installation Technique,”
Fatigue in Mechanically Fastened Composite and Metallic Joints, ASTM STP 927,
John M. Potter, Ed., ASTM International, West Conshohocken, PA, 1986, pp. 39–
52.

�2� Kang, J., Johnson, S. W., and Clark, D. A., “Three-Dimensional Finite Element
Analysis of the Cold Expansion of Fastener Holes in Two Aluminum Alloys,” J.
Eng. Mater. Technol., Vol. 124, No. 2, 2002, pp. 140–145.

�3� Dutta, N., Rasty, J., and Rassaian, M., “Finite Element Analysis of Elastic-Plastic
Zone Around Cold-Expanded Holes,” Post-Conference Proceedings of the 1997 So-
ciety for Experimental Mechanics �SEM� Spring Conference, June 2–5, 1997, Belle-
vue, WA, pp. 108–115.

�4� Kim, C., Kim, D.-J., Seok, C.-S., and Yang, W.-H., “Finite Element Analysis of the
Residual Stress by Cold Expansion Method Under the Influence of Adjacent
Holes,” J. Mater. Process. Technol., Vol. 153-154, 2004, pp. 986–991.

�5� Karabin, M. E., Barlat, F., and Schultz, R. W., “Numerical and Experimental Study
of the Cold Expansion Process in 7085 Plate Using a Modified Split Sleeve,” J.
Mater. Process. Technol., Vol. 189, 2007, pp. 45–57.

792 FATIGUE AND FRACTURE MECHANICS

 

http://dx.doi.org/10.1115/1.1448922
http://dx.doi.org/10.1115/1.1448922


�6� O’Brien, E. W., “Beneficial Residual Stress from the Cold Expansion of Large Holes
in Thick Light Alloy Plate,” J. Strain Anal. Eng. Des., Vol. 35, No. 4, 2000, pp.
261–276.

�7� Ozdemir, A. T. and Edwards, L., “Through-Thickness Residual Stress Distribution
After the Cold Expansion of Fastener Holes and Its Effect on Fracturing,” J. Eng.
Mater. Technol., Vol. 126, 2004, pp. 129–135.

�8� Wang, Z. and Zhang, X., “Predicting Fatigue Crack Growth Life for Cold-Worked
Holes Based on Existing Closed-Form Residual Stress Models,” Int. J. Fatigue, Vol.
25, 2003, pp. 1285–1291.

�9� Zhang, Y., Fitzpatrick, M. E., and Edwards, L., “Analysis of the Residual Stress
Around a Cold-Expanded Fastener Hole in a Finite Plate,” Strain J. Brit. Soc. Strain
Measurement, Vol. 41, 2005, pp. 59–70.

�10� LS-DYNA Keyword User’s Manual, Version 970, Livermore Software Technology
Corporation, April 2003.

�11� LS-DYNA Theory Manual, J. O. Hallquist, Ed., Livermore Software Technology
Corporation, March 2006.

�12� Bergevin, R., Soucy, M., Gagnon, H., and Laurendeau, D., “Towards a General
Multi-View Registration Technique,” IEEE Trans. Pattern Anal. Mach. Intell., Vol.
18, No. 5, 1996.

�13� Department of Defense Handbook: Metallic Materials and Elements for Aerospace
Vehicle Structures, United States Department of Defense, MIL-HDBK-5J, January
31, 2003.

WIDDLE ET AL. ON PREDICTING GLOBAL DISTORTION 793

 

http://dx.doi.org/10.1243/0309324001514404
http://dx.doi.org/10.1115/1.1634278
http://dx.doi.org/10.1115/1.1634278
http://dx.doi.org/10.1016/S0142-1123(03)00153-1
http://dx.doi.org/10.1111/j.1475-1305.2005.00181.x
http://dx.doi.org/10.1111/j.1475-1305.2005.00181.x


A. Lamik,1 H. Leitner,1 W. Eichlseder,1 and F. Riemelmoser2

A Concept for the Fatigue Life Prediction of
Components from an Aluminum-Steel
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ABSTRACT: The goal of this research project is the development of a simu-
lation model for lifetime estimation of components from AA6016-T4/FeP06
material compound. Since such components are manufactured predomi-
nantly by rolling �for manufacturing of the material compound� and deep-
drawing, the influence of the plastic deformations during the manufacturing
process on the fatigue behavior must be investigated. In particular, the influ-
ence of the rolling reduction on the behavior of FeP06 steel has a relevant
effect on the fatigue life of this aluminum-steel compound. Simulation models
for fatigue life estimation of this material compound must therefore consider
the influence of the elastic plastic deformation which occurs during, e.g.,
rolling and deep-drawing processes. For this purpose, a new model for the
generation of yield curve as a function of the rolling reduction of the material
FeP06 was determined. The proposed yield curve model shows good results
at low and high rolling reduction compared to the models of Voce and Swift.
The lifetime estimation shows a substantial improvement of accuracy �600
%� by the consideration of the influence of the rolling reduction.
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Introduction

In wide areas of mechanical engineering, a permanent development of compo-
nents and modules concerning low weight and reliability are required. In many
cases, due to the manifold requirements, a solution with a specific single ma-
terial cannot be reached. New application areas can be found by the use of
material compounds. The advantages of each individual material of the mate-
rial compound can be utilized.

In addition to the described requirements above, the components must
exhibit appropriate fatigue strength, i.e., sufficient durability under cyclic load
as described by the S/N-curve.

For lifetime calculation, three concepts are available:
• Nominal stress concept: to characterize the allowable stress in the com-

ponents a nominal stress has to be defined. Moreover, position and a
characteristic cross section must be defined.

• Local stress concept.
• Fracture mechanics concept: it’s assumed that the components to be

analyzed are cracked. An overview of these different lifetime calculation
concepts is given in Refs. �1,2�.

The local stress concept is totally adequate for lifetime calculation of com-
ponents from thin sheet. Lifetime calculation software does not consider the
influence of the rolling reduction during the rolling process on the material
behavior. The first approach of lifetime estimation of the structure from thin
sheet metal was established by Herrmann et al. and Le Roch as well as by
Masendorf et al., whereas the influence of the rolling reduction on the cyclic
material behavior was not considered �3,4�. The local stress of the structure
from thin sheet was investigated by means of a linear elastic Finite Element
Method �FEM� calculation �3�. The local elastic plastic stress was estimated by
the mean of Neuber rule �5� and the cyclic stress-strain-curve of unformed
material. The suggested concept considers neither the variation of the material
behavior through forming �e.g., deep drawing� nor through the rolling process.
It’s assumed that the thickness of the sheet is constant and that the components
have an ideal geometry.

A forming simulation was carried out to determine the stress distribution
�4�. It serves for the consideration of the thickness reduction during the form-
ing process. The forming ratio was still not considered. The position of the
critical stress is identified using the Dang Van criteria �6�.

The influence of the forming ratio on the cyclic material behavior was first
investigated by Masendorf �7�. He found that for all investigated material, the
mechanical properties increase by increasing the forming ratio. The strain S/N
curve is translated to higher fatigue life in the transition range to the fatigue
strength.

The characterization of the AA6016-T4/FeP06 material compound was in-
troduced in Ref. �9�. In this work, the main section deals with the influence of
the rolling reduction on the fatigue behavior during the manufacturing process.
Additionally, the influence of the mean stress and rolling direction on the fa-
tigue behavior of the A6016/FeP06 material compound was studied.

In this investigation, each component of the material compound was first
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analyzed separately, and then the material compound itself was analyzed.

Material Data

For this investigation, the following materials were used:
• Cold-rolled IF-steel FeP06 according to EN10130, 2.5 mm of thickness
• Cold-rolled AA6016-T4, 2 mm of thickness
The chemical composition of both materials is shown in Tables 1 and 2.

Mechanical Testing

The static mechanical properties were evaluated by employing a computer-
controlled servo-hydraulic machine �Instron 8802�. The load was measured
using a load cell Dynacell with a 100 kN nominal load. For strain measure-
ment, an Instron extensometer of type 2620 was used.

The fatigue tests were performed using a MICROTRON resonant testing
machine with a nominal load of 20 kN.

Overview of the Manufacturing of the Material Compound

The material compound was manufactured using the roll-bonding process. Be-
fore rolling, the aluminum and steel sheets were degreased. Then, the surface
of the sheets was scratch brushed. The pressure in the roll gap elongates the
strips and causes the interface layers to break up simultaneously �see Fig. 1�a�
and Fig. 1�b��. The underlying metal is then exposed, and is extruded under the
action of the roll pressure through widening cracks in the surface layers Fig.
1�c�. The freshly created metal surfaces come into intimate contact and are
welded, Fig. 1�d�. The welding quality is affected by the rolling reduction, the
metal under consideration, the temperature of welding, pressure, time of weld-
ing, lattice structure, solubility of oxygen in the metal, metal purity, and surface
preparation. The mechanism of cold pressure welding is explained in detail in
Refs. �9–12�. An investigation of the deformation behavior and bonding
strength of the bimetal strip is presented in detail in Refs. �13–15�. The effect of
annealing treatment on mechanical properties of aluminum clad steel sheet is
evaluated in Ref. �16�.

TABLE 1—Chemical composition of FeP06 �in weight percent�.

C Si Mn P S Al Ti
0.002 0.01 0.12 0.006 0.011 0.045 0.072

TABLE 2—Chemical composition of AA6016-T4 �in weight percent�.

Si Fe Cu Mn Mg Zn Ti
1.0–1.5 0.2 0.2 0.2 0.25–0.6 0.2 0.15
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In order to complete the welding process, the material compound under-
goes a suitable heat treatment �solution annealing at 540°C� �see Fig. 2�. This
enhances the diffusion process and leads to good bond strength. Furthermore,
bonding does not occur until a certain threshold deformation is reached. In the
actual work, the threshold deformation for AA6016-T4/FeP06 is equal to a 20 %
reduction of the thickness �rolling reduction�.

(a) Interface layers come together (b) Break up of the two interface layers

(c) Extension of material in the crack (d) Freshly created surfaces come
into intimate contact

1

Steel

Aluminium

2

FIG. 1—Schematic illustration of the mechanism of cold pressure welding.

FIG. 2—Heat treatment of the AA6016/FeP06 material compound.
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Lifetime Estimation on the Base of Local Stresses

Since it is not possible to define a characteristic cross section for complex
structures, the lifetime calculation based on nominal stresses cannot be ap-
plied. Hence, the lifetime calculation is carried out using local stresses as
shown in Fig. 3 �17,18�.

The stress distribution is obtained by a FEM simulation which uses the
load history and the components geometry as input parameters. To determine
the local material behavior, a basic S/N curve is needed which is derived from
fatigue tests on specimens under defined loadings. These basic material data
are adjusted to the local conditions by means of several fatigue hypotheses.

Furthermore, the load spectrum derived from the load history is also
needed for the lifetime calculation. The damage value results from the damage
accumulation. Therefore, the local load spectrum, the local stress distribution,
and the local fatigue behavior are needed.

Transferability of Material Behavior from Specimens to Component

The strength behavior of material in a component under operating conditions
is not identical with the strength determined on idealized specimens under
laboratory conditions. The local fatigue strength in the component is influ-
enced by stress concentrations, plastic deformation, mean stress, rolling direc-
tion, sequence effects, etc. The local effects have to be classified to their fatigue
behavior; afterwards, their influences can be considered by simulation step by
step.

The influence of the stress concentrations is taken into account according
to Eichlseder �17�. The computational S/N curve model of Eichlseder is based
on the experimentally established S/N curve of unnotched specimens under
both tension/compression and bending load. This model calculates the fatigue

FIG. 3—Lifetime calculation concept on the base of local stresses.
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strength �D, the number of cycles at the fatigue limit ND, and the slope k of the
S/N curve is dependent on the local stress gradient.

In this work, the properties of the S/N curve ��D, ND, and k� are calculated
as a function of the rolling reduction. The influence of the mean stress, rolling
direction on the fatigue behavior is also investigated.

Influence of the Rolling Reduction on the Fatigue Behavior

According to a literature study �13,16� and many experimental investigations,
it’s been found that a heat treatment �solution annealing at 540°C� of the ma-
terial compound is optimal to obtain a good bond strength. A material harden-
ing occurs during the manufacturing of the material compound using cold
rolling. Due to the heat treatment at 540°C, a recrystallization of the AA6016
occurs, i.e., its mechanical behavior is assumed to be independent from the
manufacturing process of the material compound, and there is no influence of
the rolling reduction on the mechanical properties of this material �see Fig. 4�.
In fact, 540°C is too low to cause a recrystallization of the material FeP06.
Hence, the influence of the cold rolling reduction which causes a hardening of
the material FeP06 is taken as the main influence factor that has to be consid-
ered in this simulation model.

In order to investigate the influence of the plastic deformation due to the
rolling process on the static and cyclic behavior of the steel, a series of rolling
experiments were carried out using several rolling reductions.

FIG. 4—Influence of the rolling reduction on the static material behavior of
AA6016-T4.
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Influence of Rolling Reduction on Static and Cyclic Behavior of AA6016-T4

Figures 4 and 5, respectively, show the influence of the rolling reduction on the
static and cyclic material behavior of the AA6016-T4. As a result of the heat
treatment at 540°C �recrystallization effect�, this influence is still marginal for
both static and fatigue behavior. Although the ultimate strain by a rolling re-
duction of 50 % declines, the fatigue behavior is marginally changed �see Fig.
5�. Hence, the influence of the rolling reduction on fatigue life of the AA6016-T4
will not be considered in the simulation model presented.

Influence of Rolling Reduction on Static and Cyclic Behavior of FeP06

Influence on Static Material behavior—Figure 6 shows the results of the
tensile tests on specimens which were machined from plates with different
rolling reductions �as delivered, 16, 19, 25, and 37 %�. The influence of the
rolling process on the mechanical properties is significant.

The yield strength �Rp0.2� and the ultimate tensile stress �UTS� were estab-
lished as an empirical function of the rolling reduction �RR�, see Eq 1 and 2.

Rp0.2 = 3 · RR + 257 �1�

UTS = 3.5 · RR + 276 �2�

Influence on Cyclic Material Behavior, Pulsating Tensile Stress—Several fa-
tigue tests �see Fig. 7� have been performed in order to find a model to describe
the fatigue behavior of the material FeP06 as a function of the rolling

FIG. 5—Influence of the rolling reduction on the static material behavior of
AA6016-T4.
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FIG. 6—Influence of the rolling reduction on the static behavior of the material FeP06.

FIG. 7—Influence of the rolling reduction on the cyclic behavior of the material FeP06,
pulsating tensile stress.
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reduction.
On the basis of these results the properties of the S/N curve �fatigue limit

�D, slope k, and the number of cycles at fatigue limit ND� are established as a
function of the rolling reduction �RR� using a linear approximation �see Eqs
3–5�.

�D = 1.27 · RR + 136 �3�

k = 0.34 · RR + 13.66 �4�

ND = 69643 · RR + 359643 �5�

Influence on Cyclic Material Behavior, Tension/Compression—Figure 8
shows S/N curves for the material FeP06 under tension/compression �R=−1�
at different rolling reductions. The relation between the properties of the S/N
curve and the rolling reduction is shown in Eqs 6–8.

�D = 1.76 · RR + 146.5 �6�

k = 0.58 · RR + 1.16 �7�

ND = 265000 · RR − 3000000 �8�

FIG. 8—Influence of the rolling reduction on the cyclic behavior of the material FeP06,
tension/compression.
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Influence of the Mean Stress on the Cyclic Behavior

For characterizing the mean stress sensitivity under normal mean stresses of
the material FeP06, two S/N curves were determined at stress ratios of R=−1,
R=0. For AA6016-T4, three S/N curves were determined at stress ratio of R=
−1, R=0 and R=0.5. The fatigue tests were carried out on unnotched speci-
mens.

Influence of Mean Stress on the Behavior of FeP06

The Haigh diagram under cyclic tension/compression loading �see Fig. 9� indi-
cates that the peak stress evaluated at a stress ratio of R=0 exceeds the yield
point at the fatigue limit. Therefore, one can assume that cyclic hardening
occurs at high normal mean stresses. The mean stress sensitivity M can be
determined by means of:

M =
�a�R = − 1�
�a�R = 0�

− 1 �9�

Figure 9 indicates that the mean stress sensitivity increases by increasing
normal mean stress. Another conclusion which can be drawn from the Haigh
diagram is that the slope of the S/N curve decreases with increasing mean
stress.

The relationship between the mean stress sensitivity and the rolling reduc-
tion of the fatigue strength was calculated using Eqs 3 and 6 for several rolling
reductions. The mean stress sensitivity M was calculated using Eq 9. The varia-

FIG. 9—Haigh diagram under uniaxial cyclic tension/compression loading, FeP06.
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tion of M as a function of the rolling reduction is shown in Fig. 10. The mean
stress sensitivity increases with the increase of the rolling reduction. This con-
firms the theory that the higher the strength, the more sensitive the material to
the mean stress.

Influence of Mean Stress on the Behavior of AA6016-T4

The Haigh diagram under cyclic tension/compression �see Fig. 11� indicates
that the peak stress evaluated at a stress ratio of R=0.5 exceeds the yield point
even at the fatigue limit. Therefore, one can assume that cyclic hardening oc-
curs at high mean stresses. The mean stress sensitivity M can be determined by
means of Eq 9.

Figure 11 indicates that the mean stress sensitivity increases with increas-
ing mean stress.

Influence of the Rolling Direction on the Fatigue Behavior

Several specimens which were machined from the plate with their axes follow-
ing two different orientations �0° and 90°� with respect to the rolling direction
were tested.

The rolling direction has a considerable influence on the static and cyclic
behavior of the material FeP06. The yield strength is 293 MPa for specimens
taken at 0° to the rolling direction. This value increases to 343 MPa for speci-
mens taken in the other direction �90°� �see Fig. 12�. The fatigue strength is
increased from 153 MPa to 165 MPa �see Fig. 13�. For the material AA6016-T4,

FIG. 10—Mean stress sensitivity as a function of the rolling reduction �RR�.
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FIG. 11—Haigh diagram under uniaxial cyclic tension/compression loading,
AA6016-T4.

FIG. 12—Influence of the rolling direction on the static behavior of the material FeP06.
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no effect of the rolling direction on both static and cyclic material behavior was
observed.

Simulation of Deep Drawing Process

As the intended use of this material compound for manufacturing components
is by means of the deep drawing technique, a simple drawn part �see Fig. 14� is

FIG. 13—Influence of the rolling direction on the cyclic behavior of the material FeP06.

FIG. 14—Photograph of a simple deep-drawed part �cup�.
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used to verify the simulation model. The peeling tests show that the strength of
the interface layer is higher than the least layer �aluminum�. Due to these re-
sults, it was not necessary to model the interface layer. In fact, an ideal bond
between the steel and aluminum is assumed.

Generation of the Yield Curve of AA6016-T4 and FeP06

To simulate a deep drawing process, the elastic plastic behaviors of both mate-
rials FeP06 and AA6016-T4 have to be known. The tensile tests show a marginal
influence of the rolling reduction on the static behavior of AA6016-T4, thus the
yield curve is assumed to be independent from the plastic deformation during
the rolling process. Due to the considerable influence of the deformation on the
static properties of the material FeP06, a model to generate a yield curve as a
relation of the rolling reduction has to be generated. On the basis of the simple
tensile tests, a model of the yield curves as a function of the rolling reduction is
introduced. From the results of the tensile tests, the yield strength, the ultimate
tensile strength and the fracture stress were deduced as a function of the rolling
reduction �see Fig. 15, green ellipse�. The true fracture stress is calculated by
dividing the fracture force by the fracture surface, which is measured using a
light microscope. For a given rolling reduction, one is able to determine the
yield strength, the ultimate tensile strength, and the fracture stress. Using these
three properties and on the basis of the relation of Swift �19�, it’s possible to
calculate the yield curve depending on the rolling reduction �see Eqs 10 and
11�:

FIG. 15—Calculation of the yield curve on the base of the tensile test.
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�f = Rp0.2 · �1 +
�p

0.012
�n

�10�

where �f, �p, YS and UTS are the true stress, the true strain, the yield stress,
and the ultimate tensile stress, respectively. The exponent n is defined as fol-
lows �see Eq 11�:

n =
ln�YS/UTS�
ln��FS/�UTS�.

�11�

where �FS and �UTS are, respectively, the true strain after fracture and true
strain before reduction.

Comparison of Several Approaches for Yield Curves Determination

To verify the accuracy of the proposed model for the yield curve generation,
several approaches were compared with it. In the range of low rolling reduction
�RR�, both the model of Swift and Voce describe well the hardening behavior of
FeP06 at high rolling reduction; however, both models become inaccurate. The
proposed yield curve model shows a good match at low RR and a satisfying
accuracy at high RR compared to the models of Voce and Swift, see Figs. 16
and 17.

FIG. 16—Comparison of several approaches for yield curves determination, RR of
20 %.

808 FATIGUE AND FRACTURE MECHANICS

 



Comparison with Experiments

To ensure that the simulation of the cup is valid, a comparison of calculated
versus measured thinning at the symmetric line is carried out �see Fig. 18�. The
calculated distribution of the wall thickness after forming was in good agree-
ment with the experimental results. The simulation of the deep drawing pro-
cess is carried out using the finite element software ABAQUS, which the thick-
ness of the part is automatically generated. The thinning of the part is
measured using a 3-D table for coordinate measurement.

The investigation of thinning along the measurement curve leads to the
following conclusion: the maximum thinning is located along the border of the
bottom dome �position B�. The decay in thinning is around 12 %. The peak of
deformation is accurately predicted by the simulation.

A Concept for the Fatigue Life Estimation Applied on a Cup Shaped
Component

The investigation accomplished up to now showed a considerable dependence
of the fatigue strength and the yield curve on the rolling reduction of the ma-
terial FeP06. For a lifetime calculation of components made of an AA6016-
FeP06 material compound, a simulation has to be carried out in order to cal-
culate the local stress. This has not only to consider the geometry of the
component, but also the influence of the rolling reduction.

Figure 19 shows a concept of a lifetime calculation of component made

FIG. 17—Comparison of several approaches for yield curves determination, RR of
80 %.
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FIG. 18—Comparison between distributions of wall thickness obtained by simulation
an experiment.

FIG. 19—Concept of a model for lifetime calculation.
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from this material compound. With this calculation concept it’s the first time
that the influence of the manufacturing process �rolling reduction� on the fa-
tigue behavior of the component by the means of simulation has been consid-
ered.

Another influence factor on the fatigue life of components from thin sheet
metal is the forming ratio. This was investigated in detail in Ref. �7� and will
also be considered in the actual model.

First, the forming simulation �deep drawing simulation� by mean of the
yield curve is carried out. Using this simulation, the component geometry and
the residual stress can be deduced.

The component is loaded by an alternating force perpendicularly to the top
surface of the cup. The local stress, local strain, and the forming ratio are then
determined. By means of the local stress, the local strain and the local S/N
curves �which depend on the rolling reduction�, damage value is calculated
using a linear damage accumulation method according to Miner �20�.

Verification of the Proposed Concept for Lifetime Estimation

The material compound is manufactured by means of the deep drawing tech-
nique. We therefore used a simple drawn part, in this case a component with a
cup shape, to verify the simulation model. Several fatigue tests were performed
at stress ratio of R=0.1. The results of the fatigue tests were compared to the
simulation results. The lifetime estimation shows a considerable improvement
of 600 % of accuracy by the consideration of the influence of the rolling reduc-
tion, see Fig. 20.

FIG. 20—Concept of a model for lifetime calculation.
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Conclusion

Due to the conflict between the requirements �low weight and high strength�,
the design of components from a thin sheet of metal manufactured of different
compounds, still poses optimization problems. To reduce the development ef-
fort, it is important to minimize the number of prototypes. Therefore, the use
of a simulation model to predict behavior is necessary for component optimi-
zation. A computation concept is presented for the lifetime estimation of cyclic
loaded components from an Al6016-T4/FeP06 material compound. This consid-
ers the influence of the rolling reduction as the main influence factor on the
lifetime of such components. A yield curve as a function of the rolling reduction
of the material FeP06 was also generated in this study, which is necessary for
each elastic plastic deep drawing simulation. The proposed yield curve model
shows significant improved results at low and high rolling reduction compared
to the models of Voce and Swift.

To verify this simulation model, fatigue tests on the component itself have
been performed. The lifetime estimation shows a substantial improvement of
accuracy �600 %� by the consideration of the influence of the rolling reduction.
In order to approve the general applicability of this model, other materials have
also to be tested.
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Impact Fatigue Failure Investigation of HVOF
Coatings

ABSTRACT: Dynamic impact-wear and coating fatigue at cyclic loading con-
ditions demonstrates a very demanding failure mode, which occurs in a num-
ber of mechanical applications and it becomes very critical when the appli-
cation concerns aggressive working environments. The coating impact
testing is a novel experimental technique developed to investigate the fa-
tigue behavior of coating-substrate compounds, which was not possible with
the common testing methods previously available. The objective of this study
is to investigate the influence of the impact load on the fatigue strength of
thermal spray high velocity oxy-fuel �HVOF� coatings. Furthermore, the over-
all aim of the current research is to prove the reliability of the impact testing
method to assess the coating lifetime against fatigue, to interpret the coating
failure modes, and thereby to explore its capability, whether this nonstandard
test can be used in industrial scale as a reliable technique in the develop-
ment and optimization of fatigue resistant coatings. Based on the above
method the current research provides experimental results concerning the
coating fracture in terms of cohesive and adhesive failure modes. The fa-
tigue strength of the tested coatings is determined in terms of fatigue-like
diagrams by means of scanning electron and white light interference micros-
copy, as well as by electron dispersive x-ray analysis �EDX� at discrete loads
and number of loading cycles. From the conducted experiments, it was
shown that the optimum HVOF coating against fatigue is the WC-CoCr.
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Introduction

The modern power generation steam turbines are being designed to have
higher efficiencies and to meet the stringent environmental regulations, ensur-
ing plant reliability, availability, and maintainability without compromising
cost. High efficiencies can be achieved at higher temperatures. Therefore, the
operating temperature is expected to rise from 550°C to 650°C and from the
material perspective to implement turbine components protected by spallation
and oxidation resistant coatings.

To guarantee the reliability of coated steam turbines components, used in
power plants, the lifetime assessment of the coatings and their failure predic-
tion become very important. Microhardness, scratch adhesion and pin-on-disk
sliding tests are commonly used for rapid evaluation of the mechanical prop-
erties of coatings �1�. However, they do not model the dynamic cyclic impact
fatigue. The impact test method has been introduced as a convenient experi-
mental technique to assess the fatigue strength of coatings being exposed in
successive impact loads �2–5�.

According to this method a coated specimen is exposed to a cyclic impact
load. The superficially developed Hertzian pressure induces a complex stress
field within the coating, as well as in the interfacial zone between the layer and
the substrate. Both these stress states are responsible for distinct failure modes
such as the cohesive or adhesive one. The exposure of the layered compound
against impulsive stresses creates the real conditions for the appearance of the
coating fatigue phenomena based upon structural transformation, cracking
generation, and cracking growth, which are responsible for the gradual micro-
chipping and the degradation of the coating.

Experimental Procedure

The objective of this experimental study was to investigate the influence of the
impact stress state on the performance and fatigue strength of thermal spray
HVOF coatings. Furthermore, the overall aim of the current research was to
prove the reliability of the impact test, as a new testing method, to assess the
coating lifetime against high cycle fatigue, to interpret the failure modes of
coatings, and thereby to examine its capability, whether this nonstandard test
can be used as a useful method for the development and optimization of fatigue
resistant coatings working under impact Hertzian loading.

Thermal spray coatings have been applied in many different industries to
provide wear and corrosion protection. It is common knowledge today that
high velocity oxy-fuel �HVOF� deposition systems are capable of producing
coatings with high density, higher hardness, and superior bond strength com-
pared to other thermal spray methods. This paper is concerned with HVOF
thermal spray coatings, deposited on high-strength Cr-steel �P91�. In Table 1
specific properties of the investigated coating steel layered compounds are
shown. The coating impact test was used as the most convenient experimental
method to assess the fatigue strength of the examined coating systems under
cyclic impact loading.

Figure 1 shows the impact test rig where the experiments have been con-
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ducted �6,7�. The stress strain problem related to the impact test is the Hertzian
contact, which is developed between the spherical indentor �cemented carbide
ball consists of 88 % WC and 12 % Co� with a diameter of 5 mm and the
examined layered space �Fig. 2�a��. To minimize the friction in the contact area
during the impact lubricant film is used. The resulted impact craters were ana-
lyzed using both scanning electron microscopy and 3D-optical profilometry
�Fig. 2�b��. A window of the impact force signal in time domain acquired during
a typical experiment is shown in Fig. 2�c�. The impact frequency amounts to
50 Hz and was the same for all conducted experiments. In order to determine
experimentally the coating fatigue life curve �Fig. 2�d�� a number of experi-
ments with varied impact force amplitude and a number of cycles have to be
carried out �2,4�.

In the impact craters resulting from such experiments three different zones
inside and around the impact cavity can be identified �5�. A central zone in the
mid of the impact cavity, where the coating is strained with compressive
stresses and gradual cohesive degradation takes place. The intermediate zone
inside the piled up rim formed around the impact cavity, where tensile and
shear stresses are building up and both cohesive and adhesive coating failure
arises. Finally, the outer zone of the impact cavity, where macrocracks might
propagate and coating adhesive failure occurs depending on the coating brittle-
ness. Gradual intrinsic coherence coating release and coating microchipping
leading to progressive degradation of the film is characterized as cohesive fail-
ure mode. Abrupt coating fracture and suddenly exposure of the substrate ma-
terial, due to poor coating adhesion with the substrate, designates the adhesive
failure mode. Both coating failure modes and their extent were assessed by
SEM observations, EDX analysis, as well as by white light interference micros-
copy �3D-optical profilometry�. The appearance of the substrate material due to
coating removal in a local area of the impact crater was selected as failure

TABLE 1—Specific properties of the investigated coating steel layered compounds.

Coating/substrate WC-CoCr/P91 Steel Ni20%Cr/P91 Steel CrC25%Ni/P91 Steel
Hardness �HV� 520/270 340/271 851/257
Thickness ��m� 100 100 130
Deposition method HVOF HVOF HVOF

FIG. 1—Impact test rig.
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criterion. The failure was identified by EDX analysis inside the crater in terms
of iron detection belonging to the substrate. The proposed testing method has
been proved to be repeatable regarding the coating fatigue strength identifica-
tion, due to the fact that for each of the examined samples, a couple of experi-
ments have been carried out in order to determine the fatigue curve. From
these experiments we observe that in all fatigue diagrams the resulted fatigue
curves have the typical shape of fatigue life curves.

During the indentation of the impact ball in the crater, friction and mi-
croslip mainly exist at the intermediate area of the impact cavity and superficial
abrasive wear also takes place there. However, from the experimental analysis it
is observed that coating failure in adhesive mode arises in this zone. Although
friction is present here, the result is that the induced shear and tensile stresses
cause the coating fatigue. Furthermore, coating failure occurs in the center of
the impact cavity, where the friction due microslip is negligible and in the
crater vicinity where no contact exists, as well. Hence, it can be concluded that
the major coating failure mechanism is the coating fatigue and the friction does
not significantly affect the coating failure in this test.

Discussion of Experimental Results

The main failure of the examined coating-substrate compounds occurred in the
central zone of the impact crater with gradual coating degradation. However,
depending on the impact load amplitude the tensile and shear stresses in the

FIG. 2—�a� Working principle of the impact testing, �b� scanned impact craters, �c�
impact force signal, �d� coating fatigue life curve.
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FIG. 3—�a� Microhardness measurement of the WC-CoCr/P91 steel layered compound,
�b� SEM and white light interferometry image of the impact crater and EDX analysis
indicating the WC-CoCr coating failure �cohesive failure mode�, �c� WC-CoCr fatigue
life curve.
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FIG. 4—�a� Microhardness measurement of the Ni20%Cr/P91 steel layered compound,
�b� SEM image of the impact crater with coating microcracks and EDX analysis indi-
cating the Ni20%Cr coating failure �adhesive failure mode�, �c� Ni20%Cr fatigue life
curve.
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FIG. 5—�a� Microhardness measurement of the CrC25%Ni/P91 steel layered com-
pound, �b� SEM image of impact crater with total coating removal after 5 ·105 impact
cycles at 600 N impact force and magnified SEM image with coating microcracks in-
side the crater at lower impact force 550 N, �c� CrC25%Ni fatigue life curve.
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intermediate zone of the impact crater take high values. In this case microc-
racks propagate and sheet-like debris of the coating layer �flakes� can occur.

Figure 3�a� illustrates the cross section of the examined WC-CoCr thermal
spray coating deposited on P91 steel substrate. The microhardness value �520
HV� indicates the relatively high wear resistance of this coating. Furthermore,
the observed homogeneous coating microstructure, in relation with its compo-
sition, is responsible for the high coating toughness. In Fig. 3�b� the impact
crater is depicted by SEM and white light interferometry images. The EDX
analysis, inside the crater, indicates the coating cohesive failure initiation in
local regions, where Fe belonging to the steel substrate is detected. The fatigue
strength evaluation of this coating, after the conclusion of the necessary experi-
ments to find out the coating fatigue curve, is outlined in Fig. 3�c�. From the
results it is concluded that the coating sustains the dynamic impact load to
high cycles, presenting also enhanced fatigue limit �200 N�. The overall coating
behavior can be attributed to the enhanced fracture toughness of this coating
and the perfect adhesion with the substrate. However, superficial abrasive wear
as reported in other works �8� has been observed.

Particular attention was paid also to the coating adhesive failure mode,
which occurs in the coating-substrate interfacial zone. This kind of failure has
been observed by the investigation of the Ni20%Cr coating compound �Fig.
4�a�� �9�. High tensile and shear stresses developed in the intermediate vicinity
of the impact crater, due to the plastic deformation of the substrate, have ini-
tiated the development of a large number of microcracks and caused thereby

FIG. 6—Comparison of the impact fatigue curves of the examined HVOF thermal spray
coatings.
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the coating abruption and the substrate exposure �Fig. 4�b��. Microcracks arise
inside the coating layer and propagate perpendicular to its surface, when the
coating is not tough enough to accommodate the stresses, induced by the ball
indenter, and to follow the flexure and deformation of the substrate. When the
above damage mechanism is present, and in the case where the bonding of the
coating with the substrate is faulty, adhesive failure takes place in the form of
sheet-like debris. Figure 4�c� outlines the fatigue life curve of this coating de-
termined by impact testing.

Figure 5 shows a typical example of adhesive fatigue failure as it has been
observed at the brittle CrC25%Ni coating, which has considerably higher hard-
ness �Fig. 5�a�� in comparison to the previous one, Ni20%Cr. In the magnified
view of the failure area inside the impact cavity, microcracks are visible after
5 ·105 impacts at 550 N indicating the coating failure initiation �Fig. 5�b� right
part�. At the same impact cycles with increased impact load �600 N�, the total
removal of the coating and the exposure of the substrate is observed. An over-
view of the fatigue strength of this coating is given in Fig. 5�c�.

From the above experiments we conclude that the adhesive failure �abrupt
coating removal like flakes from the substrate� appears in low cycle fatigue at
high impact force amplitude. Instead of that cohesive failure occurs in high
cycle fatigue at low impact force �gradual coating degradation�. Figure 6 out-
lines the fatigue strength performance of the three examined thermal spray
coatings by means of the experimental determined coating fatigue curves. Ap-
parently, the WC-CoCr coating demonstrates higher fatigue strength against
cyclic impact loading in comparison to the other two HVOF coatings. An over-
view of the fatigue strength of the examined coatings and their failure modes is
presented in Table 2.

Conclusions

The work presented here explores the impact testing method in understanding
the failure mechanisms of HVOF thermal spray coatings and provides a feed-
back approach for optimizing the design of surface engineered components
being used in cycle power plants �steam turbine components�. More specifically
the paper reports the results of a novel experimental approach adopted to in-
vestigate the performance of HVOF coating systems and to deliver a reliable
testing method for coating development. The current impact testing investiga-
tions revealed the good fatigue strength of HVOF thermal spray coatings.
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residual stress, 105-21, 122-33,
164-82, 216-39, 257-71,
340-54, 355-73, 719-42
residual stresses, 200-15, 240-56
residual surface stress, 147-63
rolling reduction, 794-813
RPV steel, 518-39

S

SE�B� specimen, 66-86
shot peening, 134-46, 147-63
simulation model, 794-813
split sleeve cold expansion, 183-99
stable crack growth, 33-53
stress intensity factor, 672-94
stress relaxation, 147-63
stress triaxiality, 540-57
structural design, 216-39
structural tubes, 200-15
surface cracked plate, 87-102
surface layer, 134-46
surface treatments, 105-21

T

T-stress, 87-102
tensile, 743-60
tensile residual stress, 312-39
thermography, 695-718
threshold, 257-71
threshold stress intensity, 592-605
Ti-6Al-4V, 134-46
titanium, 257-71
titanium alloy, 147-63
transferability, 499-517
turbine rotor, 659-71

V

variable amplitude loading, 574-91

W

Weibull stress, 312-39
welds, 275-311

Z

Zr-2.5Nb alloy, 540-57
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