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Foreword 

The Symposium on Predictive Material Modeling: Combining Fundamental Physics 
Understanding, Computational Methods and Empirically Observed Behavior was held in Dallas, 
Texas on 7-8 November 2001. ASTM International Committee E8 on Fatigue and Fracture spon- 
sored the symposium. Symposium chairpersons and co-editors of this publication were Mark T. Kirk, 
U. S. Nuclear Regulatory Commission, Rockville, Maryland and MarjorieArm Erickson Natishan, 
Phoenix Engineering Associates, Incorporated, Sykesville, Maryland. 
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Overview 

An ASTM International Symposium conceming Predictive Material Modeling: Combining 
Fundamental Physics Understanding, Computational Methods, and Empirically Observed 
Behavior was held on 7-8 November 2001 in Dallas, Texas in conjunction with the semi- 
annual meetings of ASTM International Committee E8 on Fracture and Fatigue. The sympo- 
sium was motivated by the focus of many industries on extending the design life of structures. 
Safe life extension depends on the availability of robust methodologies that accurately predict 
both the fundamental material behavior and the structural response under a wide range of load 
conditions. Heretofore, predictive models of material behavior have been based on empirical 
derivations, or on fundamental physics-based models that describe material behavior at the 
nano- or micro-scale. Both approaches to modeling suffer from issues that limit their practical 
application. Empirically-derived models, while based on readily determined properties, can- 
not be reliably used beyond the limits of the database from which they were derived. 
Fundamental, physically-derived models provide a sound basis for extrapolation to other ma- 
terials and conditions, but rely on parameters that are measured on the microscale and thus 
may be difficult and costly to obtain. It was the hope that this conference would provide an 
opportunity for communication between researchers pursuing these different modeling ap- 
proaches. 

The papers presented at this Symposium included six concerning ferritic steel; these ad- 
dress fracture in the transition regime, on the upper shelf, and in the creep range. Three of these 
papers used a combination of the Gurson and Weibull models to predict fracture performance 
and account for constraint loss. While successful at predicting conditions similar to those rep- 
resented by the calibration datasets, all investigators found the parameters of the (predomi- 
nantly) empirical Weibull model to depend significantly on factors such as temperature, strain 
rate, initial yield strength, strain hardening exponent, and so on. These strong dependencies 
make models of this type difficult to apply beyond their calibrated range. Natishan proposed 
the use of physically derived models for the transition fracture toughness of ferritic steels. 
While this approach shows better similarity of parameters across a wide range material, load- 
ing, and temperature conditions than does the Weibull approach, it has not yet been used to 
assess constraint loss effects as the Weibull models have. 

Three papers at the Symposium addressed topics un-related to steels. One paper applied 
the Weibull models used extensively for steel fracture to assess the intedacial fracture of elec- 
tronic components. As is the case for steel fracture, the Weibull models predict well conditions 
similar to the calibration dataset. In the remaining two papers researchers affiliated with the 
Naval Research Laboratory used advanced computational and experimental techniques to de- 
velop constitutive models for composite and shape memory materials. 
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Transition Toughness Modeling of Steels Since RKR 

Reference: Kirk, M. T., Natishan, M. E., and Wagenhofer, M., "Transition Toughness 
Modeling Since RKR," Predictive Material Modeling: Combining Fundamental Physics 
Understanding, Computational Methods and Empirically Observed Behavior, ASTM STP 
1429, M. T. Kirk and M. Erickson Natishan, Eds., ASTM International, West 
Conshohocken, PA, 2003. 

Abstract: In this paper we trace the development of transition fracture toughness 
models from the landmark paper of Ritchie, Knott, and Rice in 1973 up through the 
current day. While such models have become considerably more sophisticated since 
1973, none have achieved the goal of blindly predicting fracture toughness data. In 
this paper we suggest one possible way to obtain such a predictive model. 

Keywords: Ritchie-Knott-Rice, cleavage fracture, transition fracture, modeling, 
ferritic steels. 

Background and Objective 

A longdme goal of the fracture mechanics community has been to understand the 
fracture process in the transition region of ferritic steels so that it may be quantified with 
sufficient accuracy to enable its confident use in safety assessments and life extension 
calculations. Watanabe et al. identified two different approaches toward this goal: the 
mechanics approach and the materials approach [ 1]. The classical mechanics, or fracture 
mechanics, approach is a semi-empirical one in which solutions for the stress fields near 
the crack tip are used to draw correlations between the near-tip conditions in laboratory 
specimens and fracture conditions at the tip of a crack in a structure. Conversely, the 
materials approach attempts to predict fracture through the use of models describing the 
physical mechanisms involved in the creation of new surface areas. Watanabe's 
"materials approach" is identical to what Knott and Boccaccini [2] refer to as a "micro- 
scale approach." Knott and Boccaccini also identify another approach to transition 
fracture characterization, the nano-scale approach, which attempts to describe the 
competition between crack propagation and crack blunting through the use of  dislocation 
mechanics. In many ways, the micro-scale (or materials) approach provides a bridge 
between the classical fracture mechanics and nano-scale approaches. 

1 Senior Materials Engineer, United States Nuclear Regulatory Commission, 11545 Rockville Pike, Rock'ville, MD, 20852, USA 
(mtk@nrc.gov). (The views expressed herein represent those o f  the author and not an official position of  the USNRC.) 

2 Presldent, Phoenix Engineenng Assomates, Inc., 979 Day Road, Sykesville, MD, 21784, USA (ronatishan@aol.com). 
3 Graduate Student, Department of Mechanical Engineering, University of Maryland, College Park, MD, 20742, USA. 
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4 PREDICTIVE MATERIAL MODELING 

Ritchie, Knott and Rice's [3] landmark 1973 paper (RKR) is a classic example of the 
micro-scale approach. The RKR model has gained widespread acceptance as an 
appropriate description of the conditions necessary for cleavage fracture (i.e., 
achievement of a critical value of stress normal to the crack plane over a characteristic 
distance ahead of  the crack tip) at temperatures well below the transition temperature. 
Even though RKR themselves were unsuccessful in applying their model at higher 
temperatures (i.e. temperatures approaching the fracture mode transition temperature), the 
streamlined elegance of their model has prompted many researchers to expand on RKR in 
attempts to describe fracture up to the transition temperature. These modified / enhanced 
RKR approaches have produced varying degrees of success, yet they have never achieved 
the ultimate goal of being fully predictive because, being based on an underlying model 
that does not describe fully the precursors to cleavage fracture, the parameters of the 
modified/enhanced RKR models invariably must be empirically calibrated. 

In this paper we trace the development of  RKR-type models from 1973 through the 
present day, and provide our perspective on the steps needed to achieve a fully predictive 
transition fracture model for ferritic steels, a goal whose achievement can now be clearly 
envisaged. 

RKR: The 1973 Model 

Ritchie, Knott, and Rice (RKR) [3] were the first to link explanations for the cause 
for cleavage fracture based on dislocation mechanics with the concepts of LEFM. By 
1973 both mechanistic [4] and dislocation-based [5-6] models suggested that cleavage 
fracture required achievement of a critical stress level. The RKR model combined this 
criteria with the (then) recently published solutions for stresses ahead of a crack in an 
elastic-plastic solid [7-9] to predict successfully the variation of the critical stress 
intensity factor with temperature in the lower transition regime of a mild steel (see Fig. 
1). These researchers also introduced the concept that achievement of this critical stress 
at a single point ahead of the crack tip was not a sufficient criterion for fracture. They 
postulated, and subsequently demonstrated, that the critical stress value had to be 
exceeded over a micro-structurally relevant size scale (e.g., multiples of grain sizes, 
multiples of  carbide spacing) for failure to occur. 

The RKR model provides a description of cleavage fracture that, at least in the lower 
transition regime, is both consistent with the physics of the cleavage fracture process and 
successfully predicts the results of fracture toughness experiments. However, the model 
has limited engineering utility because the predictions depend strongly on two parameters 
(the critical stress for cleavage fracture, or crj; and the critical distance, ~, over which ~ i s  
achieved) that are both difficult to measure and can only be determined inferentially. In 
the following sections we discuss various refinements to RKR-type models that have 
been published since 1973. We define a "RKR-type" model as one that attempts to 
characterize and/or predict the cleavage fracture characteristics of ferritic steels and 
adopts the achievement of a critical stress over a critical distance ahead of the crack tip as 
the failure criterion. We begin by discussing early attempts to apply the RKR model to 
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temperatures higher in the transition regime than attempted by RKR themselves. We then 
review efforts undertaken in the 1990s and thereafter to extend the temperature regime 
over which RKR applies through the use of  more accurate analysis of the stresses ahead 
of  the deforming crack tip. We conclude the paper with a discussion of the advantages 
and limitations of these current modeling approaches, and provide a perspective on how 
these limitations can be overcome. 
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FIG. 1-Comparison of RKR model prediction (symbols) with experimental Kic data (Solid 
Curve) showing good agreement for a characteristic distance of  two-grain diameters. 
Note the low stress intensity factor values, indicating that these fracture toughness data 
are in the lower transition. 



6 PREDICTIVE MATERIAL MODELING 

Early Application of the RKR Model to Upper Transition 

A paper by Tetelman, Wilshaw and Rau (TWR) [10] helps to provide a perspective 
on why the RKR model appears to be ineffective at temperatures approaching the 
fracture mode transition temperature. In their paper, TWR conclude that the microscopic 
fracture stress must be exceeded over a grain diameter and a half for fracture to occur. In 
arriving at this conclusion they identify three events that must occur prior to the onset of 
cleavage fracture in steel: 

1. Microcrack nucleation, 
2. Propagation of  the microcrack through the grain in which the crack was nucleated 

(i.e. the crack remains sharp and does not blun0, and 
3. Microcrack propagation through the boundaries that surround the nucleating 

grain. 

TWR state that the first two events occur more easily when grain boundary carbides are 
present. The determination of a grain diameter and a half as a "critical distance' comes 
from assuming that if the stress perpendicular to the plane of the crack is less than the 
microscopic fracture stress at the critical grain boundary of the 3 rd event, then unstable 
crack growth will not occur. 

RKR's work seems to build on these ideas from TWR. By setting their characteristic 
distance at two grain diameters, they place the focus of their model on the third TWR 
event. The RKR model thus assumes implicitly that the first and second TWR events 
occur with sufficient ease and frequency to make the tbArd TWR event alone control the 
occurrence, or non-occurrence, of cleavage fracture. At the low temperatures (relative to 
the fracture mode transition temperature) that RKR were concerned with, these 
assumptions are appropriate. However, at temperaatres higher in transition crack 
blunting becomes a more important issue to consider. Because cracks blunt due to 
emission of dislocations from the tip of the crack, blunting is controlled in large part by 
the friction stress of the material. Consequently, blunting is easier at higher temperatures 
(where the friction stress is lower). At these higher temperatures it cannot be assumed 
that TWR's second event can occur either easily or frequently so the potential for crack 
blunting needs to be addressed quantitatively. Thus, the assumptions made by RKR 
regarding crack tip blunting are seen to have greatly impaired both the model's accuracy 
and its physical appropriateness at temperatures approaching the fracture mode transition 
temperature. Attempts to "fix" the RKR model to work at higher temperatures by 
adjusting only the parameters of the RKR model (e~ and cry) and not its fundamental nature 
have therefore never enjoyed success beyond the specific materials on which they were 
calibrated. 

RKR-Type Models Featuring Improved Stress Analysis 

By the late 1980s and early 1990s, much of the industrial infrastructure fabricated 
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from ferritic steels faced impending limitations - either design, economic, or regulatory- 
on its continued useful life. Examples include structures such as oil storage tanks [11] 
and petrochemical transmission pipelines [ 12]; i.e. structures fabricated long ago and/or 
using old techniques that sometimes experienced spectacular failures, and that invariably 
had toughness properties that were either not well quantified and/or feared to be low. 
Other examples include nuclear reactors, which while having well documented toughness 
properties faced regulatory limits on operability based on concerns about service related 
property degradation (i.e., neutron embrittlement) [13]. Also in this timeframe significant 
advances in computational power available to engineering researchers led to a renewed 
interest in the application of RKR-type models. Many researchers believed the Achilles' 
heel of the RKR model to be its use of an asymptotic solution for the crack-tip stress field 
(i.e. Hutchinson Rice Rosengren (HRR) solutions, or its close equivalents), and so 
viewed the advent of desktop finite element capability as a way to extend the temperature 
regime over which the model applies. In this Section we review the results of RKR-type 
models that seek improvements in predictive capabilities and/or range of applicability 
through the use of better near-tip stress solutions than were available to RKR in the early 
1970s. 

Two-Parameter Characterization of Cleavage Fracture Toughness 

Initial efforts of this type borrowed from RKR the idea that the criterion for cleavage 
fracture is the achievement of a critical stress ahead of the crack-tip. These efforts 
focused on quantifying the leading non-singular terms in the near-tip stress field solution 
as a means to expand greatly (relative to the HRR solution used by RKR) the size of the 
region around the crack-tip over which the mathematical solution is accurate. This 
approach accurately described the deformation conditions associated with much higher 
toughness values thereby enabling application of the models to higher temperatures in the 
transition regime. Numerous approaches of this type were proposed, including the 
elastic-plastic, FE-based, J-Q approach [ 14], the elastic J-T approach [15], the elastic- 
plastic asymptotic solution for J-Ae [16], and the "engineering" J-yg technique [17] to 
name just a few. These ideas differed in detail, but were similar in concept in that the 
second parameter was used to quantify the degree of constraint loss, which was invariably 
defined as a departure of the near-tip stresses from small scale yielding (SSY) conditions. 
All of these techniques succeeded at better parameterizing the conditions under which 
cleavage failure occurs, but none provided any improvement in predictive capabilities 
because of the requirement to perform extensive testing of specimens having different 
constraint conditions to characterize what came to be called the "failure locus" [18]. 

Prediction of Relative Effects on Fracture Toughness 

Dodds, Anderson, and co-workers proposed improvements to these 2-parameter 
approaches [ 19]. Their finite element computations resolved the elastic-plastic stress 
state at the crack tip in detail, and used these results to evaluate the conditions for 
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cleavage fracture on the basis of the RKR failure criteria (i.e., achievement of a critical 
stress over a critical distance). By comparing the calculated near-tip stress fields for 
different finite geometries to a reference solution for a crack tip loaded under SSY 
conditions these investigators quantified the effect of departure from SSY conditions on 
the applied-J value needed to generate a particular driving force for cleavage fracture (as 
defined by a RKR-type failure criterion). This approach enabled prediction of the 
applied-J value needed to cause cleavage fracture in one specimen geometry based on 
toughness data obtained from another specimen geometry. 

In the course of their research, Dodds and Anderson determined that the stress fields in 
fmite geometries remain self-similar to the SSY reference solution to quite high 
deformation levels. Because of this, the particular values of the RKR parameters (i.e., the 
critical stress and critical distance, o-f and e~, respectively) selected exerted no influence on 
the differences in fracture toughness predicted between two different crack geometries. 
This discovery that the difference in toughness between two different geometries did not 
depend on the actual values of the critical material parameters in the RKR model paved 
the way for the use of finite element analysis to account for geometry and loss of  
constraint effects. In this manner the Dodds/Anderson technique permitted toughness 
values to be scaled between geometries, thereby eliminating the extensive testing burden 
associated with the two-parameter techniques described earlier. 

In spite of these advantages, the procedure proposed by Dodds and Anderson also had 
the following drawbacks: 

�9 As the deformation level increased, the self-similarity of the stress fields in finite 
geometries to the SSY reference solution eventually broke down, making the 
results again dependent on the specific values of critical stress / critical distance 
selected for analysis. 

�9 The Dodds / Anderson model assumes that an RKR-type failure criterion is 
correct, i.e. that cleavage fracture is controlled solely by the achievement of a 
critical stress at some finite distance ahead of the crack tip. In their papers, Dodds 
and Anderson admitted that this micro-mechanical failure criterion was adopted 
for its convenience, and its simplicity relative to other proposals. Nevertheless, as 
discussed earlier, the RKR failure criterion is in fact a special case of a more 
general criterion for cleavage fracture proposed by TWR. Thus, the 
Dodds/Anderson work did nothing to improve, relative to RKR, on the range of 
temperatures over which the model could be physically expected to generate 
accurate predictions of fracture toughness. 

�9 Experimental studies demonstrated that the Dodds / Anderson technique 
successfully quantified the effect of constraint loss on fracture toughness for tests 
performed at a single temperature and strain rate [20]. However, such results 
could not be used to predict fracture toughness at other temperatures / strain rates 
due to the lack of an underlying physical relationship that included these effects in 
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the Dodds / Anderson model. 

Prediction of Relative Effects on Toughness: Accounting for the Effects of Both Finite 
Crack-Front Length and Loss of Constraint 

Because it was defined only in terms of stresses acting to open the crack plane, the 
Dodds / Anderson model cannot, by definition, characterize the well recognized "weakest 
link" effect in cleavage fracture, whereby specimens having longer crack front lengths 
exhibit systematically lower toughness values than those determined from testing thinner 
specimens [21]. Characterization ofthis inherently three-dimensional effect requires 
adoption of failure criteria that account for both volume effects and the variability of  
crack front stresses depending upon proximity to a free surface. Therefore in 1997 
Dodds, et al. adopted the "Weibull Stress" developed by the Beremin research group in 
France as a local fracture parameter [22]. This model begins with the assumption that a 
random distribution of micro-scale flaws that act as cleavage initiation sites exists 
throughout the material, and that the size and density of these flaws constitute properties 
of the material. These flaws are further assumed to have a distribution of sizes described 
by an inverse power-law, as follows: 

whereto is the carbide diameter and a and fl are the parameters of the density function g. 
The probability of finding a critical micro-crack (i.e. one that leads to fracture) in some 
small volume Vo is then simply the integral of eq. (1), as illustrated graphically in Fig. 
2(a) and described mathematically below: 

(2) 

whereLo c is the critical carbide diameter. 
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FIG. 2-(a) Distribution of  micro-scale flaws assumed by the BEREMIN model [22], and 
(b) illustration of  Griffith fracture criterion applied to cracking of  a carbide. 

The BEREMIN model further assumes that the Griffith fracture criterion [23] applies 
to the cracking of a carbide (see Fig. 2(b)), i.e., to one of  the pre-existing flaws whose 
size density is characterized by eq. (1). Stress and flaw size are consequently related as 
follows: 

KeY K~Y z 
~rc = - - ,  or equivalently l~ =-----5-- (3) 

where ere is the critical stress, Kc is the critical stress intensity factor, and Yis the 
geometry factor for a cracked carbide. Substituting eq. (3) into eq. (2) allows the failure 
probability to be expressed on a stress basis, as follows: 

p:(,:r >_ ac)= V o (4a) 

where m and o-, are the parameters o fa  Weibull distribution, defined as follows: 

m = 2 f l - 2  (4b) 

,~. = ( # - I ) " '  a ~'"K,Y (4c) 

For the simple case of  uniaxial loading conditions when the total stressed volume, V, is 
very much larger than the small volume Vo eq. (4a) becomes 

[ 
(5) 



KIRK ET AL. ON MODELING OF STEELS SINCE RKR 1 1 

However, to solve fracture problems one needs to evaluate eq. (5) for the highly non- 
uniform stress state ahead of  a deforming crack-tip. In this situation the volumes (Vo) are 

made small enough that the assumption of a uniform stress state over the volume is 
reasonable, and the stresses are evaluated using the finite element technique. For the 
solution of crack problems, eq. (5) takes on the following form, with eq. (6d) being the 
analogue to the uniaxial version given in eq. (5): 

PI(~) = 1- ~xp vo o-, 

E = E(%,,,,cr,,,...) (6b) 

F 1 T I- 
a~ = | - -  I EmdD! (6e) 

LVo  j 

PI(a.)=1-exp - a" (6d) 

Here f~ represents the "process zone," which is typically defined as either the plastic zone 
or as the region within which the maximum principal stress exceeds some integral 
multiple (usually 2 or 3) of the yield stress. Additionally, in the solution of cleavage 
fracture problems c7 is typically taken as to the maximum principal stress (o- 1 ). In this 

model, the parameters m and a, are taken to be characteristics of the material related, 

respectively, to the shape of the probability density function describing micro-crack size 
(see eq. (4b)), and to the characteristics of the probability density function describing 
micro-crack size a s  w e l l  a s  to the magnitude of the stress intensity factor required to 
fracture a carbide (see eq. (4c)). However, in practice m and o-, are not defined from 

measurements of these micro-scale parameters, but rather are back-calculated from the 
results of multiple fracture toughness experiments [24]. 

This use of the maximum principal stress to define the BEREMIN Weibull stress in 
eq. (6c) identifies this approach as being a RKR-type model Applications of this 
approach by Dodds and co-workers has successfully predicted toughness data for part- 
through semi-elliptic surface cracks from toughness data obtained using conventional 
straight-fronted fracture toughness test specimens [25] (see Fig. 3). This success wouId 
not have been possible using any of the models described previously because they had no 
mechanism to deal with the considerable variations in stress state around the crack front 
that characterize semi-elliptic surface cracks. However, Bass, et al. were unable to use 
this approach to predict successfully the toughness of cracks subjected to biaxial loading 
from conventional toughness results, needing instead to use of the mean stress (i.e., ~m, 
the average of the three principal stresses) rather than the maximum principal stress in eq. 
(6b) to achieve a good prediction of experimental results (see Fig. 4) [26]. 
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FIG. 3-Successful prediction of critical J values reported by Gao, et al. for surface 
cracked specimens [25]. 

Advantages and Limitations of  the BEREMIN Modeling Approach, and a Proposed 
Way Forward 

As detailed in the preceding Section, Dodds,' et al. implementation of the BEREMIN 
approach in the prediction of cleavage fracture successfully predicts the effects of 
complex changes in crack geometry on fracture toughness; predictions that had heretofore 
been impossible. However, in its current form the model does not capture the effects of 
relatively simple changes in applied loading. Specifically, under conditions of remote 
uniaxial loading the maximum principal stress (cr 1) must be taken as E in eq. (6) to obtain 
predictions that agree with experimental results, whereas under conditions of remote 
biaxial loading E must be set equal to the mean stress (~%). This inconsistency in the 
stress that appears to be controlling fracture suggests that, like its predecessors, the 
BEREMIN approach does not fully describe the physical processes responsible for 
cleavage fracture. Additionally, the Beremin approach contains no information regarding 
how the model parameters (m and a, ) change with temperature and strain rate. These 

parameters can be back calculated from the results of replicate fracture toughness tests 
performed under the temperature and strain rate conditions of interest. However, the need 
to perform such detailed experimentation frustrates use of the Beremin model in a 
predictive capacity and, more practically, makes application of  the model both costly and 
time-consuming. 
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To progress toward fully predictive models that are not as costly to implement, it 
seems important to enhance the Beremin model in two ways. First, it needs to 
incorporate a constitutive model that accounts for the physical phenomena responsible for 
temperature and strain rate dependency so that these trends don't have to be back 
calculated from toughness data. Secondly, a physically based criterion for cleavage 
fracture is needed so that the model can be applied with confidence to any condition of 
interest within the transition fracture regime. These refinements are discussed in the 
following Sections. 

FIG. 4-Four-inch thick biaxial load fracture specimen (left) and fracture toughness data 
(right) for biaxial loading reported by Williams, et aL [26] demonstrating that better 
prediction of the trends in toughness data is achieved by using the mean stress as ~ in eq. 
(6) rather than the maximum principal stress. The material tested is ASTM A533B that 
was given a special heat treatment to elevate its yield strength; it has a ASTM E1921 To 
value of-3 7 ~ 

A Physically Based Constitutive Model for Ferritic Steels 

Dislocation mechanics-based constitutive models describe how various aspects of 
the microstructure of a material control dislocation motion, and how these vary with 
temperature and strain rate. The microstructural characteristics of interest include short 
and long-range barriers to dislocation motion. The lattice structure itself provides the 
short-range barriers, which affect the atom-to-atom movement required for a dislocation 
to change position within the lattice. An inter-barrier spacing several orders of magnitude 
greater than the lattice spacing defines long-range barriers. Long-range barriers include 
point defects (solute and vacancies) precipitates (semi-coherent to non-coherent), 
boundaries (twin, grain, etc), and other dislocations in BCC materials. 

As a stress is applied to a metal dislocations begin to move, which results in plastic 
deformation. For a dislocation to move it must shift from one equilibrium position in the 
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lattice to another, overcoming an energy barrier to do so. The wavelength of these 
barriers is equal to the periodicity of the lattice. The dislocation requires application of a 
force to overcome this energy barrier and the magnitude of  this force is the Peierls- 
Nabarro stress, XpN. While moving the dislocation will also encounter other barriers such 
as solute atoms, vacancies, precipitates, inclusions, boundaries and other dislocations. 
Different spacings and size scales characterize these additional barriers. 

At temperatures other than absolute zero, atoms vibrate about their lattice sites at a 
temperature-dependent amplitude. Additions of thermal energy (i.e., higher 
temperatures) act to increase the amplitude of atom vibration, increasing the probability 
that an atom will "jump" from one equilibrium site to another. This thermal energy thus 
acts to decrease the magnitude of the energy provided by the short range obstacles to 
dislocation motion at any moment in time, thereby decreasing the force required to move 
the dislocation from one equilibrium position to the next. The effect of strain rate O.e., 
dislocation velocity) has a similar but opposite effect to that of  temperature. As strain 
rate increases less time is available for the dislocation to overcome the short-range 
barriers provided by the lattice atoms. This decreases the effect of  thermal energy, 
resulting in an increased force required for dislocation motion. 

Long-range obstacles differ from short-range obstacles because changes in thermal 
energy do not greatly affect the ability of dislocations to move past them at the strain rates 
typically experienced by civil and mechanical structures that are not designed for creep 
service. This occurs because atomic vibration amplitude has little effect on the size of the 
long-range energy barrier presented to the dislocation, which is on the order of the inter- 
particle spacing. Consequently, the amount of energy required to move a dislocation past 
these large obstacles is orders of magnitude larger than that provided by the increased 
lattice vibration that results from increases in temperature. In their work, Armstrong and 
Zerilli concluded from carefully analyized sets of Taylor experiments that overcoming the 
Peierls-Nabarro barriers was the principal thermally activated mechanism in BCC 
materials [27-30]. 

The fundamentally different nature of short- and long-range barriers to dislocation 
motion motivates a separate treatment in dislocation-based constitutive formulae. 
Consequently, the flow stress of a material is typically expressed as a sum of athermal 
and thermal components, associated with long-range and short-range barriers 
(respectively), as follows: 

o -  = (7) 

The first term occurs due to the athermal or long-range barriers to dislocation motion 
while the second term described the action of thermally activated short-range barriers. 
The short-range barriers include the Peierls-Nabarro stress and dislocation forests. 
Peierls-Nabarro stresses (lattice friction stresses) are the controlling short-range barriers 
in BCC metals while dislocation forest structures are the controlling short-range barriers 
in FCC and HCP metals. This difference is responsible for the difference in strain rate 
sensitivity between BCC and FCC metals. Focusing attention on BCC metals, the 
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temperature dependence of the probability that a dislocation will overcome a short-range 
obstacle is given by: 

where k is Boltzman's constant, T is the absolute temperature of interest, and AG is the 
activation energy of a barrier [31]. The strain rate effect shares a similar form: 

k=ko exp(A%T) (9) 

Solving eq. (9) for AG gives 

Equation (10) clearly shows that activation energy for dislocation motion decreases with 
temperature and increases with strain rate. 

Using these equations as the basis for their model, Zerilli and Armstrong found that 
dislocations overcoming Peierls-Nabarro barriers are the principal thermally activated 
mechanism for deformation in BCC metals [32]. The spacing of these obstacles is equal 
to the lattice spacing and thus is not affected by prior plastic strain as are the dislocation 
forest structures in FCC metals. Zerilli and Armstrong developed the following 
expression for the thermal portion of the flow stress in eq. (7) (assuming a constant 
obstacle spacing for BCC): 

o-* = C 1 exp(- fiT) (11) 

where fl depends on strain and strain rate as follows: 

f l  = - C  z + C  3 Ink (12) 

Combining eqs. (11) and (12) with commonly accepted terms describing Orowan-type 
strengthening due to athermal barriers results in the following description of the flow 
behavior of BCC metals: 

crf =c% +C4s" + p_d -'/2 +C,-exp[-CzT + C3T. ln(~)] (13) 

where C], C2, C3, C4, tt, and n are material constants, and d is the grain diameter. The 
form ofeq. (13) is consistent with dislocation-mechanics based constitutive models 
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developed by other researchers [33-34]. From the physical understandings that underlie 
eq. (13) the expectation arises that the temperature and strain rate dependence (i.e., 
q-exp[-c27" + C3T. In(k)]) should be common to all ferritic steels. This is because the lattice 

structure is the same in all ferritic steels irrespective of their alloying, heat treatment, 
degree of  cold work, degree of  prior plastic strain, and degree of irradiation damage; 
factors whose influence are described by the terms ~ + c48" + ~/-1~. Fig. 5 demonstrates 
that experimental data validates this expectation. These figures display an excellent 
correspondence between the temperature and strain rate dependence of  a wide variety of 
steel alloys and the predictions ofeq. (13) for pure iron (i.e., C1 = 1033 MPa, C2 = 
0.00698 / ~ and C3 = 0.000415 / ~ 

A Physically Based Criterion for Cleavage Fracture 

Cottrell [35], Petch [36], Smith [5-6] and many other researchers have attempted to 
describe cleavage fracture mechanisms quantitatively. Here we examine the 1968 work 
ofTetelman, Wilshaw, and Ran (TWR) [10]. They describe the following sequence of 
three events that establish the necessary precursors for cleavage fracture: 

Event #1. 

Event #2. 

Event #3. 

Cleavage fracture begins with micro-crack nucleation, which is well 
documented as resulting from dislocation motion and accumulation at 
long-range obstacles such as grain boundaries and second phase particles. 
The value of strain necessary to nucleate the micro-crack quantifies this 
event. 
Following nucleation, the micro-crack needs to propagate through the 
grain in which it was nucleated. A critical value of stress triaxiality is 
needed to keep the crack tip sharp. Otherwise dislocations will be emitted 
from the crack tip, thereby blunting it, which stops the cleavage fracture 
process and produces instead a non-propagating crack. 
The final event is the subsequent propagation of the micro-crack through 
the boundaries that surround the nucleating grain. This event occurs when 
the opening stress at the crack tip exceeds the microscopic cleavage 
fracture stress "over {a characteristic distance of} at least one grain 
diameter in the plastic zone ahead of the crack." 

In 1973, RKR [3] expanded on TWR's hypothesis and developed their own 
"characteristic distance" of two grain diameters at lower transition region temperatures. 
However, the failing of the RKR model, and all of its subsequent progeny, has been its 
exclusive focus of TWR's Event #3, effectively implying that Events 1 and 2 are satisfied 
apriori. In specific, we mentioned earlier in this paper that the RKR model does not 
perform well at temperatures in the upper transition region. Additionally, application of 
the RKR-type BEREMIN model has been unsuccessful in the prediction of  fracture in 
specimens that have an applied biaxial load. It is reasonable to postulate that both 
failings relate to RKR's assumed insignificance of Event #2 (adequate stress tfi-axiality 
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to extend the micro-crack to the boundaries of the grain in which it initiated) for the 
following reasons: 
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temperature and strain rate dependence of  a wide variety of  steel alloys and the 
predictions of  eq. (13) for pure iron. 
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InUpper Transition: In the lower transition region that RKR investigated, the 
assumption that adequate tri-axiality exists under all conditions is appropriate 
because the lattice friction stress, which is temperature dependent, is high enough 
to prevent significant dislocation emission from the tip of the micro-crack and, 
consequently, is high enough to prevent significant crack tip blunting [37-38]. 
However, at temperatures higher in the transition region the friction stress 
decreases, allowing dislocation emission and motion to occur more easily. This 
leads to a greater possibility of  micro-crack blunting, and a consequent failure to 
achieve Event #2. Thus, in upper transition the occurrence of Event #2 cannot be 
assumed and must be checked for independently. 
In the Presence of Applied BiaxialLoading: Most fracture mechanics test 
specimens are similar in that the applied loading acts only to open the crack. 
While specimens that have load applied parallel to the crack plane are rare, 
structures that apply load parallel to the crack plane are quite common. For 
example, any internally pressurized vessel generates a biaxial state of stress in the 
vessel wall, and thermal stresses are inherently two-or three dimensional in any 
restrained structure. A remotely applied multi-axial stress state clearly makes it 
easier to achieve Event #2 and, consequently, easier for cleavage fracture to occur. 
However, using the maximum principal stress as ~7 in the BEREMIN model (eq. 
(6)) fails to provide any measure of stresses applied parallel to the crack plane, 
and thus cannot be expected to predict failure for loading conditions of this type. 

in closing it is relevant to note that, in its current implementation, calculation of the 
Weibull stress following the approach suggested by the Beremin group involves an 
arbitrary selection of the parameter ~. f2 represents the size of the "process zone" for 
cleavage fracture, which is typically defined as either the plastic zone, or as the region 
within which the maximum principal stress exceeds some integral multiple (usually 2 or 
3) of the uniaxial yield stress. Thus, the current Beremin model includes an arbitrary and 
non-physically based definition of the process zone for cleavage fracture. This arbitrary 
selection can be replaced by appeal to TWR's Event #1, which suggests that the process 
zone for cleavage fracture is the region within which sufficient strain has developed to 
initiate a micro-crack. 

Summary and Conclusions 

In this paper we have reviewed the development of models that attempt to predict the 
transition fracture behavior of  BCC metals, beginning with the landmark paper published 
by Ritchie, Knott, and Rice (RKR) in 1973 and working forward to the BEREMIN 
model, which is the focus of current research efforts. In the past three decades 
considerable progress has been made in prediction accuracy. Nevertheless, the best 
cleavage fracture models available currently still include coefficients back-calculated 
from fracture toughness experiments, these being necessary to incorporate into the models 
the temperature and strain rate dependency of ferritic steels. Moreover, experimental 
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evidence demonstrating that successful blind predictions of failure cannot be made even 
for the simple case of applied biaxial loading calls into question the robustness of these 
models to the prediction of the failure conditions in engineering structures. 

To address these shortcomings and progress toward fully predictive models , two 
enhancements are needed to the BEREMIN model. First, it needs to incorporate a 
dislocation-mechanics based constitutive model such as that proposed by Zerilli and 
Armstrong. Such models account for the physical phenomena responsible for 
temperature and strain rate dependency in ferritic steels so that these trends don't have to 
be back calculated from toughness data; instead they become integral parts of  the model. 
Secondly, a physically-based criterion for cleavage fracture is needed so that the model 
can be applied with confidence to any condition of interest within the transition fracture 
regime. To this end the use of a model proposed by Tetelman, Wilshaw, and Ran (TWR) 
is suggested. We demonstrate that the TWR 3-event cleavage fracture criterion is in fact 
a mode general expression of the critical stress / critical distance criteria popularized by 
RKR, and that this increased generality is expected to reconcile recognized deficiencies in 
RKR, and RKR-like cleavage fracture models (such as the BEREMIN model). 
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Abstract: Qualitative descriptive potential of local approach models for upper shelf and 
transition region has been well established. Models such as the Gurson-Tvergaard- 
Needleman and the Beremin model have been demonstrated to enable characterization of 
fracture phenomena over the entire transition regime. The foundation for consistent local 
approach characterization of material failure has been set, but quantitative application is 
still at developing stages. Current work addresses properties of a modified Beremin 
model in terms of material parameter consistency and transferability, which are taken as 
measures of performance with respect to quantitative applicability. Three-point bend 
specimen fracture toughness data of sizes 3x4x27 ram, 5x5x27 ram, 5x10x55 mm and 
10x 10x55 mm are simulated in the ductile to brittle transition region using finite element 
methods and inference of local approach parameters is performed using pointwise 
collocation and stochastic methods. The suitability of the calibration methods and overall 
model performance are evaluated and demonstrated. 

Keywords: Brittle Fracture, Beremin model, Miniature Specimens, Local Approach, 
Transferability. 

Introduction 
The use of fracture mechanics in design and failure assessment is in some practices 

impeded by the difficulties in quantifying the structure related constraint and 
transferability properties of experimental test data. It is well known that specimen size, 
crack depth and loading conditions may effect the materials fracture toughness. 
Transferability of small specimen toughness data to real structures has long been the key 
issue in fracture mechanics research. Methods based on the Weibull statistic, such as the 
"Master Curve" methodology and local approach methods of fxacture have been 
developed and are able to characterize the scatter of fracture toughness test results and the 
effects of specimen dimensions on the data distribution, making it possible to define 
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fracture toughness parameters for a given probability of  failure and develop sealing 
models for toughness transferability. 

Ongoing development of  local approach methods for cleavage fracture has led to the 
introduction of  several different types of  material models and parameter calibration 
procedures. The feasibility of  these methods to practical purposes has usually been 
demonstrated by performing parameter inference on the basis of attainable experimental 
data and in many cases it can be argued that even limited generality of the used methods 
is doubtful. It can be stated that qualitative descriptive potential of  local approach and 
damage mechanics models has been well authenticated, but quantitative properties are a 
completely different matter. 

The current work contributes to the matter by analyzing a relatively extensive fracture 
toughness dataset using a modified Beremin model [1,2,3]. This collection of  fracture 
toughness data in the ductile to brittle transition region consists of both irradiated and 
reference data ofA533B C1. 1 (JRQ) over a wide temperature range and with different 
size bend type fracture mechanics specimens. The experimental results are processed 
using the Master Curve method and two fundamentally differing local approach 
parameter calibration methods are applied on the basis of the dataset. Dependencies in the 
calibrated parameters are describes and discussed, and on the basis of the results, a 
calibration methodology producing the widest range of property transferability is 
presented. 

Testing and material 

The material and experimental procedures are described in detail in [4], where the 
fracture toughness data is applied to demonstrate performance of small fracture mechanics 
specimens in the ductile to brittle transition region. A533B C1.1 (JRQ) in T-L orientation 
has a field strength of 486 MPa and a tensile strength of 620 MPa. Irradiation of the steel 
was performed approximately 15 years ago at a temperat~xre of 265~ with a neutron 
fluency of approximately 1.5 x 1019 n/era 2 (E > 1 MeV). At the irradiated condition the 
yield strength is 687 MPa and tensile strength 815 MPa. The T28J transition temperatures 
are -29~ and +84~ and upper shelf Charpy-V energies are 210 J and 129 J, respectively. 

The investigated specimen geometries were of  three-point bend type (3PB) with sizes 
10-10-55 ram, 5-10-55 rnm, 5-5-27 mm and 3-4-27 mm, respectively. The specimens are 
presented schematically in Fig. 1. Reference orientations were that of T-L while the 
irradiated were L-T. The specimens were tested in three point bending with a span to 
specimen width ratio of 4./nitial crack length to specimen width was 0.5 and the 
specimens were side-grooved 10% on each side. The testing and analyses routines 
followed ASTM standard E 1820-1999a (Test Method for Meas~ement of Fracture 
Toughness) and E 1921-2002 (Standard Test Method for Determination of Reference 
Temperature, To, for Ferritic Steels in the Transition Range). 
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Fig. 1--Three-point bend specimens used in material characterization and numerical 
analysis. 

Master Curve Analysis 

The Master Curve analysis followed the ASTM Test Method for Determination of  
Reference Temperature, To, for Ferritic Steels in the Transition Range (E 1921-2002). 
Two levels of  censoring were4 applied. First, for all data referring to "non-cleavage" 
(ductile end of test) it was prescribed that 6i = 0. Second, all data violating the specimen 
size validity criterion were assigned the toughness value corresponding to the validity 
criterion with 8i = 0. 

A plastic q-factor of 2 was used instead of  1.9 as prescribed in E1921. The reason for 
this was that the testing and J-analysis followed E1820. The effect of using the q-factor of 
2 instead of 1.9 is a 1-2~ bias of the To values towards lower temperatures. 

For the comparison of different size specimen data, and for the calculation of the 
Master Curve transition temperature To, all data were thickness-adjusted to the reference 
flaw length (thickness) B0 = 25 mm with Eq. 1 as prescribed in E1921: 

.( (1) 
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The thickness, B, refers to the nominal thickness, regardless of side-grooving. 

For all data sets, To was estimated from the size-adjusted Kse data using a multi- 
temperature randomly censored maximum likelihood expression (Eq. 2) [5]: 

I1 ~1.118i .exp{0.019[T i -To]  } (K ,q -  20)4 .exp{0.019[Ti -To] } 
= +77"exp{0.019[Ti-T0]} s (ll+77-exp{0.019[Ti-To]}) s =0 

(2) 

The transition temperature, To, was solved by iteration from Eq. 2. Yield strength 
temperature dependency was evaluated following the SINTAP-procedure as 

r =o_~r + le5/(491 + 1.8T)-189MPa, where RT denotes room temperature and O'y s 

temperature is given in degrees Celsius. 

Ideally, the Master Curve should not be fitted to data below To - 50~ i.e. data close to 
or on the lower shelf, where a temperature fit becomes highly inaccurate and where 
deviation in the lower shelf toughness from the Master Curve assumption may bias the 
results. Also, the effect of extensive ductile tearing should be avoided. Therefore, in the 
determination ofT0 the data were limited to -50~176 This is in harmony with 
the latest revision of the Master Curve standard, ASTM E1921-2002. 

In order to perform local approach parameter calibration on the basis of Master Curve 
scatter, the normalization fracture toughness, Ko, was estimated. The Master Curve scatter 
is described by Eq. 3 according to ASTM E1921-2002: 

PI [ ~,Ko_K ~ 
(3) 

The estimation of the normalization fracture toughness K0, corresponding to a 63.2% 
failure probability was carried out on the basis of randomly censored Maximum 
Likelihood, Eq. 4 [6]: 

+x 11, (4) 

where the censoring parameter 6 i is 1 for uncensored and 0 for censored data, the 

limiting fracture toughness having a fixed value of 20 MPa~m. 

Numerical analysis 
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Numerical analyses at temperatures corresponding to experimental fracture toughness 
data were carried out using the WARP3D research code version 13.9 developed by 
University of Illinois [2]. The computations presented in the current paper were carried 
out in 2D plane strain conditions. The elastic-plastic material behavior was modeled with 
an incremental isotropic hardening formulation. The deformation description was 
presented in a finite strain Lagrangian framework. Meshes were generated for 10• 10x55 
mm, 5x10x55 ram, 5x5x27 mm and 3x4x27 mm small 3PB specimens. 8 node bbar- 
stabilized 3D solid elements were used in the computations. A mesh for a CVN size 
specimen is presented in Fig. 2. 

Fig. 2--Mesh used for CVN size specimen. 

The temperature dependency of  yield strength was evaluated in accordance with the 
Master Curve method. Strain hardening exponent was evaluated on the basis of  yield to 

tensile strength ratio using an expression developed by Auerkari [7]: 

(Cro/cr ~ =(30"I/N)-1/N), where cr o is the yield strength, crt~ the tensile strength and 

N the strain hardening exponent. 

On the basis of numerical and experimental fracture toughness results for the transition 
region the parameters of a three-parameter Weibull distribution were fitted using a 
maximum likelihood (MML) scheme. This was performed using the WSTRESS [3] code 
and MatLab built evaluation routines. The three parameter Weibull model/modified 
Beremin model for cleavage initiation is presented as 

P/= 1-exp[-( ~ - crth lm], 
L t~176 J 

(5) 
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where o- W is the Weibull stress, o-, the scale parameter, m the shape parameter and o-~ 

the threshold stress. The Weibull stress is presented as 

1 

tv0g J 
(6) 

where o-~ is the first principal stress, Vo is a reference volume set to unity and f2 is the 

fracture process zone. The process zone was defined as f] : o" 1 > )L. o-0, where two values 

of ~ were used, 1 and 2, to evaluate results process zone dependency, o-,h was identified 

with K~ , ,  i.e. it corresponds to a Weibull stress at K = K~, .  

The calibration of  the shape and scale parameters was carried out using a MML 
routine. The form of  used MML for a Weibull probability density function ofEq. 5 was 

L(m,o- , )=  met  IIo-wl e x p - o r  E c r ,  e x p - ( n - r ) c r ,  crwc, 
i=l  / iM 

(7) 

where n - r is the number of  censored samples. The parameters were determined by 
iteratively finding the maxima of  Eq. 7. 

The calibration process consists of  determining the variation of the Weibull stress with 
different values of  the shape parameter to find the maximum ofEq. 7 by inputting the 
experimental fracture toughness results. Two different philosophies were adopted for this 
process. First, a direct approach by using the actual experimental samples at a fixed 
temperature was utilized. Second, the Master Curve normalization toughness was 
determined and the resulting distribution was used to stochastically generate the sample 
for parameter inference. In this case Monte-Carlo sampling is used to generate a large 
number of  datapoints using Eq. 8: 

Kg~,,~,~,~ =(Ko - K,,in ) . -LN{1-U}I/4 + K~n, (8) 

where U e [0,1] is randomly sampled. The first method is simpler and can be used even 

t9 "ill-behaving" fracture toughness data, while the second method requires a reliable 
estimate of  the normalization data and as such, the necessary number and quality of  valid 
experimental data. 

Experimental results 

The Master Curve analysis results for different specimens and irradiated and reference 
materials are presented in Figs. 3 and 4. 
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Fig. 3--Master Curve analysis results for A533B C1.1 (JRQ) in irradiated condition. 
Results for a) 10-10-55 ram, b) 5-10-55 mm and c) 5-5-27 mm specimens. 
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specimens. 
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It can be noted from Figs. 3 and 4 that the differences between the irradiated and 
reference state materials are quite high, the reference temperature differences being of  the 
order of  100~ The old irradiated 10-10-55 mm specimen results deviated from the other 
irradiated ones (also new irradiated 10-10-55 mm specimens [4]). The reference 
temperature differs by nearly 40~ which cannot be understood via any common means 
and probably results from deficiencies or mishandling during some stages of  experimental 
testing or macroscopic material inhomogeneity, since the results still follow the Master 
Curve. The differences in results of  other specimen sizes are of  commonly observed order, 
the 3-4-27 mm results differing from this trend by exhibiting to some extent a larger than 
expected scatter. 

The normalization fracture toughness was evaluated at temperatures and with specimens 
where enough datapoints were available (nominally 6 or more in order to have a number of 
samples to identify distribution properties). The results of  this evaluation are presented in 
Figs. 5 and 6 and the fitted temperature dependencies in Fig. 7. The minimum fracture 
toughness was fixed in all evaluations. 
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N u m e r i c a l  resu l t s  - c a l i b r a t i o n  

The numerical results comprise of calibrated parameters, estimates of  failure probability, 
evaluation of dependencies and transferability of results over temperatures and specimens, 
and comparison of simulated to actual Master Curves. 

The cleavage fracture initiation stress, the Weibull stress, is presented in Figure 8 for two 
cases, one irradiated and another for reference steel. The results are based on MML 
collocation estimation directly on the basis of  fracture toughness datapoints. The different 
process zone measures are indicated in the legends along with temperature. The effect of 
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decreasing temperature with increasing stress for crack initiation is noted. Scatter of  fracture 
toughness results is seen to affect the estimation results such that in some cases even though 
the temperature decreases, the cleavage crack driving stress appears to decrease as well. 
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Fig. 8--Weibull stress for a) irradiated 5-t0-55 mm specimen and b) reference 3-4-27 mm 

specimen. 

The calibrated Weibull shape and scale results using point collocation are presented in 
Figs. 9 and 10 as a function of temperature, respectively. The results for the shape parameter 
include 5% and 95% reliability bounds, for the scale and threshold parameters the scatter in 
the values is low enough to make them unnecessary. 
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The results of Fig. 9 imply that material fracture toughness scatter, at least to some 
extent, handicaps the calibration performance with respect to the WeibuU shape parameter. 
On some instances the trends do appear decreasing with temperature before increasing again 
as one approaches lower shelf, but on some instances the results also display continuously 
increasing trends as a function of temperature. The fact that some of the calibrations have 
been made to irradiated and other to reference state materials does not appear to play a part. 
In addition to the shape parameter being dependent on the closeness of lower and upper 
shelves, the actual transition temperature dependency appears quite moderate and on some 
parts even negligible. 

The shape and threshold parameters of  Fig. 10 display a clear, even to some extent linear, 
temperature dependency. The effects of different process zones are seen quite clear in 
limiting the range of the Weibull stress as dependent on applied loading. 

Comparison between experimental and collocation based numerical cumulative failure 
properties is given in Fig. 11, where the failure probabilities of experimental results have 
been evaluated according to ASTM E 1921-2002. Overall, even though the results for the 
shape parameter are seen to contain a large scatter, the predictions for the cumulative failure 
probability are seen to perform quite well and consistently, the median fracture toughness 
being simulated to a good accuracy. 

The analyses were all repeated using normalization fracture toughness based stochastic 
inference. The results for the Weibull shape and scale parameters are presented in Figs. 12 
and 13, respectively. Since in the Monte-Carlo based generation of fracture data for the 
calibration the scatter is treated by the pre-existing Master Curve analysis instead of the 
fitting routine itself, the trends in the results can be seen without the interfering scatter. The 
shape parameter is seen to be nearly linearly dependent on temperature as well as the scale 
and threshold parameters. Selection of process zone is seen to affect the results, this 
occurring via the corresponding magnitude of the Weibull stress values in larger/smaller 
process zone, introducing a shift in the calibration results. The threshold parameter is seen 
to attain very small values for smaller process zones, understood by the same analogy as 
above. 

The dependencies related to Ko are portrayed in Fig. 14. The results for Ko do contain a 
similar temperature effect evident during increase of the normalization fracture toughness, 
but since the results are given as a function of specimen size corrected K0 they also imply 
that the results are dependent on specimen size. It is seen that for smaller specimen sizes 
smaller process zone leads to smaller shape parameter, and vise versa for larger process 
zones. The specimen ligament dependencies of the scale and threshold parameters are 
smaller than those of the shape parameter. The dependency on ligament size in Fig. 14 is 
presented by the fact that the specimens are proportional in thickness and width, and the 
thickness naturally does not explicitly come into play in two-dimensional analyses. 
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Numerical results - comparison between different calibration methods 

Remits pertaining the relative performance of the two applied calibration methods are 
presented in Figs. 15 and 16. The differences are quite considerable, especially for the shape 
parameter, and are naturally reflected then onto the scale parameter, but not to extent of 
similar magnitude. The results overall display that the stochastic inference based 
methodology for attaining the parameters performs quite a lot better than the pointwise 
collocation type of an approach. The trends are clear and continuous, differences between 
process zone specification being particularly non-existent for 10-10-55 mm size specimens, 
while for the smaller specimens the steeper local stress-fields produce a greater dependency 
on definition of fracture process zone. Overall, the scatter is effectively eliminated by using 
K0 and the Master Curve scatter expression as a basis of  calibration. 
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Numerical results - evaluation of parameter transferability 

To evaluate the performance of calibration performed specifically at a single temperature 
against a single specified value for the whole temperature range, the different datasets were 
averaged with respect to the shape parameter and the cumulative failure probabilities were 
compared. These analyses were performed on the basis of  the stochastically attained values, 
since they displayed overall a quality notably better than the pointwise ones. As such, for 
the reference material and for a process zone specified by 2 = 1 a value of  m = 9 was 
chosen, while for 2 = 2 m = 14 resulted. The irradiated cases were considered as well, but 
the results did not display anything differentiating from those attained for the reference ease. 

The results of  the transferability evaluation are collected in Fig. 17. Since the temperature 
related trends of all calibrated parameters are nearly linear, the differences are bound to be 
the greatest at both ends to the temperature spectra. Also, the differences are naturally 
expected to be higher at the end of  the increasing transition where the change of  toughness 
with temperature is higher, and following, the error ought to be greatest at such 
temperatures. This is also observed from the results, i.e. the largest discrepancies between 
the temperature specific results and 'generic' results are observed for all cases at 
temperatures of -50~ and -60~ At other parts of  the transition the results are 
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surprisingly good, the differences between the specific and generic results being practically 
negligible, especially for median fracture toughness. 
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Fig. 17--Comparison of temperature specific and general parameter results for 
cumulative failure probability for different process zone definitions, a) 10-10-55 

ram, b) 5-5-27 mm and c) 3-4-27 mm. 

Numerical results - comparison between Master Curves 

A complete view of the results is attained by comparing the results to the corresponding 
Master Curve analysis results. This is presented for the 5-5-27 mm and 3-4-27 mm 
specimens in Figs. 18 and 19, respectively. 
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The comparability of Master Curve results to simulated results is good in general, but as 
it was noted in the previous chapter the generality of the calibrated single set of parameters 
does not quite carry to the upper parts of the modeled transition region, i.e. the simulations 
and the Master Curve start to deviate as one moves towards higher temperatures. In any 
case, it does appear that a validity range of  approximately 50~ can be attained. 

Discussion 

The calibration of modified Beremin model parameters on the basis ofpointwise fracture 
toughness data produced results with considerable scatter. Since in many cases the number 
of  different temperatures was considerably higher than typically in such analyses, a 
synthesis on probable parameter values and their trends could be made, but on the other 
hand, several cases persisted which would have led to ill-mannered conclusions. Such 
situations occurred in particular when approaching temperatures lower than the reference 
temperature for a specific case. This is not to be inferred as a theoretical deficiency of the 
used local approach model, but rather a consequence of sample scatter, which in such cases 
were attributed to scarcity in number of data and the values of fracture toughness. In some 
cases when using the collocation type of an approach this led to severe ill conditioning 
when the analyses were performed at a low temperature (with respect to To) combined to 
large scatter of fracture toughness and a limited sample size. Overall, it can be stated that 
reliable analyses can be performed for a typical fracture toughness dataset (which the 
current data was to establish and present) but calibrations performed for inhomogeneous 
datasets or at temperatures significantly differing from the reference temperature may 
produce unexpected problems. This can be interpreted such that the calibration ought to be 
performed where the fundamentals of weakest link principles apply best. In using the 
calibrated collocation data specific to temperature, the calibration naturally produces a 
decent estimate in terms of cumulative failure probability. This is primarily related to the 
corresponding values for the Weibull scale parameter, which adjusts accordingly to produce 
a description of the failure probability. 

The calibration using stochastic inference produced clearly defined trends with minimal 
scatter, the remaining inaccuracies primarily related to the numerical modeling process as a 
whole. The Weibull shape parameterhad a consistently decreasing trend with temperature, 
which obeys its understanding as a damage rate parameter, i.e. as the temperature and the 
associated fracture toughness decrease, the demands set to initiating a cleavage crack 
decrease, overcoming the threshold for initiation with a lower value of the shape parameter. 
The scale parameter can be treated as the normalization Weibull stress, and in a sense, is a 
ductility property for the sample at a specific temperature. As such, its decrease as a 
function of  temperature was clearly defined even for the collocation type of results. As a 
scaling parameter it also adjusts the calibration such that independently ofm a decent fit for 
the specific sample in question results. The temperature dependency of this parameter has 
been observed e.g. in [8]. The calibrated parameters displayed specimen size dependencies, 
which in the current work were apparent as specimen ligament size was considered. By 
considering the trends exhibited as a function of normalization fracture toughness it became 
apparent that for typical process zone definitions smaller specimens produce higher 
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estimates for the Weibull shape. This is logical if one considers the differences associated 
with near crack-tip fields in the studied 3PBs, reported in published literature e.g. in [9]. If  
the states of constraint in the different specimens are inferred by using e.g. Q-trajectories for 
characterization, it becomes apparent that the smallest of the 3PB specimens have a much 
more local and steeper stress field than that of the 10-10-55 mm specimen (i.e. a lower state 
of constraint). As such, the failure process zone becomes smaller necessitating an increase 
in the damage rate as the normalization toughness is decreasing with temperature. In such 
terms, there are differences between the predicted measuring capacities of the modified 
Beremin model and those of experimental findings, even though quantitatively the 
correspondence of the results may be satisfactory. The same analogy applies to explaining 
process zone dependencies, except that in some cases a 'too large' process zone can 
suffocate all trends in general and decrease evaluation performance. 

As it was noted the use of stochastically generated fracture data and the temperature 
dependency of the normalization fracture toughness to produce the parameter calibration 
was able to produce clearly defined dependencies between the parameters and temperature. 
This has much to do with the underlying Master Curve method, i.e. the superiority of using 
the scatter expression in the calibration is explained by the fact that the Master Curve 
analysis eliminates the uncertainties in analysis of the experimental fracture toughness 
results, while the large sample generated using a Monte-Carlo method takes care of the rest. 
With respect to the parameters of the modified Beremin model, this evidently appears to be 
the most robust and statistically sound approach. The problem relies in analysis of the 
normalization fracture toughness. The experimental data of the current study barely enabled 
such an evaluation, and the number of fracture toughness experiments typically performed 
to specify the reference temperature can be too stringent to enable sound determination. 

The evaluations using specific temperature dependent modified Beremin model 
parameters and those averaged over a range of temperatures enabled quantification of  
transferability properties as a function of temperature. Except for the far ends in the studied 
temperature ranges the results were proven quite satisfactory with respect to cumulative 
failure probability. This was witnessed by the comparison of simulated fracture toughness 
temperature dependency and scatter to those of the Master Curve method. At the far ends, in 
particular towards the increasing end of the temperature range, the temperature 
independence of the parameters of the modified Beremin model started to lose their hold. 
This was seen as significant differences in failure probabilities erupted and can be expected 
since any temperature related effects are neglected. The range of application was, however, 
quite large, and for the 3-4-27 mm and 5-5-27 mm specimens studied in detail one can 
conclude that approximately 50~ was covered by a single mean valued set of parameters 
using stochastic inference. Relying on the temperature dependency of the normalization 
fracture toughness is crucial in this matter for the performance of the modified Beremin 
model, otherwise the explicit dependencies on temperature and stress need to be modified. 
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Summary and Conclusions 

Master Curve analyses of  experimental fracture touglmess results were assessed using a 
modified Beremin model. The model parameters were calibrated using two fundamentally 
differing methods and transferability of the results evaluated. Simulated fracture toughness 
transition Curves were compared to the Master Curve ones. The results of the work can be 
concluded as follows: 

Calibration of modified Beremin model parameters was reliably performed using 
methodology based on stochastic inference. 

Pointwise collocation type of an approach suffered from intrinsic scatter of the fracture 
toughness samples. This lead to uncertainties in calibration results, unidentifiable trends 
and some ill-conditioned estimates highlighted in small sample statistics. 

The Weibull shape and scale parameter temperature dependencies were identified for the 
current fracture toughness results. In general, both were found nearly linearly dependent 
on temperature, whereas the temperature dependency can be expected in the used local 
approach model. 

Process zone definitions and states of near crack tip constraint produce a 'ligament' 
dependency on calibration results. For typically used process zones lower state of 
constraint necessitates a higher value for the shape parameter, vice versa for larger 
process zones. Too large of a process zone can decrease the accuracy of the estimates by 
adding "oulk' stress fields to the prediction of failure event, decreasing prediction 
performance and the requirements set to the scale parameter and/or normalization 
fracture toughness. 

The reference temperature itself does not have a primary effect on the calibration results, 
but rather defines suitable surroundings for the temperatures where most reliable results 
are attained. 

Using the temperature dependency of the normalization fracture toughness and stochastic 
generation of the calibration sample reliable estimates of failure behavior in the ductile 
to brittle transition behavior can be attained. In the current study the range of feasible 
use of a determined parameter set was approximately 50~ where the results were 
practically identical to those produced by the Master Curve method. 
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Abstract: A correction of CTOD for constraint loss in large-scale yielding conditions is 
made on the basis of  the Weibull stress fracture criterion, that eliminates an excessive 
conservatism in the conventional fracture assessment and material fracture toughness 
requirement. A CTOD ratio fl = ~3e / ~rre (< 1) is proposed, where 6rrP is the CTOD of a 
wide plate component and 83P is an equivalent CTOD of the fracture toughness specimen at 
which the toughness specimen gives a compatible Weibull stress with the wide plate. The 
CTOD ratio fl is decreased to a large extent after full yielding of the wide plate component, 
which is more significant for a high yield ratio YR and a deep surface crack in the wide 
plate. The Weibull modulus m exerts a marginal influence on ft. A case study is presented 
on the application of the CTOD ratio fl to the fracture performance assessment of full-scale 
cohmm-to-beam connections subjected to cyclic and dynamic loading. 

Keywords: brittle fracture, constraint effect, transferability analysis, fracture toughness, 
fracture performance, equivalent CTOD, Weibull stress criterion, structural steels 

Introduction 

Fracture mechanics approaches to the defect assessment, the structural integrity evalua- 
tion and the material qualification rely on the stress intensity factor K, crack tip opening 
displacement (CTOD) and Jintegral as the mechanical parameters controlling stress fields 
near the crack tip. It is known, however, that in large-scale yielding (LSY) conditions the 
actual stress fields do not necessary follow the K- and J-controlled fields and depend sig- 
nificantly on the crack size and geometry of specimens employed. This is due to a loss of 
plastic constraint around the crack tip. In notched tension panels and bend specimens with 

i Associate Professor, Department of Manufacturing Science, Graduate School of 
Engineering, Osaka University, 2-1 Yamada-Oka, Suita, Osaka 565-0871, Japan. 

2 General Manager, Plate & Structural Steel Project Promoting Department, Sumitomo Metal 
Industries, LTD., 1-8, Fuso-Cho, Amagasaki, Hyogo 660-0891, Japan. 

Copyright �9 2004 by ASTM International 

48 

www.astm.org 



MINAMI AND ARIMOCHI ON CONSTRAINT CORRECTION 49 

a shallow crack, a marked growth of plastic zone decreases the crack tip constraint to a large 
extent while the standard fracture toughness specimen with a deep crack maintains a high 
level of constraint even in the LSY state. Such constraint loss relaxes the near-crack tip 
stress fields, which leads to an apparently increased fracture toughness Kc, 8c and Jc at 
brittle fracture initiation. 

In order to characterize the constraint loss effect on the stress fields, the T-stress and Q- 
parameter were developed in the K- and J-controlled fields, respectively [1-5]. Fracture 
toughness results for different specimen geometries are scaled with the T-stress and Q- 
parameter at fracture. Nevertheless, the K-T and J-Q characterizations posed a problem in 
the fracture assessment; the T-stress and Q-parameter at fracture can not be estimated in 
advance because they change with the load level as a function of the specimen geometry. A 
series of fracture tests using different specimen configurations are required for the transfer- 
ability analysis of test results [6]. 

On ihe other hand, Anderson and Dodds [7, 8] have proposed a toughness scaling model 
(TSM) to correct the fracture toughness for constraint loss in the LSY conditions. This 
model insists on a similarity between near-tip stress contours in different yielding condi- 
tions, and transfers the fracture toughness in large-scale yielding to one under small-scale 
yielding with equivalent stressed areas ahead of a crack. For simplicity, the TSM does not 
reflect the variation of stresses within near-tip stress contours and not consider a statistical 
aspect of cleavage fracture. In order to overcome limitations of the TSM, a modified tough- 
ness scaling with the Weibull stress was attempted [9, 10], that requires the attainment of a 
specified Weibull stress to cause cleavage fracture at the same probability in different speci- 
men geometries. 

Those methodologies focus the attention on toughness scaling in small-scale yielding 
conditions. From a structural design point of view, however, the fracture toughness to be 
used for the fracture performance evaluation in service conditions should be quantified in 
conjunction with the constraint condition. This paper addresses the constraint correction of 
CTOD as a function of the deformation level of structural components. The Weibull stress 
is used as a medium of the fracture transferability analysis. Aparametric study is performed 
on the CTOD correction ratio ]7, that includes the effects of the work hardening property, 
the crack size assumed in components and the Weibull modulus m related to a scatter of the 
material fracture toughness. As a practical application, the fracture performance of full- 
scale models of column-to-beam connections subjected to large plastic deformation is 
analyzed with the CTOD ratio ]7. 

CTOD Toughness Scaling with the Weibull Stress 

This paper introduces a CTOD toughness scaling methodology to correct the constraint 
loss in large-scale yielding conditions. The Weibull stress o-rv is used as a driving force for 
cleavage fracture of ferritic materials. The Weibull stress cr w is derived from a statistical 
characterization of instability of microcracks in the local approach [ 11, 12], and given by 
the integration of a near-tip stress CreffOver the fracture process zon~ Vf in the form 

0"14" : r t]-'~'-( L vO iVf [ffeff]mdVf] l/m (1) 
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where V 0 and m are a reference volume and a material parameter, respectively, and Vf 
almost corresponds to the plastic zone near the crack tip. The m-value reflects the 
distribution ofmicrocracks for the material, and generally is in the range 10 to 40 [11, 13- 
19]. The critical Weibull stress aW, cr at brittle fracture initiation obeys the Weibull 
distribution with two parameters m and ~r u 

Crw, cr F(CrW, cr )= l_exp[_ ( ~ )  mJ (2) 

that is considered as a material property independent of the size and geometry of specimens. 
This feature enables the fracture transferability analysis among different specimen 
configurations. In fact, the thickness effect [13, 14], the crack depth effect [15-17] and the 
specimen type and geometry effects [13, 18, 19] on the cleavage resistance of  fracture 
mechanics specimens were successfully predicted on the basis of the Weibull stress criterion. 

Figure 1 illustrates the CTOD toughness scaling between the standard fracture tough- 
ness specimen (three-point bend specimen with a deep crack is considered in this study) and 
a wide plate component with a crack. This paper defines the CTOD ratio/3 [19] as 

P =  3p/ wv (3) 

where ~rv? is the wide plate CTOD, and ~se is an equivalent CTOD at which the fracture 
toughness specimen gives the same Weibull stress as the wide plate. In structural engineering 
fields, the CTOD design curve (= relationship between applied strain e.. and ~we) is 
conventionally used for the fracture assessment of notched components. Because a direct 
connection of the material fracture toughness with the CTOD design curve may lead to a 
very conservative estimation of the fracture performance due to a constraint loss, the CTOD 
ratio fl will pronounce a fair judgement of the incidence of brittle fracture. This paper 
quantifies the CTOD ratio/3 as a function of the applied strain e.. of the wide plate, aiming 
at a reasonable fracture assessment as the: 

A 3P bend (e/W=0.5) 

t~ ~ I ~ f f ] $  W ('Fracture totJghness~ ~ .~ 
~ /  " ~ " ~ W i d e  ] requirement ] ~ -  

/ L : ' ~  plate ~ - ~ O C T O D  design 
L ~3P R=I~.awPR J * ~ 0 curve 

�9 E .~  >. 

~;p 8Wp CTOD " _, [ / I [ Applied 
I wP, cr= 3P, o,: l I _ . /  

1 . . . . . . .  

v v 

O L results (~3P cr .J ( "~*~ Required def0rmabilit 
0 L~.o F : Fracture performance,,) 

Applied strain, ~oo 

Figure 1 -- CTOD toughness scaling between wide plate component and fracture tough- 
ness specimen by way of the Weibull stress. 
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- Determination of minimum required fracture toughness ~sfi to meet a design solution e ~  
of structural components, and the 
- Accurate estimation of fracture performance e= ~ of structural components from frac~tre 
toughness test results 83e cr- 

As for the near-tip stress a_=in Eq 1 to calculate the WeibuI1 stress, an effective stress , ej j ,  

[14] considering a random spacial distribution of microcraeks is employed in this paper. 
The selection of the reference volume V 0 does not affect the fracture transferability analysis, 
although the absolute value of the Weibull stress depends on V 0. Furthermore, the Weibull 
modulus m has no relation with V 0. Hence, a unit volume is adopted as V 0 for convenience 
[14]. The Weibull stress in this paper is numerically evaluated by the Gaussian quadrature 
using the isoparametric representation of finite elements [20]. 

Transferability Analysis of Fracture Mechanics Test Results 

Experiments and numerical analysis were conducted to demonstrate the advantage of the 
Weibull stress criterion for the fracture transferability analysis. Two high-strength structural 
steels, HT490 and HT950, with different work hardening properties were used. The plate 
thickness of each steel was 25 mm. Table I shows the chemical composition and mechanical 
properties of these steels. Low and extremely high YRs (yield-to-tensile ratios) are noted 
for HT490 and HT950 steels, respectively. Figure 2 shows the configttration of test specimens 
employed. Fracture toughness tests were conducted with the compact and three-point bend 
(3PB) specimens. The compact and deep-notch 3PB specimens with a/W = 0.5 (a: notch 
length, W: specimen width) were of a standard type specified in the British Standard of 
Fracture Mechanics Toughness Tests - Part 1, Method for Determination of Kit , Critical 
CTOD and Critical JValues of Metallic Materials (BS7448-Part 1 : 1991). A shallow notch 
of a/W = 0.1 was also prepared for the bend specimen of HT950 steel. Tension specimens 
had a double-edge notch (DENT) of a/W= 0.3 for both steels, where the specimen width 
2W= 100 mm. The notch tip of each specimen was finished with a fatigue precrack of 
length 2.0 - 2.5 mm. Fracture tests were conducted at -100 ~ for both steels in a lower 
range of the fracture transition. 

Test results were given in Figure 3 in terms of a cumulative distribution of the critical 
CTOD at brittle fracture initiation. The fracture mode of the HT490 steel was almost pure 
cleavage. By contrast, the HT950 steel exhibited a small amount of the crack growth before 

Table 1 -- Chemical composition and mechanical properties of high strength steels used 1. 
Chemical composition (mass %) 

C 0Si3_3 Mn P S Ni Or Mo Cu.. V Ceq 
HT490 0.17 1.22 0.012 0.004 0.02 0.03 0.01 - 0.40 
HT950 0.12 0.1'9 0.89 0.004 <0.001 2.61 0.58 0.55 0.30! 0.05 !0.60 

Mechanical properties (Rolling direction) 

(~y(iPa) O'T(MPa ) YR=(~y/(YT(% ) ET(% ) 

HT490 356 520 68.3 13.8 
HT950 1026 1036 99.1 ~ 612 

1 " 

C e q = C + M n / 6 + S i / 2 4 + N i / 4 0 + C r / 5 + M o / 4 + V / 1 4 ,  o'y: Yield stress, GT: Tensile strength, or. T : Uniform elongation 
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Figure 2 -- Fracture mechanics specimens used in experiments. 

I = _ 

I- 

brittle fracture. The CTOD values were calculated according to BS7448-Part 1 for the 
compact and deep-notch 3PB specimens and by the Dugdale model [21] for the DENT 
specimen. One for the shallow-notch 3PB specimen was evaluated by a method proposed 
by Wang and Gordon [22], that is based on the area under the load versus CMOD record 
(CMOD: crack mouth opening displacement). A marked effect ofconstraint loss is observed 
in the DENT and shallow-notch 3.PB test results; apparently higher critical CTOD values 
than those of the compact and deep-notch 3PB specimens (standard fracture toughness 
specimens). 

Using the CTOD test results of the standard fracture toughness specimens, the critical 
CTODs of the DENT and shallow-notch 3PB specimens were predicted on the basis of the 
Weibull stress criterion; independence of o'~ cr on the specimen geometry. The near-crack 
tip stress fields were addressed by a three-dimensional FEM with the FE-code, ABAQUS 
ver. 5.8. The minimum element size at the crack tip was 0.01 • 0.01 • 0.05 mm, that was 
common to all specimen geometries. An iteration procedure [14] was employed for the 
determination of the Weibull modulus m. The m-values determined from the standard 
toughness specimens were 17 and 20 for HT490 and HT950 steels, respectively. With these 
m-values, the evolution of the Weibull stress with the CTOD was calculated for the DENT 
and shallow-notch 3PB specimens. According to the Weibull stress criterion, the critical 
CTODs of these specimens are estimated as the CTOD level at which these specimens 
exhibit the same Weibull stress as the standard toughness specimen at any cumulative 
frequency. The estimated results are drawn with a solid line in Figure 3. A good agreement 
is observed between the prediction and experimental data. One may argue the reliability of 
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Figure 3 -- CTOD test results and estimation of  critical CTODs of  tension and shallow- 

notch bend specimens based on the Weibull stress criterion. 

the m-value determined by the iteration procedure; non-uniqueness in small-scale yielding 
conditions [9]. In order to address this subject, a bias was introduced in the range 0.5m < m 
_ 1.5m, where m is the Wethull modulus determined by the iteration method (m=17, 20 in 
this case). The numerical investigation with m = m + 0.5~n indicated that such bias hardly 
affected the prediction of the critical CTOD. It is demonstrated [18, 19] that the Weibull 
stress criterion is also applicable to the fracture transferability analysis of  welded joints, 
where the Weibull stress is calculated over a specific region responsible for fracture initiation. 

CTOD Toughness Scaling Diagram 

Parametric FE-Analysis 

As an engineering application of the Weibull stress criterion, a ~amework begins in this 
study to construct the CTOD toughness scaling diagram that corrects the constraint loss in 
the fracture assessment in large-scale yielding conditions. 

A tension wide plate with a surface crack and a standard three-point bend (3PB) specimen 
with a deep notch ofa/W = 0.5 are considered (Figure 4). For these specimens, a parametric 
FE-analysis was conducted to investigate the controlling factors of the CTOD ratio ]3. Table 
2 gives basic variables employed in the FE-analysis, which include the work hardening 
property of the material, the size of a surface crack in the wide plate, and the Weibull modulus 
m .  

Work hardening property : The work hardening properties affect the near-crack tip stress 
fields to a large extent. In this study, the YR (=err/err) was varied in the range 0.60 to 0.95 
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with a given yield stress o'y= 583 MPa. For comparison, the YR was also varied with a 
given tensile strength o'T= 711 MPa. The uniform elongation e r (nominal strain at attain- 
ment of  err) was kept constant, eT= 11.4 %. These cry, (r e and e r values were referred to the 
mechanical properties of  a high strength pipeline steel of  grade 550 MPa [23]. 
Cracksize : The Weibull stress of the wide plate component depends on the crack tip con- 
straint as well as the process zone size of the surface crack. The former controls the inten- 
sity of  the stress fields, and the latter has a volume effect on the Weibull stress. In the FE- 
analysis, the length 2a and depth b of  a surface crack were varied in the range 16 < 2a < 100 
mmand  1 < b <  6 mm. 
Weibull modulus m : The Weibull stress includes the shape parameter m in the form of  Eq 1. 
The m-value ranged from 15 to 40 in the numerical analysis, where m = 20 was used as a 
standard value. 

The parametric FE-analysis was conducted with the FE-code, JOH-NIKE3D. The 
minimum element size at the crack tip was 0.067 • 0.067 • 0.5 ram, that was common to 
the 3PB specimen and wide plate component. The crack tip opening displacement of  the 

Table 2 -- Basic variables in parametric FE-analysis o f  CTOD ratio ft. 

Gy : Yield stress, o" T : Tensile strength, E T : Uniform elongation, 2~ :  Equivalent through-thickness crack size 

Figure 4 -- Three-point bend specimen with a deep notch and wide plate with a surface 
crack used for parametric study of  CTOD ratio ft. 
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surface crack was evaluated at the center of  the crack, and calculated by a tangential method 
[24]. The CTOD of  the 3PB specimen was calculated according to the procedure in BS 
7448-Part I: 1991. 

Effect of  Work Hardening Properties 

The yield-to-tensile ratio YR (= ~ r / ~ r )  had a large influence on the CTOD ratio ft. 
Figure 5 shows the change in fl with YR for the surface crack of  2a = 40 mm and b = 6 ram, 
where the results are given as a function of  the non-dimensional overall strain eo~/e:~ of  the 
wide plate (or: yield strain). In the Weibull stress calculation, a standard m-value of  20 was 
used. As described earlier on, the CTOD ratio fl corrects the CTOD ~zee for constraint loss 
in the wide plate so as to give the identical Weibull stress with the 3PB specimen. Namely, 
the wide plate CTOD offlSg 7, is equivalent to the 3PB CTOD ~sP in terms of  the Weibull 
stress. It can be seen that the CTOD ratio fl is considerably reduced after full yielding of  
the wide plate, which is more significant for a high YR. This is mainly related to a crack tip 
opening behavior of  the wide plate, as described below. The change in YR under a constant 
cr r condition gave substantially the same results as in a constant cr r condition. Similar 
dependence of  fl on YR was observed for other crack size and m-values. 

Figure 6 shows a comparison of  the maximumcrack opening stresses (o r )  near the yy max 
crack tip for the 3PB specimen and the wide plate with a surface crack of2a = 40 mm and 
b = 6 ram, where the results for YR = 0.60 and 0.82 are shown. Due to a constraint loss, the 
wide plate component gives a lower near-crack tip stress (trey)max than the 3PB specimen at 
a large CTOD level. The increase in YR increases the near-tip stress (cry)max under a 
constant cr r condition (Figure 6(a)), but d e c r e a s e s  (O'yy)max under a constant cr r condition 
(Figure 6(b)), respectively. Nevertheless, the difference between the Weibull stresses for 
the 3PB specimen and wide plate is nearly independent of  the yield ratio YR. 

The work hardening properties also affect the crack opening behavior. Figure 7 shows 
the effect o fyR on the CTOD 8g,p of the wide plate with a surface crack of2a = 40 mm and 
b = 6 ram. A definite dependence of  8wp on YR is observed; increasing 8we with increasing 
YR in both o'r-constant and o-r-constant conditions. This is related to a localization of  
plastic strain: Low work hardening (= high YR) yields a marked strain localization in the 
crack tip region, which produces a large CTOD 8wP [25-28]. 

1 •0 ~"  'i i ........ cr v : constant (ev=0.28%) 
"ii_~!i ''r ........ i I ~ G T : constant (e,r=0.21. -0.33% 

O.8 
...... = o.6o..--.i ........ m = 2 6  

...~ 0.6 .~~__~jOi70.. !~'.-~-! ...... -/---~ ......... ~ ........ i ........ ........ ~ I  2a=4Omm 

o,, o.,iz ii!ii   
0 

0 1 2 3 4 5 
~ / ~ y  

Figure 5 -- Effect of  yield ratio YR on CTOD ratio [3. 
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It can be understood from Figures 6 and 7 that the dependence of the CTOD ratio fl on 
YR is mainly dominated by the crack opening behavior of  the wide plate. Remember that 
the difference between critical CTODs of  the DENT and deep-notch 3PB specimens for 
HT950 steel with YR = 0.99 was apparently larger than one for HT490 steel with YR = 0.68 
(Figure 3). This is consistent with the numerical results in Figure 5, small fl for a high YR. 

Effect of Crack Size in W{de Plate Component 

(a) Effect of Crack Length --The size of a surface crack exerts an influence on the Weibull 
stress of the wide plate in two aspects; the near-crack tip stress errand the volume V~ of  the 

�9 e ] j  j . 

fracture process zone. In addition, the crack size governs directly flae crack opening behavior 
of the wide plate. The CTOD ratio fl is determined by the combined effects of these properties. 

Figure 8 shows the effect of surface crack length 2a in the wide plate on the CTOD ratio 
fl for YR = 0.82. The crack depth b is fixed at 6 ram. The CTOD ratio fl seems to be not so 
sensitive to the crack length. With different YR, the results were almost similar. The little 
effect of  the crack length 2a on fl on is discussed below. 

Figure 9 shows the evolution of the near-crack tip maximum stress (O'ye)m~ x for different 
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Figure 8 -- Effect of surface crack length 2a in wide plate on CTOD ratio ~. 
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crack length in the wide plate. The (O'yy)max for the 3PB specimen is also presented as a 
reference. It is found that the near-tip stress (or)  is not affected very much by the crack 

�9 ] 5 ,  m a x  

length 2a. However, the Welbull stress for the wide plate is increased with increasing the 
crack length 2a, as showia in Figure 10. This is due to a volume effect of  the surface crack�9 
Provided that the near-tip stress ((rre)max is independent of the crack length and uniform 
along the crack front, the Weibull stresses for crack length 2a] and 2a 2 are related in the 
form 

O'W(2al) = (ai/a,2) lira "O'W (2az) (4) 

The Weibull stress in Figure 10 is slightly larger than one estimated by Eq 4 for a I > a 2. 
Such volume effect may lead to a larger fl for a longer crack�9 On the other hand, a long 
surface crack produces a large CTOD Swp, as shown in Figure 11. This contributes to 
decreasing fl for a long crack. Namely, the crack length 2a brings about two opposite 
influences on the CTOD ratio ft. The positive and negative effects are almost evenly bal- 
anced, so that the CTOD ratio fl seems to be insensitive to the crack length 2a in the range 
of calculations in this paper (16 < 2a < 100 mm, b = 6 mm). As an example, the CTOD 
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Figure 10 --Effect of surface crack length 2a on evolution of  the Weibull stress for wide 
plate. 
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ratio fl at the overall strain of e= / e r = 3 is given in Figure 10. 
For a small m-value, say m < 15, the crack length effect on ]3 is slightly enlarged. This is 

discussed later (Figure 16). 

(b) Effect of  Crack Depth -- The effect of  surface crack depth b on the CTOD ratio ]3 is 
investigated in Figure 12 under a condition of YR = 0.82 and 2a = 40 ram. The CTOD ratio 
]3 is decreased with increasing the crack depth. This tendency is determined by a competi- 
tion between the crack depth effects on the stress fields and on the crack opening behavior, 
as discussed below. 

Figure 13 shows the effect of crack depth b on the evolution of the near-tip maximum 
stress (o : )  for the wide plate A deep crack elevates the near-tip stress (or)  definitely, 

y y  m a x  " y y m a x  

as informed by the study of Newman and Raju [29]. This may lead to a larger fl for a deeper 
crack, but the results in Figure 12 are opposite. It should be remembered at the same time 
that the wide plate CTOD Swp is enlarged with increasing the crack depth, as exhibited in 
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Figure 12 -- Effect of  surface crack depth b in wide plate on CTOD ratio ft. 
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Figure 15 --Effect of surface crack depth b on evolution of the Weibull stress for wide plate. 
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Figure 16 - -  Effect of Weibull modulus m on CTOD ratio ft. 

Figure 14, which decreases the CTOD ratio ft. A smaller fl for a deeper crack, that is shown 
in Figure 12, suggests that the crack depth exerts a larger effect on the CTOD 8wp than on 
the near-tip stress intensity of  the wide plate. Figure 15 shows the evolution o f  the Weibull 
stress for different crack depth, where the CTOD ratio fl at the overall strain o f  ~ / e  r = 3 is 
calculated as an example.  The deep crack results in a small  C T O D  ratio ft. At  a large 
deformation level, however, the crack depth effect on fl seems to be weakened (Figure 12). 

Effect of  Weibull Modulus 

The influence o f  the Weibull modulus m is exhibited in Figure 16 for the surface crack o f  
2a  = 40 and 100 mm. The CTOD ratio ~6 is slightly increased with decreasing m. This is 
explained as follows: The Weibull stress crw consists o f  a stress term and a vo lume term. 
The stress term is expressed as (cretin) ]/n and almost independent o f  re. On the other hand, 
the vo lume  term includes the shape parameter  m in the form V/1/m. The latter becomes  
active, when  a large process zone Vfis combined with a small m. However,  the effect o f  
shape parameter  m on fl is marginal-for m > 20. 
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Fracture Assessment  of  Steel Structures Using CTOD Ratio 

The CTOD ratio fl proposed in this paper has been implemented in the fracture assess- 
ment guideline, Method for Assessing Brittle Fracture in Steel Weldments Subjected to 
Large Cyclic and Dynamic Strain (WES-TR 2808 : 2000) published by the Japan Welding 
Engineering Society. In WES-TR 2808, a practical application of fl is included in the frac- 
ture performance assessment of large-scale components. In the following, the results are 
described briefly. 

A series of large-scale fracture tests of column-to-beam connections have been carried 
out [30]. Materials used were high strength strucatral steels (rolled H-shape steels) of 490 
MPa strength class. A typical example of the specimen configuration is shown in Figure 17. 
Various details of connection were applied, that included the type of weld access hole, 
different curvature of the access hole, with/without expansion of the beam flange at the 
beam end, and the extension of diaphragm from the column etc. Cyclic loading was applied 
to the specimens at 0 ~ Some tests were conducted in a dynamic loading condition; the 
strain rate at the beam end was in the order of 10 %/s. A total of 30 large-scale specimens 
were tested. During the tests, the history of the load and strain (macro-strain) at the beam 
end was recorded. It was observed that brittle fracture was originated at the bottom of the 
access hole or from the weld bond near weld start/end of the coltmm-to-beam joints. 

The fracture assessment guideline, WES-TR 2808, is characterized by two key ides; 1) a 
temperature shift concept for fracture toughness evaluation in cyclic and dynamic loading 
conditions and 2) the CTOD ratio fl to correct a constraint loss in structural components 
subjected to large plastic deformation. 

The cyclic loading causes a prestrain effect, which elevates the flow stress and deteriorates 
the fracture toughness of materials. The dynamic loading also brings about a similar effect, 
although the mechanism is different from the prestrain effect. The temperature shift concept 
(Figure 18) enables the fracture toughness evaluation in cyclic and dynamic conditions 
from the static toughness results without prestrain. Authors' recent study [31 ] has derived 
the relationship between the temperature shift ATpD and the flow stress elevation Aaf ez) 

" 00 
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i 7::~L, Through diaphragm 
T / H-shaped beam I16i 35 7 . FB-9X2~ ~ ; ~ =,=-,. 35 ~ 12~ ~ 500X 200 X 13 X24 1/ (,OoMPao, ..,oo,, 

1250' ~.~ :OX column ~" Load cell .I ~ 28I Diapllragm flUaPnP(~; 24 

Pin i~ (BCR295) / ~  
~ Oil iA~.k 

support~ 
(Unit : mm) 

Figure 17 -- Large-scale test specimen of column-to-beam connection. 
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Figure 18 -- Temperature shift concept for fracture toughness evaluation in cyclic and 
dynamic loading conditions. 

Figure 19 -- CTOD ratio fl for fracture assessment of column-to-beam connections. 

from the analysis based on the WeibuU stress criterion. In WES-TR 2808, the ATpD - 
Atrf Po relationship is more simplified as 

:100_<AoffD<300(MPa) , (Aay +Aa~D)/2 (5) 

for structural steels of  400 to 490 MPa strength class, where Atr~ D and Aty~ D are the 
increase in the yield stress and tensile strength, respectively, by prestrain and dynamic load- 
ing at the service temperature T. An empirical formula for estimating Acrf ~ and Aar e~ as 
a function of the prestrain and strain rate is given in WES-TR 2808. 

The yield-to-tensile ratio, YR, of the high strength structural steels tested was nearly 0.7 
in as-rolled conditions. Nevertheless, the CTOD ratio fl for the column-to-beam connections 
was evaluated with YR = 0.6 considering a reduction of YR due to the Bauschinger effect 
during cyclic loading. Figure 19 shows the change in fl with the applied strain e** for the 
wide plate component. The m = 20 was employed in the light of m-values of recent Japanese 
steels [16, 18, 19]. The size of a surface crack was varied in the range of2~ = 2.5 to 18.2 
mm, where a is a half of the equivalent through-thickness crack size. Since the column-to- 
beam connections failed at large strains exceeding 3e r (er: yield strain) in the fracture 
region, the CTOD ratio off l  = 0.4 was applied to all specimens as a mean value. 
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The CTOD & of the column-to-beam connections was evaluated with the CTOD design 
curve in WES 2805-1997 (Method for Assessment for Flaws in Fusion Welded Joints with 
Respect to Brittle Fracture and Fatigue Crack Growth) 

f (~z/2) (eloca t i~y)2 (etoca l < ~y) 8 (6) 
s x/(/l/2) [9 (eloca l / e y ) -  5] (eloca l > st) 

where eloc, l is a local strain in the crack region. The local strain eloca t is converted from a 
macro-strain emacr o using a strain concentration factor Ke 

emacr o = eloca l I K s (7) 

Typical values of K~ for the column-to-beam connections are given in WES-TR 2808. 
The fracture strain (macro-strain) at the beam end of the column-to-beam connections 

was estimated as follows: 
1) Evaluation of  the material fracture toughness 8se c~ at a temperature of T -  ATpo in the 

static condition without prestrain (T : test temperature = 0 ~ The temperature shift 
ATpo was calculated with Eq 5, where the prestrain accumulated up to the fracture load 
cycle and the strain rate in the fracture load cycle were used for the estimation of  A ~  Pp. 

2) Correction of the fracture toughness for constraint loss in the column-to-beam connections 
using the CTOD ratio ft. Namely, ~rep, cr = ~sP, cr / fl' where ]7 -- 0.4 was applied to all 
specimens. 

o Fracture at access hole bottom (Static) 
I~ Fracture from weld bond (Static) 
a Fracture at access hole bottom (Dynamic) 
~' Fracture from weld bond (Dynamic) 
x Unobvious fracture origin (2a = 0.5 mm) 

10~ 
o~ Full-scale ..'" � 9  
" "  column-to-beam ..'" ,~ ', 
-o connections of I ~-" � 9  
~ 490 MPa class steels ..-'" 1~ ~ / I , ~ . , ,  

,0o ...... , / "  
.~ .,'" d.~.,'" 

�9 

,..~ ~176176 ~ ! 10.1 xa.."" .."" 

/ J "  High toughness steel 
Lt. / ~ b e r  of specimens =30) 

10-2 . L.' . . . . . .  i . . . . . . . .  r . . . . . . . .  
10-2 10-1 10o 101 

Fracture macro-strain measured (%) 

Figure 20 -- Comparison between fracture macro-strains o f  column-to-beam connections 
estimated with CTOD ratio fl and measured in experiments. 
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3) Evaluation of a local strain at fracture, etocal, F, with the CTOD design curve (Eq 6). The 
corrected fracture toughness 8m~ ' cr was substituted for ~ in Eq 6. The equivalent crack 
size ~ was calculated from a pre-existing flaw or a ductile crack nucleated during cyclic 
loading. 

4) Determination of the fracture macro-strain at the beam end, as emac, o, ~ = etoc,l, F~ K e . 
Figure 20 compares the fracture macro-strain estimated with one measured in the tests. The 
estimated results are almost consistent with the experimental data. 

It is expected that the CTOD ratio fl proposed in this paper will exclude an excessive 
conservatism in the conventional fracture assessment and material fracture toughness re- 
quirement. Further work is in progress to make a monograph for a simple evaluation of 
for engineering applications. 

Conclusions 

This paper focused on the CTOD toughness scaling between structural components and 
fracture toughness specimens. A CTOD ratio fl = ~P/~WP (< 1) was introduced on the basis 
of the Weibull stress criterion, where Srr e is the CTOD of a wide plate component and ~3~' is 
an equivalent CTOD of the standard fracture toughness specimen at which the toughness 
specimen presents the same Weibull stress as the wide plate. "/he CTOD ratio fl corrects 
the CTOD of structural components for constraint loss in large-scale yielding conditions. 
The CTOD toughness scaling with fl was conducted as a function of the applied strain of the 
wide plate component and the CTOD S3p of the toughness specimen. Major factors 
controlling ~ were the work hardening property of materials and the depth of a surface 
crack in the component. A low fl was found for a low work hardening (= high yield-to- 
tensile ratio YR) and a deep surface crack. The length of a surface crack and the Weibull 
modulus m did not exert a large influence on fl within the range of calculations in this paper. 
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Abstract: Using the Zerilli-Armstrong (ZA) constitutive model for BCC materials and a 
combined strength-strain model of fracture, a physics model suitable for predicting the 
fracture toughness transition behavior of ferritic steels has been developed. The model 
predicts an exponential dependence of the plastic work on temperature and thus is 
comparable to the exponential dependence of plastic work predicted by Wallin et al. for 
the Master Curve. Exploring the limits of applicability of the ZA equation used as the 
basis for this model provides the information required to firmly establish the limits of 
material condition applicability of the Master Curve. Calculations based on limited data 
provide validation of  the proposed model. The models ability to predict shifts in 
transition temperature with irradiation and its application to RP vessel integrity 
assessment will also be discussed. 

Keywords: Cleavage fracture; Steels; Transition temperature; Dislocation mechanics; 
Characteristic distance 

Introduction 
The goal of most any model development program is confident prediction of 

material behavior over a wide range of material and load conditions. If the model is well 
understood and accurately reflects the mechanisms controlling material behavior then the 
limits of  applicability are well defined. It is also desirable that the input parameters be 
readily obtained. 

Two approaches to model development have been defined; one that looks to 
understand and define material behavior at a very basic level (the so-called Physics or 
Local Approach) and one that seeks to use trends in experimental data to predict material 
behavior (the so-called Empirical Approach). The Physics Approach seeks to derive 
mathematical expressions of material behavior from an understanding of the basic 
physical phenomena controlling the behavior to be predicted. Often, assumptions are 
made that many properties (strength, ductility, and toughness) are interrelated through 
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their dependence on only a few, basic phenomena, such as dislocation motion. The 
Empirical Approach makes no such assumptions, but instead, depends on statistical 
analysis of data against test conditions to identify and derive mathematical expressions 
for trends exhibited by the material. 

Each of these types of models can have an underpinning in a physical 
understanding of the mechanical deformation and fracture process and each requires 
some level of empirical calibration. The differences lie in the approach. The Physics 
models look to tie all global properties to a basic, physical, phenomena that can be 
mathematically described with aknowledge ofmicrostructural parameters that control all 
material behavior in some way. In the Empirical Approach, it is often assumed that 
properties are controlled by some combination of physical phenomena that are not 
necessarily related. Problems arise in each due to the methodology and assumptions 
made. The Physics Approach models tend to require input of  parameters that are often 
difficult to obtain; those requiring high resolution, detailed microscopy. Therefore, the 
models often need recalibration each time a microstructural featatre is changed. It is often 
difficult to translate the local parameters to the global properties~ And often, we cannot 
predict the scatter in the data. The Empirical Approach also has its limitations. 
Typically model parameters are back-calculated from experimental data. This requires 
that every condition of  interest be tested so as to determine these calibration factors. This 
requires testing of all new material conditions of  interest to bound the data, resulting in a 
model that is not really predictive at all! Considering all effects independently can result 
in very complicated models with many calibration factors and the need to measure data 
on the material and service condition of  interest is burdensome. 

The objective of this study is to develop a relatively simple, predictive model of 
material fracture toughness transition behavior that combines the best of  both model 
approaches. More specifically, our goal was to define the temperature and strain rate 
dependence of  the fracture toughness. The general approach taken in developing this sort 
of  model was to combine an appropriate constitutive model describing the basic physical 
phenomena controlling fracture resistance with mathematical descriptions of the failure 
criteria (cleavage). We started with the assumption that the temperature and strain rate 
dependence of plastic behavior is controlled by the temperature and strain rate 
dependence of  dislocation motion within the material. This assumption only holds for 
properties within the temperature and strain rate region for which the mechanism of  
plasticity is dominated by dislocation motion. 

The temperature region of interest in the current study is the lower transition 
region of the fracture toughness transition curve. In this region the fracture mode is 
predominantly cleavage with little or no gross plastic deformation prior to cleavage 
fracture. The Master Curve method (ASTM 1921-97) for identifying the fracture 
toughness transition temperature for ferritic steels defines this temperature as that at 
which the fracture toughness is 100 MPa~/m. This value occurs just above the lower shelf 
region and thus is well within the temperature region for which plasticity is expected to 
be dislocation-dominated. 

Temperature Dependence 
Natishan and Kirk [ l ] utilized dislocation mechanics to provide the physical basis 

for the existence of a universal curve shape for the fracture toughness transition behavior 
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of ferritic steels. They suggested that the shape of  the toughness versus temperature 
curve for BCC metals, such as ferritic steel, is governed by the Peierls-Nabarro stress 
describing the effects of lattice atoms on dislocation motion. This stress is, therefore, a 
function of  the lattice spacing. Work conducted by Zerilli and Armstrong showed that as 
a result of  the favorable comparison between the spacing of  the lattice atoms and the 
magnitude of thermally induced lattice atom vibrations, the lattice presents itself as the 
only temperature dependent obstacle to dislocation motion in BCC metals [2]. All other 
obstacles, including precipitates, solute atoms and other dislocations, have inter-obstacle 
spacings that are orders of  magnitude larger than the thermally induced atomic vibration 
amplitudes, making their effect on dislocation motion independent of  temperature. This 
behavior is well described by the constitutive flow stress equations proposed by ZeriUi 
and Armstrong [2] for materials of  various crystal structures. The equation proposed for 
BCC materials is given by: 

where 

and 

O'za = c o + Bo e - g  + K s "  (la) 

fl = ,80 - f l ,  ln~ (lb) 

c o = o" o + kd -v2. (l c) 

Strain is denoted bye ,  k is the strain rate, T is the absolute temperature, d is the 
average grain diameter and o- a is the contribution to the flow stress from solutes, 

precipitates, and the initial dislocation density. The values k, fl0, ill, B0, K and n are 
constants specific to a material. In the case of most BCC metals, the ZA temperature 
AND strain rate dependence of the flow stress is contained entirely in the yield stress and 
is due to Peiefls-Nabarro stress interactions. As such, the thermal constants for all ferritic 
steels should be statistically similar to those of  pure iron, leading to a uniform transition 
region curve shape. Natishan et al. [3] showed that the temperature dependence of  the 
yield strength of  a wide range of ferritic steels is well represented by the thermal terms of  
the ZA equation using ARMCO iron values for,80, ill, and B0, Figure 1. This helps 
validate the proposed origin O f a single toughness transition curve shape. 

Fracture Toughness Model 
Recognizing the potential of combining dislocation mechanics with the Master 

Curve Method [ASTM E1921], Natishan and Kirk [1] proposed a predictive, dislocation 
mechanics based description of  the plastic work term used by Wallin et al.[4] to describe 
the temperature dependence of  fracture toughness. Similar to Wallins proposed Master 
Curve Approach their approach assumed that the temperature dependence of the plastic 
work per unit area of  crack surface created controls the temperature dependence of the 
fracture toughness. They represented this plastic work term as: 

e~ 

w,, = jOaowde.e  (2) 
o 
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where the integrand is a measure of  the strain energy density calculated from a uniaxial 

tension test and g is the length scale over which the strain energy density is applicable 

The flow stress was taken as Eqn. (1). 
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Fig. 1 - -  Yield stress versus temperature for  a variety of  ferritic steels in various 
irradiation enbrittled conditions. 

The incremental theory of  plasticity provides justification for describing the 
plastic work with a constitutive relationship, such as the ZA equation, that is based on a 
uniaxial tension test. If  the material is assumed to be isotropic then the yon Mises criteria 
can be used to defme its yield surface. It can then be shown [5] that the increment of  
plastic work per unit volume defined in terms of  the stress and incremental plastic strain 
tensors 

dW, = (3) 

is equivalent to that defined in terms of  the effective stress and incremental effective 
strain 

dWp = ~d~ . (4) 

In order for Eqn. (4) to be useful, a relationship between the effective stress and effective 
strain must be defined. Generally, this is done by correlating the following simple 
relation, 

d ~  = H ,  (ff)dY (5) 

to the results o f a  uniaxial tension test. The plastic modulus, Hp (~-), is defined as the 

slope of  the uniaxial stress-plastic strain curve at the current effective stress value. In the 
current work, however, Eqns. (1) are used to represent the effective stress-effective strain 
relationship. By so doing, Natishan and Kirk's [1] approach to a physically based model 
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is preserved while at the same time it is justified for use in a multiaxial stress state 
application such as plane strain fracture. 

With the constitutive stress-strain relationship taken as Eqn. (1,) the other parts of  
Eqn. (2), specifically the limit of  integration and the length scale, can be examined in 
detail. Definition of these components first requires an understanding of the mechanisms 
involved in transition region cleavage fracture. Many researchers [6-9] have studied 
these mechanisms and attempted to describe them quantitatively to various degrees. In 
this instance we choose to examine the 1968 work ofTetelman, Wilshaw and Rau (TWR) 
[10]. They state that three events must occur for cleavage fracture to take place in mild 
steel. The first event is mieroerack nucleation. This is well documented to be the result 
of  dislocation motion and accumulation at long-range obstacles such as grain boundaries 
and second phase particles. The stress fields of these immobile dislocations are additive 
and the net effect is a stress concentration that reaches the level of  the cleavage stress of 
the second phase particle in question. The second event is the propagation of the 
microcrack through the grain in which it was nucleated. The third event is the subsequent 
propagation of  the microcrack through boundaries surrounding the nucleating grain. 
TWR then state that the first two events occur more easily in materials such as mild steel 
where brittle grain boundary carbides are present leading to the observation of non- 
propagating cracks [11]. The last criteria for fracture is stated as: 

o'22 > o': (6) 

"over at least one grain diameter in the plastic zone ahead of the notch" [10]. In this case 
the fracture stress is the microscopic cleavage fracture strength and 022 is the normal 
stress perpendicular to the crack plane. If  this tensile stress is just equal to or lower than 
the level of the fracture stress at the critical boundary of TWR's third event, then unstable 
crack growth will not occur. 

A measurable quantity can be associated with each of TWR's three events. There 
is a value of strain necessary to nucleate the microerack that leads to unstable fracture, 
given by 6c in Eqn. (2). There is a stress triaxiality ratio that describes the ability of the 
mierocrack to propagate through the first grain and there is a strength value that must be 
achieved at the next grain boundary in order for unstable fracture to occur. These three 
quantities were examined in detail in a series of papers from 1991 to 1993 by Chen et al. 
[11], Chert and Wang [12] and Chen et al. [13]. Through careful metallographic 
examination of a variety of C-Mn base and weld steel specimens tested at various 
temperatures, they measured the distance from the crack tip to the cracked carbide that 
cansed unstable fracture. They proposed a model of transition region cleavage fracture 
that did not contain a characteristic distance such as the RKR model [14], but instead 
required that the material achieve critical values of each of the three quantities just 
mentioned ahead of the crack tip for unstable fracture to occur. We feel that as the 
temperature increases through the transition region it becomes increasingly necessary to 
quantitatively account for the ability of  TWR's second event to occur and that the Chen 
model provides a solid starting point for developing a physically based expression for the 
plastic work involved in fracture. 

The constants in Eqns. (1) necessary for the calculations in this paper were 
gathered from literature reporting tensile data for similar C-Mn steels and are listed in 
Table 1. The thermal coefficients were taken from Armstrong et al. [15] for C-Mn steel 
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and are very close to the ARMCO iron coefficients used by Natishan and Kirk [1]. The 
c0 value was the result of  a best-fit calculation to the Chen and Wang [ 12] yield data. 

Table 1 - -  Coefficients used in Eqn. (2). 

- Co (MPa) Bo OVIPa) 13o (K'I) ~ I ~1 (K "~) K (MPa) n [ 
_ 176 1000 0.0075 I 0.0004 1198 0.23 I 

Fracture Stress and the Effective Energy 
Equation (2) is now rewritten here as the effective energy to reflect TWR's 

required events in addition to the use of the ZA equation as the effective stress and the 
Chen model's critical strain: 

~c 

= ~O-z~dE. ~. (7) 
o 

At this point, Eqn. (7) does not accurately represent the plastic work in a fully 
constrained toughness specimen. Said constraint causes an artificial elevation of  up to 
three times the yield and subsequent flow stresses of  the material [16]. Thus smaller 
strains are required to reach the fracture stress as compared to uniaxial behavior. The ZA 
equation, being representative of  the uniaxial stress-strain curve, is not equipped to 
describe this constraint effect. Cottrell [7] described the necessity for a ratio that 
compares the normal stress to the shear stress. Following Petch [6], the stress triaxiality 
ratio is introduced to Eqn. (7) as a scalar multiplier 

(~ Y~ = - -  o'zad~" e (8) 
k ai ) I  o 

Here the subscript on the triaxiality ratio refers to the value at fracture at the critical 
microcrack location. The ratio itself is altered from that described by Chen et al. [11] in 
that the material's friction stress, ~i, is used instead of  the effective shear stress. The 
numerator of  the ratio remains the mean stress, ~m, defined as 

o.,~ = ~ + o'22 + ~ (9) 
3 

The extent ofmicrocrack blunting is directly related to the ease with which 
dislocations can migrate away from the crack tip. By using the friction stress, the 
triaxiality ratio compares the ability of  the stress-state to propagate the microcrack to the 
material's resistance to dislocation motion. In the Hall-Perch definition of  the yield 
s t r e s s ,  

Cry = cr i + kd -~ ,  (1 O) 

the friction stress represents all resistance to dislocation motion that does not arise from 
grain boundaries. Analogously in the ZA equation for the yield stress, the friction stress 
is represented by all the terms in Eqns. (1) that are not associated with grain boundaries, 
i.e. 
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cr i = er a + Boe -at + K e  n (11) 

Incorporation of the above form of the triaxiality ratio thus serves two purposes: 1) to 
properly account for the elevated stresses ahead of the crack tip and 2) to quantitatively 
represent the ability of TWR's second event, propagation of the micro crack through the 
first grain, to occur. 

Tetelman and Wilshaw [17] calculated values of the fracture strain in three-point 
bending for a carbon manganese steel. Like Chen and Wang's data [12], Tetelman and 
Wilshaw's displayed an exponential temperature dependence. This dependence is seen 
explicitly by solving Eqn. (1 a) for the strain: 

[1  er )]~.  (12)  -Co-Boe 

In the current methodology, the strain of interest is that necessary to raise the stress 
sufficiently at the critical carbide to cleave it. The cleavage stress of an FexCy carbide is 
independent of temperature. Plastic strain, being the product of dislocation motion, is 
controlled by the friction stress, which as previously mentioned, decreases with 
increasing temperature. So as the temperature is increased, greater strains and thus more 
strain hardening is required to develop the stress necessary to crack the carbide. With 
Eqns. (1) describing the material behavior, the strain will increase exponentially with 
temperature. Figure 2 shows the Chen and Wang [I2] strain data and corresponding 
values of the integrand of Eqn. (8). 
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Fig. 2 - -  Chen and Wang [12] effective plastic strain to fracture and corresponding 
strain energy density (integrand o f  Eqn. (8)) versus temperature_ 
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Now we look at the length term at the end of  Eqn. (8). In 1973, RKR [14] suggest 
a characteristic distance or length scale over which the stress at the crack tip must exceed 
the fracture stress of  the material. They expanded on TWR's hypothesis and were able to 
confirm their own 'characteristic distance' of two grain diameters at lower transition 
region temperatures. The RKR model does not perform well at higher temperatures. 
This is because both TWR and RKR assume the insignificance of event two in the 
fracture process. At lower transition region temperatures, this is a safe assumption in 
large part because the friction stress, which is temperature dependent, is high enough to 
prevent significant dislocation emission from the tip of  the microcrack and its subsequent 
blunting [18-19]. When the temperature is raised, however, the friction stress decreases 
and allows dislocation emission and motion to occur more easily. This leads to a greater 
possibility ofmicrocrack blunting and failure of event ~ o .  So if the microeraek is to 
successfully traverse the grain in question, the constraint at its tip, which can be 
represented by the hydrostatic stress, must be significantly large as compared to the 
friction stress so that dislocation emission and motion is suppressed. The mierocrack is 
thus allowed to grow to the next grain boundary. 

The length scale of  Eqn. (8) can now be described by tumfaag attention to the 
following conceptual description of the fracture process zone. Tetelman and MeEvily 
[20] suggested that the region of material in front of the notch of a toughness specimen 
could be represented as a series of  small tensile 'specimens' of  gage length 2p where p is 
the notch root radius. Assuming that the crack tip strains remain small (s < 0.25, p = 0.25 
ram), then all of the notch tip opening displacement will be concentrated in the 
'specimen' adjacent to the tip [ 17]. Thus the critical crack tip opening displacement can 
be written as 

2 V  c = 2pe . f  (13) 

where ef is the tensile strain at fracture corresponding to the point ahead of  the notch tip 
where the maximum triaxial stress is first reached [17, 21-22]. The energy, GIc, needed 
to cause plasfica/ly induced Mode I cleavage frac~tre is then: 

KI~ = / - - ~  (plane-strain) 
(1 - , , 2 )  (14a) 

GI~ = 2r (14b) 

- 2po- ,6 . (14c)  

Equation (14c) is valid for perfectly plastic materials [20]. When strain hardening 
occurs, Tetelman and McEvily suggest that the area under the stress-strain curve is more 
appropriate than the product of  the yield strength and the fracture strain. A comparison 
of  Eqns. (8) and (14c) leads to the conclusion that the length scale is twice the notch root 
radius. This is a temperature dependent quantity, however, since increased temperature 
leads to crack-tip blunting and an increased root radius. Thus an analogous, but different, 
length scale is needed to fit into Eqn. (8). 
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The fracture process zone for a carbide must include the material to the left of the 
carbide as shown in Figure 3 for it is in this region that the dislocations accumulate to 
crack the carbide. Above and below the carbide, dislocations will move and accumulate 
at grain boundaries and other obstacles. However, these 'pile-ups' only affect the overall 
stress state of the material through the grain size term of Eqn. (2c) and do not contribute 
to the stress concentration needed to crack the carbide. So in a manner similar to the 
Tetelman and McEvily approach, the region to the left of the carbide can be viewed as a 
tensile specimen with a gage length that is, as shown in Figure 3, the diameter of the 
carbide, Do. Taking this gage length as the length scale gives the final form of the 
equation for the effective energy: 

YqI = cr fCrz~dE.Do . 
f o  

(15) 

Crack tip 

Carbide 

%~ 

Do 

= 2 p Q  

Fig. 3 - -  Schematic o f  Tetelman and McEvily's hypothetical tensile specimen concept as 
they applied it to the macrocrack. The concept is extended to the microcrack to illustrate 

the current choice o f  length scale in Eqn (15). 

The fracture stress of a material can be written using the modified Griffith equation for 
the fracture stress, 

1rE 71/2 7~ | , 

20---7)ro j (16) 

where E is the elastic modulus, vis Poisson's ratio, ro is the size of the fracture-causing 
microstructural feature and 7effis the effective surface energy of the material that is 
dominated in the transition region by the plastic work consumed in moving dislocations. 
Inserting Eqn. (15) into the Griffith fracture equation leads to the elimination of the 
carbide radius from the Griffith equation: 
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= I xEY,__~..] '/z 
(17) 

In their metallographic observations, Chen et al. measured the sizes of the cleavage 
initiators. Numeric results for Eqn. (15) are shown in Figure 4 using their median carbide 
diameter of 1.1 pan. As can be seen, the values calculated from Eqn. (15) exhibit a curve 
shape that is very similar to the shape produced by Wallin et al.'s, empirically-derived, 
7s+wp equation. The difference in values at the various temperatures arises from the 
difference in yield strengths of the two steels. Wallin et al.'s curve is based on a tool 
steel that has a higher yield strength than the C-Mn steel used in the current calculations. 
It is well known that in a comparison between two similar materials, the one with the 
higher yield strength will have a lower toughness at a given temperature. 
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Fig. 4 - -  Plot of  plastic work versus temperature for results predicted from Eqn. (15) 
versus the equation derived by Wallin et al. [4]. 

Values can be calculated for Kle and compared to the measured Chen and Wang [12] 
values. Fracture toughness values can be calculated based on the current methodology 
through the use of the following equation 
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g ss 7 = ~ " (18) 

Some rearranging is necessary before coherent results can be obtained from Eqn. (18). 
First, rewrite the fracture stress as 

_ [-~-] EYseo (19) 

Now substitute Eqn. (16) into Eq. (17) and solve for K to get: 

Kss,=  - V7 = or, (2o) 

The fracture stress is defined by Eq. (17) in which the length scale, r0, was removed and 
the strain energy density involved in fracture is defined by Eqn. (15). In Eq. (20), ro 
cancels leaving a length scale that can be interpreted as a crack length. In this way, 
values of  KssY, can be calculated. In Figure 5 values o f  Kssr calculated from the Chen 
and Wang [12] trend and average data with a crack length of  0.006 m are superposed on 
the Wallin et al. data [4]., Additionally, K values calculated from CTOD data [12] are 
shown for comparison to the current model. The correlation between the measured data 
and the current model is quite good despite the limited amount of  data. Turning attention 
to the comparison between the two steels, it can be seen that the current model's values 
do not rise as sharply at the higher temperatures as Wallin's data. This is most likely the 
result of  scatter in the Chen and Wang [12] data. Fracture initiated in their test specimens 
at different distances in the crack plane ahead of  the notch and application of  finite 
element stress analysis to such results yields different critical strains for the same 
temperatures. Since the current methodology has a very strong dependence on the shape 
of  the critical strain versus temperature curve, it is important to know where any data lies 
with respect to the overall scatter. 

Also, Chen and Wang [12] state that their fracture model represents the lower 
bound of  toughness versus temperature and does not account for statistical scatter. As 
such, lower bound data was chosen for use in the current study. Inclusion of  the scatter 
data for the higher temperatures would certainly cause the curve in Figure 5 to rise more 
sharply with temperature as the critical strain values are greater. In spite of  these 
concerns, the current results for the C-Mn steel indicate a lower transition temperature, 
about -70~ at 100 MPa.m 1/2, than that shown by the ferritic tool steel of  Wallin et al., 
about -47~ at 100 MPa.m 1/2. Since the yield strength of  the C-Mn steel is 
approximately 100 MPa lower than that of  the tool steel at all temperatures, this is indeed 
a positive indicator that the current methodology can predict the shape of  the curve as 
well as the shift in transition temperature. 
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Fig. 5 B Results of fracture toughness testing compared to results predicted using Eq. 20 
and data from NUREG/CR-5 504. 

S u m m a r y  
Significant strides have been made in developing a physically-based model that 

can predict the shape of the fracture toughness versus temperature curve. Natishan and 
Kirk's original proposal for the form of the energy involved in fracture has been 
expanded to include the three requirements for cleavage fracture detailed by Tetelman, 
Wilshaw and Ran. The question of the appropriate length scale has been resolved by 
considering the size of the fracture process zone carbide. The calculated values of the 
effective energy compare favorably in both value and trend to the 1984 results of Wallin 
et all whose work forms the basis of the current ASTM Master Curve Method. Overall 
the results presented here are positive indicators that a complete model, utilizing finite 
element calculations is close at hand. 
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Abstract: In this paper the uncertainties in estimating C* creep fracture mechanics 
parameter, on component defect assessment, is considered. Comparisons of reference 
stress Crre f and the stress intensity factor K for a surface cracked plate under tension and 
bending and a pipe geometry under internal pressure and external bending using formulae 
from available codes of practices such as the R5/R6 [1-2], BS790/' [3] and A16 [4] are 
made with three-dimensional Finite Element (3D FE) analysis calculations. It is shown, 
using the same material properties and specimen dimensions, that the uncertainty 
associated with calculating o-r~f could be as much as +40% whereas for the stress intensity 
Kit  is about +10%. The Crref values are used to calculate C* using the mean properties of 
a base 316LN type stainless steel plate tested at 650 ~ and a cross-weld P22 
circumferentially welded pipe tested at 565 ~ Both the pipe and the plate were tested 
within a European collaborative programme 'HIDA' between (1996-2000) [5]. The 
tendency is that 'global' limit load analysis will give a lower and more conservative C* 
than the 'local' analysis. From the comparisons of the pipe and plate initial cracking 
rates, using different C* estimations, with standard creep crack growth rate data on 
compact tensions (CT) specimens, using the ASTM E1457-2002 to evaluate C*, it is 
shown that predictions of cracking rates could vary by as much as two decades in 
magnitude. This inconsistency yields itself to an analysis based on an empirical model for 
predicting crack growth in components. 

Keywords: creep, crack growth rate, fracture mechanics, k, c*, limit analysis, reference 
stress, high temperature testing, life assessment, steels, constraint 
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In order to predict, with confidence, creep crack growth rates in engineering structures 
both material properties and the fracture mechanics models used need to be examined in 
detail. Material properties vary in creep crack growth and are reflected as scatter in test 
data [5,6]. The fracture mechanics parameters K, C* and ~q-[5-10] will also contain a 
certain degree of uncertainty since the analytical and numerical methods for their 
derivations vary. High performance and parallel computing has allowed non-linear and 
time dependant calculations of  3D geometries to be modelled faster and more efficiently. 
In some cases 2D calculations can now be performed interactively with the results of  
finite element calculations being incorporated into an assessment code. 

Defect assessment codes [1-4] in the power generation industry use linear and non- 
linear fracture mechanics parameters to predict initiation and crack growth of 
components at elevated temperatures. It is clear in these assessment methods that the 
correct evaluation of  the relevant fracture mechanics parameters, for which the lifetime 
prediction times are dependent upon, will largely determine the accuracy of  the life 
predictions. In this paper a comparison of solutions of K, C* and O're f are presented using 
three Dimensional Finite Element (3D FE) analysis and analytical modelling of collapse 
loads. Three dimensional meshes are used to model a plate under bending and tension, 
pre-cracked pipes under internal pressure and bending with an axial elliptical crack, and a 
longitudinal pipe under pressure and four-point bend containing a circumferential crack. 
Results of standard CT specimens are also presented and compared to the experimental 
tests n the plate and the pipe geometry. Emphasis is placed on the differences in results 
that are obtained from seemingly perfectly acceptable methods and boundary conditions 
using the same material properties. The differences are discussed in the light of life 
assessment methods for cracked components operating at elevated temperatures. 

High Temperature Fracture Mechanics 

The arguments for correlating high temperature crack growth data essentially follow 
those of elastic-plastic fracture mechanics methods. For creeping situations [5-10] where 
elasticity dominates K may be sufficient to predict crack growth. However as creep is a 
non-linear time dependent mechanism even in situation where small scale creep may 
exist linear elasticity my not be the answer. By using the J definition to develop the 
fracture mechanics parameter C* it is possible to correlate time-dependent crack growth 
using non-lineR fracture mechanics concepts. 

A simplified expression for stress dependence of creep is given by a power law 
equation which is often called the Norton's creep law and is comparable to the power law 
hardening material giving; 

c = A'o -N (1) 

and by analogy for a creeping material 

=Ao-" (2) 
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where A',  A,N, n, are material constants e ,  k and o-are the strain, creep strain rate and 
applied stress respectively. Equation (2) is used to characterise the steady state 
(secondary) creep stage where the hardening by dislocation interaction is balanced by 
recovery processes. The typical value for n is between 5 and 12 for most metals. When 
N=n for creep and plasticity it is assumed that the state of stress is characterised in the 
same manner for the two conditions. The stress fields characterised by K in elasticity will 
be modified to the stress field characterised by the J integral in plasticity in the region 
around the crack tip. In the case of large scale creep where stress and strain rate 
determine the crack tip field the C* parameter is analogous to J. The C* integral has been 
widely accepted as the fracture mecharlics parameter for this purpose [5-10]. The 
experimental derivation for C* for standard laboratory CT estimates the parameter under 
steady state [6-9] or under small scale creep [10]. 

In cases where the load-line deformation rates are available, such as in laboratory 
Compact Tension tests, the creep load-line displacement is used for estimating C*,  as 
described in ASTM E1459-02. The data is used as 'benchmark' for materials creep crack 
growth properties in the same way as creep strain rate and rupture is in uniaxial creep 
tests. However the engineering method available to calculate C*, for component shaped 
tests, is based on the reference stress concepts [1-4, 11-15] using; 

t,o',:l J 
(3) 

where Srey is the unaxial creep strain rate at the appropriate Gre f . Usually it is convenient 

to employ limit analysis [13-15] to obtain o%f from 

P 
= ~ y - -  (4) (trey Plc 

where Ptc is the co/lapse load of a cracked body and 17y is the yield stress. The value of 

Plc will depend on the collapse mechanism assumed and whether plane stress or plane 

strain conditions apply. The collapse loads solutions are available for some geometries 
[1-4,13] and in some cases need to be numerically derived. 

It is also evident from previous work [1-10] that for most creeping materials there 
exists a relationship between crack growth rate and C* so that 

d = D C  *~ (5) 
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where D and r are material constants depending on temperature and stress state. 
In general equation (5) is used in the codes of practice for high temperature defect 
assessment [1,3,4] to predict crack growth rate under steady state conditions. 

Materials, Geometry and Test Information 

The main object of the present exercise is to highlight and compare the differences 
that exist in the calculated results of Crref for cracked components using available 
analytical collapse load solutions [1-4] and comparing them with 3D FE calculations. For 
this reason specific O'refValUeS are used to calculate C* using the appropriate material 
properties, dimensions and loading taken from a pre-cracked pipe and a plate component 
tests. 

The first specimen is a P22 circumferentially welded pipe tested at 565 ~ by SPG in 
Dresden, Germany, and the second is a type 316LN stainless steel plate tested at 650 ~ 
by CEA in Saclay, France. Both tests were performed within a European collaborative 
programme called 'HIDA' [7]. In addition, for validation of results, standard creep crack 
growth test on CT specimens were also performed by part/aers [7] in the programme 
using the same batch of material and test temperatures. The details of the materials 
properties, geometries, and creep crack tests for these specimens have been reported 
elsewhere by [7]. It is therefore sufficient to identify the relevant data that will be used in 
the present analysis. 

Table 1--The chemical composition o f  the test material P22. 
[ c " P I s  I c ; l  Mo I Ni I Cu 

0.10 I 0!21 [ 0.44 [ 0.913 I 0.002 [ 2.3'!7 I 0.97 I 0.10 [ 0.17 I Sn 0.014 

Table 2--The  chemical composition ethe test material 316 LN- batch SD. 
C Mn Si S P Cr Ni Mo Ti I Nb N Cu 
0.038 1.830 0.313 0 .02  0.036 17.3 11.9 2 . 4 6  <0.01 [ <0.01 0.067 0.27 

Material 
(parenO 

P22 
316LN 

Table 3--Tensile propenies o f  P22 at 565 ~ and 316 L(N) at 650 ~ 
Strain rate Young" s 0.2% A ' N UTS Failure 
(/s) modulus yield (MPa^n) (MPa) strain 

(GPa) (MPa) (%) 
4e-3 157 282 5.8e-30 10.8 365 27 
5.8e-3 161 170 2.3e-24 9.4 412 65 

Material 

P22 
P22 
316LN 

Table 4--Uniaxial creep deformation vroperties. 
Material Temp~ IA " ]n failure IRA% 
Condition Istrain e f]  
base 565 3.0E-27 10.7  0.37 0.65 
XW 565 2.7E-27 10 .7  0.02 0.19 
base 650 9.0E-24 8.7 0.59 0.55 
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Tables 1 and 2 show respectively the material composition of  the alloys. Table 3 
shows the tensile properties of the steels at the relevant test temperature. This information 
is used in the 3D FE limit load analysis. Table 4 gives the uniaxial creep properties for 
both materials used in the evaluation of  C* from the reference stress method. Since the 
pipe test contained a crack in the region of the heat affected zone (HAZ) of  the specimen, 
table 4 also gives the information related to cross-weld (XW) uniaxial properties of  P22. 
It should be noted that the XW properties are shown to be very similar to the base 
material properties. 

The nominal dimensions for the pipe and the plate tested are shown in Figs. 1 and 2 
respectively. Both geometries contained pre-maehined semi-elliptical EDM (electro- 
discharged machined) cracks with the notch tip diameter of 0.2 ram. The crack was 
placed in the HAZ region for the pipe as well as in the parent, making sure that they were 
sufficiently apart not to allow interaction. The present analysis only deals with the 
cracking in the HAZ notch as there was insufficient growth in the base material. The pipe 
was internally pressurized and was loaded under four-point bend as described in Fig. 1. 
The bending and axial stresses are comparable in magnitude in the cracked section of the 
pipe whereas the plate was loaded under a primarily bending load, as shown in Fig. 2, at 
1 cycle/hour dwell at peak load. 

z 1200 

/ I I 

[1< . . . . . . .  . . . . . . . . . . .  > / [  
_ , <  1290 63.0 . . > I 

Fig. 1-- SPG's four-point-bend pipe dimensions in (ram) showing the loading points. 
Containing a circumferential crack with initial crack depth ao=5. 7ram, surface crack 

length 2c=43mm ram, pipe thickness W=2Omm, internal~external radius 
R/Ro=80/l OOmm, internal pressure of  20 MPa and bending moment of  25. 7KNm giving a 

bending stress of  100. 7 MPa. 
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Fig. 2- -  CEA 's plate specimen dimensions in (mm) showing the loading points. Initial 
crack depth ao=7.9mm, surface crack length 2c=86mm mm, plate thickness=2Omm, 

width =175mm and slow dwell (l cycle/hour) bending moment of  _+14. 0 KNm. 

Given the slow cycle dwell on the plate it has been shown [11] that the mechanism for 
failure is predominantly intergranular and creeps dominant. It has been observed that 
fatigue, at low frequencies of less than 0.1 Hz [5-11 ], does not make a major contribution 
to the growth of the crack. The present analysis therefore disregards fatigue and is carried 
out at maximum load where creep damage is at a maximum. 

Finite Element Analysis 

The ABAQUS package [16] was used in the FE analysis to derive K and the collapse 
loads for the pipe and the plate geometries. Essentially for deriving cr~ef from equation (4) 
calculations for collapse load of the cracked geometries need to be performed. It is also 
important to note from equation (3) that the important factors determining C* for the 
component ease is the correct employment of the material properties given the extent of 
scatter in the data [5-6] and the interpretation of the collapse load. 

Since material properties data always contain an inherent variability and creep 
properties in equation (2) are sensitive to the creep index n, they will both contribute to 
an increased uncertainty in C* estimations. However for the present purposes the mean 
material properties, as shown in tables 3 and 4 will be used and differences derived only 
from o'~ef solutions will be considered. 

The plate and the pipe meshes were modeled around a generic 20-noded three 
dimensional (3D) mesh structure containing a crack shaped out of a series of collapsed 
elements as shown in Fig. 3. Therefore the extended mesh in Fig. 3 was shaped circular 
for the pipe and flat for the plate using the dimensions given in Figs. 1 and 2 respectively. 
Only a quarter section of the geometries were modeled due to symmetry. It was assumed 
that the material was made up of elastic perfectly plastic material as required for the 
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calculation of O'ref. Perfect plasticity in ABAQUS was modeled using the *PLASTIC 
option. The material properties used for the plate and the pipe analysis are shown in 
tables 3 and 4. 

Fig. 3--3D FE mesh region local to the crack straight pipe-with circumferential external 
surface semi-elliptical crack and the plate mesh with surface semi-elliptical crack were 

shaped around this mesh form. 

For the plate, two options were tested in order to apply a uniformly distributed 
bending load on the top surface of  the mesh. The first option necessitated the creation of  
8-noded shell elements using the top surface nodes of the 3D mesh. A linearly distributed 
pressure (*DLOAD) was applied to the shell elements simulating the remote stress 
distribution in the plate. The pressure on the shell elements could then be transmitted to 
the plate. The second option consisted in linking a remote node to the node set containing 
the nodes on the top surface of the plate using the subroutine *EQUATION. A bending 
moment could then be applied to that remote node, of half the magnitude of the 
experimental bending moment (because of symmetry). This bending moment would then 
be transmitted evenly to the nodes on the top surface. 

The second loading option proved to be the best. In a purely elastic analysis run, to 
validate the mesh, stresses in the far-field (away from the crack) were linearly distributed 
and were null at the neutral axis of  the plate, as predicted by simple beam theory. It was 
then decided to apply the load using the remote node option. The elastic-plastic plate and 
pipe were then collapsed by applying an incrementally increasing bending moment for 
the plate and a bending and pressure for the pipe. 

Bending solutions for the reference stress were also investigated using finite element 
analysis. The mesh used in the plate analysis was modified in order to fit the shape and 
dimensions of the four-point bend pipe with a circumferential semi-elliptical defect 
(a=5.7 ram, c--43mm). The load was applied using the same procedure as for the plate. 
Two measures of collapse were made. The first one, local, in the net section of  the defect 
when plasticity covered the section, and the second, global measured at a remote point 
using the load displacement diagram giving rise to global plasticity in the pipe's section. 

Stress Intensity Factor K Calculations 
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A survey in the literature shows that there are several formulae to determine the stress 
intensity factor for the semi-elliptical crack. However, all of them are based on Raju and 
Newman [17]. The codes [1-4] all use a closed form solution and for the present 
comparison, the Raju and Newman formulae [17] are compared to the 3D FE calculations 
for the pipe and the plate. The K from Raju and Newman were also obtained for a surface 
crack by using a three-dimensional finite-element stress analysis and is defined as: 

R~ ~.a F(a a W) 
= W - f f  "t )c '  w '  

(6) 

where Q is approximated by: 

(7) 

and Fe is the boundary-correction factor of an external surface crack, which can be 
written as: 

=IV.( R 7 ].I2.G +2.(a I.Gl+3.(~eele.Gz+4.(a l3.G3] z R, [ o <R,j (8) 

where the Gj are dependent on a/2c, a/Wand W/Ri and are given in the literature [17]. 
The @ relevant to this investigation were obtained from interpolation or extrapolation 
according to the dimensions in Figs. 1 and 2. 

Validation of the mesh for the pipe and the plate was made by comparing values of the 
J-integral calculated numerically using the *CONTOUR INTEGRAL with the above 
Raju-Newman solution used for the stress intensity factor of a surface semi-elliptical 
plate. An elastic FE analysis was performed for the pipe and the plate and the results are 
compared to table 5. The variation inKis  shown to be small (about +10%) when 
comparing different methods for its derivation. 

This validation was an important prerequisite in using the meshes, with sufficient 
confidence, for limit load and reference stress calculations. Also since the subsequent FE 
runs were non-linear elastic-plastic and the meshes were modeled with cracks it was 
necessary to try different boundary conditions and loads in order to see the effect on the 
calculations. 
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Table 5--Comparison of  the 3D FE, K calculations and the Raju-Newman solution for 
the pipe and the plate assumin ~, initial defect dimensions shown in Figs. I and 2. 

I Geometry Raju and Newman: 3D FE analysis: 
(K in MPa.m m ) (K in MPa.m m ) 

Plate: At deepest point a=7.9 mm 17.78 18.02 
Pipe: At deepest point a=5. 7 mm 20.2 21 

Reference Stress Calculations 

The reference stress is a unique value of stress in a loaded body associated with a 
specific failure mechanism. It can be derived from the limit load of a component (see 
equations (3) and (4)) which is the value of  the load parameter that corresponds to the end 
of the restricted plastic flow and to the initiation of the unrestricted plastic flow and 
collapse is the global failure mechanism associated with the attainment of the limit load 
[1-4, 7,13]. Analytical expressions exist [13] for collapse solutions or the 'global' limit 
load can be performed numerically using a load versus displacement ctwve as shown in 
Fig. 4a. 

However in cracked components the relevant parameter for limit load may not be 
global collapse but 'local' collapse. The various life assessment codes suggest that Crref 
should be taken from the collapse of the crack region [1-4]. Fig. 4b shows a schematic 
example of the regions of local collapse around the crack tip that would constitute a 
relevant reference stress for a cracked body. The grey 'local' regions do not necessarily 
correspond to 'global' collapse (as shown in Fig. 4a). The choice of the local collapse 
region is therefore 'judgmental' and will give differences in the value for collapse loads 
reflecting on the reference stress calculations. 

Comparison of  C* solutions 

In order to determine the significance of the different methods of calculating ~efi 
from equation (3) CrrefiS estimated for the initial crack length of the pipe and the plate test 
using the relevant material properties data shown in tables 3 and 4 and the applied loads 
set out in Figs. 1 and 2. The solutions for Crrefhave been taken from appropriate codes [1- 
4] and are shown in the Appendix. The various solutions for O'refand C* are then 
compared to the local and global solutions of  the 3D FE analysis for the pipe and plate 
that use the same material properties. The results at a fixed initial crack length are 
tabulated in tables 6 and 7. The finite element calculations show that the 'local' reference 
stress evaluated in the ligament is higher by almost 40-50% compared to the reference 
stress calculated form the 'global' collapse for both the plate and the pipe. Also since 3D 
FE analysis used the actual material and specimen condition, no assumption had to be 
made concerning the state of stress. It should be noted that generally global collapse 
solutions from the codes tend to give a lower C* values than local solutions as shown in 
tables 6 and 7. 
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Fig. 4--- a) Schematic diagram of the global with respect to local displacement in a 
cracked component, b) Cross-section showing regions of  local and global collapse. 

Analysis of crack growth rate predictions in components 

Testing of component sized specimens is both costly and the data difficult to obtain. 
Therefore a comparatively few tests have been performed [7]. For the purposes of this 
study an example comparison is therefore made between the experimental compact 
tension crack growth data and the pipe and plate data of the same batches of material [7]. 
Since material and specimen specific 3D FE analysis for the pipe and the plates were 
performed for one crack length only the present comparison with Gref is made on one 
specific load and initial crack length where test data exists. 

The experimental creep crack growth data, chosen to highlight the sensitivity of C* to 
the choice of O'ref, is shown in Figs. 5 and 6 for P22 pipe and 316 LN plate respectively. 
The Figs. show, in both cases, that initiation of the cracks from the EDM notches occur 
instantly. 

The crack growth versus time for the pipe and plate, shown in Figs. 5 and 6, give an 
initial crack rate of  1.36 E-3 and 1.42 E-3 mm/h respectively. These are plotted, as 
specific points for both geometries, in Figs. 7 and 8 versus the different calculations of 
C* values derived from the various o-r~f solutions shown in the Appendix and detailed in 
tables 6 and 7. For the case of the pipe, with the starter crack in the HAZ region, C* was 
estimated from the XW data in table 4. Figs. 7 and 8 also compare the CT data crack 
growth data for both alloys exhibiting the usual degree of scatter. Fig. 7 also shows that 
the CT data for P22 exhibits little difference between the crack growth rates for the base 
and cross-weld, XW, P22 material. 



NIKBIN ON CREEP CRACK GROWTH PREDICTIONS 91 

Table 6--Reference stresses and C* evaluated for P22 HAZ material properties, at 565 
~ C comparing different solutions for an Initial crack depth ao=5. 7ram, combining 
Internal Pressure of  20 MPa and Bending moment of  25. 7KNm giving an initial 

experimental cracking rate q 
Reference O'ref 

BS7910 -Local [3] 
R5/6 - No defect-Global  [1,2] 
A16 - Global [4] 
3D FE  -Global 

(MPa) 
137 
105 
149 

~1.3E-3 mm/h. 
Initial C* 
[MJ/m 2 h] ....... 

8.0 E-5 
3.0 E-6 
1 .5E-4  

78 9.0E-7 
3D FE  - Local 116 7.0E-6 

Table 7 - -  Reference stresses and C* evaluated for 316LN steel at 650 ~ comparing 
different solutions for an Initial crack depth ao=7.9mm, Bending moment _+14 KNm 

giving an initial experimental crack#, 
Reference Gref 

B S 7 9 1 0  Local [3] 
R5/R6 - Local [!,2] 
A16 - Global [4] 

[MPa] 
144 
140 
93 

Global - 3D FE 109 
L o c a l  - 3 D  F E  143 r 

7, rate of  l.4.2E-3 mm/h. 
Initial C* 
[MJm2h] 

1.2E-4 
9.1E-5 
3.5E-6 
8.1E-6 
1.4E-4 

a) b) 
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Fig, 5--Crack length versus time on first 
loading of 316 LN plate, tested at 650 ~ 
Initial cracking rate 1.36E-3. 
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Fig. 6--Crack tength versus time on first 
loading of  P22 pipe, tested at 565 ~ 
Initial cracking rate 1.42E-3. 
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In Fig. 7 for the pipe the 3D FE results show the right trend of a lower Oref, for the 
global analysis but when compared to the analytical solutions the local solution from the 
3D FE is substantially below the rest. At the same time what is termed as 'global' in A16 
gives C* values higher that the 'local' BS7910 solution. These differences are likely due 
to the modeling of the large bending/tensile loading ratio that exists in the pipe test. The 
details of  the solutions are shown in the appendix. It is clear that a detailed sensitivity 
analysis is required to fully quantify the differences in this case~ 

Fig. 8, for the plate, shows the plot of  C* derived from the codes and the 3D FE 
analysis, versus initial cracking rates measured from Fig. 6. From the different C* 
solutions and the 3D FE calculations there is a clearer trend for the global ~efi solutions 
of giving a lower C* values than the local solutions. The 3D FE solutions also compare 
better to the analytical solutions in the plate than the pipe. It should be noted that the plate 
was predominantly loaded in bending. 

Fig. 7--Comparison of  crack rate versus C ' for  P22 parent and HAZ material at 565 ~ 
tested as CTspecimens, with the initial crack growth rate of  P22 Pipe material (in the 

HAZ region) using different reference stresses and 3d FE analysis. 
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Comparing the 'benchmark' CT data with the pipe and plate data it can be seen both in 
Figs. 7 and 8 that the CT data can be described as conservative or not depending on 
which solution of  C* is chosen. Any comparison in this way should therefore be treated 
with caution. Effectively the range of C* solutions extend to two orders of  magnitude. 
The highlighted grey region in Figs. 7 and 8, drawn parallel to the mean slope of  the CT 
data, gives a tentative indication of  how far predictions for crack growth would diverge 
depending on the choice of the C* solution. The grey region also highlights the region 
where the pipe data lie with respect to the CT data. The tendency is for the pipe to span 
over the CT data in Fig. 7 and for the plate data in Fig. 8 to generally show higher 
cracking rates compared to the CT. It is clear that additional data over a wider range of 
cracking rates would be needed to establish these trends precisely. 

Fig. 8--Comparison of  crack rate versus C ' for  316 LN parent material, tested as CT 
specimens, with the initial cracking rate of  the plate tested at 650 ~ using different 

reference stresses and 3D FE analysis. 

Discussion and a Proposed Method 

It is difficult to dissociate the intrinsic problems involved in deriving crack growth 
predictions using reference stress solutions and relating the data to different geometries. 
Since the standard CT data is used to derive the crack growth properties of  the material as 
proposed in ASTM E1457-02 and is taken as the 'benchmark' data in equation (5) for 
crack growth prediction it is important to be able to quantitatively relate it to component 
crack growth behaviour using the C* reference stress solutions. A scaling method is 
proposed which links the appropriate laboratory test data for crack growth to predict 



94 PREDICTIVE MATERIAL MODELING 

crack extension in components. In order to deal with this problem the following should 
be taken into consideration 

. Laboratory tests specimens should reflect the stress state of the component 
under investigation. Both size and geometry should match the component as 
closely as possible. Therefore the differences in constraint on testing 
geometries other than the CT used in ASTM E1457-.02 needs evaluation. 

. If crack growth data for the relevant geometry is not available data derived 
from CT tests performed according to ASTM E1457-02 could be taken as the 
benchmark for any crack growth analysis prediction. However caution is 
advised as the specimen size and mode of loading may be different between 
the CT and the component. Therefore compensation, in the calculations, 
should be allowed for these differences. At present this is only possible if a 
sample component shape is tested to validate the difference that exists in the 
CT data. 

. Reference stress is a convenient approximation for simplifying the evaluation 
of the appropriate stresses at the crack tip being relatively insensitive to creep 
properties of the material. The choice of the reference stress solution for the 
component should therefore satisfy the failure mechanism relevant to the 
component. Furthermore an agreed solution specific to the geometry and 
mode of loading if universally implemented would reduce the problems 
associated with differences between solutions. 

. Since capability to perform 3D FE analysis has increased substantially in 
recent years a wide ranging non-linear 3D numerical analysis should be 
undertaken to tabulate the reference stress and C* for a range of crack lengths 
and geometries and components using both collapse load solution and actual 
derivation of C* from the contour integral. In this way these solutions, once 
validated experimentally, could act as benchmark solutions for every 
geometry. 

Once these steps are considered it may then be appropriate to use a scaling method to 
ensure a way to predict component crack growth similar to the method suggested for 
crack initiation in R5 [1]. Provided that crack growth is in steady state and the value of 
in equation (5) and the creep index n in equation (2) is the same for the CT as well as the 
component then by using 

its, at Dspec~.C;~,ec.J 
(9) 
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where Dspec and D~o,, p are the respective constants in equation (5) for the specimen and the 

component, fis~,c~ is the crack growth rate in the laboratory specimen, 3~o,,p is the crack 

growth rate in the component, C;p,~ is the experimental C* solution for the specimen 

using ASTM E1457-02 and C*~o,, p in the validated reference stress solution for the 

component and x is the constraint factor. The predictions will be conservative if 

C;pe~ < C~*o,,p for the same cracking rate. 

If  tr when the component under test has the same constraint as the test specimen. The 
value of tcis linked to the range of crack growth that could occur over the plane 
stress/plane strain range of crack growth [8-10]. This difference can be as much as a 
factor of  30 for a wide range of  material properties and sizes. However for comparison 
between the same materials and similar size specimens, under creep ductile conditions, 
this factor could be about 5 [18]. Once the appropriate reference stress is established and 
C* for the component is calculated then equation (9) can be used and crack growth rates 
for the component data can be scaled with the CT benchmark data. 

It follows if the codes provide an agreed reference stress, taking into account validated 
results, for evaluating C* equation (9) may be used to empirically predict crack growth in 
components based on laboratory tests. This method will need knowledge of the crack 
growth rate for the generic component to establish the constants in equation (9). Subject 
to the results and the appropriate safety factors the reference stress solution can be 
adopted by identifying the relevant values of Dspec and Dcomp. 

Material Variability 

There is an additional factor other than parameter variability that is important in defect 
life assessment of components. Scatter in creep properties and creep crack growth data 
are well known [5-7]. Figs. 7 and 8 shows the scatter in the same batch of P22 and 316 
LN data. The scatter in the data is a reflection of the time dependent creep damage and 
crack growth development and any other differences in deviation in specified testing 
procedures and specified specimen geometries. Since the slopes in Figs. 7 and 8 is given 
by equation (5) as ~ and in the NSW predictive model [8-9] ~b=n/(n+l) it is clear that 
variability in n will also have an affect. If batch specific data is not available and 
generic data were needed to be used for the defect assessment analysis it would be self- 
evident that a less accurate assessment analysis would be produced. 

Conclusions 

In this paper the r va lues  are  used to calculate C* using the appropriate properties of 
a 316LN type stainless steel plate tested at 650 ~ and a P22 circumferentially welded 
pipe tested at 565 ~ These were tested within a framework of a European collaborative 
programme 'HIDA' between (1996-2000) [7]. It is shown from the comparisons of  the 
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pipe and plate cracking rates, using different reference stress estimations, with standard 
creep crack growth rate data on compact tensions specimens, using the ASTM E1457-02 
to evaluate C*, that a very wide range of  C* values can be achieved. The analysis of  the 
plate and the pipe has highlighted the range of  reference stresses that can be calculated 
from either analytical formulae or numerical results, based on different assumptions of 
the extent and mode of  collapse. No account has been taken in this paper regarding 
material variability. 

It appears generally from the present analysis that the global solution of  reference 
stress produces the lower C* solutions compared to the local solutions. However more 
experimental data on component type tests at different cracking rate as well as full 3D FE 
solutions at different crack lengths are needed in order to quantify this trend with the 
variation in, ligament size and a wider range of cracking rates. 

For the differences found in reference stress and hence C* solutions in components it 
is suggested that the codes should choose specific solutions on the basis correct crack tip 
conditions. These should be validated using experimental, analytical and FE solutions. 
On this basis any differences found between component crack growth and standard 
laboratory crack growth should be dealt with using a scaling technique taking into 
account the differences in constraint between the laboratory test and the component test 
and adding appropriate safety factors. The advantage of this approach is that users of the 
codes can compare data and crack growth predictions of their data in a unified fashion. 
The methods bypasses the fundamental problem of the disunity that exist in the 
evaluation or the estimation of the C* parameter which needs further analysis. 
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Appendix A: Expressions for Reference Stress 

Loading and Stresses for the Pipe under Pressure and Bending 

The four-point loaded pressurized pipe gives rise to bending (o-b) and tensile stresses 
(o-R) at the crack tip. Internal pressure gives rise to axial, hoop and radial stresses in the 
nominal section of the component. In this instance, both hoop and radial stresses are 
neglected since they do not contribute to crack opening in the axial direction (only mode 
I is considered). Axial stresses (o'x) are obtained from 

2 

const-- e (Ro, RjR;) (hi) 

The four-point bend condition has been chosen to obtain a constant global bending 
moment between the supports. The bending moment M over the length of the pipe is 
given by 

M(x)=P.(x)-P.(x-A)  (a2) 

with x is the distance from the centre of the pipe and A the length from the centre of the 
pipe to the loading point as shown in Fig. 1 giving 

~M 
= 0 ( a 3 )  

~X x>__A 

Bending stress resulting from the application of this global bending moment can be 
obtained by the integration of 

2xRo 

M--- I Ir'.eos0. ,(r,0) r. d0 (a4) 

where 

and 

N 
A (AS) 

2JrRo 

N= I I"'o-(r'O) d ' ' e ~  (A6) 
0 R~ 

where r is the distance from the crack tip and Ois the polar co-ordinate. For pure 
cantilever, N=O and ~ = o- assuming a linear stress distribution (i.e. if  the pipe remains 

elastic) defined by p(r, O) gives 
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p(r,O) = - crb . r .cosO (A7) 
Ro 

O" 2~:R~ 

M =--~o" I I r'  "c~ 
0 R~ 

(A8) 

The outer fiber bending stress is then given by 

4 .4  
r b = -M (A9) 

The Codes of Practice [1-4] propose a number of formulae for the reference stress in 
various forms: separately for pressure loading or for bending or in the form of a 
combined pressure and bending formula. Under combined loading a conservative 
estimate to the limit load could be obtained from [11]: 

P M 
+ < 1 (AIO) 

Pzc M Lc 

crr +o_Bgc --<O'ma , (All)  

r~ r B (A12) O-rg f m. O.re f ..[_ O-re f 

where superscripts T and B are for PLc and MLc are the collapse load and collapse 
moments. 

A16 [4] however, uses a different formula for combining references stresses in tension 
and bending. The expression for the reference stress takes into account on the one hand 
the membrane and local bending stress through the thickness of the pipe and on the other 
hand the global bending moment of the pipe giving 

(A13) 

The use of either formula to combine the reference stress in tension and bending gives 
rise to two distinct loci for the equivalent reference stress under combined. 
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For pipes under internal pressure, the A16 [4] formula gi~een below assumes a defect 
of  rectangular shape with characteristic lengths a and c. It also assumes a plane stress thin 
shell solution with global collapse 

r [~ P'(R'2, +1/2"a'c) 1 e [P.Rml 2 1 P.(R~+I/2.a.c) P.R~ 
r =VL(R~o-R/)-I/2"a.cJ L - - w - ]  + - -  ~ + q~ (Ro-R/)-l/2.a.c W (A14) 

For bending, A16 suggests a formula validated for thin pipes (plane stress) and with 
the same assumptions for the extent of  collapse and the yield criterion so that 

M.Ro 
O're f  = 3 

( 2 )  ( (fl a 4)-0"5~'sin(fl-4)) x" R,, + .(W-a). cos ~ "r 
(A15) 

where M is the bending moment and P is the pressure. 

R5 [1] refers to the R6 [2] manual for reference stress calculations. It contains a very 
comprehensive compendium of solutions for limit loads, where all variables .(extent of 
collapse, state of stress, yield criterion and loading conditions) are represented for a wide 
range of configurations. In order to keep the analysis simple at this stage of the 
procedure, the chosen reference stress solution for internal pressure was based on an 
axisymmetric external defect. Axisymmetry also implies global collapse. Under such 
conditions, the limit load is given by: 

eLc = ( R o - a Y - R i  
R? o-, (A16) 

P.  R~ (A17) 
o',o c -- (Ro - a y  - Ri  

and the bending solution under the same assumptions: 

Mz c =-ft.4 o'y .((Ro -ay-RT) (A18) 

M 
(A19) 
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where O'refC is the reference stress of a cracked component. In Fig. 7 the same formulae 
were used but assuming that no defect is present in pipe (setting a=c=0). The growth of  
the defect is then taken into account by the stress intensity factor solution only. 

BS 7910 [3] uses the reference stress solution given as 

{(o',. + c r o ) . ~ r . ( 1 - W ) + 2 . ~ . M n ( ~ l }  

= ( A 2 0 )  
c a O'ref (l_wl.f _(~ml.(_~)} 

where o'm is the membrane and orb is the bending stress. This formula is valid under 
combined tension and bending. The formula is based on a circumferential intemal surface 
flaw and can be used for external surface flaws in cylinders. It assumes local collapse 

Although all the solutions for defect dimension a/W<0.4 are broadly in agreement, for 
larger crack depths (a/W=0.8) 'local' estimates of  r be up to about 70% greater 
than 'global' values which can report in a substantially different prediction in crack 
growth. 

Collapse solutions for the plate 

For cracked plates subjected to primary membrane and primary bending stress, 
information on recommended reference stresses may be obtained from BS 7910 [3], R6 
[2] and A16 [4]. For more complex geometries, with and without defects, valuable 
sources of information are also given in the compendia produced by Miller [11]. 

It should be noted that usually for partially penetrating defects in plate structures, the 
recommended calculations are often based on a so-called 'local' limit load, which seeks 
to reflect the limited strain capacity of  the ligament ahead of the crack tip. The intent is to 
define a limited region over which the 'local' limit load is determined. This is the region 
shown as local in Fig. (4b). 

The reference stress from BS7910 [3], which is termed the effective 'net section 
stress' is given by: 

where, 

s ' 
_- + + + ( m l )  

s(z-, y 

6M P 
O- b 2BW2 and cr ., 2BW (A22) 
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[ a/w 
_J l+W/c for 2B>_(c§ 

- -  a C 
for 

(A23) 

where om and orb is the membrane and the bending stresses respectively. It can also be 
seen that an average crack depth is selected in this case. 

A summary of the reference stress given in R6 [2], using pure bending and the Tresca 
criterion, gives the reference stress by the following equation: 

6M/2BW 2 
crrq= l l 6 ) {  WZ+2eW2(l_a_.q_)2 l (A24, 

2 ~-J-ce ~ 2 ~ 4 4 ~, W) J 

where for global collapse the geometric constant ~ = W and for local collapse~ = (W - a ) .  

Finally for A16 [4] the reference stress is given by 

, 

o-q = 3 V ~, 3 ) + o-,, (A25) 

where, 

6M P 
o'b 2BW2 and O"n 2BW- xac/2 (A26) 

The above are examples of relevant reference stresses that have been applied in the 
analysis. There are however many other options which may also affect the calculations. 
This highlights the difficulty of producing a uniform, agreed and validated set of closed 
solutions for generic component shapes. 
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Introduction 

The use of sub-sized Charpy-V specimens to monitor the mechanical properties of 
RPV steels is receiving increasing attention. This is motivated by the fact that a smaller 
amount of material earl be used to obtain fracture properties, which can be of great 
economic interest when dealing with activated materials. Also, specimens may be 
machined from broken halves of previously tested conventional Charpy specimens which, 
at the end, allows increasing substantially the number of experimental results that may be 
collected for a given volume of material. 

Before using reduced-size specimens, investigations are still necessary to verify that 
the properties obtained from sub-sized specimens are comparable to those obtained from 
standard size specimens. It is known that absolute ductile to brittle transition temperatures 
and upper shelf energies depend strongly upon the geometry and the size of  the 
specimens. Amongst the approaches that are available, the local approach to failure, 
which combines a description of ductile damage (void density, growth and coalescence) 
and empirical observations is a promising way to investigate the transferability of 
mechanical properties. It has been successfully used to describe the macroscopic behavior 
of a wide range of  cracked or notched specimens and components of various dimensions 
but restricted so far to quasi-static loading conditions. 

The results discussed in the paper are focused on the upper shelf behavior of the French 
RPV material, equivalent to the American ASTM A508 CI.3 material. Modeling of  the 
material is achieved using the Rbusselier coupled damage constitutive equations [1] 
implemented in CAST3M [2], a general-purpose finite element code developed by the 
French Atomic Energy Agency to support its research investigations. This model accounts 
for the presence of  voids in the matrix of  the material that may grow and coalesce when 
subjected to external loading. 

The purpose of the work is to identify and model the different physical phenomena that 
may affect the results obtained from impact testing on the upper shels Dynamic effects 
including striker impact, imposed specimen bending vibrations and wave propagation as 
well as friction effects will not be discussed in this paper because it has been shown in an 
earlier work [3] that, on the lower shelf, it is sufficient to account for strain rate effects on 
the material stress-strain curve to reproduce the specimen behavior successfully. 
However, on the upper shelf, both strain rate effects and temperature elevation during 
impact are likely to influence locally the mechanical behavior of the material, the material 
at the notch root, ductile crack extension and therefore the global response of  the 
specimens. 

Material  

Material Origin 

The material investigated in this project is a low alloy Manganese ferritic steel with 
Nickel and Molybdenum additions. It is referenced as 16MND5 in the French designation 
and is very close to from the American ASTM A508 C1.3. The batch of  material 
originates from the nozzle opening of a real nuclear pressure vessel forged by Creusot 
Loire Industry for Eleetricit~ de France. It is therefore perfectly representative of  the 
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material used to manufacture the vessel of 1300 MW PWRs. This batch of material has 
already been largely investigated in preceding studies and in particular in [4-8]. The 
chemical composition is given in Table 1. 

Table 1 - Chemical composition for PWR 16MND5 steel. 

C Mn Si Ni Cr Mo Cu S P AI V 
Mes. 3/4 thickness 0.159 1.37 0.24 0.70 0.17 0.50 0.06 0.008 0.005 0.023 <0.01 
Imposed Min 1.15 0.10 0.50 0.43 
RCC-M[9] Max 0.22 1.60 0.30 0.80 0.25 0.57 0.20 0.015 0.02 0.04 0.03 

Thermal treatment of  this steel includes three different steps: 
�9 Quenching : after austenitization at 865/895~ during 4h40, water quenching 

by product immersion was performed. This step was repeated two times. 
�9 Recovering : 630/645~ during 7h30 followed by a cooling step in free air. 
| Stress relief: was performed at 610~ for 8h00. 

The specimens were machined at 3/4 of the nozzle thickness. For tensile specimens, 
the direction is axial (T) whilst for Charpy and toughness tests, the direction is axial-radial 
if-S). 

Microstructure 

Metallographical observation of the material achieved using an optical microscope [6] 
reveals a bainitic microstructure (Figure la, after Nital chemical attack) and the presence 
of manganese sulfides (MnS) inclusions (Figure lb, without chemical attack). Figure lc 
shows the microstructure along the three orientations. 

An analysis of the material microstructure has been performed [5, 6] in order to 
determine average inclusion parameters such as the initial void volume fraction and the 
spatial distribution of the inclusions used for the micro-mechanical modeling. The 
analysis has revealed ellipsoidal MnS inclusions (12x10x8 pan) that can be reasonably 
assumed to be spherical with an average diameter of  10 ~tm. Franklin's [10] formula gives 
a value void volume fraction of  3.9x10 4, which is approximately two times lower than the 
value resulting from image analysis (9.4x10 "4 in the T direction). The analysis has also 
shown that the average distance between inclusions (determined from the number of 
inclusions per surface unit assuming an homogeneous inclusion distribution) is close to 
1001.tin. Another analysis (based upon a Delaunay triangulation) gave a larger value (about 
270 pan), which supports the view that the spatial distribution of the inclusions is non- 
uniform and that most MnS inclusions are gathered in clusters. 
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F i g u r e  1 - Material microstructure (from [6]). 

Basic Mechanical Properties 

The material characterization of  the steel has been performed with round tensile 
specimens over a range of  temperatures between-196~ and 30~ The standard tensile 
material properties (strain rate of  4.10 -4 s -1) are shown in Figure 2. The material yield 
stress %, the ultimate tensile stress CUTS and the uniform elongation Ag% decrease with 
temperature whilst the total elongation A% and reduction of  area at rupture Z% increase 
between -196~ up to -125~ 

Although not shown here, fractographic examination of  NT (notched tensile) 
specimens has been performed [6], and ductile damage initiated on MnS inclusions prior 
to cleavage fracture has been almost systematically observed above -100~ 
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F i g u r e  2 - 16MND5 basic mechanical properties. 
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Impact Strength 

The geometry and the main dimensions of the conventional and sub-size Charpy-V 
specimens are shown in Figure 3. The test device used for conventional Charpy-V tests is 
an instrumented 350 J impact machine. Both the testing machine and the specimen 
geometry are in conformity with the EN-10045 standard [11]. For the sub-size specimens, 
the test device used is a 50 J sub-size pendulum equipped with an automatic specimen 
positioning system. The striker is instrumented with strain gauges, and an optical sensor is 
installed on the pendulum mass for displacement measurement. Specimens, striker and 
anvil geometries are in accordance with ESIS TC5 Draft 9 [12]. 

Span = 40 

55 

Dimensions in mm 

(a) Charpy- V specimen 

Span = 22 

60~ ~ 

4 ~  / ~  r-=-0.1 

Dimensions in mm 

(b) Sub-size Charpy specimen 

Figure 3 - Main dimensions of(a) Charpy-V specimen (from [l lJ) and (b) sub-size 
Charpy specimen (from [12J). 

A careful calibration of the temperature losses during specimen transfer from the 
furnace to the support until impact has then been performed for sub-size Charpy 
specimens. It has been shown that during transfer 0.85 seconds), the temperature 
correction varies respectively from +3~ at -150~ down to -10~ at 300~ Additional 
detailed information on the experimental procedure and calibration of the load cells can 
be found in reference [3]. 

More than 100 Charpy-V specimens have been used to establish the transition curve 
(Figure 4a). This gives a reliable shape and well-identified characteristic points. It is also 
of great value to perform a confidence interval evaluation. For the sub-size geometry, 
more 'than 60 specimens have been broken, which also gives a good definition of the 
transition curve (Figure 4b). Characteristic values have then been determined using the 
Oldfield hyperbolic tangent adjustment [ 13]: 

E(J)=A+B. t g h [ ~ ]  (1) 

The results are summarized in Table 2. The temperature index (TK) corresponding to a 
particular energy level, which is commonly equal to 68 J for Charpy-V and 3.1 J for sub- 
size Charpy, is also indicated. It can be noticed that the ductile to brittle transition 
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temperature shift (ADBTT) is equal to 66.7~ and the temperature index shift (ATK) 
equals to 62.5~ The ratio between upper shelf energies is 23.8 but 6.3 only for lower 
shelf energies. Finally, the results show that the scatter associated with sub-size Charpy 
appears to be greater than the one observed for Charpy-V. This however requires further 
confirmation. 

/// 
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(b) Sub-sized specimens 
Figure 4 - 16MND5 absorbed energy transition curve for (a) Charpy-V and (b) sub-size 

specimens. 

Table 2 - Characteristic parameters o f  the hyperbolic tangent adjustments. 

E (J) A (J) B (J) To (~ C (~ LSE (J) USE (J) TK (~ 
',Charl?.)r-V 86.2• 82.44-5.0-4.44-4.0 43.34-6.4 3.8• 168.64-9.3 -14.2 
Sub-size 3.84-0.46 3.2+-0.63 -71.1+-7.4 23.4+15.0 0.64-1.1 7.14-I.1 -76.6 

Material Modeling 

Rousselier Model Constitutive Equation 

The model used for the simulation is the Rousselier model [1] as implemented in 
CAST3M [2], a general Finite Element (FE) code developed by CEA. This model is based 
on a thermodynamic approach of porous media in which both the current void volume 
fraction f and the effective plastic strain p are considered as internal variables. It allows 
one to account for the presence of  voids in the matrix of the material as well as for the 
influence of  the hydrostatic stress responsible for the fracture mechanism. The 
constitutive equations of this model are based upon the Von Mises yield condition 
extended for porous media: 

l-f0 

where)Co is the initial void volume fraction, R(p) is the tensile stress-strain curve of the 
material, treq is the Von Mises equivalent stress, crh is the hydrostatic stress, D is an 
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integration constant for the model and o-t characterizes the flow stress of  the material 
matrix, which is related to the yield strength and the hardelaing of the material. The 
evolution of  the void volume fraction depends upon the plastic strain rate and is defmed 

by )~=(1-f)tr~p where ~p is the effective plastic strain rate�9 In this model, no account is 
given to nucleation and an initial void volume fraction ~ has to be specified. The 
Rousse[ier model, as implemented in CAST3M, includes a modification proposed by 
Seidenfuss [14] to account for the coalescence of voids�9 This modification allows to 
perform fracture mechanics calculations [15] and consists in comparing the current value 
o f f  to a critical value, f~. I f f=/b ,  the material is damage-free, ifJb <f<f~,  the material is 
damaged and i f f -  f~, the material is fully damaged and void coalescence occurs (the 
stresses at the Gauss points are forced to 0). 

Quasi-static Material Behavior 

The quasi-static temperature dependent material stress-strain curves as determined by 
Renevey [6] have been used as an input in the FE calculation (Figure 5). Poisson ratio is 
equal to 0.3 and Young's modulus depends upon temperature [4]. 

Strain Rate Effects 

Since the Charpy test is a dynamic test, strain rate hardening effects are likely to occur 
in the steel depending upon strain rate fields. Rossoll et al. [7, 8] have shown that strain 
rate is a significant parameter for this RPV steel, even at low temperatures such as -90~ 

�9 . ~ . . 

Static and dynamic compression tests (with Hopkinson bars), achieved over a wide range 
of temperatures, have allowed to identify the parameters (p0=12 and ~o=10 s s -l) of the 

following Cowper and Symonds relationship: 

o-o,  = 1 k i 0 )  J (3) 

Figure 6 represents the true stress-strain curve of  the material resulting from the 
Cowper and Symonds relationship at 0~ It shows that strain hardening has a pronounced 
effect on the material behavior. 

, ~ � 9 1 7 6 1 7 6  ~ 

i ~-60"C 
4o01 --"---30"C [ 

--~--300C 
200 "~" I00*C 

"r 200"C 
" " ~  I 400"C 

0 

0 0.05 0.1 0.15 0.2 0.25 0.3 
True strain (-) 

Figure 5 - 16MND5 quasi-static true stress-strain curves (~ = 4.10 -4 s-l). 
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Figure 6 - 16MND5 true stress-strain curves at O~ 

Identification of Critical Damage Parameters to Model Ductile Tearing 
on The Upper Shelf at O~ 

Outline o f  the Model Parameters Identification Procedure 

The procedure developed and adopted by CEA [16] to identify micro-mechanical 
damage parameters for ductile crack extension in ferfitie or austenitic steels was used in 
these investigations. It results from a wide number of computations applied to a number 
of structures and components made of various steels for which however only quasi-static 
loading conditions have been considered. Some of these investigations have been 
performed via Round Robins organized within the ESIS (European Structural Integrity 
Society) Technical Committee on Numerical Methods [ 17] which will serve as baseline 
data to draft an extension to the already existing ESIS guideline [18], restricted so far to 
crack free specimens and components with uncoupled damage models and quasi-static 
loading conditions. 

For the present investigations, this procedure was therefore modified to account for the 
strain rate dependence of the material stress-strain curve. The damage parameters to 
identify are the initial void volume fraction~ and the dimension of the square elements Lc 
(average distance between inclusions) to be used to model the material at the crack tip and 
along the crack growth path. Both of these parameters can be reasonably assumed to be 
independent upon temperature and strain rate. The o'1 parameter of  the Rousselier model 
however, which characterizes the flow stress of the material matrix has to be strain rate 
and temperature dependent. In contrast to the multiplicative form of the Gurson- 
Tveergaard and Needleman [19, 20] constitutive equation, the additive form adopted by 
Rousselier (eq. 2) implies that both the stress-strain curve and o"t have to be corrected to 
account for strain rate or temperature effects. Tanguy et al. [21, 22] have proposed 
modifying the original Rousselier model to account for such effects and have succeeded in 
predicting the ductile behavior of Charpy specimens. Another possibility, exposed below, 
consists in defining o-1 as a function of temperature and strain rate, identified from 
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uniaxial NT tests results performed at different temperatures and imposed strain rate 
conditions. In the present work, the model was simply updated to account for a strain rate 
dependency of  o"1, the influence of  temperature being much less pronounced over the 
range of temperatures under consideration. Further work is however underway to account 
for both effects simultaneously to model the brittle to ductile transition. 

Identification of  fofrom NT Specimens Subjected to Quasi-static Loading Conditions 

For the material investigated in this work, fo has been first estimated with Franklin's 
formulae [10] and the material chemical composition (Table 1). This gives a value of  

f0=3.9x10 "4 that was then adjusted by comparing the result of  computations to 
experimental test results obtained from NT specimens subjected to quasi-static loading 
conditions. In these calculations, the Rousselier damage parameters were assumed to be 
constants for strain rate independent materials (cr1:445MPa, D=-2 and f~=0.05). Three 
different specimen geometries have been used with notch radii equal to 2, 4 and 6 mm for 
NT 2-6, 4-6 and 10-6, respectively. Also, test results obtained at temperatures ranging 
between -60~ and 0~ have been considered to evaluate the dependence of  Jb upon 
temperature. 

Figure 7 shows that at 0~ a value off0=2xl0 "4 describes well the influence of  
geometry whilst for a given geometry (Figure 8), it is shown that the temperature (ranging 
between --60~ and 0~ has little influence on crack initiation. On these two figures, the 
plain lines represent the computed values and the lines with marks represent the 
experimental data. This value of3'0 is found to be in good agreement with the value 
derived from the chemical composition of the material but approximately four times less 
than the value arising from the microstructure analysis. 
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Figure 7 - Calculated and experimental load versus diametrical contraction curves 
at O~ with fo=2xl 0 -4 under quasi-static loading conditions- Influence of  the 

geometry. 
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Figure 8 - Calculated and experimental load versus diametrical contraction curves 
at O~ with.[o=2xl 0 -4 under quasi-static loading conditions-Influence of  

temperature. 

Identification of  Lcfrom CT Specimens Subjected to Quasi-static Loading Conditions 

The test results used for the identification of  Lc have been obtained from two 20% side 
grooved (SG) CT25 specimens tested at 0~ and 30~ subjected to quasi-static loading 
conditions. With the side-grooved specimens, a 2D plane strain analysis is sufficient to 
reproduce the experimental observations. Crack extension is computed using a post- 
processing procedure that consists of  comparing, at each load step and for the Gauss 
points of  the elements in the remaining ligament, the value of f tofc .  As a Gauss point of  
an element reaches the critical void volume fraction, one half of  the element length is 
considered to be damaged. Figures 9 and 10 show the comparison between calculated and 
experimental load versus CMOD and CMOD versus crack extension curves, respectively. 
It is shown that a very good correlation between the calculation and the observations is 
obtained with a L c value of 200~tm, a value close to that resulting from the microstructure 
observations of  the mean distance between inclusions [6]. 
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Figure 9 - Calculated and experimental load versus CMOD curves at O~ 
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Identification of ~rl 

The dependency of  o'1 with respect to strain rate was calibrated from an analysis of  the 
strain rate material yield strength (Figure 11). At 0~ the temperature of  interest for the 
Charpy and subize specimen computations, for low strain rates close to quasi-static 
loading conditions (less than 5x10 "4 sl),  the value of  ~ is indeed close to 445 MPa, the 
value of  crt commonly used to simulate quasi-static tests. At higher sWain rates (greater 
than lxl03 s'l), % approaches 700 MPa. In the computations, it was therefore assumed 
that o-~ would vary as cry with swain rate. Figure 12 shows the results of  mechanical 
computations ofa  NT specimen (NT10-6) performed for strain rates between 4x10 "4 s "t up 
to l x l0  a s 1. It shows that as the sWain rate increases, a constant o'1 value leads to a 
decrease of  the diametrical contraction at initiation (Figure 12a) whereas with a strain rate 
dependent o"1, the load bearing capacity of  the specimen increases (Figure 12b), but the 
diametrical contraction at crack initiation remains almost constant. This is in good 
agreement with the experimental results obtained by Tanguy et al. [21, 22] for the same 
geometry but for another cast of  the material (Figure 2c). The drop of diametrical 
contraction at initiation observed experimentally for load line velocities greater than 
10mm/mn corresponds to a significant increase of  temperature. 
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(a) Global NT specimen response with constant o'i 
(a~-A/.5MPa) 

(b) Global NT specimen response with 
calibrated o'I 
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(c) Experimental die,meScal contraction at crack initiation (from [21, 22]) 

Figure 12 - Rousselier model computation of a NT 10-6 specimen at O~ 

Discussion 

Meshes Used to Simulate Ductile Tearing in Charpy-V and Sub-size Charpy Specimens 

Both 2D and 3D simulations have been carried out in this work to investigate the 
influence of adiabatic heating and strain rate effects. For the 3D modeling, the symmetry 
planes allow modeling only 1/4 of the specimen. CUB20 reduced integration elements 
with 20 nodes and 8 Gauss points are used to model the specimen, the striker and the 
anvil, the latter two being considered as perfectly rigid. Contact conditions without any 
inter-penetration nor friction are imposed to the specimen, anvil and striker. The anvil is 
fLxed on the back in the vertical direction and at one point in horizontal direction. A 
displacement is imposed at the back face of the striker. The ligament is modeled with 
calibrated elements along the crack growth path with the Lc value identified from the CT 
specimen. In total, the meshes are composed of 2560 and 1365 elements with 13220 and 
7451 nodes for the Charpy-V and sub-size Charpy specimens, respectively. 
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Influence of Strain Rate and Adiabatic Heating (219 Modeling) 

Figure 13 compares 2D FE computations with the result of two sub-size Charpy tests 
performed at 0~ The results reported in this figure refer to quasi-static computations and 
strain-rate dependent computations including adiabatic heating or not. Perfect adiabatic 
heating is assumed in the calculation, i.e., conduction was neglected since the test 
duration is less than 2ms, which corresponds to a conduction distance of  190~m. At this 
stage of the analysis, the influence of strain rate on crj was neglected. 

Figure 13 - Comparison between 21) FE calculations and sub-size Charpy test results at 
O~ 

The results show that the strain rate affects the results significantly. It increases the 
maximum load and the crack growth rate once initiation has occurred. Figure 14 shows 
the temperature elevation that arises in both specimens at different imposed striker 
displacements. It indicates that at the early stages of  impact, the maximum temperature is 
obtained at the notch root. The temperature increases rapidly in the material under the 
striker and becomes greater than at the notch root as the crack propagates. A maximum of 
133~ and 110~ for the conventional and sub-sized geometry, respectively, is obtained 
at the notch root whilst in the ligament, the temperature elevation remains negligible. In 
the material located under the striker, the temperature elevations reach 280 and 241~ 
respectively. 

Despite these large values of temperature elevation, adiabatic heating has only a minor 
influence on the global behavior, as shown in Figure 13. This is attributed to the fact that 
the temperature rises are very localized and are negligible for the ligament, therefore not 
sufficient to affect the global mechanical specimen behavior nor crack propagation. It is 
however important to bear in mind that at lower temperatures, in the ductile-brittle 
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transition, adiabatic heating may be sufficient to shift locally at the crack tip from a 
cleavage failure mode to a ductile failure mechanism. 

Figure 14 - Adiabatic temperature rise for Charpy- V and sub-sized specimens at O~ 

3D FE Simulations With Strain Rate Dependent o'1 Parameter 

Figures 15 and 16 compare the global response of the specimens resulting from 3D FE 
computations with experimental data. The 3D modeling was achieved since from Figure 
13, it is clear that the 2D modeling does not allow to predict satisfactorily the load- 
displacement curves. The results obtained with a constant value of 0" 1 and a variable value 
are given for both geometries. The results clearly indicate that the dependence of the o'1 
parameter with strain rate allows one to describe well the observed behaviors. An 
excellent agreement is obtained for the sub-size specimen whilst for the conventional 
Charpy specimen, the correlation between the computation and the experimental data is 
acceptable. 

Also shown for the sub-sized specimen is the result of a 3D computation that includes 
both the influence of strain rate and temperature on the stress-strain curve. At this 
temperature, adiabatic heating does not influence the global mechanical behavior of the 
specimen as much as the strain rate. Figures 17 and 18 give the temperature elevation and 
the plastic strain rate in the ligament of the conventional Charpy specimen for a 4 mm 
striker displacement. On these figures, the fully damaged elements have been removed, 
allowing one to visualize crack growth. A pronounced tunneling effect is predicted, which 
favorably compares with the experimental observations. As expected, the maximum 
temperature elevation (183~ is obtained at the crack front on the shear lips that forms on 
the free surfaces due to high plastic deformation localization. High temperatures are also 
predicted in the material under the striker (about 140~ whilst at the crack front on the 
mid-thickness, the temperature elevation does not exceed 80~ in agreement with the 2D 
results. 
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Figure 15 - 3D sub-size Charpy computational results at O~ 

Figure 16 - 3D Charpy computational results at O~ 

Isovalues of the plastic strain rate (Figure 18) show that, in contrast to the temperature 
elevations, the maximum value is obtained at the crack front at the mid-thickness position 
(4830 s-l). Large values of plastic strain rate are also obtained in the material under the 
striker (around 4000 s'l). The main difference, however, with the temperature field is that 
the whole ligament has a high average plastic strain rate (about 100 sl), which necessarily 
influences significantly the global behavior of the specimens. 
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Figure 17 - Computed temperature elevation for the conventional Charpy specimen at 
O~ with a 4 mm striker displacement. 

Figure 18 - Computed plastic strain rate for the conventional Charpy specimen at O~ 
with a 4 mm striker displacement. 

Concluding Remarks 

This paper has reviewed both experimental and numerical investigations that have been 
performed to investigate the behavior of un-irradiated sub-size Charpy and conventional 
Charpy-V specimens made of the French 16MND5 RPV steel, a steel equivalent to the 
American ASTM A508 C1.3. The purpose of the work was to verify that the local 
approach to failure could be used to describe the behavior of such specimens. 

Ductile tearing at 0~ was computed using the Rousselier coupled damage model for 
which the damage parameters have determined with an identification procedure that uses 
both uniaxial tensile specimens (smooth and notched) data and conventional ductile 
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tearing tests resulting from CT specimen. All these tests have been performed under 
quasi-static loading conditions and do not reflect the hardening or softening of the 
material due to strain rate or temperature for example that prevails in impact testing. 

It has been demonstrated that the original Rousselier model can however successfully 
predict the behavior of the dynamic tests provided that strain rate effects are accounted 
for, both on the stress-strain curve of the material and on the o-~ parameter which, in this 
model, characterizes the mechanical resistance of the matrix of the material. 2D and 3D 
modeling has shown that the ligament undergoes an average plastic strain rate of about 
100s -1 which significantly influences the global mechanical behavior of the specimen. It 
was also shown that despite high temperature elevation (greater than 100~ adiabatic 
heating has little influence on the global mechanical behavior and crack propagation on 
the upper shelf since it remains localized at the shear lips of the specimen and in the 
material under the striker. However, it may have to be taken into account at lower 
temperatures in the ductile-brittle transition region. 
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Abstract: Interface fracture strength is evaluated by the Weibull stress criterion for LSI 
devices composed of epoxy resin and Fe-Ni alloy sheet. The difference in coefficient of 
thermal expansion of the epoxy resin and Fe-Ni sheet causes a stress singularity at the 
comer ends of the device in the cooling process during LSI packaging, which is responsible 
for the interface fracture of the device. It is shown that the critical Weibull stress, an 
integrated stress over the stressed body along the interface, at fracture initiation is almost 
independent of the package geometry, although both the local stresses and the singularity 
parameters in the LSI device significantly depend on it. Shape design to decrease the 
Weibull stress values would be effective to improve the LSI devices reliability. 

Keywords: interface strength, delamination, dissimilar material joints, LSI devices, package 
geometry, local approach, Weibull stress 

Introduction 

Interface fracture evaluation is important not only for fundamental fracture mechanics 
[1-7] but also for electronics industry [8-17]. Electronic devices consist of multi-layered 
structures of different materials. Mismatch of the thermal coefficients of expansion often 
causes delamination at the interface in electronic packaging because of the high thermal 
stresses near the bond edge [8, 9, 12, 15-18]. Simple but accurate evaluation of interface 
strength is required to improve the reliability of electronic packages. Considerable 
progress has been made toward understanding the interfacial strength. However, a clear 
assessment procedure has not yet emerged because the stresses have a singularity near the 
idealized interface edge [1]. Hattori et al. proposed a stress singularity parameter approach 
using two stress singularity parameters, 2 and K in 

cr = K / r z (1) 
where cr is the thermal stress, r is the distance from the singularity point of bond edge, K is 
the intensity of stress singularity, and 2 is the order of stress singularity [8-11]. They 
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evaluated delamination criteria using these two parameters, 2 and K in plastic-encapsulated 
LSI device models composed of epoxy base resin and Fe-Ni alloy sheets [8-10]. In 
resin-molded electronic material, the molding material becomes an adhesive and the 
delamination might be caused by the thermal stress under the cooling process. The 
analytical model proposed by Hattori et al. [8, 9] is based on two-dimensional joints. Xu 
and Nied discussed the stress singularity for three-dimensional comers [15]. However, the 
singularity order X changes with the specimen geometry in both two- and three-dimensional 
edges. Consequently, the criterion K=K= loses the physical meaning for the evaluation of 
fracture strength of bonded joints with different geometries. 

Here we reanalyze the fracture data reported by Hattor/ et al. [8, 9] for plastic 
encapsulated LSI devices composed of epoxy base resin and Fe--Ni alloy sheets. Interface 
strength is evaluated by the Weibull stress in the local approach [18-23], which is a 
singularity independent parameter. 

Delamination Test of Resin and Fe-Ni Alloy Bonding Specimens 

Experimental details on the delamination test were reported in the literature [8, 9]. Two 
materials bonding specimens composed of epoxy base resin and Fe-Ni sheets were used. 
Figure 1 shows the three metal-resin models used for the delamination tests. Two 
materials were bonded at the curing temperature 170~ for five hours. During the cooling 
process from the curing temperature to room temperature, thermal stress generated and 
delamination occurred at the comers. The delamination was detected using two strain 
gauges mounted on both the resin and the metal surfacesl Temperature of the models was 
measured with thermocouples. Figure 2 shows the test results of the temperature changes 
to initiation of delamination AT from the curing temperature [8, 91. 
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Figure 1 - Models for metal-resin bonded specimens. 
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Figure 2 - Delamination test results of  metal-resin bonded specimens [8,9] 
(*Model 3: Average data). 

Thermal Stress Analysis 

In order to evaluate the thermal stress distribution, three-dimensional elastic 
FE-analysis was conducted, The FE-code employed was ABAQUS ver.5.8. Figure 3 
shows the FE-model used for the analysis of Model 1. Because of symmetry, one quarter 
model was used. The material constants of Fe-Ni alloy are as follows: Young's modulus 
E=148GPa, Poisson's ratio v=0.3 and coefficient of thermal expansion a=5.0 x 10-6/~ 
Those of resin are E=14.7GPa, v=0.25 and a=19.0 x 10-6/~ These material constants 
were assumed to be independent of the temperature in the analysis. The two-dimensional 
plane strain analysis was also performed for comparison with the three-dimensional analysis. 
The minimum element size was assumed to be 0.01mmx0.01mmx0.01mm for all three 
models. It was confirmed that analysis with the smaller mesh also gives the same 2 value 
of stress singularity parameter. 

Figure 3 -FEMmesh  of model 1 (Z-X plane). 
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Results of Thermal Stress Analysis 

The delamination criteria using stress singularity parameters by Hattori et al. is based 
on two-dimensional analysis [8, 9]. However, the package is actually a three-dimensional 
object and has comers. It is necessary to make clear an essential difference in the two- and 
three-dimensional analysis [15]. Figure 4 and Figure 5 show the stress distribution in the 
resin side close to bonded interface obtained by FE-analysis when the temperature decreases 
to 70~ from 170~ (AT=100~ Figure 4 and Figure 5 are the results of two-dimensional 
plane strain and three-dimensional analysis, respectively. In the three-dimensional model of 
Figure 5, the distribution is along the P-O line in Model 1 of Figure 1. Although the 
normal stress components o'z and Crx have similar distribution both in two- and 
three-dimensional models, the shearing stress component" ~• is largely different in two- and 
three-dimensional analysis. As shown in Figure 5, the shearing stress rzx is sure not to be 
caused by the symmetry of the three-dimensional object in Figure 1. In two-dimensional 
analysis, z-= is caused by the constraint on the deformation in y-direction perpendicular to 
the P-O line direction. It is necessary to consider the three-dimensional analysis in the 
dissimilar material joints. 

Figures 6, 7 mad 8 show the stress distribution under the temperature decrease into 
70~ from 170~ (AT=100~ in resin side close to bonded interface along the Q-P line of 
model 1, 2 and 3, respectively. The normal stress ~ distribution level around the Q point 
in the P-Q line of Figure 6 is higher than the level around P point in the O-P line of Figure 5 
in Model 1. Further, the shearing stress r~x clearly generates at the Q point in the P-Q fine 
of  Figure 6 although the r= is zero in Figure 5. These results indicate that the stress 
environment near the three-dimensional comer is more severe than that near the 
two-dimensional edge [15]. So, the actual three-dimensional analysis is very important to 
investigate the delamination criteria. Comparing the effect of  model geometry on stress 
around the Q point, normal stress ~ of  Model 2 is largest and that of Model 3 is smallest. 
On the other hand, the absolute value of  sheafing stress r= is large in Model 3. Outside 
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resin has a large coefficient of thermal expansion in Model 3. In cooling process a large 
amounts of resin shrink and this causes the increase of shearing stress component. 

Evaluating the Delamination Strength 

Figures 9, 10 and 11 show the dalamination strength evaluated by normal, shearing and 
maximum principal stress, respectively. Every kind of critical stress varies remarkably in 
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the three models of  1,2 and 3. These local stresses can be confirmed not to be evaluation 
parameters for delamination strength. Figure 12 shows the delamination criteria using 
stress singularity parameter [8, 9]. Although one can draw a critical curve as shown in this 
figure proposed by Hattori et al. [8, 9], not only the order of stress singularity 2 but also the 
intensity of  stress singularity at delamination Kcr are different in these three models. The 
different order of  2 leads the different dimension of the stress singularity parameter and one 
does not know the physical meaning of  the dimensional difference. 

Application of the Weibull Stress Criterion 

This paper applies the Local Approach [ 18, 19] to estimate the delamination strength 
[22, 23]. The local approach employs the Weibull stress Gw as a fracture driving force. The 
Weibull stress ~7~ is given by the integration of an effective stress ~ffover a flracture process 
zone in the form 
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where m is the Weibull shape parameter of  the material, and Vo and Vy are a reference 
volume defined in the local approach and the volume of the fracture process zone, 
respectively. The local approach assumes that the onset of unstable fracture is controlled 
by the instability of the weakest microcrack in the fracture process zone. 

The glass transition temperature Tg of the present resin is about 170~ The 
delamination temperatures are much lower than the Tg. The resins show glass-brittle 
behavior because the resins consist of a network of  carbon atoms covalently bonded together 
to form a rigid solid. The debonding seemed to occur in the resin side by examination 
using a scanning electron microscope and an energy dispersive X-ray spectroscopy 2 and 
only the resin side region is considered as the VU to calculate the Weibull stress ~ .  Since 
the crack plane is parallel to the interface, the effective stress Geffis given by 

I cy~ = ~ 4- (2_v)2 (3) 

where ~y and r~ are the normal stress and the shear stress, respectively. 
The critical Weibull stress o-wx~ at fracture obeys the Weibull distribution with two 

paraneters m and o-. 

II ;1 exp - (TW'cr F(cYrv.=) = 1 - ~ (4) 

which is expected to be a material property independent of the specimen geometry. Since 
the m-value does not depend on the reference volume Vo, a unit volume is convenient to Vo 
for calculating the' Weibull stress [21]. The iteration procedure usiv| the maximum 
likelihood method was employed for the determination of the m-value [21]. The likelihood 
estimate of m is obtained when the moment m-value derived from a statistical sample of  
O-wx~ is consistent with an assumed m-value used for the calculation of O-wx~ [23]. 
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2 Iwasa, M., and Httori, T., personal communication, May 2000. 
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From the experimental delamination data of Figure 2, m = 7 and o-~ = 39MPa were 
obtained. Figure 13 shows the delaminafion strength evaluated by .the Weibull stress. 
The critical WeibuU stresses at delamination occurrence are almost the same in all models 
with different package geometry. Some uncertainty might remain regarding the m-value 
since the experimental sample is limited. Assuming other m-values such as m=5, 10, 20, 
absolute WeibulI stresses change. However, we confirmed that the critical Weibull stresses 
are independent of the specimen geometry in package under each m-value. This means that 
the delamination strength of dissimilar material joint by the Weibull stress is a material 
property independent of the geometrical condition of the specimen. 

Figure 14 shows the relationship between Weibull stress and the reduction temperature 
from the curing temperature for the three models. This is the elastic analysis and a linear 
dependence is observed in this figure. Because the Weibull stress is largest, Model 2 
seems to be most severe. To improve the reliability of the dissimilar material joints, it would 
be effective to avoid the geometry pattern of Model 2 in LSI devices design if the plastic 
material region would be a fracture origin. That is to say, shape design concept to decrease 
the Weibull stress field would be effective to improve the LSI devices reliability. 

Conclusions 

Interface fracture strength of plastic encapsulated LSI devices is analyzed by the 
Weibull stress criterion. Thermal stress of epoxy base regin and Fe-Ni alloy sheets are 
calculated by three-dimensional FE-analysis. The stress environment near the 
three-dimensional comer is more severe than near the two-dimensional edge. The actual 
three-dimensional analysis is very important to investigate the delamination criteria. Both 
the local stresses and singularity parameters depend strongly on the package shape. On the 
other hand, the Weibull stress criterion is almost independent of package geometry. The 
geometry pattern where the Fe-Ni alloy sheet extends outside seems to be most severe. 
Shape design concept to decrease the Weibull stress field would be effective to improve the 
LSI devices reliability. 
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Introduction 

Materials properties, such as yield, damage, and fracture limit surfaces, are examples 
of important multiaxial data required for structural analyses. Current measurement 
techniques involve specialized and time-consuming experiments. Furthermore, the 
measurements are affected by and vary with the mierostructure of the material. A rapid 
estimation technique for multiaxial material yield properties would allow cost-effective 
sensitivity analyses of structures and provide a new tool with which to examine 
microstrucmral performance. 

Previous researchers has examined the role of microstructure on the effective 
elastoplastic response ofmaterials, especially fiber and particle reinforced composites. A 
number of these studies were performed on two-dimensional (2D) periodic and random 
arrays of particles, for example see References [1-3]. Some of this work has been 
expanded into 3D by producing periodic arrays unit cell models [4,5]. These studies 
generally underestimate the role of second phase distributions by ignoring particle shape 
and clustering. Brockenbrough and co-authors examined the efl'eet of actual 
microstructures in 2D by using Voronoi tessellations of aluminum/silicon alloy [6]. They 
examined the development of local stress and strain states due to particle clustering. 

In this paper, we report on efforts to develop a procedure to translate 3D 
microstruetural information into practical nonlinear material response predictions suitable 
for use by designers and analysts. Yield surface estimates are ebtained from linear 
superposition and load scaling of three orthogonal displacement basis loads, as applied to 
a three dimensional image-based model. The estimation technique uses percolation 
analysis to generate the material yield surface. 

A schematic example of a 2D percolation process is shown in Figure 1. This 
illustrates a notional two-phase material (e.g. a particulate reinforced composite) being 
loaded to yielding. As the specimen is loaded, small regions of microplastieity are 
formed around particles (or voids). Upon further loading, these regions ofmicroplasticity 
grow, link up, and percolate across the specimen to produce macroscopic yielding. 

Figure 1 - Schematic illustration of plasticity percolation in composite material 



GELTMACHER ET AL. ON MICROYIELD PERCOLATION 137 

The procedure will be described in four steps: X-ray computed microtomography 
(XCMT), model generation, finite element modeling, and percolation analysis. In 
addition, comparisons to full nonlinear analyses and statistical results from the 
percolation analysis will be reported. 

Material 

The aluminum/TiB2 composite material selected for this study is an excellent model 
system. The nominally 20 volume percent composite was manufactured using standard 
powder metallurgical techniques (cold isostatic pressing followed by hot extrusion). The 
median TiB2 particle size was measured to be 10.4 ~tm. This processing produced the 
microstructure shown in Figure 2. The composite offers high particle-matrix contrast for 
X-ray computed microtomography (XCMT). 

Figure 2 - Micrographs of  hot extruded 11 O0 aluminum/TiB2 composite material in (a) 
longitudinal section and (b) transverse section. 
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X-Ray Computed Mierotomography (XCMT) 

X-ray computed microtomography is a non-destructive 3D characterization technique 
used to examine second phase and defect distributions with a micron level resolution. 
Previous tomography work has examined defects from material processing, thermal 
cycling and deformation [7-12] as well as secor/d phase distributions and defects in 
A1/SiC composites [13,14]. High resolution XCMT data was obtained at the National 
Synchrotron Light Source (NSLS). The specialized hardware and software required for 
XCMT has been developed in previous research [15]. The current instrument is capable 
of producing 3D voxel data of 1 to 2 ~tm resolution over a 2 to 3 mm field of view. A 
voxel is the 3D volumetric equivalent to a 2D image pixel. A specimen is placed on a 
rotational stage where it is exposed to a high intensity X-ray beam produced by the 
synchrotron. This x-ray beam can be either a "white" beamor monochromatic with the 
energies ranging from 6 to 36 keV. The X-rays pass through the sample to be converted 
to visible light through a scintillator crystal composed of either yttrium aluminum garnet 
(YAG) or cesium iodide (CsI). A folding mirror and objective lens are used to focus the 
ra~ograph on a charge-coupled device (CCD) camera. In order to generate a tomogram, 
a series of radiographs are needed at specific angular orientations determined by the size 
and resolution of the tomogram. This is performed under computer control of the rotary 
stage and camera. The radiographs are then converted to 3D images with specialized 
reconstruction software that uses a Fast Filtered Fourier Back Transformation algorithm. 
Essentially, the tomograms are 3D maps of the x-ray attenuation exhibited by the sample. 

The images produced from the composite were collected with both 4.5 ~tm and 3.6 
~tm resolutions. An example of the tomograms is shown in Figure 3. Individual slices of 
the tomograms were normalized to allow for the selection of a single intensity value to 
delineate between the aluminum and the TiB2 particles using a Fourier transform slice 
normalization procedure. This procedure reduces ring artifacts in the voxel intensities by 
removing the low frequency portion of the reconstructed data. 

Figure 3 - Example of tomography image of 11 O0 aluminum/TiB2 composite material 
The volume is 180/an on a side. The voxel size is 3.6/am. 
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Three-Dimensional Image-Based Models of the Composite Mierostrueture 

Model Generation 

The XCMT data was used to generate realistic finite element models of the composite 
microstructures. Due to the size of the tomograms, subsections of the XCMT data were 
transposed onto a regttlar finite element mesh with each element the size of an individual 
tomogram voxel. Thus each element was either a 4.5 or 3.6 gm cube depending on the 
resolution of the tomogram. The material identification for each element,was determined 
by binarizing the XCMT data into two different material types; 1100 aluminum or TiB2 
particles. The threshold was selected to produce approximately 19 volume percent of the 
TiB2 particles, consistent with experimental measurements. These image-based models 
represent the actual spatial and size distributions of the TiBz composites measured by 
XCMT. Two different sizes of solid models were generated, a 20x20x20 element model 
(8000 elements total) from the 4.5 micron data and a 50x50x50 element model (125000 
elements total) from the 3.6 micron data. Thus the 50x50x50 model examines a volume 
eight times greater than the 20x20x20 model Both models are shown in Figure 4, where 
only the TiB2 elements are distinctly represented to show the particle distributions. 
Element sets were created to translate the voxel data material types to different material 
properties in the finite element model 

Figure 4 - Image-based finite element models of  aluminum/TiB2 composite with (a) 
20x20x20 element model volume 90.6 ktm on a side and (b) 50xSOxSO element model 

volume 180 con on a side. 

The smaller 20x20x20 element model was used to facilitate postprocessing software 
development of percolation evaluation algorithms, plasticity cluster statistics, and yield 
surface estimation. The larger 50x50x50 element model was more representative of a 
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statistically relevant model size, given the particle size and volume fraction of the 
composite, and it was used to examine the cluster statistics during the yield surface 
estimation. 

The physical nonlinear response of particulate composites generally involves a 
combination of matrix plasticity, particl~ debonding, and/or particle fracture. Particle 
debonding and particle fracture are void initiating mechanisms. This can produce a 
complex state of affairs, due to the statistical nature of these mechanisms. Two limiting 
cases exist: perfectly bonded and fracture resistant particles, which produce no voids, and 
weakly bonded particles which immediately debond to produce voids upon loading. For 
the purposes of this study, both limiting cases have been examined. In both cases, 
elements marked as 1100 aluminum matrix were given material properties of 1100 
aluminum. The effects of perfectly bonded particles were modeled by giving the 
particles TiB2 properties. The effects of voids were implemented in a simple manner by 
replacing the particle finite elements with very low stiffness properties, forcing them to 
behave essentially like voids. 

The elastic material properties for the three element types are shown in Table 1. The 
models were run with the elastic properties for the given element type. In the case of 
void microstructure, the particle elements were assigned void properties using a 
significantly reduced elastic modulus value of 0.001 times the modulus of the aluminum. 
This modulus was used instead of an effective zero modulus to .facilitate model 
convergence and eliminate the potential for overlapping deformation of elements in the 
model. The reduction of elastic modulus effectively carries through to the shear 
modulus, using the same value of Poisson ratio. The impact of the value of Poisson ratio 
is relatively inconsequential at these moduli reductions. 

Table 1 - Elastic materialproperties. 

Material Young's Modulus (GPa) Poisson Ratio 

1100 Aluminum 69 0.33 
TiB2 529 0.12 
Void 0.069 0.33 

In the simulations where non-linear properties are used, an ilacremental elastic-plastic 
constitutive model was used for the 1100 aluminum matrix with a nonlinear uniaxial 
stress-strain curve previously developed [16], as shown in Figure 5. Both the TiB2 
particles and voids remained modeled as elastic materials. 
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Figure 5 - Non-linear input stress/strain response for 11 O0 aluminum. 

Boundary Conditions 

The 20x20x20 and 50x50x50 3D finite element models were subjected to three 
displacement basis loading eases for both elastic analyses. The loading cases represented 
the three orthogonal tensile deformation basis loads in the x, y and z directions, 
respectively, as shown in Figure 6. For each of  the three basis loading cases, uniform 
normal displacements were applied to the appropriate opposing sides of  the model. 
These displacements were selected to produce an average strain of  0.002 across the 
model in the direction of  loading. Zero normal displacement boundary conditions were 
applied to the remaining four sides of the model, as shown in Figure 6. These 
deformation states are equivalent to applying one-dimensional principle stretches on the 
axes of  the model and they are appropriate for the subsequent linear superposition to 
construct arbitrary combined deformation states, which in turn are needed to construct the 
yield surface estimates. 

Figure 6 - Schematic of  tensile deformation basis loading cases used in this study. 
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Since the percolation-based methodology produces only an estimate of the 
microstructurally-dependent yield surface, nonlinear finite element analyses of selected 
deformation states were also performed to compare to the percolation-based estimates. 
These nonlinear analyses are also used to evaluate how calibration factors could reconcile 
the linear estimations with the predicted nonlinear responses and to determine the time 
and resource savings using the linear estimates. Three nonlinear analyses were 
performed using the basis loading cases for each model to directly determine yield by 
load-displacement response. 

Finite Element Results 

All finite element analyses were performed using ABAQUS 5.8-1 on a Sun HPC 
GlobalWorks computer. The elastic basis loading case run times were on the order of 4.2 
minutes for the 20x20x20 element models and 4.2 hours for the 50x50x50 element 
models using ABAQUS/Standard. These solutions are used in the subsequent analysis as 
the input for the database for percolation. Nonlinear elastic-plastic run times were on the 
order of 9.7 hours for the 20x20x20 element models, using ABAQUS/Standard, and 15.0 
hours for the 50x50x50 element models, using ABAQUS/Explicit. 

Typical finite element results are shown in Figure 7. This figure shows the von Mises 
stresses for the non-linear 50x50x50 cases tested in the same basis loading direction. It 
shows that the model with the TiB2 particles exhibits higher average matrix stresses, 
while the model with the voids exhibits greater matrix stress non-uniformity (stress 
localization). 

Figure 7 - Von Mises stresses generated by elastic analyses using one-dimensional 
tensile basis load deformation for (a) aluminum/TiB2 composite model and (b) 

aluminum~void model. 
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Yield Surface Estimation Using Percolation Analysis 

The "classical" definition of percolation of one phase in a two-phase medium is a 
change in cluster length from finite to infmite length scales. The relevant "phases" for 
this investigation are elastic material and plastic material cells. The elastic phase 
elements have avon Mises equivalent stress less than the yield stress value. The plastic 
phase elements have yon Mises equivalent stresses greater than or equal to the yield 
stress value. The yon Mises stresses are calculated for each element from the basis 
loading cases and superposition defined from a given loading direction. In the case of  
voided material, the void elements are defined as part of the plastic phase since they offer 
no appreciable resistance to deformation. 

In 2D models, plastic percolation across the model is associated with the "division" of 
the remaining elastic domain into two (or more) separate and smaller regions. The plastic 
phase can span the finite domain in the x direction, y direction or both x and y directions, 
and is associated with macroscopic plastic flow normal to these directions, as illustrated 
in Figure 1. 

In 3D domains, such as are considered here, classical percolation is the "spanning" of  
the plastic phase across the domain. For phenomena such as dielectric breakdown, where 
eurvilinear continuity of charge conduction paths across the domain is sufficient to make 
the transition from an insulator to a conductor, the classical definition is sufficient. In the 
ease of plasticity, however, curvilinear spanning of a 3D domain by plasticity is not a 
sufficient condition for macroscopic plastic flow to occur across the volume. The more 
stringent criterion of volume "division" must be imposed in the spirit of the practical 
implications of 2D percolation, i.e., the elastic region must be divided into two or more 
regions by the plastic region for macroscopic plastic flow to occur. It follows that the 
relevant test for plastic flow in 3D is the loss of classical elastic material percolation in 
the direction in which macroscopic plastic flow will take place. 

The multiaxial deformation state and the points on the yield surface estimate are 
constructed in 3D strain space using spherical coordinates. The deformation state is 
described by angle 0 in the x-y deformation plane (as measured from the x-axis), angle d~ 
as measured from the z-axis. A load factor ~, was used to scale the basis loading cases 
while the yield surface is located along each radial loading path. Figure 8 illustrates the 
different yield definitions that can be calculated using the percolation analysis. The first 
yield definition is initial microscopic yield (L init), which occurs when the first element 
reaches the yield criterion. This is similar to the experimental yield definition of the 
proportional limit stress. The second definition is first plastic percolation (L pl perc min), 
where a plastic cluster percolates across the volume. A third percolation point can be 
defined as the last elastic percolation (~, el pete max), where there is still a continuity of 
elastic cells along the reference direction. The criterion used for material yield (~ yield), 
occurs when there is no longer continuity of the elastic cells along the reference direction. 
This is similar to elastic limit stress, which is the greatest stress a material can see 
without any permanent deformation. The fmal yield definition is plastic saturation (~ sat) 
that occurs when the entire model is plastic. 
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Figure 8 - Schematic illustration of different yieM conditions for a given 3D loading 
path. 

For the 20x20x20 element model a total of 482 multiaxial strain states, i.e. 32 values 
of angle 0 and 17 values of angle ff (minus redundant values at the poles on the z-axis), 
were used to construct the yield surface. For the 50x50x50 element model a total of 722 
multiaxial strain states, i.e. 40 values of angle 0 and 20 values of angle ~b (minus 
redundant values at the poles), were used to construct the yield surface. 

Tension-compression inversion of strain states, represented by mapping 0 into 0 + 
180 ~ and ~ into ~ + 180 o to account for symmetry about the origin, in principle reduces 
the number of unique strain states by a factor of two. These ass~tmptions were used to 
calculate the complete set of values in order to demonstrate its general implementation. 
The TiB2/aluminum microstructure morphology under study may lend itself to 
microbuckling type phenomena in the void model, so that yield surface points in tension- 
compression inverted strain states may be different. Likewise, this microstructure could 
respond to shear loading conditions differently than the calculations generated from the 
superposition of the three basis loading conditions. These effects could be included in 
the linear estimates, but it has not been included at this time. 

For each value of 0 and 4, linear superposition is used to calculate the local yon 
Mises stress state in each element of the model. The X scaling parameter needs to be 
determined that produces percolation for macroscopic yielding (Figure 8). In general, as 
the 7~ parameter is increased, a number of  elastic phase elements are changed to plastic 
phase. This process can be repeated until the definition of percolation is met. 
Specifically, interval halving was used to solve for the ~, scaling parameter, iterating to 
the X value at which plastic flow percolation occurs and defines a point on the yield 
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surface. Initial values for the interval halving were calculated from the linear 
superposition database and X values corresponding to the highest and lowest "con Mises 
stress values in the model. The ratio of)~ values associated with the first element to yield 
(i.e. first microyield) and the last eligible element to yield was typically on the order of 
10 "5. The X values for first and last yield were, of course, different for each strain loading 
path, reflecting the different responses of the microstructure to the applied multiaxial 
deformation state. Within these bounds, the onset of classical plastic percolation served 
as a refined lower bound threshold for yield, and the point at which to start testing for the 
yield as the absence of  classical elastic percolation perpendicular to the direction of  
plastic flow. 

Interval halving solutions for 2~ at each set of 0 and ~ was typically performed in 20 
iterations per point on the yield surface. This produced a relative accuracy on the order 
of 10 -6 times the range defined by typical values of highest and lowest ,con Mises stress 
values. 

Percolation could occur across one or more of the three directions (i.e. x, y or z) 
defined by the model. Percolation will generally occur in more than one direction, but it 
need not occur simultaneously in all directions. Microstructural anisotropy, not a major 
fea~re in the TiB2 aluminum material considered here, will strongly favor asynchronous 
plastic percolation. For the 20x20x20 element models, the analysis was performed using 
MATLAB Version 5.3 (1998) and executed on a Pentium 350 MHz personal computer. 
Each point on the yield surface required approximately 60 seconds of  calculation time, 
and a total time of 8.0 hours to generate the set of 482 points defining the yield surface. 
For the 50x50x50 element model, the analysis was developed using Fortran 90 and 
executed on a Cray T90. Each point required approximately 35 seconds and the 722- 
point yield surface required 7.0 hours to construct. Both programs assessed percolation 
and constructed the yield surface estimates in an equivalent manner. In comparison, 
assuming the time taken in the non-linear basis loading cases, it would take 194 days and 
451 days to calculate the equivalent yield surfaces for the 20x20x20 and 50x50x50 
models, respeetively. 

Representative yield surfaces for the smaller and larger models with void properties 
are shown in Figures 9a and 9b, respectively. Both surfaces show anticipated general 
effects of hydrostatic stress in the triaxial tensile and compressive oetants. The data 
could be used to establish parameters for an analytical model of the yield surface, or to 
generate a database for a multifaceted yield surface implemented with user subroutines. 
They also highlight regions of interest, where non-linear analyses may be run for a more 
detailed examination. Comparison of the two figures shows that the 50x50x50 model is 
more spherical than the 20x20x20 model and thus the effect of the voids are more 
homogenized over the volume of material. 

The linear estimated yield points on the three basis loading axes fall between the 
proportional limit and the 0.2% yield definitions of the equivalent nonlinear simulations. 
Initial results show that the ratios of linear estimated yield strains to the nonlinear 
predicted yield points (based on a 0.2% yield definition) are 0.318, 0.319 and 0.422 for 
the x, y and z basis loading deformations. The values of the ratios are consistent with the 
engineering definition of the nonlinear predictedyield. The nonlinear runs can be used 
for the basis for practical calibration factors for the linear estimates. The development of 



146 PREDICTIVE MATERIAL MODELING 

experimental techniques for calibration would also be appropriate, perhaps looking at 
XCMT data before and after deformation. 

Figure 9 - Three-dimensional yield surface estimate in strain space for (a) 20x20x20 
model and (b) 50xSOxSO model. 

Cluster Statistics Analysis 

Reinforcement microstructure is known to affect the mechanical behavior of 
discontinuous composite materials. In the past, this issue was addressed with average 
values ofmicrostructural variables such as global versus local volume fraction or mean 
nearest-neighbor distance. Yet these metrics cannot capture the true complexity of the 
micro-yield percolation process. From the occurrence of first cell yielding to the final 
global percolation of yield (mesoscale yield), microplastic clusters nucleate, grow and 
coalesce. 

Developing and tracking metrics for these microplastic clusters allows a direct 
measure of the architectttre's interplay between local and global length scales. Initially, 
we have focused on two easily accessed metrics of the microplastic clusters: the number 
of clusters and the maximum cluster size. These are measured in an attempt to assess the 
efficiency of the architecture (i.e., how much of the microstructure is participating in the 
mesoscale yield process) and the size of a dominant microstructural feature, which might 
define some "natural" length scale. We have tracked the development of these two 
parameters as a function of)~ loading and load direction. 
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Figure 10a shows that, for the model with TiBz properties, the number of clusters 
initially increases extremely fast and then decreases with scaling, indicating the net 
coalescence of clusters. At the same time, the maximum cluster size does not initially 
change with scaling during the growth phase, indicating relatively uniform growth of  
smaller clusters. However, at some point, which varies with loading case, a single 
dominant cluster is formed and it grows until percolation is achieved. This scenario 
changes somewhat when we consider the void model, shown in Figure 10b. Initially, the 
number of clusters is large and continuously decreases with loading. This truncated 
nucleation phase most likely occurs due to the lack of  load shedding to the reinforcement 
and the stress concentration factors at the void. As with the composite, a dominant 
cluster still forms. 

The development of the metrics for the TiB2 particle model is similar for different 
multiaxial loading directions. The primary difference being the maximum number of 
microplastic clusters was greater for triaxial than tmiaxial loading. The maximum cluster 
size at percolation was also slightly lower for the triaxial case. Interestingly, in the void 
model, the maximum cluster size at percolation was larger for the triaxial case. The 
maximum and final number ofmicroplastic clusters were similar in each loading case for 
the void model. However, if the microstructure were more anisotropie (e.g., aligned short 
fiber reinforcements or pores), the differences would likely be more pronounced. 

Finally, it should be pointed out tliat these microplastic cluster metrics could be used 
for architecture optimization. However, without more detailed simulations, it is difficult 
to predict precisely which arrangements are beneficial. One supposes that increased 
cluster nucleation coupled with a delay of cluster coalescence (and percolation) would 
maximize the energy absorption. 

Summary 

A combination of micrometer resolution tomography, imaged based finite element 
models and percolation analysis has been used to demonstrate how 3D multiaxial yield 
surfaces can be estimated from microstructure morphology. Linear superposition of three 
elastic basis deformation loading cases was used to construct arbitrary strain states, from 
which plastic flow percolation was identified and associated with the onset of  yield. This 
methodology was demonstrated using a TiB2 particle reinforced 1100 aluminum 
composite with the limiting cases of perfectly bonded and perfectly debonded particles. 
Two orders of magnitude reductions in the time to construct the yield surface are seen 
using selected simulations and percolation based estimation versus direct simulation of  
the microstructure. 

The broader implications of this effort are to construct techniques that evaluate 
complex microstructural performance and identify classes ofmicrostructural features and 
deformation patterns that merit further detailed study. This combination ofsereening and 
focus activities can relate this information to practical engineering properties needed for 
component performance simulation and process development. 
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F i g u r e  10  - Cluster evolution graphs for (a) aluminum/TiB2 composite model and (b) 
aluminum/void model. 
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Abstract: Porous shape memory alloys (SMAs) are a relatively new group of materials 
that are of interest because of their potential use in the design of damping and shock 
mitigation systems. Benefits of the material include reduced weight, high level of energy 
absorption through phase transformation and possible increased energy absorption 
through wave scattering due to porosity. Essential to the use of these materials is an 
understanding of the structural and shock absorbing response of the material. Constitutive 
models that accurately represent these characteristics are necessary. The emphasis of this 
research is to develop a computational methodology that will bridge the mesostructural 
and macrostructural features of porous SMAs. The first step in the process involves the 
detailed characterization of the relevant mesostructure, i.e., information about pore shape, 
size, volume fraction and distribution. This representative characterization can be used to 
produce realistic image-based finite element models. Because the resultant models have 
large degrees of freedom they cannot be employed to analyze large-scale structural 
problems. However, simply designed boundary value problems such as the dynamic 
uniaxial compressive loading of a bar can be used as benchmarks for the verification of 
phenomenological macro-constitutive models, or models that are derived using averaging 
methods such as the Mori-Tanaka method or the self-consistent method. In this study, an 
attempt is made to analyze numerically porous SMA behavior under dynamic conditions 
based on the representative mesostructural features. Preliminary results are obtained for 
selected pore volume fractions and distinct trends in material behavior are observed. 

Keywords: porous shape memory alloy, smart material, computational modeling, X-ray 
computed tomography, dynamic constitutive behavior, pseudoelasticity 

Introduction 

Most of the current shape memory alloy (SMA) applications utilize the shape 
memory and pseudoelastic effects in the quasi-static regime - -  (very low strain rates of 
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Figure 1 -- Conceptual hybrid porous SMA composite wheel-chain skirt for protection. 

10 -5/s to 10 -1/s). However, SMAs may be a valuable material in shock and impact 
damage mitigation. A recent study by Jimenez-Victory [ 1 ] suggests that SMAs possess 
significant energy absorption and damping characteristics at higher strain-rates (>> 10 -1 
/s). Jimenez-Victory conducted numerical simulations of  stress pulse impact on one- 
dimensional semi-infinite dense SMA bar using a rate-independent constitutive model. 
The results predicted that 90% of the input impact energy would be absorbed during the 
first few hundred microseconds through phase transformation. 

In addition to the work by Jimenez-Victory there are a few studies on the constitutive 
modeling of the dynamic SMA behavior. Chert and Lagoudas [2] have provided a closed- 
form solution of the coupled thermomechanical one-dimensional phase propagation 
problem in a semi-infinite dense SMA bar by using the theory ofRiemann invariants and 
characteristic curves. Escobar and Clifton [3] have carried out pressure-shear plate impact 
experiments on Cu- 14.44A1-4.19Ni single crystals to study the kinetics of  stress-induced 
phase transformation. Abeyaratne and Knowles [4] have determined the values of phase 
boundary velocity and driving force according to their one-dimensional constitutive 
model [5], which is based on a Helmholtz flee energy function, a kinetic relation and a 
nucleation criterion. 

As mentioned earlier, dense SMA may have important shock mitigation features. 
When the advantages of a porous material are added to SMA these features may become 
of even greater interest for the design of new shock and impact resistance systems. The 
advantages of pores in an otherwise dense SMA include reduced weight and the 
possibility for mechanical impedance matching through the ability to customize the 
porosity level. These advantages are in addition to the energy absorption capability. 
Potential application areas for porous SMA can be protective armor for both structures 
and personnel, self-healing structural materials and vibration control. Figure 1 shows one 
conceptual schematic of protective structural armor in the form of a hybrid porous SMA 
composite wheel-chain skirt. 

Quasi-static constitutive modeling of porous SMA based on averaging techniques 
taking into account both periodic pore distribution (using unit cell FEM) and random 
pore distribution (using Mori-Tanaka averaging method) have been presented in [6, 7, 8]. 
Similarly, the effects of  pore distribution on the material behavior at the mesoscale have 
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been investigated [9]. In all cases the spatial relationships between pores, especially in 
the case of non-tmiform pore distributions, was seen as critical to the overall bulk 
material response. Accelerated phase transformation was observed based on pore spacing 
as well as pore orientation. These analyses indicate that the closer the analytical model is 
to the actual porous material microstructure, the more accurate the computational 
material performance predictions. This effect is apparent in quasi-static analysis 
performed. It is considered that it will be even more critical in dynamic analysis. 

In this study, the notion of assumed pore distribution is abandoned by representing as 
accurately as possible the actual mesostructure in the finite element models of the 
material specimen. The mesostructural information such as pore shape, size, distribution 
and volume fraction is obtained ~om X-ray computed micro-tomography (XCMT) 
images. The dynamic constitutive behavior of porous SMA is obtained by simulating the 
compressive split-Hopkinson bar test. It is assumed that porous SMA is a two-phase 
material consisting of pores and dense SMA material. The dense SMA behavior is 
described by an existing rate-independent thermomechanical constitutive model [10, 11 ]. 

The work presented here includes preliminary information on XCMT based material 
modeling; a brief overview of the compressive split-Hopkinson bar test; numerical 
modeling details; and finally conclusions on the simulations performed are presented. 

Material and Experimental Model 

Material Description of Porous SMA Based on X-Ray Computed Micro-Tomography 
(XCMT) 

With the advent of X-ray computed micro-tomography (XCMT), it is possible to 
obtain three-dimensional digital images of material specimen [ 12]. The size of the 
material specimen that can be analyzed by this technique is limited by the size and the 
intensity of the X-ray beam used for probing. Once the images are obtained, useful 
graphical as well as statistical information on the shapes, sizes, volume fractions and 
distributions of the pores can be obtained. Standard image analysis programs are used to 
determine these characteristics. 

There are two conventional methods to convert the information obtained using 
XCMT techniques into realistic finite element models. In the first method, the digital data 
from the images is directly converted into finite element models. In the other method, the 
statistical parameters that are retrieved from the imagery are employed with the help of 
distribution algorithms to generate near-realistic finite element models. The drawback of 
the direct conversion method is the computational cost due to the large number of finite 
elements that may be required to attain true resolution. On the other hand, it may not be 
practical to retrieve useful statistical variables such as variation of size, shape and 
distribution to represent the actual material morphology accurately. The choice of the 
method by a user may depend upon the material at hand, computational cost involved and 
simplicity of obtaining related statistical information. And in some cases neither method 
may be appropriate or feasible. 

In the case of porous SMA neither conventional approach resulted in FE models that 
were suitable for analysis. The material characteristics and method used to create the FE 
models used are described here. Figure 2 shows examples of porous SMA created by 
three different fabrication techniques that use elemental powders. It exhibits a porous 
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Figure 2 -- Porous SMA bar made by high-temperature synthesis. X-ray computed 
miero-tomography images of three different specimens made using high- 

temperature synthesis (SHS), HIPing and sintering, respectively. 

SMA bar produced by self-propagating high-temperature synthesis (SHS) and XCMT 
images of specimens made by SHS, hot isostatie pressing (HIPing) and conventional 
sintering. Detailed description and relevant literature review of these methods can be 
found in [7] and [13]. It is found out from the analysis of the images that the average 
smallest pores, approximately 200 ~m characteristic in-plane length, are produced in 
conventional sintering, whereas the average largest pores, approximately 2000 grn 
characteristic in-plane length, are produced in SHS. 

Further study of  the micro-tomographs shown in Figure 2 reveals that all specimens 
possess anJntricate network of open pores with dendritic features. This arrangement is 
not conducive to generating reasonably sized direct-correspondence finite element 
meshes and also does not allow for obtaining "unique" statistical information on the 
three-dimensional pore shape, size and distribution. In fact, the only definite information 
easily available is the pore volume fraction, which is in between 50-60% for all the 
specimens shown in Figure 2. Therefore, the following material characterization strategy 
for numerical modeling has been adopted in this study. 

Porous SMA specimen made by sintering is chosen because of its reasonable pore 
size. The specimens made by SHS and HIPing are ignored because their respective 
characteristic pore lengths are of the same order of magnitude as a split-Hopkinson bar 
specimen that may result in structural response rather than constitutive response under 
dynamic loading. It is assumed that the pore related parameters in the sintering specimen 
shown in Figure 3 such as shape, size and distribution pattern are independent of pore 
volume fraction. It is further deduced from image analysis that the average characteristic 
in-plane length of the pores in sintering specimen is 200 gm with a standard deviation of 
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Figure 3 -- Finite element meshes for specimens containing different pore volume 
fractions, pores are obtained based on average size and standard deviation and are 

distributed randomly in the specimen domain. 

200 Ixm. Normal Gaussian distribution is employed to generate pores based on this 
information for a given pore volume fraction and constraints of specimen geometry. 
Afterwards, an algorithm is used to place the pores randomly within the finite element 
mesh. The algorithm does not allow the pores to intersect but they can sit adjacent to 
eac h other. Consequently, large convoluted and randomly shaped pores may possibly 
form even if the average pore characteristic in-plane length is chosen to be 200 ~tm. This 
simple algorithmic arrangement results in effective firfite element meshes, which bear a 
close morphological arrangement to the specimen. One isometric view and three planar 
views of meshes for pore volume fractions of 20%, 30%, 40% and 50% developed by this 
methodology are shown in Figure 3, respectively. 

Compressive Split-Hopkinson Bar Test 

The compressional split-Hopkinson bar test is a commonly used experimental method 
to determine one-dimensional material behavior at intermediate strain rates (10z-104/s). A 
schematic of a typical test set-up is shown in Figure 4. A striker bar impacts the incident 
bar, thereby imparting in it a square pulse with a length that is large with respect to the 
specimen length, L, to ensure one-dimensional equilibrium conditions in the specimen. 
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Figure 4 -- Schematic of a eompressional split-hopMnson bar test. 

The material of the incident bar is chosen so that an elastic wave travels through it and 
reaches the specimen, which is sandwiched between the incident and transmitted bar. The 
amplitude of  the pulse is such that inelastic deformation is imparted to the specimen and 
the pulse proceeds through the transmitted bar. Recordings of the incident pulse, reflected 
pulse and transmitted pulse are made at strain gauges positioned at mid-points of the bars 
away from the interface to reduce noise as shown in Figure 4. The following relations are 
then obtained for average stress, or, average strain rate, k, and average strain, z,  in the 
specimen in terms of the reflected and transmitted strain pulses as a function of time [14] 

cr(t)=Eo--~Sr(t ), (1) 

�9 2Co 
s ( t ) = -  L s , ( t ) ,  (2) 

~.(t)=_2Co tf 8 
L Jo ,( t)dt ,  (3) 

where Eo, A o and C o are the Young's modulus, cross-sectional area and elastic wave 

speed of the incident and transmitted bars, respectively; A and L are the cross-sectional 
area and length of the specimen; and e R (t) and e z (t) are the strains as a function of 

time at mid-points of the bars due to reflected and transmitted pulses, respectively. 

Numerical Modeling 

For the simulations, the incident and transmitted bars are both assumed to be 
maraging steel of square (12.5 x 12.5 mm 2) cross-section and 1 m in length. The Young's 
modulus, Eo, and density, po, of the bars are 210 GPa and 7900 Kg/m 3, respectively. 

These material properties are sufficient to maintain an elastic response in the incident and 
transmitted bars for medium strain-rate tests. The striker bar is not modeled--instead, a 
square axial velocity pulse of amplitude 5 m/s and time span of 100 ~ts is applied as a 
boundary condition at the left end of the incident bar. The amplitude of the velocity pulse 
is chosen to ensure an effective stress in the specimen sufficient for full phase 
transformation. 
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The specimen has a square cross-section of  5 x 5 mm 2 and length of  5 mm. Five 
specimens with pore volume fractions of  0%, 20%, 30%, 40% and 50%, respectively, are 
analyzed. The pore volume fraction of  0% implies fully dense SMA specimen. It is 
analyzed for verification and comparison purposes. As mentioned earlier, porous SMA is 
modeled as a two-phase material composed of  pores and dense SMA. Ir/itially, the dense 
SMA material in all specimens is in the austenitic state at the austenitic finish 
temperature, A ~ = 315 K. For simplicity, the temperature is assumed constant. 
Transformation to martensite is stress-induced. A rate-independent constitutive model 
[10, 11] is used to describe the dense SMA material behavior. Material parameters and 
their values required by the model are given in Table 1 and are taken from the 
aforementioned references. 

Table 1 -Mate r i a lpa ramete r s fo r  dense SMA constitutive model 3. 

Material Parameters Values 

E A 70.0 x 109 Pa 

E M 30.0 x 109 Pa 

a A 22.0 x 10 -6 1 
K 

a M 10.0 x 10-6 1 
K 

v A = v M 0.33 

pAc 
J 

0 . 0 - - - -  
m s K 

H 0.05 

tob A p b  M 

H H 

H 

140 x 106 Pa 

A of 

AO~ 

M os 

M of 

7.0 x 106 Pa 
K 

315.0K 

295.0 K 

291.0K 

271.0K 

3 See [I0, 11]. 
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Figure 5 - Evolution of strain rate in specimens carrying pore volume fractions of O%, 
20%, 30%, 40% and 50%. Note the change in strain rate at 100 ps. 

The commercial finite element software ABAQUS Explicit [ 15] is employed in 
simulating the dynamic problem, The SMA constitutive model is numerically 
implemented using the return mapping algorithm [11] in a user subroutine facility 
VUMAT available in ABAQUS Explicit. The bars and the specimen are all modeled 
using reduced integration 8-node brick elements. The automatic time incrementation 
option is used. The interfaces between the bars and the specimen are modeled using a 
contact surface option, where both the bars and the specimen are given equal weight in 
determining the master surface-slave surface relationship. The two layers of elements in 
each porous SMA specimen at the interface are kept pore-less to avoid non-uniqueness of 
the normal (vector) on the contact surfaces (see Figure 4). Overall-time of each analysis is 
fixed to be 450 ~s, sufficient for the pulse to reach the end of transmitted bar. 

Results 

The interpretation of results from split-Hopkinson bar test of  porous SMA at 
temperatures greater than austenitic start temperature is more complicated due to 
recoverability than that of non-transforming metals that undergo dislocation plasticity. 
That is, at the end of the input pulse, there is an unloading in the porous SMA specimen 
resulting in reverse phase transformation from martensite to austenite. This can be 
observed in the evolutionary plot of strain rate for different pore volume fractions in 
Figure 5 obtained by using Equation (2). The time shown in the figure is calibrated to the 
start of loading on the specimen. The compressive strain rate in each specimen is in the 
order of 103/s. The strain rate rises in the beginning as compressive and by the end of 
100 ~ts changes into tensile due to recovery. Even though the applied loading pulse is 
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Figure 6 -- Displacement profile of four locations in the simulation for a given pore 
volume fraction with respect to time indicating the passage of applied pulse. 

square in shape, there is a rise time in the beginning due to contact conditions. Similarly, 
at the end of the loading at 100 ~ts, the unloading rate decreases in amplitude unevenly 
due to complex multiple interactions at the interface. 

A clear picture of the passage of applied pulse with time can be observed in Figure 6, 
where displacement at four different locations is plotted as function of time for a given 
pore volume fraction. The locations are the beginning of the incident bar, the incident 
bar-porous SMA specimen interface, the porous SMA specimen-transmitted bar 
interface, and the end of transmitted bar. 

The evolution of total axial strain at mid-points of the incident bar and transmitted 
bar, away from the interface is plotted in Figure 7 for all specimens. The recording in the 
incident bar provide evolutionary information of both incident and reflected pulses. The 
pulse reaches mid-point of the incident bar in each case at about 97 Ixs consistent with the 

elastic wave speed of ~ = 5156 m/s. As expected, it lasts until around 197 [xs. By 

the end of 194 ~ts, the pulse reaches the interface between the incident bar and the SMA 
specimen. A reflected pulse of opposite sign and a transmitted pulse of the same sign are 
generated at that point in time. The reflected pulse reaches the mid-point of the incident 
bar at 291/xs, and almost at the same time the mid-point of the transmitted bar 
experiences the originally transmitted pulse. 

Both reflected and the transmitted pulses are actually a combination of various 
interactions at the leading and ending interfaces, and therefore, are different in shape 
from the incident pulse, which is almost constant in amplitude (see Figure 7). Note that 
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Figure 7 -- Evolution of  axial strain at mid-points in the incident bar and transmitted 
bar with time for pore volume fractions of O%, 20%, 30%, 40% and 50%. The point 

on the incident bar provides information on both the incident and reflected pulse. 

in each case, the reflected pulse changes sign at around 391 ~ts and the transmitted pulse 
also reaches a peak from which it gradually decreases. This is attributed to the unloading 
of  the specimen that should result in recovery. In fact, the peak and the area of the 
reflected pulse should be greater than the calculated value in eachcase after 391 Ixs 
(when the sign changes) as they directly relate to total axial strain experienced by the 
porous SMA specimen [see Equation (3)]. For the total strain to be zero at the end of the 
analysis, total area under the reflected strain pulse must be equal to zero. The 
consequence of this discrepancy will be seen in the stress-strain behavior later. Similarly, 
the magnitude of  the transmitted pulse should be equal to zero at the end of the analysis. 

Despite the above-mentioned discrepancy, certain valuable trends can be obtained 
from the series of  results shown in Figure 7. First of all, the amplitude of  the reflected 
pulse and corresponding area increases with increasing pore volume fraction during 
loading signifying larger total strain for large pore volume fractions. On the other hand, 
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Figure 8 -- Average stress-strain behavior of  porous sma specimen for pore 
volume fractions of  O%, 20~ 30%, 40% and 50%. 

both the amplitude and the area after the change in sign decrease signifying lesser 
recovery with increasing pore volume fraction. The transmitted pulse is directly related to 
average stress in the specimen [see Equation (1)]. The maximum value at the end of 
loading (391 ~ts) of this pulse decreases with increasing pore volume fraction, indicating 
decreasing average stress in the specimen. 

Using Equations (1) and (3), the absolute values of average stress and average strain 
in each specimen is plotted in Figure 8. The curves confirm the observations described 
above based on results shown in Figure 7. That is, the magnitude of average applied 
critical stresses needed to initiate phase transformation from austenite to martensite and 
full transformation, respectively, decrease with increasing pore volume fraction. Also, 
there is distinct softening in the material with an increased number of pores, and the same 
applied load results in larger average total strain but lesser average stress. During loading, 
there are distinct phases of elastic loading of austenite, phase transformation and then 
elastic loading ofmartensite. The loading part of the simulations is verified by noting that 
the critical stresses for beginning and ending the phase transformation in dense SMA 
(0%) are correct. The discrepancy mentioned in the discussion of Figure 7 is again noted 
in evaluation of results shown in Figure 8. Elastic unloading does not follow the path of 
loading and the typical pseudoelastic stress-strain response is not obtained. The problem 
may be a result of FE techniques used in this analysis; specifically incorrect numerical 
interface conditions. Currently this is under investigation with plans for subsequent 
improvements in the algorithms used. 
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Conclusion 

The importance of spatial relationships between pores had been determined in 
previous work on quasi-static response of porous SMA material. It seemed probable that 
discrepancies in modeling due to assumptions of uniform or purely random pore 
orientation would be of greater importance in the evaluation of dynamic material 
response. Therefore, an approach to modeling in which the actual porous material 
mesostructure is represented in the finite element models used is adopted. The meso and 
macromechanical scales are attempted to be bridged by the use of X-ray computed micro- 
tomography (XCMT) to define characteristics at the mesoscale. Conventional methods 
for converting information from the data analysis of XCMT images to finite element 
models resulted in models that were unwieldy and of no practical use. An alternative 
approach is presented for creating usable finite element models that provide a good 
estimate of the actual mesostructure. Probabilistic algorithms are used to develop realistic 
finite element meshes to reduce the approximations usually incorporated in assuming 
periodic arrangement of pores or adopting micromechanical averaging techniques. These 
finite element models are then used to investigate the dynamic behavior of porous SMA. 

The constitutive behavior of porous SMA is obtained by assuming the material to be 
composed of two phases, pores and dense SMA material. Numerical simulations of the 
split-Hopkinson bar test are employed to produce one-dimensional average dynamic 
porous SMA stress-strain response. The procedure is successfully carried out for pore 
volume fractions of 0%, 20%, 30%, 40% and 50%. It is observed that required 
magnitudes of applied stress to initiate and complete phase transformation decrease with 
increasing pore volume fraction. Also, there is a distinct increase in softening in the 
material due to increase in pore volume fraction. Typical pseudoelastic stress-strain 
response is not obtained for any specimen and this discrepancy is currently attributed to 
incorrect implementation of interface conditions in the simulations. Further investigations 
are being carried out in this regard. Experimental work is also currently being conducted 
at other institutions investigating porous SMA response. Once confidence is gained in the 
numerical simulations and processes, calculated results will be compared with 
experimental results. 
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