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Foreword

This publication, Thermal Measurements: The Foundation of Fire Standards, contains papers pre-
sented at the symposium of the same name held in Dallas, Texas on 3 December 2001. The sympo-
sium was sponsored by ASTM International Committee EO5 on Fire Standards. The symposium co-
chairmen were Louis A. Gritzo, Sandia National Laboratories and Norm Alvares, Fire Science
Applications.
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Overview

This book represents the work of presenters at the Symposium Thermal Measurements: The
Foundation of Fire Standards held on December 3, 2001, as part of the E-5 Fire Standards Committee
meeting in Dallas, Texas. Presentations provided information on recent advances in measurements
and addressed several significant challenges associated with performing thermal measurements as
part of fire standards development, testing and analysis of test results. The testing environment and
the results of fire standards tests are almost always based on one or more thermal measurements.
Measurements of importance include temperature, heat flux, calorimetry, and gas species concentra-
tions. These measurements are also of primary importance to the experimental validation of computer
models of fire and material response.

The widespread application of thermal measurements, their importance to fire standards, and re-
cent technical advances in diagnostic development motivated the organization of this ASTM sympo-
sium. The papers contained in this publication represent the commitment of the ASTM E-5.32
Subcommittee of Fire Standards Research to addressing key issues affecting the evolution of fire
standards.

Despite frequent and numerous thermal measurements performed in fire standards testing, ad-
vances in thermal measurements have been slow to materialize. The most notable advances in mea-
surements are associated with the development of optical diagnostics and techniques and the ability
to collect and store large amounts of data. As highlighted in this publication, useful advances are of-
ten focused in scope and occur as the result of progress made by individual researchers and fire stan-
dard practitioners with specific missions, interests or needs. The ability to present and discuss these
accomplishments at the symposium and through this publication broadens the impact of these con-
tributions to fire standards.

Among the significant themes emerging from the presentations at the symposium, and reflected in
the papers included herein, are efforts to better characterize the uncertainty associated with using es-
tablished techniques to perform measurements of primary interest such as temperature, heat flux and
calorimetry. In all of these areas, variation in uncertainty resulting from different environments, im-
plementation, and techniques has yet to be fully characterized. Significant contributions in each of the
areas, have been realized and are included in this publication.

Temperature

Despite the frequency of temperature measurement to characterize test environments and ma-
terial response, challenges remain in consistently performing measurements with quantified un-
certainty. Six papers addressed temperature measurement over conditions ranging from thermal
fields in furnace environments to thermal response of engulfed objects in large pool fires and
measurements of firefighter’s clothing. Thermocouples, while straightforward in use and opera-
tion, are illustrated as deserving consideration of measurements uncertainty for each specific
application.

vii
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Heat Flux

Measurements of heat flux are useful for defining the fire thermal field to evaluate material ther-
mal response. Several established gauges have been extensively in fire standards. As with tempera-
ture measurements, the resulting uncertainty varies with the gauge design and the environment. The
magnitude of this uncertainty, and the need to perform cost-effective experiments and tests, has
yielded some new designs and application techniques. No new techniques have been developed re-
cently that have gained widespread acceptance. Significant progress associated with existing meth-
ods is highlighted in papers addressing calibration, angular sensitivity, and uncertainty quantification.

Calorimetry and Ignition Energy

Included in the publication are papers on oxygen consumption calorimetry and measurements of
ignition energy. Although not as common as heat flux and temperature measurements, these param-
eters often are very important in fire standards, for the role they play in the initiation, growth, and
spread of fire environments.

Although widely acknowledged as central to fire development and growth, heat release rate mea-
surements are often taken as having low uncertainties as compared to other measured values.
Evaluation of oxygen consumption is therefore a timely topic for consideration.

Uncertainty in the measurements of ignition energy is also explored in this publication. Modern di-
agnostics and tools allow a closer look at legacy methods and techniques for performing these mea-
surements.

Summary

The papers included in this publication represent progress on a range of thermal measurement top-
ics the scope of material is indicative of the challenge to perform high quality measurements for ev-
ery fire standards application. Specifically, improvements in the quantification of measurement un-
certainty for these environments is promising and holds the key for advancing the thermal
measurements that serve as the foundation of fire standards.
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Abstract

Two common approaches for correcting thermocouple readings for radiative heat
transfer are aspirated thermocouples and the use of multiple bare-bead thermocouples
with varying diameters. In order to characterize the effectiveness of these approaches,
two types of aspirated thermocouples and combinations of bare-bead thermocouples with
different diameters were used to record temperatures at multiple locations during
idealized enclosure fires, and the results were compared with measurements using typical
bare-bead thermocouples.

The largest uncertainties were found for thermocouples located in relatively cool
regions subject to high radiative fluxes. The aspirated thermocouples measured signifi-
cantly lower temperatures in the cool regions than the bare-bead thermocouples, but the
errors were only reduced by 80-90 %. A simple model for heat transfer processes in
bare-bead and aspirated thermocouples successfully predicts the experimental trends.

The multiple bare-bead thermocouples could not be used for temperature
correction because significant temperature fluctuations were present with time scales
comparable to the response times of the thermocouples.
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Keywords:  aspirated thermocouple, enclosure, fire tests, measurement
uncertainties, temperature measurement, thermocouple

Introduction

Gas-phase temperature is the most ubiquitous measurement recorded in fire
environments and plays a central role in understanding fire behavior. Generally, either
bare-bead or sheathed thermocouples are employed. While it is recognized that such
thermocouples are subject to significant systematic errors when used in fire environ-
ments, e.g., see [1], in most fire studies uncertainties for temperature measurements are
not estimated or reported.

The work summarized here has been undertaken to characterize the errors in
temperature measurements that can occur when bare-bead thermocouples are used in fire
environments and to assess the potential of two approaches--aspirated thermocouples and
the use of multiple thermocouples having different diameters--to reduce these errors.

Thermocouple Response Equations

Thermocouples are made by joining two dissimilar metal wires to form a junction.
When a thermocouple junction is at a different temperature than the opposite ends of the
two wires, a potential voltage difference develops across the open ends. If the open ends
are held at a known temperature, the measured voltage can be related to the temperature
of the junction.

In general, the thermocouple junction temperature can be determined with a great
deal of accuracy. The difficulty is that the junction temperature is not necessarily equal
to the local surrounding gas temperature that is usually the quantity of interest. This
point is discussed extensively in the literature. (e.g., see [2] and [3]) For steady-state
conditions, diffetences between the junction and local surroundings temperatures can
result from 1) radiative heating or cooling of the junction, 2) heat conduction along the
wires connected to the junction, 3) catalytic heating of the junction due to radical
recombination reactions at the surface, and 4) aerodynamic heating at high velocities.
Radiative effects are particularly important in fire environments and will be the focus of
much of what follows.

The final steady-state temperature achieved by a thermocouple junction in contact
with a gas results from a balance between all of the heat transfer processes adding energy
to or removing energy from the junction. However, for analysis purposes it is typical to
isolate those processes that are expected to be most dominant. Such an approach greatly
simplifies the mathematical analysis. When considering the effects of radiative heat
transfer on a thermocouple junction temperature it is typical to assume a steady state and
only consider convective and radiative heat transfer processes. With these assumptions
the difference between the gas temperature (7) and the junction temperature (7}) can be
approximated as

T!-T?), (1)
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where 4, is the convective heat transfer coefficient between the gas and junction, g is the
probe emissivity, and @ is the Stefan-Boltzmann constant. T is the effective temperature
of the surroundings for the junction. Values of &, are usually obtained from heat transfer
correlations written in terms of the Nusselt number (Nu) defined as z.d/k, where d is the
wire diameter and k is the gas conductivity. Numerous correlations are available for Nu.
A commonly used expression from Collis and Williams can be written as

Nu[zg-} =A+BRe" = A +B(Z{] (2)
T, v

for small diameter wires. [4] T, is the film temperature defined as the absolute value of
0.5(74-T)), Re is the Reynolds number defined as indicated for local gas flow velocity, U,
and kinematic viscosity,<, and a, 4, B, and » are constants having values of -0.17, 0.24,
0.56, and 0.45, respectively.

Equation (2) is based on results for heat transfer to a cylinder in a cross flow. In
the literature heat transfer correlations for spheres are sometimes used since practical
thermocouple wires are typically joined at beads, with approximately spherical shapes,
that are two to three times larger than the wires used to form the junction. However, it
has been demonstrated that thermal conduction rapidly spreads heat along the wires such
that the presence of the bead is a minor perturbation on the local temperature present at
the junction. [3,6] The spherical approximation only becomes valid for much larger
Jjunction-to-wire diameter ratios. [7]

Substituting Eq. (2) into Eq. (1), neglecting the small temperature dependence in
Eq. (2), and assuming that U is sufficiently large that 4 can be ignored allows Eq. (1) to
be rewritten as

d055
T,-T,~ a0 - T) (3)

which demonstrates that the difference between a thermocouple reading and the actual
gas temperature (i.e., the error in the gas temperature measurement) increases for larger
d:ameter thermocouples, while it is reduced by increasing the gas flow velocity over the
junction.

Equation (3) allows two common approaches for reducing the effects of radiation
on thermocouple measurements of gas temperature to be understood. The first is the use
of an aspirated thermocouple in which the gas to be measured is pumped through a solid
structure containing the thermocouple. The solid serves to radiatively shield the thermo-
couple from its surroundings. The shield is heated/cooled by radiation to a temperature
that is intermediate between T, and T and, due to the strong dependence of radiation on
temperature, significantly reduces the effects of radiation at the junction. The gas flow
over the shield and thermocouple increases convective heat transfer and brings both
surfaces closer to the actual gas temperature. Equation (3) indicates that the absolute
value of (T,-T;) becomes smaller as the aspiration velocity is increased. In practice,
pumping capability and/or aerodynamic heating limit the maximum velocities that can be
employed for aspirated thermocoupies. The second approach is to record temperatures
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with several thermocouples having different diameters and to extrapolate the results to
zero diameter. Equation (3) shows that such an extrapolation should provide a good
estimate for the actual gas temperature.

Thus far, the discussion has been in terms of steady-state heat transfer. The
behavior is more complicated if the local gas temperature is changing since the
convective heat transfer rate between a gas and thermocouple junction is finite. Most
analyses of thermocouple time response only consider convective heat transfer and the
thermal inertia of the thermocouple material. Other heat transfer processes such as
radiation and conduction are assumed to be second order effects. With these and other
assumptions, the time constant, 9, for the response of a thermocouple, can be written as

p,C,d
= — 4
=il (4)

(4

where A; is the density of the thermocouple material and C; is the heat capacity. Using
Eq. (2), it can be shown that 9 should increase as d'*° and decrease with increasing gas
velocity as U**. The transient response of the thermocouple is written as

dr,
Tg—z}- =TT‘t'—, (5)

where ¢ is time. Significant instantaneous errors can occur when large gas temperature
fluctuations occur on time scales less than or comparable to 3. Note that if values of 3
are known, Eq. (5) offers a means to correct measured values of 7; for finite
thermocouple time response.

Experimental

A practical approach for characterizing the errors associated with the use of
thermocouples for gas measurements in fire environments has been adopted. Measure-
ments using bare-bead thermocouples typical of those employed at NIST for fire tests,
several types of aspirated thermocouples, and combinations of thermocouples having
different diameters were recorded at multiple locations in a set of controlled and
repeatable enclosure fires and the results compared. Note that a drawback of this
approach is that the actual gas temperature can never be known with certainty.

The tests were performed in a 40 %-scale model (0.97 m x 0.97 m x 1.46 m) of a
proposed standard ASTM enclosure for fire testing [8] , which is very similar to the ISO
Fire Tests - Full-Scale Room Test for Surface Products (ISO 9705). The enclosure
includes a single doorway (0.48 m wide x 0.81 m high) that was sized using ventilation
scaling. [9] The enclosure includes a false floor, and, as a result, the base of the doorway
is raised approximately 42 cm above the laboratory floor. The enclosure has been
described in detail elsewhere. [/0] Two fuels were employed. For the majority of fires
natural gas was burned using a 15.2 cm diameter gas burner positioned at the center of
the room near the floor. Nominal heat-release rates (based on fuel-flow rates) were
chosen to generate conditions of fully ventilated burning (100 kW), near-stoichiometric
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burning (200 kW), and strongly under ventilated burning (400 kW). Natural gas burns
fairly cleanly with little soot production. A heavily sooting fuel, liquid heptane, was also
burned to assess the effects of varying soot levels on thermocouple measurements. The
heptane fires grew naturally on a 21.7 cm diameter pool burner located near the floor at
the center of the enclosure. Eventually they achieved flashover, reaching maximum heat-
release rates on the order of 700 kW to 800 kW.

Temperature measurements for several types of thermocouples were compared.
These included two types of double-shield aspirated probes based on a design described
by Glawe et al. (designated as their “Probe 9"). [17] These probes were configured such
that gas was aspirated over inside surfaces of both shields and the thermocouple. The
outer shield had an inner diameter of 0.77 cm, while the inner-shield diameter was 0.56
cm. A type K (alumel/chromel) bead thermocouple constructed from 0.51 mm diameter
wire was placed along the centerline within the inner shield. The difference between the
two probes was the location of the opening through which the gas was aspirated. For the
first, the opening was at the end of the outer shield, while in the second it was on the side.
Pumps equipped with water and particle traps were used to draw gases through 0.32 cm?
openings into the probes at volume flow rates of 18.9 L/min, based on room temperature
pumping.

A group (referred to as Combination I) of bare-bead Type K thermocouples with
different diameters, which were located close together (within 2 cm), were also tested.
Commercial thermocouples formed from wires having diameters of 0.127 mm, 0.254
mm, and 0.381 mm with bead sizes two to three times the wire diameter were used. The
length-to-diameter ratios for these thermocouples ranged from approximately 20 to 65.
For mounting and connection purposes, the commercial thermocouples were spot welded
to the appropriate 0.25 mm diameter leads of Type K commercial glass-insulated
thermocouple wire. The exposed lengths of the 0.25 mm diameter wire were each
approximately 4 mm. Two additional types of thermocouples, typical of those used
during routine full-scale testing at NIST, were tested. These were formed by welding
exposed 5 mm lengths of the 0.25 mm diameter alumel and chromel wires to form a bead
(current practice, referred to as “NIST typical”) or a cross (earlier practice).

Comparisons of the response for the above three types of thermocouples (two
aspirated and Combination I) were made by repeating nominally identical fire tests while
recording temperature measurernents at ten locations using a given type. Reproducibility
was assessed by repeated tests for each type. Measurement locations included six heights
(7.6 cm, 22.9 cm, 38.1 cm, 53.3 cm, 68.6 cm, and 78.7 cm) above the floor along the
centerline of the doorway and locations in the upper (80 cm above floor) and lower (24
cm above floor) layers in the front and rear of the enclosure (20 cm from end and side
walls).

Limited measurements were also made using two additional temperature probes.
The first was a single-shield aspirated thermocouple based on the design of Newman and
Croce. [12] This is the most widely used type of aspirated thermocouple for fire testing
and is recommended by the ASTM Standard Guide for Room Fire Experiments (E 603 —
98a). ASTM E 603 — 98a claims the approach allows “accurate temperature measure-
ment based on the thermocouple voltage alone.” The second was a group (referred to as
Combination I} of commercial bare-bead thermocouples formed from wires having
diameters of 0.025 mm, 0.051 mm, and 0.127 mm (length-to-diameter ratios ranging
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e Bare from 65 to 320) mounted like the
* End a5 Combination I probes. These
* 2:(:.8“0" ' ror probes were only tested at the two
locations in the rear of the enclo-
sure for the natural-gas fires.
Additional measurements
made during the fire tests included
heat-release-rate measurements by
oxygen calorimetry, upper- and
lower-layer doorway velocities (11
and 74 cm above the floor) by
bidirectional probe, and radiative
heat flux by a Schmidt-Boelter heat
flux gauge positioned to look
upwards at floor level in the center
of the doorway. For the vast
Time (s) majority of fire tests, measurements
Fig. 1— Temperatures measured in the lower ~ were acquired with a computer-
layer of the enclosure doorway with end- and  controlled data acquisition system
side-aspirated thermocouples and a 0.25 mm  that averaged the readings over a
diameter bare-bead thermocouple are shown  line cycle (1/60 s) and recorded
for 400 kW natural-gas fires. Radiative heat  data for a single sensor every 8 s.
Sflux was measured at floor level. Total times for individual fire tests
varied from 900 s to 1500 s. In
experi-ments where the smallest
variable-diameter thermocouples were used, a separate PC-based data acquisition system
allowed data to be recorded at either 7 Hz or 1000 Hz.

300

250

200

150

Flux (kW/m2)

100

Temperature (°C)

50

0
0 200 400 600 800 1000 1200

Results

Figure 1 compares temperature time records for 400 kW natural gas fires,
recorded 23 cm above the floor in the doorway, for the two types of double-shield aspi-
rated thermocouples with the results for a NIST typical bare-bead thermocouple. The
radiative heat flux measured by the floor-mounted radiometer is also shown. The
temperature measurement position is in the lower layer of the doorway, where the bi-
directional probe indicates that air is flowing into the enclosure with a velocity on the
order of 1 m/s. The actual temperature at the measurement point is unknown, but is
expected to be on the order of room temperature or , 22 EC if the air entering the
enclosure is not preheated before passing through the doorway. This temperature
represents a lower limit, but should be a good estimate since the air temperature rise
associated with absorption of the imposed heat flux by water vapor, the only significant
absorber in ambient air, is estimated to be less than 1 EC [13], and the doorway is well
removed from heated surfaces that could warm the incoming air.

Buming was observed along the interface between the upper and lower layers as
well as in the plume exiting the doorway, which explains the temporally increasing
radiative heat flux. Thus the measurement location is a relatively cool location subject to
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a significant radiative heat flux.
During the test, the bare-bead
e Bare 140 thermocouple reporded temper-
» End 135 atures approaching a maximum of
4 Side 250 EC and had a time
Rediation 13 dependence very similar to that for
the radiant flux. For long times
the error in the bare-bead
temperature measurement due to
radiation is on the order of 225 EC
or roughly 75 % in terms of
absolute temperature.
The two aspirated thermo-
couples measured significantly
0 200 400 600 800 reduced temperatures as compared
Time (s) to the bare-bead thermocouple, but
the temperature still increased with
Fig. 2-Temperatures recorded in the lower layer radiant heat flux. The two probes
of the enclosure doorway with end- and side- recorded different results, with the
aspirated and 0.254 mm bare-bead thermocouples  end-opening configuration
are shown for heptane fires. Radiative heat flux approaching a maximum of 50 EC
was measured at floor level. and the side-opening probe 75 EC,
1.e. 25 EC and 50 EC above
ambient, respectively. Assuming the air is actually at the ambient temperature, it is
concluded that the use of the double-shield aspirated thermocouples has reduced the error
due to radiation by 80 % to 90 % as compared to the bare-bead thermocouple. It is
evident that the effectiveness of the aspirated thermocouples depends on the location of
the opening, and the recorded temperatures cannot be error free. For this location the
opening for the side-aspirated probe was facing into the doorway towards the fire and
heated surfaces, while the end-aspirated probe faced the cool lower doorframe. This
suggests that the different temperatures recorded by the two probes are due primarily to
the limited view factors associated with the openings for the shielded thermocouples.
Figure 2 shows the corresponding results for heptane-fueled fires. The time bases
have been shifted to match the heptane burnout times. Radiation fluxes are somewhat
higher than for natural-gas fires due to the higher soot loading. The behaviors of the
aspirated thermocouples are consistent with those found using natural gas.
Figure 3 compares the responses for the two types of double-shield aspirated and
the bare 0.25 mm diameter thermocouples in the door way upper layer at a height of 68.6
cm above the floor for 400 kW natural-gas fires. At this location the probes should be
immersed in hot gas and radiate to cooler surroundings. The figure indicates that the two
aspirated probes measure similar temperatures that are somewhat higher than observed by
the bare thermocouple. Averages taken over 400 s to 1000 s time periods yield 988 EC,
1003 EC, and 902 EC for the end-aspirated, side-aspirated, and bare thermocouples,
respectively. These findings indicate that the bare thermocouple is reading at least 90 EC
low due to the effects of radiative heat losses. This represents an absolute temperature
error of approximately 7 %.
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Fig. 3-Temperatures recorded in the upper
layer of the doorway with end- and side-
aspirated thermocouples and a 0.254 mm
bare-bead thermocouple are shown for 400
kW natural-gas fires.
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Fig. 4-Temperatures recorded with three
bare-bead thermocouples having the indicated
diameters and an end-aspirated probe are
shown. The measurements are for the lower-
layer location in the rear of the enclosure
during a 400 kW natural-gas fire.
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An example of results using the
Combination I bare-bead thermo-
couples is shown in Fig. 4 for
measurements in the lower layer at the
rear of the enclosure. For comparison
purposes, temperatures recorded by an
end-aspirated probe are also included.
Several conclusions are immediately
obvious. First, each of the bare-bead
thermocouples is recording temper-
atures that are much higher (roughly
200 EC) than measured by the
aspirated thermocouple. In this
radiative environment it is expected
that lower temperatures will be
recorded by smaliler diameter ther-
mocouples. This trend is barely
discemable in the data, being
somewhat hidden by differences in
time responses for the thermocouples,
which decrease with diameter, to
temperature fluctuations.

Such convolution is more
evident for data recorded with the set
of smallest thermocouples. Figure 5
shows the results for data recorded at
8 Hz over a short time period in the
rear of the upper layer for a 400 kW
natural-gas fire. The temperature
fluctuations are much larger than the
variations in thermocouple response
due to the use of different diameters
and depend strongly on the thermo-
couple time constants. The presence
of a diameter dependence for both the
time response and radiation correction
means that a simple correction for
radiation is not feasible. It should be
noted that the fluctuations evident in
Fig. 5 are much larger than those
measured with the larger thermo-
couples, indicating that the limited
time response of thermocouples of a
size typically used for fire testing can
result in significant errors in instan-
taneous temperature.
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Discussion
950 I —T T T
' —e— 0.025 mm bare bead . .
~=— 0.051 mm bare bead The findings of this
o - +— 0127 mmbarebead 1 investigation demonstrate that

instantaneous and time-averaged
temperature measurements recorded
in fire environments using bare-bead
thermocouples can have significant
systematic errors due to both radia-
tive heat transfer and finite time
response. In principle, it should be
possible to correct for such uncer-
tainties when sufficient knowledge
of thermocouple properties and the
environment is available. However,
such properties as the local radiative
environment, the local gas velocity
and composition, and the thermo-

Fig. S-Simultaneous temperatures recorded in ~ ©0UPle surface emissivity are diffi-
the rear of the upper layer of the enclosure cult to measure, and, in practice,
using three small thermocouples are shown for ~ Such correction does not appear to be

a short period during a 400 kW natural-gas feasible. Perhaps the best approach
fire. is for a researcher to estimate the

various properties along with uncer-
tainty ranges and use error propagation to estimate the resulting uncertainty range for the
measurement. It is the responsibility of the researcher to assess whether or not the
resulting uncertainty limits meet the requirements of the experimental design.

The largest relative temperature errors are found for cool gases in the presence of
strong radiation fields. Errors associated with measurements for a hot gas with the
thermocouple radiating to cooler surroundings are significant, but relatively smaller.

The use of aspirated thermocouples can significantly reduce temperature measure-
ment errors due to radiative effects as compared to bare-bead thermocouples. However,
it has been found in this study, and elsewhere, that aspirated thermocouples are not 100
% effective, and that significant differences between actual and measured temperatures
can still be present. This finding contradicts the suggestion of Newman and Croce [/2]
and the assertion in ASTM E 603- 98a that such uncertainties can be considered to be
insignificantly small. It should be mentioned that many researchers, e.g., see [ /4], have
recommended that aspirated thermocouples be operated with the highest aspiration
velocities possible (on the order of 100 m/s) as opposed to values of less than 10 m/s
commonly recommended for fire tests. It is clear that the use of higher velocities will
further reduce the errors associated with aspirated thermocouple measurements in fire
environments. It should be remembered that there are potential penalties associated with
aspirated thermocouple use including increased volume and temporal averaging as well
as the environmental perturbations associated with the hgh pumping speeds and large
probe size.
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Fig. 6—Calculated percentage errors for an idealized bare-bead
thermocouple with 1.5 mm diameter bead are shown as functions of
gas and effective surroundings temperatures.

The lack of a strong dependence of thermocouple temperature on thermocouple
wire diameter evident in Figs. 4 and 5 requires further comment. It is known that thermal
conduction to the prongs supporting a thermocouple can change the temperature of the
junction as well as its response time. Estimates of the required length-to-diameter ratio
necessary to completely eliminate effects of conduction are generally on the order of 200.
[3,15] For the small diameter Combination II thermocouples used for the data shown in
Fig. 5, the length-to-diameter ratio ranges from 65 to 320. This suggest that while
conduction may play some role, its effects on the both the time response and junction
temperature should be relatively small. Thus the time variation of the relative ordering
and magnitudes of the recorded temperatures for the different thermocouples shown in
this figure must be due to a coupling of the different thermocouple time responses and the
temporal temperature fluctuations present in the gas. Similar behaviors are evident for
the larger diameter thermocouples shown in Fig. 4, but heat conduction to the 0.25 mm
diameter wire supports may play a more complicated role since length-to-diameter ratios
vary from 20 to 64 for the Combination I thermocouples. Such a coupling may partially
explain the relatively small variations in measured temperature with thermocouple
diameter. However, it is also clear that changes in time response are responsible for the
temporal variations in relative temperature ordering for the three thermocouples.

As part of this study, idealized models for the relevant heat transfer processes for
bare-bead and single- and double-shield thermocouples in typical fire environments have
been developed as discussed in detail elsewhere. [16,17] Figure 6 shows calculated
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Fig. 7-Calculated percentage errors for an idealized double-shield
aspirated thermocouple are shown as functions of gas and effective
surroundings temperatures.

responses for a 1.5 mm diameter bare-bead thermocouple. The calculated behaviors are
qualitatively similar to those observed experimentally. The largest relative errors occur
for cool gases in highly radiative environments.

Similar results for a model of a double-shield aspirated thermocouple are shown
in Fig. 7. Comparison with Fig, 6 indicates that for given gas and effective surroundings
temperatures the calculated errors are reduced considerably for the aspirated probe. This
is consistent with the current experimental results. Inspection of Fig. 7 also shows that
the calculated percentage errors for the aspirated probe remain significant for conditions
encountered in real fires. This conclusion is also consistent with current experimental
findings.

Calculations were also carried out for a single-shield probe similar to that
described by Newman and Croce. [12] The results of these calculations indicate that the
double-shield probe is more effective at minimizing differences between actual and
measured temperatures. These calculations provide additional evidence that contrary to
the current recommendations of ASTM E 603 — 98a, significant temperature measure-
ment errors may still be present for single-shield aspirated thermocouples.

Based on the current results, it 1s concluded that extrapolation of temperature
measurements to zero diameter for close groupings of bare-bead thermocouples having
different diameters is not a viable approach for correcting thermocouple results in fire
environments due to the strong temporal temperature fluctuations present and the variable
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finite time responses of the thermocouples. This conclusion is also at variance with the
recommendations of ASTM E 603 ~ 98a. It is possible that techniques being developed
for dynamic measurements of thermocouple time constants, e.g., see [/8], combined with
high-speed data acquisition might allow future development of this approach.

Summary

The current investigation has shown that, for conditions frequently present in
enclosure fires, temperatures recorded with bare thermocouples have large errors due to
the radiative environment. Errors in terms of absolute temperature as high as 75 % were
observed in the lower layer and 7 % in the upper layer. The use of aspirated
thermocouples reduces the error by 80 % to 90 %, but with the cost of increased
complexity and reduced spatial and temporal resolution. The use of bare-bead
thermocouples having different diameters as a means for correcting for radiative effects is
not appropriate when implemented using typical fire measurement approaches. It is
possible that this approach could be effectively used if more elaborate data acquisition
and analysis approaches are employed.
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ABSTRACT: Two common forms of combustion testing—oven heating tests for spontaneous
combustion propensity of coals and carbons, and temperature measurements in ‘simulated room
fires’—are discussed in terms of thermocouple uncertainty. For oven heating tests, radiation
effects on thermocouple accuracy are examined and examples, from the recent research literature,
of unjustifiable claims of thermocouple accuracy in such tests are given and discussed. For
simulated room fires, very detailed calculations based on heat balance at the thermocouple tip are
performed, and it is shown how unsuspected radiation effects can entail significant errors. Means
of eliminating, or at least of significantly reducing, these errors is given in detail. The approach is
applicable to steady or to non-steady conditions.

KEYWORDS: thermocouples, combustion testing, radiation error
General Introduction

Thermocouple thermometry has been widely practised for about a century. The
author has spent over 20 years in experimental research in the area of fuels and
combustion, and thermocouples are featured in a great deal of this work. Most of
those years were spent in Australia, and it is fair to say that Australia has produced a
number of eminent thermocouple experts. One of these is N.A. Burley, who was
largely responsible for the development of the Type N (nicrosil/nisil) thermocouple,
the most recent thermocouple type to have received ‘letter designation’. There are, in
2002, still only eight letter-designated types: Types J, K, T, E and N, which are base-
metal types, and Types S, R and B which are noble-metal types. Another Australian
thermocouples expert is R. Bentley, who has written a specialised monograph on
thermocouples [1] and, perhaps more importantly, was one of the investigators
responsible, in the 1960s, for rejection of the ‘e.m.f. at the tip’ notion, of which more
will be mentioned later in this article.

! Senior Lecturer, Department of Engineering, University of Aberdeen, Aberdeen AB24 3UE, UK.
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This paper is an attempt to articulate weakness in thermoelectric thermometry and,
where possible suggest solutions. Often in combustion applications, gas temperatures
are measured; therefore this paper will focus principally on thermocouples in gaseous
environments.

The paper will be structured in the following way. First, there will be a brief
discussion of the classical ‘Laws of Thermoelectric Thermometry’. Next, some
specific cases of the application of thermocouples to investigations in fuels and
combustion which are possibly unreliable will be described. The reason for the
unreliability will be identified and tentative recommendations for improved
procedures made.

The Laws of Thermoelectric Thermometry

It has been known since the mid-1960s [2] that the classical notion that a
thermocouple e.m.f. is at the tip, where the two dissimilar metals are in contact, is
incorrect and that e.m.f. develops along the thermoelements where the temperature
changes. So, if a thermocouple is at the same temperature all the way along its length
there is no e.m.f. in it. This has been reiterated by Bentley [1,3] as well as by the
present author [4,5,6] who has sought to familiarise the combustion community with
the true nature of the thermocouple e.m.f. The classical ‘Laws of Thermoelectricity’
are given in Table 1 below. They were based on empirical observation and accepted
as such are correct. They have however sometimes been interpreted in terms of the
‘e.m.f. at the tip’ notion and such interpretations are flawed. In Table 1 below are the
Laws of Thermoelectricity, which include the traditional interpretation according to
the e.m.f. at the tip notion as well as what the author sees as ideas pointing towards a
sounder interpretation in view of the true nature of the e.m.f. distribution.

TABLE 1— Laws of thermoelectricity: classical and modern interpretations.

Interpretation

‘Law’ of Thermoelectricity' on the ‘e.m.f. at Pointers Towards a Sounder

the Tip’ Notion, Interpretation
‘Law of homogeneous metals’: Two ‘dissimilar ~ There will be e.m.f.’s where the
A thermoelectric current cannot  metals’ are temperature changes along the length
be sustained in a circuit of a required for there of the metal wire. However, an
single homogeneous material, to be an e.m.f. e.m.f. reading faken at any one point
however varying in cross section, in a closed loop of a single metal
by the application of heat alone. with temperature changes along it

will be zero as the e.m.f.’s on either
side of the point will cancel each

other out.
‘Law of intermediate metals’: Each ‘junction If the circuit is at a uniform
The algebraic sum of the em.f’ hasan temperature no thermal em.f.’s
thermoelectric forces in a circuit  equal and develop at all.

composed of any number of opposite one.
dissimilar metals is zero if all of

the circuit is at a uniform

temperature
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TABLE 1— continued.

‘Law of successive or intermediate E,=J,-J; The em.f developed by each of
temperatures’: If two dissimilar the two thermoelements depends
homogeneous metals produce a thermal where J  only on the temperatures at their
e.m.f. of E, when the junctions are at denotes ends. Any e.m.f.’s due to
temperatures T, and T, , and a thermal ‘junction  intermediate temperatures do not
e.m.f. of E, when the junctions are at T, and em.f’ contribute to the net e.m.f.
T, the e.m.f. generated when the junctions
are at Tl and T; will be El + Ez. Ez= J- J2
U
E;+E =
J; — Jl

*Quoted from [7]

Some Difficulties in the Use of Thermocouples in Combustion Testing

Introduction

What is perhaps required is an appreciation in temperature measurement of any
sort is that the sensing device, be it a thermocouple, a resistance temperature detector
(RTD), or a simple mercury-in-glass thermometer, constitutes a perturbation to the
site of the measurement. In other words, the situation with and without the sensor is
not the same and skilled judgement is sometimes required to assess how close the
thermocouple reading is to the temperature at the site of interest in the absence of the
sensor. It can therefore be most imprudent simply to take a thermocouple reading at
face value. The reading might be a satisfactory measure of the temperature of
interest, but such a conclusion has to be reasoned carefully and not simply assumed.

What also has to be understood is that a thermocouple even when previously
unused has an uncertainty of a degree or so due to inhomogeneity of the
thermoelements. A common choice of thermocouple configuration in combustion
(and indeed many other) applications is the mineral insulated metal-sheathed (MIMS)
thermocouple, in which the thermoelements are contained within a sheath (usually
310 stainless steel) and the space in the sheath not occupied by wire is filled with
magnesium oxide. These are supplied in sheath diameters from half a millimetre
upwards, and the intrinsic uncertainty in the reading from such a thermocouple in new
condition is + 2.2K or 0.75 of one percent of the reading in degrees centigrade,
whichever is larger. The ‘internal cold junction compensation’ at the recorder might
well add a fraction of one degree to this error as of course will wear and tear during
use, for example, migration of small amounts of manganese from the sheath to the
thermoelements. According to Bentley [1], the ultimate level of accuracy which can
be obtained in thermoelectric thermometry is, at temperatures up to 250°C, + 0.05 %
of the temperature. This level of accuracy cannot necessarily be obtained with just
any thermocouple even when brand new: thermocouples calibrated to this degree of
accuracy first have to be scanned to confirm the homogeneity of the thermoelements,
then follows a lengthy calibration procedure using reference thermocouples which are
reserved for calibration purposes as required by the National Association of Testing
Authorities (NATA) and other bodies which issue standards for thermocouple
calibration. The combustion scientist may not get involved in thermocouple
calibration at this level, but may take the tolerance given by the supplier and apply it
to the estimation of uncertainties of measured temperatures.
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Oven Tests for Spontaneous Heating

Introduction

In the world of transportation safety of such materials as coal, coke, adsorbent
carbons and cellulosic materials there are standard tests, authorised by such bodies as
the UN, IMCO and ISO, for assessing the propensity of particular examples of such
substances to ‘spontaneous combustion’. Such tests have been in use since the
‘seventies, and results for a particular matertal might sometimes be expected to stand
up in law if, for example, there has been a fire on board a ship camrying such
materials. The author has been closely involved in R&D into such testing procedures
for some years and numerous publications (e.g., [8]) have resulted. This is the
framework within which some of his deliberations on thermoelectric thermometry
have taken place. In all of its forms, the test for spontaneous heating propensity uses a
small gauze container (typically a 10 cm cube) of the substance of interest, which is
heated isothermally in a recirculating air oven; set temperatures are up to about
200°C. The sample temperature is followed by means of an immersed thermocouple,
but in extrapolation of the test result to predict the behaviour of large stockpiles,
according to the principles of ignition theory, it is the oven temperature which is
required. Let us therefore analyse heat balance at the tip of a thermocouple placed in
the ‘work space’ of an air oven.

Energy Balance at the Thermocouple Tip
The steady-state energy balance is expressed by the following equation:

h(T,-T) =eo(T, - T,’) )

where h = convection coefficient (W m-zK.I)
Tg = gas (air) temperature (K)
T, = thermocouple tip temperature (K)
T, = oven wall temperature (K)
€ = emissivity of the thermoconéple tip2 )
o = Stefan's constant (5.7x 10° Wm K )

The equation assumes, entirely justifiably, that the thermocouple tip is minute in
comparison with the internal volume of the oven, so that no radiation from the tip is
reflected back to it. The oven walls, of which the thermocouple tip has a ‘view’, are
at temperature T,, where:

Ty > Tw

Before inserting some appropriate numbers into the equation, so that the
difference between the thermocouple reading T, and the true gas temperature T, might
be estimated for a typical oven heating test, two other thermal influences which in
principle operate will be identified. One is the obvious possibility that heat leakage
down the thermocouple wires and also, if a metal-sheathed thermocouple is used,
down the sheath, will cause cooling of the thermocouple tip and hence a reading
which is too low. MIMS thermocouples of 1.5 mm sheath diameter are a common

19
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choice for this sort of work. In these, the thermoelement wires are of diameter 250
um and the sheath of thickness 230 um. In an oven heating test, the thermocouple is
likely to be immersed into the oven to an extent of at least 100 sheath diameters (i.e.,
15 cm) and all the way along the immersed part the thermocouple sheath is receiving
heat from the oven by forced convection. The situation therefore approximates
closely to there being a flat temperature profile along the thermocouple from the tip to
the oven exit, whereupon there is a step change to room temperature. The tip is
therefore thermally buffered from the leakage which takes place at the exit only, so no
errors due to conduction leakage are in these circumstances expected.

Another influence is conversion of kinetic energy to thermal at the thermocouple
tip. A full energy balance at a thermocouple tip requires consideration of this even if
(as turns out to be the case) its effect is negligible. The extent to which a
thermocouple tip responds to the kinetic energy depends upon the recovery factor
(symbol a) and can be approximated from the Prandtl number. In Appendix 1 to this
paper, a relevant calculation for a thermocouple tip is presented. The calculation
indicates clearly that in this application kinetic energy effects are of no importance. It
therefore appears that a thermocouple measuring the temperature of an air oven can
be analysed according to convection and radiation only, in which case equation 1
suffices for an estimation of accuracy. Returning to this equation:

h(T,-T)=eo(T, - T,)

imagine an oven ‘set’ at 200°C, i.e., a MIMS thermocouple in the oven, immersed to
100 sheath diameters, reads 200°C. The oven has forced-air recirculation, and in
unpublished work based on measurements made in one of the ovens in his own
laboratory the author has calculated a value of 30 W m2K™ for the convection
coefficient h between the air in the oven and the tip of a 1.5 mm sheath diameter
MIMS thermocouple; this is certainly the expected order of magnitude for fairly mild
forced convection such as an air oven affords. In the same piece of unpublished work
it was confirmed that for most of their area the internal walls are about 2 K below the
temperature reading at the thermocouple. The other quantity required is the
emissivity, difficult to estimate. However stainless steel having received no polishing
after manufacture can have an emissivity as high as 0.5 [1] and this can only increase
through tarnishing, so a value of 0.5 will be used in the calculation that follows.
Rearranging equation 1:

(T,-T)=(esm)T, - T,) @)
Putting, then, T, = 473K, T, = 471K, h =30 W m”K "' and & = 0.5 gives:
(T,-T)=08K
that is, the thermocouple tip is 0.8 K below the gas temperature. So even without

considering the calibration uncertainties there is an error of the order of one degree
due to radiation effects.
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Literature Reports at Odds with the Conclusions from Energy Balance

Table 2 below cites two claims, published in the very recent peer-reviewed
literature, in respect of oven temperature measurement in combustion testing of the
sort under discussion.

TABLE 2—Difficulties with oven temperature measurements in recently reported
work.

Ref. Details Comments

[11}] (a) A claim that a base-metal thermocouple (a) Unlikely
was supplied with a tolerance of + 0.2K.

(b) A claim that two such thermocouplesin  (b) Impossible. The most stringent

an oven at about 200°C, connected ‘back to calibration possible could not
back’ to measure a temperature difference give better than
were calibrated to + 0.02K +0.1 K.
[12} No reason why a thermocouple
within spec. at oven temperatures
Calibration in liquid nitrogen (~196°C) of a should also be within spec. at
MIMS thermocouple subsequently used at cryogenic temperatures.
temperatures of around 200°C. More seriously, the exposure to

liquid nitrogen would introduce
mechanical strain into the
thermoelements, negating the effect
of annealing during manufacture
and causing loss of calibration.

Temperature Measurements in ‘Simulated Room Fires’

Introduction

Frequently in research into the fire safety of enclosures such as airport lounges,
shopping malls and aircraft interiors, a ‘thermocouple tree’ is positioned in hot gases
and the thermocouple readings at the respective positions taken to be the gas
temperature at those positions. The author has twice [13,14] published comments on
research papers where this approach has been taken. In the work under discussion in
[13] MIMS type K thermocouples were standing in a ‘burn room’which had been
deliberately ignited in order to study fire dynamics. Temperature histories were
recorded at various positions in the burn room, these having maxima in the region of
1000°C (1273K). The maxima are broad, and on this basis conditions were taken [13]
to be ‘quasi steady’ so that equation 1 can be applied in order to give insights into the
accuracy of the thermocouple readings. Importantly from the point of view of
thermocouple accuracy, passage of gas past the thermocouples was by natural drift
only, attributable to buoyancy forces in which temperature differences play a part. In
fact such flow past something the size of a thermocouple tip is likely to be such that
natural and forced convection both have to be considered, and this approach will be
taken herein.

21
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Analysis of Errors

Imagine that in the situation similar to that outlined in the previous paragraph, a
thermocouple standing in burnt gas itself transparent to thermal radiation is reading
900 K, and that the walls were some 25K lower, i.c., at 875 K. We make an initial
estimate of the convection coefficient as 20 W m™2K"'. Since the tip is standing in
bumt gas, it will have experienced deposition of particulate and will therefore have a
high emissivity, perhaps approximating closely to a black body (¢ = 1). Inserting
these figures into equation 1 gives:

(T,-T)=(1x57x 10® 20){900* — 875%} =199 K

The radiation error involved if the walls are a mere 25K below the gas is therefore
so large as to make the thermocouple reading impractical. Repeating the calculation
with T; = 600 K and Ty, = 575 K gives:

(T,-T)=58K

In archival journals and in conference proceedings, (e.g., [15]) thermocouple
readings taken under such conditions continue to be reported. The next section will
suggest possible means of improvement, and will focus on the above calculations as
examples of thermocouple measurements requiring correction.

An Approach to Heat Transfer Corrections to Thermocouples in Gases

The Importance of Wall Temperatures

In order to use Equation 1 to estimate the error in the reading of 900K in the
measurement described in the previous section, two quantities are required: Ty and h.
The simple approach to correction to be described in this section requires at least a
rough measurement of the former: a means, to some extent novel, of arriving at a
good estimate for the latter will be fully explained.

It is recommended that, once a thermocouple for gas measurement (or an assembly
thereof) is installed, half a dozen or so further thermocouples are placed with their tips
in intimate contact with the closest surface, that which is in ‘sight’ of the
thermocouple tips in the gas, and that the signals from these are followed. The user
might choose to use the lowest value or some suitably averaged value of the output
from these thermocouples to represent Ty, for calculation purposes. There is clearly
scope for R&D in ascertaining at what vertical heights relative to that of the
thermocouple in the gas the wall thermocouples should be to give the most reliable
value of Tw. A point to which we shall return is that, because of its much higher
thermal inertia, the wall will vary in temperature much more slowly than the gas. The
quantity Tw might therefore approximate to a constant value for the duration of the
gas temperature readings; this also requires R&D.

Convection Coefficients

We proceed according to the hypothesis above that both forced and natural
convection will contribute significantly to heat transfer from gas to thermocouple tip.
In this section, the calculation performed above where the gas was at 900K and the
walls at 875K will be reconsidered for several possible convection scenarios. Whereas
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a value of 20 W m™” K™ was assumed previously, a value will be calculated for each of
the scenarios and afterwards an attempt will be made to draw some broadly based
conclusions. First, we present convection coefficients and their calculation.

Natural convection depends upon the Grashof number Gr:

gB(Tg — T)d’
Gr = ——Pr

2
v

where d (in the case under discussion) = thermocouple tip diameter
g = acceleration due to gravity (9.81 m s?)
B = ‘compressibility factor’ = [(T; + Tg)/2]’] (K'l)
v = kinematic viscosity (m* s™)

and a correlation for a spheres receiving heat by natural convection is {16]:

Nu = hnd/k = 2 + 0.43 (GrPr)'*
where: Nu is the Nusselt number, Pr is the Prandt]l number, hy is the coefficient of
natural convection and k is the gas thermal conductivity at the mean of the gas and
surface temperatures. This is valid in the range:

1<Gr<10’

Note that the product GrPr is the Rayleigh number Ra, therefore the above equation
can be re-written:

Nu = hyd/k =2 +0.43 Ra"*
For forced convection, the relevant dimensionless group of the Reynolds number Re:
Re = ud/v

where: u = linear speed of the gas (m s'l), other symbols as previously defined. A
widely used correlation for forced convection past a sphere is [17]:

Nu= hpd/k = 2 + 0.6Re>* P33

where hg is the coefficient of forced convection. The correlation is valid for Re in the
range 1 to 10° and Pr in the range 0.6 to 400.

The relative importance of natural and forced convection depends on the quotient:
Gr/Re?

A value of this in excess of 10 indicates that natural convection dominates and
that forced convection is fairly insignificant. The treatment herein is directed at
examining the effects, in terms of heat transfer to a thermocouple tip, of various flow
conditions. The following values of the properties of the post-combustion gas at the
temperatures of interest will suffice.
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v=10%m’s"
Pr=0.7
k=007 Wm'K"'
B=10"K"

Against this background, three sets of flow conditions in the previously
considered example — gas at 900K and walls at 875 K — will be considered.

Scenario 1— Post-combustion gas flowing past the thermocouple tip, of diameter
5 mm, at a speed of about 2 cm s™'.

Here we have:
Re=(5x107x0.02/10% =1

In estimating Gr we need a value for AT, the difference between tip and gas
temperature, and this is not known. Putting the value of 199 K calculated on the basis
of the assumed convection coefficient of 20 W m”K™ gives:

Gr=1[9.81 x 107 x 199 x (5 x 10°)*/(10%?} =24
and:
Gr/Re’ = 24

It is clear that flow is in a regime where natural convection dominates and the
correlation:
Nu = hyd/k =2 +0.43 Ra"

applies with Gr =24 and Pr=0.7, giving:
Nu=2.9 =5x 10° hy/0.07 = hy =40 W m’K"'
Returning to the situation where the gas was at 900K and the walls at 875 K:
(T,-T)=(1x57x 10 /40){900* - 875} = 100K

The Grashof number recalculated with this value of (Tg - T) is 12, the Nusselt

number 2.7 and the convection coefficient 38 W m?2K"' and the temperature
difference 95 K. The difference between 40 and 38 W mK” is insignificant.
Convection correlations such as those used herein, being based partly on dimensional
analysis and partly on experimental results, are not accurate enough to distinguish one
from the other. Further iterations are therefore not necessary.

The message of this calculation is that with slow movement of gas and a bulky
thermocouple tip, natural convection will dominate. The assumptions have been made
that the tip is spherical and ‘black.’ In practice, the thermocouple tip could be made
black. From knowledge of the tip diameter, a correction can be made provided that the
flow speed ‘u’ is known. It ought not to be difficult to determine this, from
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anemometer readings at the cooled gas on exit and application of the continuity
equation.

Scenario 2— Post-combustion gas flowing past the thermocouple tip, of diameter
3 mm, at a speed of about 5 cm s

Here we have:
Re=(3x 10> x0.05/10% = 1.5

Putting as before the value of 199 K calculated on the basis of the assumed
convection coefficient of 20 W m2K"! gives:

Gr=[9.81 x 107 x 199 x (3 x 10’ /(10*?] = 5.2

From which,
Gr/Re’ =23

and clearly both natural and forced convection have to be considered here. The natural
component, coefficient hy, is calculable from:

Nu = hyd/k = 2 + 0.43 (GrPr)"* = Nu =2.6
and the forced component hr from:
Nu = hed/k =2+ 0.6Re®’Pr**** = Nu =2.7
These can be combined according to:
Nups® = Nug’ + Nun® = Nugy = 3.3, hpy = 78 W m K
(T,-T)=(1x57x 10%/78){900° - 875 = 51K

It is now necessary to iterate by putting this value of (T,-T) into the expression
for the Grashof number and recalculating Nuy:

Gr=[9.81 x 10° x 51 x (3 x 10%) /(1041 = 1.4
Nuy = hyd/k =2 + 0.43 (GrPr)* = Nu =24
Nug’ =Nug® + Nuy® = Nupy=3.2, hy = 75 W m K™

and further iteration is unnecessary. The total convection coefficient is then 75 W
m K", from which:

(T,- T) = (1 x 5.7 x 10 /75){900° - 875°} = 53 K
and the following points should be noted:

(i) The values of Re and Gr are all such that the correlations used are valid.
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(i1) Strictly speaking the iterations should involve revision of the quantities v, Pr, k
and 3. However changes required to these would be very small and, having regard to
the fact that correlations for Nu seldom yield convection coefficients to a greater
degree of reliability than + 15%, are not worth making in this illustrative presentation.
Computer programs for future implementation of these ideas could include such
refinements if they were thought necessary.

(iii) A fairly small change in conditions - a slightly smaller thermocouple bead
diameter and a slightly faster flow speed of gas - have changed the thermal regime at
the thermocouple from one of natural convection only to one where natural and forced
convection contribute about equally to the total heat transfer to the tip. In the former
case the radiation error was about 100 K and in the latter 35K. In each case the
correction is calculable if the flow speed of the gas is known and the thermocouple tip
can be taken to be ‘black’. However the sensitivity of the actual thermocouple
reading to such conditions has to be fully appreciated.

Scenario 3— Post-combustion gas flowing past the thermocouple tip, of diameter
0.75 mm, at a speed of about 25 cm s,

Here:
Re=(0.75x 10> x 0.25/10%) = 1.9

Putting as before the value of 199 K calculated on the basis of the assumed
convection coefficient of 20 W m2K™' gives:

Gr=[9.81 x 107 x 199 x (0.75 x 10°)*/(10*)*] = 0.08
From which,
Gr/Re? = 0.023
indicating that forced convection dominates. The Grashof number is outside the range
to which the correlation previously used applies, but that is immaterial since forced
convection dominates therefore no attempt need be made to use the correlation for
natural convection.

The relevant correlation is:

Nu = hpd/k =2 + 0.6Re®*Pr**’ = Nu =2.7 hy = 255 Wm’K"

Putting this into the heat balance equation for the thermocouple tip gives:
(T,-T)=(1x57x 10®/255){900% - 875% = 16K

Putting this value for the temperature difference into the expression for the Grashof
number gives:
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Gr=0.007, Gr/Re” = 0.002
confirming that forced convection is the dominant mode of heat transfer.

The three scenarios above are for a range of conditions encompassing natural
convection only, combined natural and forced convection and forced convection only.
The results are summarised in Table 3 below, and it can be seen that as forced
convection becomes more dominant the convection coefficient becomes larger
therefore the radiation error becomes smaller. It is approaching being negligible in
scenario 3. Very often experiments are cartied out without any knowledge of the flow
regime.

TABLE 3— Summary of calculations for convection coefficients at a

thermocouple tip.
Gas at 900 K, walls Gr
at 875K 2 Total Convection (Tg-
Re  Afler  GRE  CoefficientW mK" TYK
M teration
Scenario 1. 1 12 12 38 95
u=2cms'
d=5mm
Scenario 2. 1.5 1 0.4 75 53
u=5cms’"
d=3mm
Scenario 3. 1.9 0.007 0.002 255 16
u-25cms’
d-=0.75 mm

A Possible “Short Cut” if the Flow Speed of Gas is Not Known

The correlations for forced or natural convection as applied in the previous section
all reduce to:

Nu=hdk=2.7
where h may be hg or hy, and this suggests a means of obtaining a rough idea of the
convcection coefficient if the flow speed ‘u’ is not known: it is reasonable to assume
that the bead diameter ‘d’ will always be known. So for example in our scenario |
above d=5x 10° m and k = 0.07 W m"'K "' therefore:
h=2.5x0.07/5x10° =38 WmK"

For the regime where both forced and natural are significant the simplified
relationship is:

Nupy = (2.7°+ 2.7 =34

27
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Taking a simple mean of the value for Nu for forced or natural convection (2.7 in
each case) and that for forced and natural (3.4) gives a ‘general-purpose’ value of 2.9.
Values of the convection coefficient and the temperature error so calculated are
compared in Table 4 below with the values obtained from the more detailed treatment
in the previous section. In each case, the approximate approach developed herein
gives a very reasonable estimate of the radiation error.

TABLE 4— Comparisons of convection coefficients and radiation corrections
_from detailed and approximate (Nu =2.9) approaches.

Convection Convection
S:fl: ‘a:)g(?);( coefficient from  (Tg-T)from  coefficient from (T, - T) from
detailed detailed approximate approximate
U treatment/ treatment/K treatment/ treatment/K.
W mK! W m2K"!
u=2 cms’
d=5mm
u=5 cms’
d=3mm
u=25 cms’
d=0.75 mm

Comments and Recommendations

The calculations above have shown:

(a) that radiation errors can be very large and depend strongly upon two factors,
the thermocouple tip dimension and the flow speed of gas. The first of these is easily
ascertained, but not the second.

(b) that if knowledge of the flow speed of gas is obtainable detailed correction for
radiation errors is straightforward. It is not a major undertaking to determine the flow
speed by anemometric measurements on the cooled exit gas and application of the
continuity condition.

(c) if convection to the tip is either in the wholly natural regime or in the wholly
forced regime a very straightforward calculation is possible to estimate the convection
coefficient without knowledge of the gas flow speed. If convection is in a regime
where both forced and natural contributions are significant, correction is equally
straightforward.

The author urges that further calculations be performed with a view to
implementation of these ideas in the routine measurement of gas temperatures in
simulated fires. Scope for extension of the calculations as they relate to steady
conditions exists in terms of three factors: thermocouple bead shape, thermocouple
bead width variation through deposition of particles and, most fundamentally, opacity
of the atmosphere in which the thermocouple is immersed.

There remains of course the fact that all of the analysis above is for steady
conditions, whereas conditions are usually non-steady in such measurements.
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However a ‘quasi-steady’ approximation is often adequate in which case the above
treatment applies. In particular, fires in the post-flashover regime often have close to
steady temperatures. An algorithm has however been developed to extend the
approach herein for a spherical thermocouple bead in a transparent atmosphere to
improve thermocouple accuracy in non-steady measurements, and this is fully
explained in the following section.

An Algorithm to Extend the Approach to Non-Steady Temperatures

Calculation of the Biot Number as a Preliminary
This first requires knowledge of the Biot number (Bi) at the thermocouple tip,
defined as:
Bi = h(V/A)/k

where k is the thermal conductivity of the thermocouple material (an emboldened
symbol being used to distinguish it from the thermal conductivity of the gas
contacting the thermocouple, which features previously), V the volume of the tip and
A its area. Taking as illustrative numbers those from scenario 1:

V/A =1/3 where r is the thermocouple bead radius

U
V/IA=8x10"
Putting k= 15 Wm K" and h =41 W mK"' gives:
Bi=2x10"

This very low value suggests that a single temperature rather than a distributed one
can be taken to apply to the thermocouple tip: a value of Bi no higher than about 0.1
would be sufficient to ensure this. It is doubtful whether any investigator has ever
questioned that a single temperature rather than a distributed one applies to a
thermocouple tip in the light of its inevitably very small size, but for the algorithm
which follows demonstration of this is desirable.

The Algorithm
The non-steady heat balance at the tip is then:

dT(
cp(V/IA) — = h(T, - Ty) — €0 (T* - T..})
dt

where: ¢ is the heat capacity of the thermocouple material (J kg'K™') and p its density
(kg m™), other symbols as previously defined. The substitutions:

V/A = d/6

29
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and,
h=2.9k/d

where k is the thermal conductivity of gas, can be made. The point has already been
made that the walls will vary in temperature much more slowly than the gas, so use of
a suitably measured single value of T. will suffice although, of course, extension
incorporating a slowly varying T, is in principle possible.

Concluding Remarks

This paper has focused on two routine examples of thermocouple usage in
combustion testing and identified weaknesses in both which, it is hoped, ASTM will
note in future deliberations on methods of temperature measurement.
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Appendix 1— Examination of the effect of kinetic energy recovery on a
thermocouple tip.

Moffatt [9] gives the following equation for the temperature effect of the extent of
recovery of kinetic energy:

[y - 2] M?
T =Tr{l - (1 — ) }
1+ [(y - 1)2) M?

where Tt is the thermocouple tip temperature, T; the gas stream temperature, o =
recovery factor, v the ratio of principal specific heats (= 1.4 for air) and M the Mach
number. According to a leading manufacturer of fan-assisted ovens such as those
widely used in the tests under discussion {10], the speed with which gas will flow past
a thermocouple tip inside such an oven will be in the range 1-10 m s™, i.e., up to
Mach 0.03. For forced convection under turbulent conditions, the correlation is:
a=pc”

where Pr is the Prandtl number, is a reasonable approximation, and for air at oven
temperatures Pr = 0.7, giving o = 0.89. Inserting this into the above equation, together
with a value of 1.4 fory gives:

T; = 0.99998T+
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Abstract: Uncertainty assessments of temperature measurements performed at Sandia
National Laboratories fire test facilities typically focus on measurements using mineral-
insulated, metal sheathed (MIMS), ungrounded junction, chromel-alumel (Type K)
thermocouples (TCs). These TCs are used to observe the temperatures of both heat
sources and test objects in hydrocarbon fuel fires and simulated fires (typically up to
1200°C). Among the sources of uncertainty, errors associated with TC installation often
prove to be dominant. For example, ungrounded junction, MIMS TCs have a systematic
error when mounted on a flat steel plate (a commonly used configuration) when
attempting to measure the plate temperature. A (relatively simple) model of an
ungrounded junction MIMS TC mounted on a flat steel plate was developed. The purpose
of this model is not to correct TC readings. Rather, it is to qualitatively understand the
systematic error associated with the measurement and find ways to reduce the error
through more effective mounting procedures or use of different junction types (e.g.,
grounded junction). Experimental data showing the errors are presented, as are details of
the model and model versus experimental data comparisons.

Key Words: fire testing, thermocouples, MIMS thermocouples, errors, uncertainty,
hydrocarbon fuel fires, simulated fire tests, computer model.

Introduction:

Fire testing has been performed for over 30 years at Sandia National Laboratories
fire test facilities in support of certification/qualification of high consequence systems
and recently in support of computer model validation efforts related to the ASCI
(Accelerated Strategic Computing Initiative) program. A majority of the measurements

! Principal Member of Technical Staff, Fire Science and Technology Department 09132, MS 0555, P.O. Box 5800,
Sandia National Laboratories, Abuquerque, NM, 87185.

Sandia is a multiprogram laboratory operated by Sandia Corporation, a Lockheed Martin Company, for the United
States Department of Energy under contract DE-AC04-94-AL85000.

32

Copyright® 2003by ASTM International WWW.astm.org



NAKOS ON MIMS THERMOCOUPLE 33

at the fire test facilities has been made by thermocouples (TCs). In fires, TCs are
deployed in the fire plume and on objects in the fire. In simulated fires, TCs are also
used to measure the heat source temperature. Due to high temperature requirements
(e.g.1200°C), mineral-insulated, metal-sheathed (MIMS) TCs are most often used.
Otherwise, the TCs normally don’t survive the test. In an effort to obtain the best
temporal response, the smaller diameter TCs are desirable, so 0.16 cm (1/16 inch)
diameter TCs are used. This size is a good compromise between ruggedness and
response. In the temperature range of interest, Type K (chromel-alumel) TCs are most
appropriate. To reduce electrical noise, to protect the integrity of individual
measurements, and to allow the use of resistance measurements as diagnostics,
ungrounded TCs are normally employed. Alloy 600 sheaths are used because other
materials (e.g., stainless steel) react with combustion products.

Uncertainty assessments of temperature measurements at these test facilities are
important, because the measurements are used to both qualify hardware and to validate
computer models. In the first case, data are subject to review by regulatory agencies and
a statement of the data quality is needed. In the second case, a statement of the
uncertainty bounds is needed to allow proper comparisons with model predictions.
Among the sources of uncertainty, errors associated with TC installation often prove to
be dominant. For example, ungrounded junction, MIMS TCs have a systematic error
when mounted on a flat steel plate (a commonly used configuration) when measuring the
plate temperature.

The purpose of this paper is to present experimental data showing the systematic
error in a specific application common to many simulated fire tests, then to provide a
model of the behavior of the TC to better understand the error, and finally to provide
some suggestions that will reduce the error. Data were gathered from a series of
experiments performed for the U.S. Coast Guard, Hughes Associates, and Ktech Corp. on
a “Furnace Characterization Unit.”

Test Setup and Experimental Data

Simulated fire applications require a heat source with carefully controlled
temperatures. In a typical simulated fire test, quartz infrared lamps (6 kW each) are used
to heat a flat stainless steel or inconel plate to a known and carefully controlled
temperature (See Figure 1). The flat plate is painted with high emissivity black paint, (€
= 0.85); therefore, one can approximate the plate boundary condition (BC) as a constant
temperature gray body with an emissivity of 0.85. For example, if one wants to simulate
a 10CFR71 regulatory fire ([1]) the plate temperature is set to 800°C.

Each quartz infrared lamp is about 30 cm long and 1 cm diameter and is composed
of a tungsten filament surrounded by a fused quartz envelope. The space between the
filament and the quartz is filled with a halogen gas. Up to 63 lamps are mounted in a
panel that has a water-cooled, highly reflective surface. Several individual panels (each
about 117 cm tall and 30 cm wide) are mounted side-by-side to be able to heat test units
of various sizes. Figure 1 shows a sketch of the side view of the setup.
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Proper control of the test requires accurate measurement of the plate temperature.
This is accomplished by mounting MIMS TCs on the flat plate at carefuily chosen
locations. The plate is made of SS or inconel and is normally about .16 cm (1/16 inch)
thick. Therefore, the plate thickness and TC diameters are the same. The TCs are
mounted on the side of the plate facing the test unit (not the side facing the lamps).

Test Unit -} Lamp array
~—
-
-
Flet Plate : Heattf‘;‘opr;rel3 :Zmps
\
~g—
TCson T /
el /
unheated -
sideof ["———u | | -
plate
~— Ground
level

Fig. 1—Side View of the Radiant Heat Test Setup

The 0.16 cm diameter, inconel sheathed, ungrounded junction, Type K, TCs are
most often used in this type of application. From previous work (e.g., [2], [3]) it is
generally accepted that a more accurate measurement of the plate temperature is made via
an intrinsically mounted TC where each of the two wires (chromel and alumel) are
individually spot welded to the surface being measured (i.e., the plate). Although there is
an error when using intrinsically mounted TCs, the error is much less than the sheathed
TCs. Therefore, it is assumed that the “true” plate temperature is that measured by the
intrinsically mounted TCs. It is worth repeating that intrinsically mounted TCs are not
normally used because they are not robust and can fail at these temperatures. To estimate
the systematic error of the sheathed TCs we mounted an intrinsic TC adjacent to each
sheathed TC (20 pairs total) on the flat plate and measured the temperature difference.

There were 20 sheathed-intrinsic TC pairs on the flat plate, which was 100 cm (40
inches) square and 0.16 cm (1/16 inch) thick. The sheathed TCs were labeled TC1-TC21
and the intrinsic TCs were labeled TC22-TC41. (TC21 did not have a matching intrinsic
TC). There were three rows of TCs on the plate, one row 10.2 ¢cm from the top, one row
10.2 cm from the bottom, and the last in the middle 50 cm from the top or bottom. Each
TC pair was mounted so the measuring junctions were co-located within about 0.64 cm
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(0.25 in). The TC sheaths were held in place using thin (0.0076 mm [0.003 in]) nichrome
straps spot-welded to the plate; in addition, the tip of the ungrounded junction TCs were
covered with an additional strap that covered the tip. The intrinsic TC wires were
individually spot-welded to the plate. The remainder of the intrinsic TC sheath was held
in place with nichrome straps. Figure 2 shows a sketch of a typical sheathed TC/intrinsic
TC pair mounting at the measuring junctions.

—— 0.64CM  Chromel and alumel wires
spot welded to plate (curved
to provide strain relief)

“Intrinsic” junction
Nichrome strap

Sheathed TC, 1.6 mm Intrinsic TC sheath 1.6 mm dia.
dia, ungrounded junction ; Strap

----- SRV M\ = i
> S B 2P ‘— © m—

Fig. 2—Typical Sheathed and Intrinsic TC Pair Mounting Scheme

Spot welds

The flat plate temperature was raised from ambient to 900°C according to a
prescribed temperature profile, which simulates growth of a fire in a ship compartment
defined by the International Maritime Organization [4]:

T =[345* log 1 (8*t+1)] + 20 ()]
where
t = time (minutes) and
T = temperature in Celsius

Control TCs were used as feedback to the automatic power control system. Figure 3
shows the desired plate temperature profile, a linear approximation, and control TC9,
TCI11, and 13. A linear approximation of the log profile was used as input to the power
control system. As can be seen, the plate temperature profile closely matched the desired
profile. TC9, TC11, and TC13 were sheathed TCs to be sure the control system operated
properly. Additional detailed regarding the experiments can be found in reference [5].

Figures 4 and 5 show difference data between the intrinsic and sheathed TCs (i.e.,
intrinsic TC value — sheathed TC value). Figure 4 is for the entire test, and Figure 5 for
the first 10 minutes. Difference data for the remaining TC pairs are not shown here to
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conserve space, but the results in Figures 4 and 5 are representative of all of the reliable
data (see Table 1 below). Note that several intrinsic TCs failed during this test(TC28, 35,
and 36).

As can be seen, the intrinsic TCs read higher than the sheathed TCs during the time
when the plate was being heated, i.e., up to about 42 minutes. The inference is that the
sheathed TCs read lower than the “true” plate temperature and this difference is a
measure of the systematic error of the sheathed TCs.

Temperature, C

Time, minutes

Fig. 3—Flat Plate Temperature Profile (10/27/99 test)

Typical of all the plots, the error rapidly rises as the plate temperature begins its rise,
then peaks (maximum of about 50°C), then drops quickly to a much lower value, then
slowly rises to another lower peak (12-25°C) and finally stabilizes to a constant value.

At 42 minutes the error drops quickly to a negative value because power to the lamps was
turned off so the plate began to cool. Errors during cool-down will not be discussed here.
Table 1 summarizes the errors from the 20 pairs of TCs. Shown are peak errors,

minimum errors, errors just before the power was turned off (i.e., “long term” errors),
time to peak error and time to minimum error. There is considerable variability in the
results. For example, peak errors range from 19.4-48.8°C with an average of 37.6°C,
minimum errors range from 4.6-19.8°C with an average of 13.1°C, and long-term errors
from 11-26°C with an average of 18°C. Times to peak error range from 0.25-0.70 min
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and time to minimum ranges from 1.35-2.45 min. However, the qualitative behavior is
consistent: the error rises rapidly, drops rapidly, and then stabilizes.

The errors just before the plate temperature begins to cool (11-26°C of a maximum
0f 900°C) are small on a relative basis, but early when the plate temperature is low, the
error is higher. For example, at the 10 minute time, TC17 reads about 650°C (same as in
Figure 3) and the error from Figure 5 is about 20°C or about a 2.2% error. At very early
times, when the error peaks, the temperature of TC17 is about 350°C and the error is
47°C, or about 7.5%. These errors need to be known and included when analyzing the
error budget available for the test. Another consideration is if one uses sheathed TC
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Fig. 4—Temperature Differences, Intrinsic-Sheathed TCs (0-70 min)
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Fig. 5—Temperature Differences, Intrinsic-Sheathed TCs (0-10 min)

values to estimate heat flux (6T*); the heat flux error is about 4x the temperature error so
can be about 30% in error at low temperatures.
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Table 1—Summary of Experimental Errors

TC pair Peak Error, | Minimum | Long Term | Time' to Peak | Time' to Min
C Error, C Error, C Error from Error from
‘Zero’, min ‘Zero’, min

TC22-TC1 19.4 4.6 11 0.30 1.65
TC23-TC2 29.8 10.1 16 0.30 1.95
TC24-TC3 40.0 14.2 19 0.55 2.00
TC25-TC4 31.4 9.7 14 0.60 2.15
TC26-TC5 473 19.8 26 0.55 1.45
TC27-TC6 45.7 17.6 23 0.60 2.40
TC28-TC7 TC failed | TC failed | TC failed TC failed TC failed
TC29-TC8 32.2 12.3 16 0.35 2.40
TC30-TC9 32.8 13.2 20 0.35 1.50
TC31-TC10 43.1 19.5 25 0.40 1.35
TC32-TC11 333 11.4 17 0.60 2.25
TC33-TC12 48.8 17.8 23 0.40 1.85
TC34-TC13 31.8 13.2 20 0.70 2.45
TC35-TC14 | TC failed | TC failed | TC failed TC failed TC failed
TC36-TC15 TC failed | TC failed | TC failed TC failed TC failed
TC37-TC16 27.1 6.4 11 0.25 1.55
TC38-TC17 47.7 16.5 15 0.60 1.55
TC39-TC18 349 6.6 11 0.55 1.50
TC40-TC19 48.2 15.4 17 0.65 2.40
TC41-TC20 44.9 13.7 24 0.30 2.05
Average 37.6 13.1 18 0.47 1.91
Maximum 48.8 19.8 26 0.70 2.45
Minimum 19.4 4.6 11 0.25 1.35

'Zero time is 1.3 minutes, when TCs began to rise.

Even though great care and consistent procedures were used to mount the TC
pairs, large variations in error occurred. Also, several of the intrinsic TCs failed. In
summary, if sheathed TCs are used to measure the temperature of a flat plate, systematic
errors of 2% up to about 7.5% can occur. The temperatures indicated by the sheathed
TCs are lower than the true plate temperature.
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Geometry of MIMS TCs

In an effort to understand the underlying sources of the systematic error shown in
Figures 4 and 5, a model was developed. However, first it was necessary to section a
number of used MIMS TCs so we could obtain a better understanding of the internal
geometry. Reference [6] summarizes the dimensions found by sectioning 9 TCs.
Additional TCs were sectioned as part of this effort.

In Figure 6, the ungrounded junction end of a MIMS TC (1.6 mm diameter) was
sectioned to expose the bead where the two wires (chromel and alumel) were welded
together. As can be seen, the end of the TC sheath contains no MgQO insulation - the
insulation stops before it gets to the bead. As such, the sheath shields the bead from the
temperature source.

ASTM E608/E 608M [7] recommends methods of MIMS TC fabrication, including
repacking the tip with MgO insulation when the junction is formed. Before the outer
sheath tip is installed on the sheath, MgO is should be added to cover the formed
junction. It is possible that when scctioning the TCs, the re-packed insulation fell out
because it was at a lesser density than the original MgO. However, after sectioning more
than 6 TCs for this project, there was no obvious residue of MgQO in the tip. Therefore,
an uncovered bead (no MgO in the tip) was used to develop the model. The mounting
geometry is shown in Figure 2 and again in Figure 7. To improve thermal contact, a
nichrome strip is placed over the tip of the TC and spot welded to the plate so the tip is
entirely covered.
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Fig. 6—Photograph of Sectioned1.6 mm Diameter Sheathed TC
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Fig. 7—Sectional View of MIMS TC, Flat Plate and Nichrome Strap
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Computer Model

The “true” plate temperature T, was assumed known via the intrinsic TCs. The test unit
temperature is designated T,, the bead temperature is Ty, and the sheath temperature is Ts.
It is desired to find the bead temperature Ty, of the MIMS TC because that is what will be
recorded by the data acquisition system.
Assumptions are as follows:
» Radiation and conduction are the only means of heat transfer considered; convection
is assumed to be second order.
» The flat plate is painted on both sides with black paint of emissivity 0.85 (typical of
Pyromark® black paint); the test unit is assumed to have emissivity of 1.0 (to make
the analysis simpler).
The flat plate and test unit are large (i.e., infinite) compared with the TC diameter.
The flat plate, test unit, and ambient are assumed to be isothermal.
The flat plate and test unit temperatures are assumed to be equal and increasing with
time for purposes of calculating the radiative heat transfer to the sheath.
The magnesium oxide insulation does not extend to the tip, so the bead is not covered
with insulation - air is between the inside of the sheath and the bead. Therefore, the
bead receives energy from the sheath via radiation, and gains energy via conduction
through the lead wires.
Bead properties are assumed to be a 50% linear combination of chromel and alumel
properties. Properties can be found in reference [9].
The bead and sheath respond as lumped masses.
Assumed shapes for the sheath tip and bead are spherical. Volume to area ratios were
calculated for both a sphere and a cylinder and the difference was less than 5%, a
second order effect for this analysis.
» The sheath material was Alloy 600, a nickel based material.
» The TC tip is completely surrounded by the nichrome strap, so the tip is shielded
from the environment.

YV VYVVYV

A\

\ A%

The method used to estimate the bead temperature begins with assuming there are
four surfaces at uniform but rising temperature: the flat plate, the sheath, the bead, and
test unit. The model estimates the bead temperature using both radiation and conduction.
The radiative contribution is evaluated by separating the problem into two parts: a)
outside the sheath, and b) inside the sheath.

Radiative Contribution

Outside the sheath - The sheath at the tip (average thickness 0.165mm or 0.0065”)
cannot “see” the test unit because it is covered by the nichrome strap (0.076 mm thick
[0.0037]), but nonetheless is affected by the test unit temperature. Therefore, the test unit
will be included in the analysis.

The radiosity (J) can be used to formulate the problem [8]:
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g, =A4,(J; - Zl-:,JjFi-,') 03]
where
J; = radiosity, W/m?
q; = net rate of heat loss from surface 1, watts
F;j= view factor, surface i to j
A, = area of surface i, m?

Wrniting equation (2) for the three surfaces outside the sheath we obtain the
following:

PIale:qp/AP=Jp-Jpr_p—J,Fp_,—Jan_a 3)

Sheath:q,/ A, =J,~J F, ,~J F,,~J,F,, (4

$-a

TestUnit:q, /A, =J,-J F, ,—-JF,_ -J,F,, (5)

a-s a” a-a

Where the subscripts ‘p’, ‘s’, and ‘a’ refer to the plate, sheath, and test unit.
Because the plate is flat, the sheath is convex, and the test unit is assumed to be flat,

the view factors from those surfaces to themselves are 1dentically zero:
F_=F_=F__=0 (6)

Because the plate and test unit are much larger than the TC sheath (1 m vs 1.6 mm),
the view factors from the plate to sheath and test unit to sheath are negligible. Also, the
plate and the test unit are assumed to be large. These assumptions result in the following:

F,_,=LF, =1 (7)

For the assumed geometry, one can approximate the configuration as three surfaces:
an infinite flat plate at T, another infinite flat plate (test unit) at T,, and the sheath at Ts.
Using view factor algebra and noting that the sheath is convex, the view factor of the
sheath to the plate is the same as from the sheath to the test unit:

FoptFea=1, Fop=Fo,=1/2. (8)

Therefore, equations (3)-(5) reduce to the following:
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q,/4,=J,-J, ©)
g,/ A4,=J,-J,12-J,/2 (10)
q./4,=J,-J, (1D

For any surface (Kreith 8]):

Ji=pG; +€E, (12)
where
p = reflectance
G = irradiation (radiation per unit time incident on a unit surface area), W/m’
E, = blackbody emissive power, Wim?.

For the test unit, the reflectance p; will be assumed = 0 (absorptivity = 1.0), so equation
(12) reduces to:

J. =oT' (13)

Therefore, J, is known if T, is known. T, is the test unit temperature and is known from
experimental data.
Now use a sccond expression for q; (Kreith [8]):

g, = (4, /(1-e)NE,, -J)) (14)

This assumes all surfaces are gray (g; = a;, and p; = 1-g;) and of uniform temperature.
This equation can be written for two of the three surfaces:

Plate:q,/ 4, =(¢, (1~ ¢,)XE,, =J,) (15

14
Sheath:q 1 A, = (&, (1-&))E,, ~-J,) (16)

A similar equation is not needed for J, because it is known from equation (13). One can
substitute equation (9) into equation (15) to eliminate J,, the result is:

q,/4,=¢€,E,,-J, (17)
Similarly, equation (10) can be substituted into (16) and use (13) to obtain:

q,/ A, =¢,(E,, —¢,F,, /12-¢,E, |2)=0e (I, -¢,T,"12-T,/2)  (18)
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This is the net heat loss to the sheath. Because heat is flowing into the sheath, q/A; will
be <0, so the heat input to the sheath is the negative of the value in equation (18).

Next, using a lumped analysis, the response of the sheath to the heat input from the
plate is: change in internal energy = net heat gain (from equation (18)):

4 4 4
P, V.OT, 10t =cd,e (¢,T, 12-T +T,*12)  (19)

Solving equation (19) for 6T/0t and approximating the partial derivative with a forward
difference in time, we obtain:

T,(t+At) =T,(t) + (Atoe,  p,c,,(V,/ A))0.85T,  /2-T," +T,* /2) (20)

Equation (20) was programmed into a spreadsheet to estimate the sheath temperature
as a function of time. Tj at the next time step is estimated from T at the past time step.

Inside the sheath - The ratio of the area of the bead (Ayp) divided by the area of the sheath
(Ay) is part of the analysis. From Figure 6 one could assume the bead is a sphere and the
sheath tip as a sphere or cylinder. The geometry of the bead alone is roughly spherical,
but with the wires included, it is roughly cylindrical. The geometry of the sheath at the
tip is not easily described — a sphere or a cylinder could approximate it. Using measured
properties from Black [5], the volume/area ratio was calculated using both a sphere and a
cylinder for both the sheath and bead. Results differed by less than 5%, not significant in
this model. Therefore, both the sheath and bead were assumed to be spheres.

From [8], the net heat flow between concentric spheres or cylinders can be
expressed as follows:

4., =04, (T,' —T,") /(11 &,) + (4, 4)(1 /(e, - 1)) (21)
where Ay is the bead surface area and A, the sheath inner surface area.

Similar to the sheath analysis, a lumped energy balance on the bead allows one to
estimate the transient bead temperature:

T,(t+ M) =T,() +(Ato | pye,,(V, | AN, —T, ) (1 &,) + (4,1 4,)1/ &, ~1))) (22)

Conduction Contribution

Conduction terms for transport from the plate to the sheath, and from the sheath
through the insulation to the lead wires to the bead were included in the model. This
consisted of adding to equations (19) and (22) a term as follows:
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Qomg = kg AOT /0% (23)

Where
q cond = heat transfer via conduction
kesr = thermal conductivity, W/m K.

The effective thermal conductivity (‘kest’) is affected by contact resistance, material
properties of the sheath and strap, the overall contact area between the sheath and plate,
and the contact area between the sheath and strap. It is very difficult to accurately
estimate these parameters, and therefore ks in these experiments. Also, the length scale
Ax over which the conduction path is relevant is also difficult to accurately establish.
The temperature difference (0T = AT) is:

T,-T, (24)

and a conduction heat transfer coefficient is:

k! Ax=h (25)

cond
This heat transfer coefficient approach has been used in the past to develop time

constants for this type of installation [10]. A term of the form shown in equation (23)
was added to both equations (20) and (22).

Using equations (1), (20) and (22), one can step through in time, first calculating the next
plate temperature, then the next sheath temperature, and finally the next bead
temperature. The cycle is then repeated.

Values of ‘heong” (plate to sheath and sheath to bead) were varied so that model
results more closely matched measured errors typical of Figure 5. Figure 8 shows results
of both the predicted error from the model (radiation and conduction) and the
measurements from Figure 5. Values of ‘ker/Ax’ used in this data were 0.4 for
conduction into the sheath from the plate, and 1.5 for conduction into the bead, within
maximum and minimum bounds estimated for the conduction part. Peak errors for both
the model and experimental data are about the same because the model was optimized to
agree with the data. The late time error was slightly affected by the radiation properties,
therefore it was optimized to agree with late time experimental data. The minimum error
and timing were not optimized — these parameters agreed (or not) based on tuning the
peak error. The minimum error (12.6°C) was within the bounds of the maximum and
minimum values shown in Table 1 (4.6-19.8°C).
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Fig. 8—Comparison of Model Prediction and Experimental Data

The minimum error occurred at 1.45 minutes, near the low end but within the
bounds in Table 1 (1.35-2.45 minutes). However, agreement is not as good in peak error
timing. The model predicts the peak will be reached faster, 0.10 minutes from the
beginning, in contrast to the experimental data, which showed the peak was reached
between 0.25-0.70 minutes from the start. The model results decline more rapidly than
the experimental data. The long term predicted error (about 20°C) is also within the
bounds of Table 1 (11-26°C).

A sensitivity analysis was performed on the model results. Values of ‘k/Ax’, plate
emissivity, sheath and bead properties, and volume to area ratios for the sheath and bead
were varied to better the agreement with the experimental data. Unfortunately, to obtain
good agreement on the maximum error, the peak shifted towards zero and the duration at
the peak shortened (more of a spike). This poor timing is likely due to model
deficiencies (e.g., the lumped mass assumption and no mesh of actual TC tip geometry)
and therefore, better agreement is not possible with this approach.

The relative importance of the radiative and conductive contributions to the total
heat transfer to the TC sheath from the plate was estimated from the beginning of the test
until the end. Relative contributions shown that conduction plays the major part in the
TC response during the early part of the experiment (over 90%) while the relative
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contributions are about the same (50% each) at the end. This is expected because at
lower temperature differences radiation is less important.

A similar analysis of the heat transfer from the sheath to the bead showed that
conduction dominated (almost 100%) at low temperatures but radiation contributed 15%
at high temperatures. Therefore, the main sources of error are due to less than perfect
thermal contact between the sheath and plate, and that the bead is displaced from the
plate.

Although these are satisfying results, this should by no means be construed as a
predictive model since multiple approximations were used and values of k/Ax were
“calibrated” to obtain good agreement with the experimental data. However, the model is
useful because it brings out the important elements of the error, provides information
related to when conduction and radiation are most important, and methods that can be
used to reduce errors (e.g., using straps).

Summary

A model of the response of a mineral-insulated, metal-sheathed (MIMS)
thermocouple (TC) using radiative and conductive components was used to study the
measured, systematic errors when measuring a rapidly rising flat plate temperature.

Experimental data show that the MIMS TCs systematically under predict the plate
temperature by up to 49°C early in the temperature rise. Peak experimental errors were
observed at 0.25-0.70 minutes (15-42 seconds) from the beginning of the initial rise and
the average was about 28 seconds. The error then rapidly drops to a minimum value and
finally slowly rises to an almost steady value (e.g., 11-26°C) as the plate temperature
rises to its maximum. The minimum error is reached from 1.35-2.45 minutes (81-147)
seconds from the initial rise.

A radiation and conduction model of the TC was developed to better understand the
TC behavior. Results showed both modes of heat transfer were important. The thermal
contact of the TC tip with the plate is particularly important.

The bead at the TC tip is not surrounded by MgO insulation, but it is believed that
this does not affect the response except at late times. Therefore, an error will always be
present when using an ungrounded junction MIMS TC. Grounded junction MIMS TCs
would reduce this error but other issues (e.g., noise and diagnostics) arise when used. In
many cases, the errors such as those shown in Figure 5 may not be significant. However,
their existence needs to be known and included in the error or uncertainty budget
available for the overall measurement.
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Conclusions

Several conclusions from this study are summarized below:

1) MIMS TCs have a systematic error when measuring a flat plate heated as in Figure 1.

2) The bead (i.e., measuring junction) of some MIMS TCs is separated from the sheath
via an air gap, not imbedded in MgO insulation as previously thought (see Figure 6).

3) Ungrounded junction MIMS TCs under-predict a plate temperature if the TCs are
mounted on the unheated side of the plate.

4) The systematic error rises during the initial, fast rise transient to a maximum, then
drops to a minimum, then slowly rises to an almost constant value as the plate
temperature rises to its maximum.

5) Both radiation and conduction are important to the TC response.

6) Good thermal contact at the TC tip is important for an accurate measurement. Use of
a nichrome strap around the TC tip is an important part of the mounting procedure.

7) The model presented provides guidance on important factors in the TC’s response,
but it should not be used as a predictive tool because of the approximations used.

8) Main sources of error are bead displacement from the plate and less than perfect
thermal contact.

Acknowledgements

The author would like to thank Ned Keltner of Ktech Corp., the U.S. Coast Guard, and
Hughes Associates for allowing use of some of the data referenced in the experiments,
and the excellent support of the Sandia National Laboratories Radiant Heat Facility
technologists Jack Pantuso and Bennie Belone who helped design and complete
fabrication and installation of the thermocouples and setup. Thanks also go to Cecily
Romero, Walt Gill, Louis Gritzo and Jaime Moya for reviewing and providing valuable
comments on the manuscript.

References

[1] Code of Federal Regulations, Energy, 10 Part 71.73, (10CFR71.73), pg 250, January
1, 1999.

[2] Keltner, N.R., and J.V. Beck, “Surface Temperature Measurement Errors,” ASME
Journal of Heat Transfer, Vol. 105, May 1983, pp 312-318.

[3] “Thermocouple Instrumentation,” Technical Memorandum SC-TM-69-372, N.R.
Keltner, Radiant Heat and Plasma Division 7323, Sandia National Laboratories, July
1969.



50

(4]
(5]

(6]

(7]

(8]
(9]

THERMAL MEASUREMENTS/FIRE STANDARDS

International Maritime Organization (IMO) Resolution A.754(18), Recommendation
on Fire Resistance Tests for “A,” “B,” and “F” Class Divisions, 1993.

Nakos, J.T., Pantuso, J., and Bentz, J., “Final Report — Summary of Thermal Testing
of the Furnace Characterization Unit for the Coast Guard,” Sandia National
Laboratories report SAND2000-1534, June 2000.

Sandia National Laboratories Memorandum from Stephen Black to Walt Gill,
“Geometry and Dimensions of 1/16” Diameter Inconel Sheathed Type K
Thermocouples,” July 6, 1998.

Annual Book of ASTM Standards 2001, Section 14, General Methods and
Instrumentation — Temperature Measurement, Vol. 14.03, Standard Specification for
MIMS Base Metal Thermocouples, E 608/E 608M-00, Section 6.3.1.

Kreith, Frank, Principles of Heat Transfer, third edition, Intext Educational
Publishers, 1973.

Manual on the Use of Thermocouples in Temperature Measurement, Fourth Edition,
ASTM STP 470B, ASTM Publication Code No. (PCN) 28-012093-40, April 1993.

[10] Blanchat, T.K., L.L. Humphries, and W. Gill, “Sandia Heat Flux Gage Thermal

Response and Uncertainty Models,” Sandia National Laboratories report
SAND2000-1111, May 2000.



Annageri V. Murthy, Benjamin K. Tsai,” and Robert D. Saunders’
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Abstract: This paper presents the results of a comparative study of narrow view-angle
and wide view-angle calibrations of a water-cooled Schmidt-Boelter heat-flux sensor. The
narrow view-angle calibration, up to a heat flux level of 50 kW/m’, was conducted using
the 25 mm Variable Temperature Blackbody (VTBB) facility. An electrical substitution
standard was used as a transfer standard to determine the flux level at the sensor plane.
The wide view-angle calibration was conducted by placing the sensor inside the radiating
cavity of a spherical blackbody. The calibration in the spherical blackbody is based on the
heat-flux derived from the Stefan-Boltzmann equation using the blackbody temperature
measured from a type-S thermocouple. The calibration covered an extended range from
50 kW/m’ to 200 kW/m®. Results of the calibration of the heat-flux sensor using the two
different techniques are presented. A discussion of the problems associated with
calibrating sensors at high heat-flux levels by inserting the sensor inside a blackbody cavity
is also presented.

Key words: blackbodies; heat-flux; sensors; thermal radiation; transfer calibration

The heat-flux sensor calibration technique currently in use at the National Institute of
Standards and Technology (NIST) uses an open-mode approach [1,2]. In this approach,
the sensor to be calibrated is placed at a distance away from the radiating aperture of the
blackbody, which is a heated graphite tube of 25 mm radiating cavity diameter. The
maximum heat-flux when the sensor is located 1.25 cm away from the exit is
approximately 50 kW/m” at the blackbody operating temperature of about 2773 K. The
corresponding view-angle subtended at the sensor by the blackbody radiating-aperture is
approximately 14°. When the sensor is moved further away, the corresponding maximum
heat-flux level and the associated view-angle decrease. The heat-flux at the sensor
location is determined by using an electrical substitution radiometer (ESR). This is in
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on the radiative properties of the same blackbody. The latter method is used for
measurement of low irradiance levels as in narrow view-angle radiance temperature
measurements.

The determination of heat-flux using an ESR has the advantage of accounting for
radiation reflected from the inner surface of the extension tube normally fitted to the exit
of a blackbody and also for possible non-isothermal distribution near the heated end of
the blackbody cavity. Also, the ESR calibration, generally considered absolute, can be
determined independently with traceability to the High Accuracy Cryogenic Radiometer
(HACR), which is an electrical substitution radiometer that serves as the primary standard
for optical radiation measurements in the U.S. [3]. All radiance, irradiance and radiance
temperature measurements at NIST are based ultimately on electrical substitution
radiometry.

The transfer calibration technique using the ESR as a transfer standard falls in the
narrow view-angle category. Another approach is to use a wide view-angle measurement.
The radiating source, which is not necessarily a blackbody, has to be large and the sensor
has to be located in close proximity to the source. The radiance distribution of the source
must be known if the heat-flux at the sensor is to be determined using the source
characteristics. The angular response of the sensor is also an important factor because of
the large view-angle. However, open type sensors with no view restrictors are
Lambertian with the angular response close to cosine function. Angular response
measurements reported in reference [4] show cosine variation of a Schmidt-Boelter
sensor similar to the sensor used in the present experiments. A variation of the wide
view-angle approach is possible if the radiant source is a blackbody with large cavity
dimensions compared to the sensor size. In this case, the sensor can be placed inside the
cavity thus giving 180° (27 sr) field-of-view.

For calibration at high heat-flux levels using thermal radiation, placing the sensor
inside the blackbody cavity is the only viable approach [5]. It provides the highest
realizable heat-flux from blackbody radiation. However, this approach can pose
problems due to convection effects when used to calibrate sensors in the low heat-flux
range up to 50 kW/m?”. Sensors used in fire test methods fall in this heat-flux range. If
not performed under vacuum conditions, exposure of the sensor surface to hot gas within
the blackbody introduces additional heat-flux due to convection. Convection heat-flux
can be a significant portion of the total heat-flux in the low heat-flux range. In such
situations, the calculation of the heat-flux based purely on blackbody radiation can lead to
large errots in calibration. A new technique developed in Sweden avoids the convection
problem by placing the sensor in the horizontal plane at the bottom of a cooled enclosure
attached to a spherical blackbody aperture [6, 7].

For calibration in the low heat-flux range, the open mode is preferable. However,
there have been concerns with the open mode calibration because of its associated narrow
view-angle. Some of the observed differences in the calibration by the two methods have
been speculatively attributed to view-angle effects. For an open type sensor with a good
cosine response, the two methods should give identical calibration within the
experimental uncertainty. The preference over a particular mode has to be made from a
view to minimize convection effects for a specified heat-flux calibration range. In
practical situations of using the heat-flux sensors, the view-angle can range between 0°
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and 180°, depending on the application. One of the methods under consideration by the
International Standards Organization (ISO) is the cooled enclosure technique developed
in Sweden [8]. In this method, the sensor is placed inside a cooled fixture that is attached
to the aperture of the spherical blackbody aperture, giving included view-angles of 50°
and 90°, depending on the range of calibration.

When the angular response of the sensor is not a cosine function, it is necessary to use
the narrow view-angle calibration approach along with the appropriate angular response
to determinge the heat-flux level. An example of such a situation is presented in reference
[8] for the calibration of an elliptical radiometer in a spherical blackbody.

A comparative study of the narrow and wide view-angle calibrations of a heat-flux
sensor in two blackbody facilities is presented in this paper.- The sensor used for this
calibration was a 200 kW/m? range water-cooled Schmidt-Boelter type. For the narrow
view-angle calibration conducted in a heated graphite-tube blackbody facility, the heat-
flux at the sensor was derived from the ESR measurements over the range up to
50 kW/m®. The wide view-angle (180° field-of-view) calibration, carried out by placing
the sensor inside a spherical blackbody cavity, covered an extended range from 50 kW/m?
to 200 kW/m”. The heat flux was derived from the measured temperature and using the
Stefan-Boltzmann equation. The higher calibration range from 50 kW/m? to 200 kW/m?
was chosen to keep the convection effects small compared to the radiant heat-flux at the
sensor surface. The two calibrations in the spherical and variable temperature
blackbodies provide a comparison of the narrow and wide view-angle calibrations, and
also help to validate the calibration technique in the spherical blackbody up to
200 kW/m®.

Experiments

The experiments were carried out in a spherical blackbody [9] using a Schmidt-Boelter
sensor. Figure 1 shows a schematic layout of the spherical blackbody and the associated
accessories. The blackbody cavity is a 0.23 m diameter spherical furnace fitted with a
50.8 mm diameter aperture. The furnace walls are made of clay and are electrically
heated. The furnace inner surface is coated with high-temperature black paint. The
furnace can be operated continuously up to a maximum temperature of 1373 K. Operation
at higher temperatures up to 1446 K is possible for short durations. The cavity
temperature is measured by a type-S precision thermocouple. A PID controller maintains
the cavity temperature at a set value within 1 K. With the present design, the facility is
operated in an upright position with the radiating aperture in the vertical plane.

The cooled fixture attached to the blackbody cavity is comprised of a single-piece
water-cooled extension tube with a precision aperture at one end fitted to the radiating
cavity of the spherical furnace. The other end of the extension tube serves as an opening
for inserting the sensor housing assembly. The inside of the tube is coated with high
temperature black paint with an emissivity of about 0.93 to 0.94. The black cooled
extension tube minimizes effects of reflected and emitted radiation from the inner surface
of the tube.
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The calculated aperture total normal emissivity values are 0.9969, 0.9986 and 0.9994
for cavity surface emissivity values of 0.8, 0.90 and 0.95, respectively. Even with the
lower value of 0.8 for the emissivity of the blackbody cavity surface coating material, the
calculated total emissivity is 0.997. Hence, the radiant heat-flux level at the sensor
surface when placed inside the cooled fixture is close to that produced by an ideal
blackbody at the cavity temperature.

Cooled
Heat flux extension
' sensor
Spherical Digital |

cavity voltmeter
: Apertufe S 4 F
I Positioning
| sleeve Computer

Aperture : 51 mm dia.
Cavity : 0.23 m dia.
Temp. 1 1373 K

Heat flux : 100 kW/m?2

s - r B —— T

Figure 1 - Schematic layout of the spherical blackbody and the cooled aperture.

A stop ring on the inner surface of the tube at a distance of 12.5 mm from the aperture
end helps in placing the sensor assembly either inside the blackbody cavity or the cooled
fixture at a precise location. In the present experiments, measurements were made with
the sensor inserted through the aperture into the blackbody cavity. Four type-K
thermocouples, located 90° apart on the inner surface of the tube, midway between the
aperture and the stop ring, measure the cooled-fixture temperature. A closed-loop, air-
cooled pump cools the radiating aperture and the extension tube by continuously
circulating water at a flow rate of 14 L/min at 140 kPa pressure.

Figure 2 shows the test heat-flux sensor mounted on the holder, which is attached to a
positioning sleeve. The positioning sleeve slides inside the outer sleeve and helps to
locate the sensor plane at different positions. The outer sleeve fits into the blackbody
cooled-extension tube up to the aperture stop location. The sensor can be located at a
specified distance from the aperture using the stop ring as a reference location. The
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positioning sleeve slides inside the outer sleeve and the complete assembly fits into the
cooled extension tube from the furnace, forming a closed cooled connection to the
blackbody.
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Heat flux sensor

Figure 2 - Schmidt-Boelter sensor mounted on the positioning sleeve.

The Schmidt-Boelter type heat-flux sensor used in the present study was placed at
three different locations inside the blackbody cavity from the aperture plane. Figures 3a-c
show the relative positions of the sensor inside the spherical cavity for the three locations.
The first Position 1 is at 0.32 cm inside from the aperture plane. In this position, the
sensor plane is nearly flush with the inner surface of the heated cavity. The other two
Positions 2 and 3 are at 2.54 cm and 3.81 cm inside the cavity from the aperture plane,
respectively.

d=-032cm

Reference plane 3t
Blackbody sperture

d=-254¢cm

{a) Position-1

d=-381 cmn

) Position-2

d: distance inside cavity
from aperture plane o Posrions

Figure 3 - Sensor locations inside the spherical cavity: distance from aperture plane
a) - 0.32 cm (Position 1), b) - 2.54 cm (Position 2), and c) - 3.81 cm (Position 3). Cavity
diameter: 22.9 cm.
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Results and Discussion

Figure 4 shows the results of open-mode transfer technique calibration of the Schmidt-
Boelter sensor used in the present experiments., The calibration was carried out, in the
range 0 kW/m® to 50 kW/m?, in the 25 mm VTBB facility using the electrical substitution
radiometer reference standard [10]. The measured responsivity of the sensor was
0.070 mV/(kW/m?), with a relative expanded uncertainty of 2 % (coverage factor k = 2).

The present measurements were made in the spherical blackbody over the temperature
range from 700 °C to 1080 °C, giving a corresponding blackbody radiation from
50 kW/m? to 190 kW/m?. The temperature of the blackbody was increased gradually to
the set value. After stabilization of the temperature at the set value, the sensor-holder
assembly was inserted into the blackbody cavity through the water-cooled sight tube. The
measurements were made after allowing for the initial transients to settle. The output of
the sensor was recorded for a period of 30 s to 85 s.

Output [mV]

1

20 50

| L

I . |
20 30

10 5
Heat flux [kW/m™]

Figure 4 - Results of open-mode transfer technique calibration of Schmidt-
Boelter sensor in the 25 mm VIBB [10].

The radiating surface area of the spherical cavity is much larger than the sensor-
assembly. Hence, the presence of the sensor inside the cavity has no significant effect on
the radiation field. Figure 5 shows the typical sensor output for different blackbody
temperatures, when the sensor was positioned at a distance of 2.54 cm from the aperture
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plane inside the cavity. The steady sensor signal output during the measurement interval
suggests nearly equilibrium thermal environment inside the cavity.

Of the three locations of the sensor, the location close to the aperture plane (Position 1)
is chosen to demonstrate the effect of the cooled aperture and possibility of a non-
isothermal region on the cavity surface close to the aperture. The other two positions
(Positions 2 and 3) are well inside the cavity, and also sufficiently far away from the
radiating surface.
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Figure 5 - Schmidt-Boelter sensor output record for different blackbody temperatures.

Figure 6 shows the responsivity plots of the sensor for all three positions of the sensor.
The plot shows the measured sensor output [mV] for different heat-flux levels obtained
by operating the blackbody at different temperatures. The heat-flux level was calculated
using the Stefan-Boltzmann equation. The calculated responsivity at these positions
using linear regression to the measured data is shown in Table 1. The measured
responsivity of 0.0698 mV/(kW/m?) to 0.0703 mV/(kW/m?), given by the slope of the
linear-fit for the data, at Positions 2 and 3 corresponding to locations inside the cavity,
appear to agree. The average measured responsivity of 0.0701 mV/(kW/m?) for Positions
2 and 3, also agrees with the open-mode calibration results from the VIBB. However,
despite their close agreement, the measured responsivity must be viewed in the context of
other unaccounted factors; convection effects, effective emissivity and measurement
uncertainty, discussed later. The responsivity measured with the sensor located close to
the aperture (Position 1) is lower by about 9 %. One probable explanation {8] for the
lower responsivity is the cooling effect of the sensor surface due to the proximity of the
cooled fixture and the aperture.
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Figure 6 - Schmidt-Boelter sensor output variation with heat-flux level. Symbols denote

different locations of the sensor from the aperture plane. O: - 0.32 cm, [J, A: - 2.54 cm,
and O: -3.81 cm.

Table 1 - Measured responsivity of Schmidt-Boelter sensor in the spherical blackbody.
(Calibration range: 50 kW/m’ to 190 kW/m’)

Sensor | Distance Test Responsivity | Regression Remarks
Position cm date mV/(W/cmz) Factor
1 -0.32cm_|01/08/2001 0.645 1.0000 Sensor close to aperture
2 -2.54 cm_{01/08/2001 0.704 0.9999 Sensor inside cavity
2 -2.54 cm_}01/17/2001 0.698 0.9999
3 -3.82cm |01/18/2001 0.701 0.9999
Open-mode transfer technique 0.700 1.0000 | 25 mm VTBB data [10]

The intercept of the linear fit on the y-axis is an indication of the convection effects,
which must be accounted for when calibrating at lower heat-flux levels. The linearity of
the data suggests that the convection heat transfer effect, while may not be small, is not
changing significantly over the calibration range from 50 kW/m’ to 190 kW/m>. The
convection heat transfer to the sensor tends to reduce the calculated responsivity based on

radiant flux.

As mentioned earlier, the agreement of the responsivity at Positions 2 and 3 inside the
cavity is indicative of the nearly uniform blackbody radiation field in the measurement
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region. An effective emissivity of 1:0 has been assumed to calculate the heat flux at the
sensor location. However, temperature non-uniformity on the cavity surface can reduce
the effective emissivity from the assumed value of unity resulting in an increase in the
responsivity calibration factor. It is probable that the convection and the non-uniform
temperature distribution effects are compensating, resulting in good agreement of the
responsivity within the experimental uncertainty. Detailed experiments and calculations
are planned to examine these effects more critically.

The linearity of the sensor response is demonstrated by the nearly unity regression
factor obtained by the linear regression analysis to the measured data. At higher flux
levels, the slope represents the responsivity, because the differential change in sensor
output is proportional to the corresponding change in radiant flux. The high degree of
linearity suggests the convective heat-flux is not changing significantly over this interval.
The convection effects also depend on the orientation of the sensor and the radiating
aperture. In the present configuration, they are located in the vertical plane. The
blackbody unit is now being modified so that the assembly can be tilted so that the sensor
is below the radiating aperture in a horizontal plane.

Convection heat transfer effects

When the sensor is placed inside the spherical cavity, the cooler sensor surface is
exposed to the hot gas inside the cavity. This results in heat gain to the sensor surface
due to the onset of natural (free) convection because of buoyant forces. The convective
heat flux is proportional to the difference between the sensor surface temperature (T.) and
the hot gas temperature (T) inside the cavity, and increases nearly linearly with the gas
temperature. However, the radiant heat flux, being proportional to Tg4, increases rapidly
with increasing blackbody temperature. The sensor output will be proportional to the
total of the radiative and convective flux.

A complete analysis of convection heat transfer at the sensor surface requires
extensive computation. However, an estimate over a broad range of operating conditions
can be obtained by using the empirical correlation proposed by Churchill and Chu [11]
for free convection flows. With the gage placed inside the cavity, the sensor and the
cavity surface form an enclosure. However, since the spherical cavity dimension being
much larger than the sensor/holder assembly, free-convection theory is a good
approximation. The sensor/holder assembly is inserted in to the spherical cavity after
stabilization of the temperature. Hence, the holder/sensor surface temperature is assumed
to be at the ambient value. The gas temperature at the sensor location in the cavity is
unknown. However, assuming it to be equal to the blackbody temperature would
represent an upper limit on the severity of convection compared to the radiative flux.

For application of the Churchill-Chu correlation, the sensor/holder diameter was used
as the characteristic length. The Raleigh number based on the characteristic length varied
from 12x10* to 6x10* over the blackbody temperature range from 973 K to 1355 K,
corresponding to a radiant heat flux range from 50 kW/m? to 190 kW/m>.

Figure 7 shows the sensor output plotted against radiant flux as well as the total flux
obtained by adding the calculated convective flux to the radiant flux. The positive
intercept of the linear fit on the y-axis for the radiant flux calibration is an indication of
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the presence of convection effects. The application of the convection correction results in
an apparent zero-offset without significantly affecting the linearity of the sensor response.
The linearity suggests that the convection heat transfer effect, while not small, is not
changing significantly over the calibration heat flux range from 50 kW/m? to 190 kW/m’.

It may be observed that with convection effects included, the linear fit for the data has
a negative intercept possibly due to over-correction for the convection correction. The
over-correction is probably due to two reasons. First, the hot gas temperature is likely to
be less than the blackbody temperature assumed in the calculations. Secondly, the
Churchill-Chu correlation is based on two-dimensional free convection theory. Three-
dimensional effects tend to reduce the magnitude of convection heat transfer. It is likely
that the slopes of the two curves for radiant and total flux represent the upper and lower
bounds for the sensor responsivity. The best estimate [12] for the responsivity is the
corresponding mean value of 0.686 mV/(kW/m?), with an associated uncertainty
assuming an appropriate probability distribution function maximum deviation.
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Figure 7 - Convection heat transfer effect for the Schmidt-Boelter sensor calibration.

Effective emissivity

When placed inside the cavity, the sensor responds to the hemispherical radiation
from the cavity surface. Hence, the effective hemispherical emissivity, rather than the
normal emissivity, determines the level of incident radiant flux at the sensor location.
This is valid when viewing from location far away from the blackbody. Emissivity is a
function of the temperature distribution and the intrinsic emissivity of spherical cavity
surface, and the location of the sensor inside the cavity. Figure 8 shows the results of
Monte-Carlo calculations for the effective emissivity for different positions of the sensor
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and for cavity surface emissivity values of 0.8 and 0.9. These calculations were
performed using a blackbody emissivity-modeling program [13].

When the sensor is located far inside close to the radiating surface of the cavity, the
effective emissivity is close to the intrinsic emissivity of the cavity surface. As the sensor
is moved away from the surface towards the aperture, the effective emissivity gradually
increases due to increasing number of reflections. Close to the aperture, the effective
emissivity nearly approaches unity for surface emissivity values of 0.8 and 0.9. For
sensor Positions 2 and 3 (Table 1), the estimated value is 0.995 (+ 0.005).
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Figure 8 - Effective hemispherical emissivity calculation for sensor in a spherical cavity.

Corrections to measured responsivity

Table 2 summarizes the corrections to the measured responsivity for convection and
effective emissivity. The corrected value of the responsivity for the present calibration 1s
about 1.6 % lower than the transfer calibration value. The closeness of the responsivity
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measured by the two methods suggests that the sensor used in the present tests is nearly
Lambertian. A previous test [4] on a similar sensor with the same emissivity coating was
found to have nearly Lambertian response. Placing the sensor inside a blackbody cavity
is the only viable approach for calibration at high heat flux levels (500 kW/m? -

2000 kW/m?). The agreement between the two calibration methods is encouraging for
further developing the technique for use with cylindrical cavity blackbodies, which have a
higher temperature capability than the spherical blackbody used in the present study.
However, the associated issues related to non-uniform cavity surface temperature
distribution, effective emissivity and furnace loading need to be addressed in detail to
fully validate the technique.

Table 2 - Corrections for the measured responsivity

{Mean responsivity (Measured) T0.700 mV/(W/em?)

Corrections '
Effective emissivity 0.5%
Natural convection -1.9%

Corrected responsivity (SPBB) 0.689 mV/(W/em?)
Transfer technique (VITBB) 0.700 mV/(W/em?)

Measurement Uncertainties

The measurement uncertainties associated with the transfer technique calibration in the
25 mm VTBB are discussed in references [1] and [2]. Based on several calibrations of a
different Schmidt-Boelter reference sensor, the relative expanded uncertainty in VIBB
calibrations is 2 % for a coverage factor of k = 2. For the present calibration in the
spherical blackbody, the individual uncertainties are discussed below and the values
tabulated in Table 3.

Blackbody temperature

The temperature of the blackbody is measured by a type-S thermocouple and is stable
to be within + 1 K. Assuming uniform temperature distribution, the corresponding
uncertainty in the radiant heat-flux will be about 0.4 % at the lowest test temperature of
1073 K.

Influence of sensor/holder assembly

The sensor and the holder assembly are placed inside the cavity after stabilization of
the blackbody temperature. However, the presence of the assembly reduces the cavity
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radiation heat loss through the aperture due to nearly closed aperture opening, which
leads to an increase in the furnace temperature. This is observed to introduce an
uncertainty of about 1 K in the measured temperature and a corresponding additional
uncertainty in the calculated radiant flux.

Alignment error
Not present since the sensor is inside a large cavity.
Sensor reading

The sensor readings are averaged over a period of 30 s to 85 s and the uncertainty in
the standard deviation of the mean was less than 0.1%.

Effective emissivity calculations

The upper and lower bounds for the effective emissivity are 1.0 and 0.99, respectively.
It is assumed that the true value lies within these bounds with equal probability. Hence,
assuming a uniform or rectangular probability distribution [12], the calculated value of
the uncertainty is 0.3 %.

Convection correction

The upper and lower bounds for the calculated convection correction are * 1.9 % of
the mean value of the responsivity calculated with and without convection correction.
Assuming that it is equally probable for the true value to lie within these bounds, the
calculated value of the uncertainty is 1.2 % for a rectangular probability distribution.

Table 3 - Estimate of uncertainties in heat-flux sensor calibration.
(Heat-flux range 50 kW/m* to 190 kW/m?)

Uncertainty Source Type | Uncertainty [%]

a. Blackbody temperature B 04
b. Sensor/Holder effect B 04
c. Effective emissivity correction B 0.3
d. Alignment: Linear B 0.0
Angular B 0.0

e. Sensor output reading A 0.1
f. Convection correction B 1.2
Repeat tests B 0.6
Relatlve expanded uncertainty (U=k- u.) k=2 3.0
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Repeat tests

Several repeat transfer calibration tests in the 25 mm VTBB on a reference sensor has
demonstrated a standard deviation 0.6 % of the responsivity of the mean value [4]. This
value of uncertainty is conservatively added to other uncertainty components to account
for long-term repeatability of the calibration in the spherical blackbody.

Combined uncertainty

The individual uncertainties have been listed in Table 3. The combined uncertainty
(uc) is given by the square root of the sum-of-the-squares of the individual uncertainty
components. The relative expanded uncertainty (U) is 3.0 % (k = 2).

Traceability of Calibrations

The determined sensor responsivity using the 25 mm VTBB in the range 0 kW/m? to
50 kW/m? is directly traceable to the NIST high accuracy cryogenic radiometer [2]. For
the calibration in the spherical blackbody, in the range from 50 kW/m? to 190 kW/m?, the
heat-flux is derived from thermocouple temperature measurements. The thermocouple
measurements are also traceable to the NIST through the manufacturer of the blackbody
unit. The good agreement between the two different methods for determining the heat-
flux at the sensor location and using different field-of-view is encouraging. It must be
noted that the narrow view-angle measurement is a primary calibration from which all
other calibrations are derived. NIST radiance temperature scale is based on narrow view-
angle measurements of blackbody cavities.

Conclusions

A comparative study of the narrow and wide view-angle calibrations of a heat-flux
sensor using blackbody radiation is presented. For the narrow view-angle calibration,
conducted previously in a heated graphite-tube facility, the sensor was placed away from
the blackbody thus minimizing the convection effects. The heat-flux was derived from
transfer calibration using a transfer standard electrical substitution radiometer. For the
wide view-angle (180°) calibration, the sensor was placed inside a heated spherical
blackbody cavity. The heat-flux at the sensor was calculated using Stefan-Boltzmann
equation corresponding to the blackbody temperature measured by a thermocouple. The
measured responsivity was corrected for convection heat transfer and effective emissivity.
The two calibrations appear to agree within the expanded uncertainty of 3 % (coverage
factor k = 2). While this agreement is encouraging, further work on the non-uniform
cavity surface temperature distribution and convection effects is needed to extend the
technique for calibration using other blackbody cavity shapes. Tests with the sensor
located in the horizontal plane avoid the significant convection heat transfer in the present
experiments, and help in assessing the validity of convection corrections.
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Abstract: The response of a heat flux gage depends on both the angular distribution of
the source radiant flux and the angular sensitivity of the coating on a gage’s heat-sensing
element. The issue becomes important for the calibration of apparatuses designed to test
the response of materials subjected to a known level of incident thermal radiation. In this
study, the angular sensitivity of several different gage coatings are measured by rotating
the gage sensing surface in front of a black body source. Ideally, gage output is
proportional to the cosine of the angle of incidence with respect to the normal, known as
Lambertian behavior. Some commercial black coatings become non-Lambertian for
angles above 60° from the surface normal, but other coatings maintain a Lambertian
response beyond 70°. The impact of these differences on the calibration of the Fire
Propagation Apparatus and the Cone Calorimeter is evaluated.

Keywords: heat flux, heat flux gage, gage calibration

Introduction

The radiant heat received by a surface depends on both the angular distribution of
the incident radiation and the angular sensitivity of the material receiving the radiation.
This means that the response of a heat flux gage depends on both the angular distribution
of the source radiant flux and the angular sensitivity of the coating of gage’s heat-sensing
element. The issue becomes important for the calibration of apparatuses designed to test
the response of materials subjected to a known amount of incident thermal radiation.
Under “ideal” conditions, the radiation incident on the surface is uniform over the
complete hemisphere of incident angles and the angular sensitivity of the receiving
surface i1s proportional to the cosine of the angle from the normal (i.e. a Lambertian
surface).
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There are significant differences in the angular distribution of incident radiation
when comparing the Cone Calorimeter (ASTM Test Method for Heat and Visible Smoke
Release Rates for Materials and Products Using an Oxygen Consumption Calorimeter, E
1354) to the Fire Propagation Apparatus (ASTM Test Methods for Measurement of
Synthetic Polymer Material Flammability Using a Fire Propagation Apparatus, E 2058).
Such differences are also evident when comparing apparatuses used to calibrate heat flux
gages (e.g., hemispherical oven cavities or sources approximating point emitters). One
can correct for angular effects once the angular distribution of the incident radiation in
the standard fire test and gage calibration apparatuses is known and once the angular
sensitivity of the coating on the calibration gage is known.

Information and data on the angular dependence both of emissivity and absorptivity,
is generally lacking, especially for nonmetallic surfaces. Much of the information
available is from work performed in 1935 by E. Schmidt and E.R.G. Eckert in Germany
that is summarized in [1,2]. The summaries in [1,2] contain plots showing that the ratio
of hemispherical to normal emittance is approximately 0.96 for high emittance
nonmetallic surfaces.

Recent worldwide efforts to make the measurement of heat flux more accurate
through improvement in the procedure for calibration of transducers are described in [3].
At Factory Mutual Research, heat flux gages are calibrated by placing them at several
distances in front of a hot furnace orifice. (Figure 1) illustrates the method of calibration,
which is based on first principles rather than transfer from some other device. The

radiant heat flux emerging from the orifice is assumed to be 6T*, where o is the Stefan-
Boltzmann constant and T is the temperature of the target inside the furnace. The
emissivity of the target cavity is assumed to be unity, i.e., a blackbody. Blackbody
radiation temperature is measured by a disappearing filament optical pyrometer viewing
the center of the target through the furnace orifice. The gage is cooled by water set to the
ambient air temperature to minimize convection errors. Similarly, surfaces viewed by the
gage are painted black and cooled with ambient temperature water to minimize errors due
to stray radiation. The orifice itselfis gold plated with a low emissivity mirror finish. An
ambient temperature water-cooled shutter is placed in front of the orifice. The change in
gage signal is recorded while the shutter is repeatedly opened and closed under computer-
control to eliminate errors in the measurement of the signal voltage. Residual errors are
attributable to errors of blackbody temperature measurement (+ 2 K) and distance from
orifice (+ lmm). These uncertainties each affect the calibration constant less than 0.6%.

Experiment

The apparatus described above (Figure 1) is also used to measure the angular
sensitivity of different heat flux gage coatings. The heat flux gage is securely mounted in
a V-clamp supported on a precision turntable. The sensing element is located on the axis
of the tumtable and forward of the V-clamp to prevent reflection from the clamp surface
to the sensing element. Note that the V-clamp assembly allows the gage sensing element
to be precisely on the axis of rotation while still being held securely.
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The measurement procedure is as follows. The optical pyrometer, gage, furnace
orifice and target are first aligned on the optical rail. The cooling water temperature is
adjusted to ambient. The blackbody radiation temperature is measured both before and
after the calibration. With a gage positioned 240-mm from the oven aperture, angular
sensitivity of different gage coatings is measured by rotating the sensing surface to
discrete angular positions, up to & 90 degrees from the oven normal. At each such
angular position, the shutter is opened and closed a total of 6 complete cycles. A cycle
consists of a settling time of about 6s and 50 measurements from a voltage amplifier
having a gain of 500.12 connected to the gage. Each voltage measurement is taken over a
period of 6 line cycles by an integrating digital voltmeter. The 50 readings are averaged
and then compared to the previous averaged voltage with the shutter in the opposite
position. The 15 complete shutter cycles produce a total of 29 changes in voltage. The
changes in voltage have a standard deviation less than 0.6 microvolts. The measurement
process at each angular position takes about 15 minutes under computer control.

Measurement Results

In general the angular sensitivities of coatings are not Lambertian (i.e. do not follow
a cosine law) and therefore must be measured. (Figures 2a-2d) show the angular
sensitivities of typical Schmidt-Boelter and Gardon gages as received from a vendor® as
well as Gardon gages having Thurmalox® and IITRI MH21/IP* coatings. Thurmalox is
high temperature paint normally used for solar collector applications but also specified in
the E 2058 standard for application on test specimens, to ensure complete absorption of
external radiation from the apparatus heaters. The IITRI MH21/IP coating has well-
documented optical properties and is sometimes used for its exceptionally high normal
absorptance (0.979 between 250 —2500 nm wavelengths).

All the angular sensitivity measurements appear to be quite accurate, due to the lack
of scatter and consistency with expected behavior. These measurements permit
calculation of the ratio of hemispherical to normal absorptance of each of the coatings, as
shown in (Table 1). The ratios are all about 0.96, except even higher for the Thurmalox
coating. This suggests that the nominal calibration constant of a gage receiving radiation
uniformly from all hemispherical directions (e.g., gage inserted into a spherical furnace
cavity) should differ by 4% from a calibration obtained from radiation incident only in
the normal direction (e.g., gage facing a furnace orifice).

Since the gage output ideally is proportional to the cosine of the angle of incidence
with respect to the normal, one clearly sees from (Figures 2a-2d) the angle at which the
response no longer follows the idealized Lambertian behavior. The coatings examined
here maintain their Lambertian response beyond 70° but well below the 90° ideal.

% Medtherm Corporation, P.O. Box 412, Huntsville, AL 35804
? The Dampney Company, 85 Paris St., Everett, MA 02149
4 IIT Research Institute, Chemical Technology Division, Advanced Materials & Coatings Lab, Chicago, IL 60616
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Angular Sensitivity of Medtherm S-B Gage Coating
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Figure 2a — Angular Sensitivity of Medtherm Schmidt-Boelter Gage Coating

Angular Sensitivity of Medtherm Gardon Gage Coating
Ratio of Hemispherical to Normal Absorptance, R = 0.956
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Figure 2b — Angular Sensitivity of Medtherm Gardon Gage Coating
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Angular Sensitivity of Thurmalox Coating
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Figure 2¢c — Angular Sensitivity of Medtherm Gardon Gage with Thurmalox Coating
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Figure 2d — Angular Sensitivity of Medtherm Gardon Gage with IITRI MH21/IP Coating
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Table 1 — Angular Sensitivity of Coatings

Ratio of
Medtherm . . Adjustable Hemispherical
Serial # Type Coating Curve Fit Parameter, ¢ to Normal
Absorptance
119272 Z_9
Round pormuidi- Medtherm SB-_2 g8 0.967
Robin Boclter g ating %—9+30
n
119271 Medtherm 5" 0
Round Gardon Gardon Gage —=— 0.025 0.956
Robin Coating % -0 +&0
20Y
115071 Gardon Thurmalox 1-|— 20 0.988
n
Z_ 9
112591 Gardon IITRI MH21/IP ”2— 0.020 0.964
5 —-0+0

Impact of Angular Sensitivity on the Calibration of the Fire Propagation Apparatus
and the Cone Calorimeter

Laboratory test apparatus used to measure the behavior of materials in fire
environments require calibration of the externally applied heat flux levels. This
calibration is generally performed with a Gardon- or Schmidt-Boelter-type gage sensing-
surface at a position corresponding to the initial location of the surface of the specimen
being tested. During actual testing, the specimen surface of some materials can regress
well below the initial location or, conversely, the specimen may expand or intumesce,
bringing the surface well above the initial location. It is not unusual for such surface
movement to be in the range of 10 to 40 mm. Hence, calibration of the apparatus should
include a vertical traverse with the heat flux gage to document the change in incident flux
on the specimen as a result of surface regression or expansion. Since a vertical traverse
with the heat flux gage will result in variations in the angle of incidence of thermal
radiation from the apparatus, there will be an effect due to the angular sensitivity of the
gage surface coating. It is therefore instructive to examine how the heat flux absorbed by
a gage, and a specimen having the same surface coating as the gage, varies during a
vertical traverse calibration.
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To determine the spatially integrated heat flux absorbed by the horizontal sensing
surface of a calibration gage (or a specimen having the same coating) as a function of
elevation from the baseline position during a vertical traverse calibration of a given
apparatus, the following integral is evaluated:

5(2)
§'(z)= [(0)a2zcososin6de (1)
a(z)

where

27sin6dé = solid angle subtended between 8 and 6 + d0
f (0) = normalized angular sensitivity function plotted in (Figures 2a-2d)
a = assumed constant coating absorptivity

6,(2),6, (Z) = upper and lower limiting angles, respectively, of the radiant heat source
viewed by the gage sensing surface when facing upward, and

Z = height of gage sensing surface above the baseline position.

(Figure 3) below shows ¢'(Z) for a gage in the Fire Propagation Apparatus,
calculated using curve fits to data from IITRI MH21/TP (Figure 2d) and Medtherm Flat
Black coatings (Figure 2b) on a Gardon heat flux gage. Note that the re-normalized fits
do not display the relative sensitivities of individual gages to a normally incident flux.
The definitions of the limiting angles and the dimensions used for the calculation are
shown in (Figure 4). According to manufacturer specifications, the Medtherm flat black
coating has an absorptivity of 92% and the MH21/IP coating has an absorptivity of
97.9%. The curve for an ideal coating having unity absorptivity in the entire field of
view is also shown. It can be seen that the chosen baseline position is approximately at
the point where absorbed heat flux is least sensitive to changes in surface elevation,
independent of the type of gage coating. Note that for the preceding calculations, any
small effect of the quartz tube in the Fire Propagation Apparatus is ignored. This tube
isolates a controlled specimen gaseous environment (e.g., flows of pure nitrogen, normal
air or oxygen enriched air) from the laboratory atmosphere.

(Figure 5) is the corresponding calculation of §'(Z) for a gage in the Cone
Calorimeter, with the definitions of the limiting angles and dimensions used shown in
(Figure 6). It can be seen that the absorbed heat flux is sensitive to decreases in surface
elevation from the baseline position, such as would occur during specimen regression but
not nearly as sensitive to increases in surface elevation that would occur during specimen
expansion.
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Effect of Coating on Longitudinal Variation in Heat Flux

Gage Response

1 _4- ——
——

Ideal
OTRI

=0.3 ——— Medtherm Flat Black
--01

02

-120 -80 -40 0

Height Above Baseline, mm
Baseline 51 mm Below Lamps

Angle Between Gage Normal

and Heater Top, 6, and Bottom,

82

Figure 3 — Flux Absorbed and Limiting Angles between Gardon Gage and Heat Source
as a Function of Gage Height in the Fire Propagation Apparatus (ASTM E 2058) for

Ideal (a =1), ITRI MH21/IP (a = 0.979) and Medtherm Flat Black (a = 0.92)
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Usually, it is desired to calibrate a laboratory fire test apparatus in terms of the
magnitude of incident flux externally applied by the apparatus heat source. To determine
the incident flux magnitude, however, a correction must be made to account for the
difference between the angular distribution of thermal radiation to a calibration gage in
the apparatus compared to the angular distribution from a radiant source when the gage
itself is calibrated.

For example, if the gage itself is calibrated using radiation incident only in the
normal direction, then the following correction factor must be applied to the gage output
signal, E to obtain the true incident heat flux:

)

If(O)sin Ocosbdl

: @
If(@)sin fcosdo

6

where all terms have been defined previously. The correction factor has a value of about
1.05 at the baseline position in the Fire Propagation Apparatus for the ITRI MH21/IP
coating.

Conclusions

It is important to be aware of errors that can result from the angular sensitivity of
coatings on heat flux gages and the angular distribution of incident radiation from heat
sources in the laboratory apparatus being calibrated by such gages. For most coatings on
gages calibrated with normally incident radiation, use of (Equation 2) will yield an
incident heat flux from the radiant sources in E 1354 or E 2058 the order of 4 or 5%
greater than what would be obtained from the gage calibration constant alone. Effects
due to the angular distribution of this incident radiation in E 1354 and E 2058 determine
how changes in the elevation of the specimen surface while a test is in progress will cause
changes in the magnitude of the incident heat flux. For this reason, it is recommended
that calibration of E 1354 and E 2058 should always include a traverse to simulate
expected changes in the elevation of the specimen surface.
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Abstract: The Sandia Heat Flux Gauge (HFG) was developed as a rugged, cost-effective
technique for performing steady state heat flux measurements in the pool fire
environment. The technique involves reducing the time-temperature history of a thin
metal plate to an incident heat flux via a dynamic thermal model, even though the gauge
is intended for use at steady state. In this report, the construction of the gauge is
reviewed. The thermal model that describes the dynamic response of the gauge to the fire
environment is then advanced and it is shown how the heat flux is determined from the
temperature readings. This response model is based on first principles with no
empirically adjusted constants. A validation experiment is presented where the gauge
was exposed to a step input of radiant heat flux. Comparison of the incident flux,
determined from the thermal response model, with the known flux input shows that the
gauge exhibits an noticeable time lag. The uncertainty of the measurement is analyzed,
and an uncertainty model is put forth using the data obtained from the experiment. The
uncertainty model contains contributions from 17 separate sources loosely categonized as
being either from uncontrolled vanability, missing physics, or simplifying assumptions.
As part of the missing physics, an empirical constant is found that compensates for the
gauge time lag. Because this compensation is incorporated into the uncertainty model
instead of the response model, this information can be used to advantage in analyzing
pool fire data by causing large uncertainties in non-steady state situations. A short
general discussion on the uncertainty of the instrument is presented along with some
suggested design changes that would facilitate the determination and reduction of the
measurement uncertainty.

Keywords: fire testing, heat flux gauge, errors, uncertainty, hydrocarbon fuel fires, fire
calorimetry
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Intreduction

Over the past several years, hydrocarbon fueled pool fire experiments have been
performed both at Sandia National Laboratories’ (SNL) Lurance Canyon Burn Facility
and the Navy’s China Lake Large Scale Pool Fire Facility where measurements of
radiative heat fluxes were made using the Sandia Heat Flux Gauge (HFG). HFGs were
developed by SNL as a rugged, cost-effective technique for performing heat flux
measurements in the pool fire environment. The technique involves reducing the time-
temperature history of a fire exposed surface as measured by a thermocouple, to a time
resolved heat flux via a thermal model that is valid during times of steady-state within the
fire environment. Three issues have arisen with respect to the technique. First, the
original thermal model that incorporates empirically derived time constants did not
perform well in a recent calibration experiment. Second, the original thermal model is
not amenable to the formulation of an uncertainty statement that should accompany heat
flux measurements in application. And third, it is not always clear from the data as to
when steady-state is achieved and the measurement is valid. To address these issues, we
herein put forth an alternative thermal model that avoids the use of time constants by
allocating, in part, their effect to the uncertainty of the measurement. The uncertainty
becomes coupled to the dynamic behavior of the gauge with large values of uncertainty
signaling when the gauge is not in equilibrium with the fire environment. We believe this
approach results in an improved data reduction technique that is of use in reducing the
data collected from previous fires.

Figure 1 shows a typical time-temperature history from an HFG reduced to the
incident heat flux. Also in the figure, the uncertainty of the measurement is shown as
error bars for each data point. The heat flux was determined by applying the proposed
thermal model, and the uncertainty was found from the accompanying uncertainty model.
It 1s worth noting the uncertainty is large during times of dynamic change and can be
used to assess the existence of steady state. The thermal model is based on first
principles, with no empirically adjusted constants. The uncertainty model contains
contributions from 17 separate sources loosely categorized as being either from
uncontrolled variability, missing physics, and simplifying assumptions. The uncontrolled
variability and simplifying assumptions are the major contributors to the uncertainty
during times of steady-state operation, and the missing physics are responsible for the
large increase in uncertainty during dynamic changes.

In what follows, the gauge construction is first reviewed. It will be seen that the
gauge is essentially a thin metal plate that responds to heating from the fire environment.
A thermal model that describes the response is then advanced and it is shown how to
determine the heat flux from the fire environment via the time-temperature history of the
thin metal plate. A validation experiment is presented where the gauge was exposed to a
step input of radiant heat flux. Comparison of the incident flux determined from the
thermal model with the known flux input shows that the gauge exhibits a noticeable time
lag. The uncertainty of the measurement is analyzed, and an uncertainty model is put
forth using the data obtained from the experiment. An empirical constant is found that
compensates for the gauge time lag. This compensation is incorporated into the
uncertainty model instead of the response model, and it is shown how this information
can be used to advantage in analyzing pool fire data. Finally, a short general discussion
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Figure 1 — Example of a measurement and associated uncertainty using the HFG in a
pool fire. Note the uncertainty limits may not always contain the measurement.

on the uncertainty of the instrument is presented along with some suggested design
changes to the HFG that would facilitate the determination and reduction of the
measurement uncertainty associated with the HFG.

The HFG

The HFG is intended to function by exposing one side of a thin metal plate to the fire
environment and observing the temperature response. Ideally, the plate is perfectly
isolated, i.e., the unexposed side and the edges of the plate are thermally insulated.
Furthermore, if the plate is assumed to be thermally thin, gradients through the plate and
along the lateral direction can be ignored. These assumptions allow interpreting the
temperature measured at a single point on the unexposed surface as the one-dimensional
response of a heated composite wall.

To meet the requirements of a one-dimensional response, the gauge shown in Figure 2
was developed. The assembly is essentially a hollow cylinder filled with thermal
insulation that is fitted with sensor plates on each end. The body of the HFG is a 10-cm
long cylinder of 10.2-cm diameter schedule 40 steel pipe. The body is filled with
Cerablanket® ceramic fiber insulation to minimize heat transfer inside the HFG. The
entire assembly is held together with four 14-cm stainless steel bolts.

The sensor plates are 10.2-cm squares of 0.025-cm thick 304 stainless steel shim-
stock. The plates are held in place on the cylindrical body by endplates that are 10.2-cm
square by 0.32-cm thick 304 stainless steel with a centered 5.0-cm hole. The sensor
surfaces are thermally isolated from the remainder of the HFG by two layers of Lytherm®



84 THERMAL MEASUREMENTS/FIRE STANDARDS

ceramic fiber insulation. The front sides of the sensor surfaces are coated with
Pyromark® paint to achieve a diffuse gray surface. A 0.16-cm diameter Inconel-sheathed
type-K thermocouple is used as the sensor thermocouple. The sensor thermocouple is
attached to the sensor surface with 0.01-cm thick retainer straps that are spot-welded to
the back of the sensor surface.

For most of the data taken to date, the gauge has been constructed with only one
sensor plate. Only one end was exposed to the fire, and the sensor plate on the other end
was replaced with a flat plate (304 stainless steel, 10.2-cm square, 0.32-cm thick).

Front Plate

Thermocouples

Insulation
Body
— Sensor Surface
| Insulation >
[ Back Plate

Figure 2 — The Sandia HFG.

Thermal Model

The heat balance on the heated surface of an idealized one-dimensional heat flux
gauge (Figure 3) can be summarized in the following equation

aqsurf(t) =& qmd(t) + qconv(t) + qsteel(t)+ qinsul(t) (1)

where g.(?) is the heat flux incident to the heated surface, g,44(2) represents the heat re-
radiated from the sensor surface, g..m(?) is the convective heat loss at the sensor surface,
Gseeei(?) is the sensible heat stored in the thin 304 stainless steel sensor plate, and g;usi(?)
represents the heat conducted into the insulated backing. Absorptivity and emissivity of
the steel surface are represented by « and ¢, respectively.

To implement this model in a data reduction scheme, each one of the loss terms is
related to the instantaneous temperature of the sensor plate. Since the data is normally
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Figure 3 — The one-dimensional thermal model of the HF G.

acquired digitally, and temperatures other than the observed sensor plate have to be
considered, the following nomenclature is adopted. T," is the temperature at the end of

the N time step (corresponding to the time fy) at the i location. The sensor plate
corresponds to i=/, and increasing values of / are in-depth positions within the thermal

insulation. Thus, T}" is the observed temperature of the sensor plate at time step N. In
! p p 1Y

what follows, the loss terms are calculated in terms of T," and added to provide a
“reading” of the heat flux, g(y), on the surface from the fire environment.

Re-radiation Loss Term - g,,4

The re-radiation term is based on the Stefan-Boltzmann law
qmd(tlv)=0"(T1N)4 (2)
with 6 = 5.67 x 10" kW/m?® K*.

Convective Loss Term - gcon/

The convection term is modeled as

qcanv(tN) = h(T;N — 7:1mb)
(24 (24

&)

where the heat transfer coefficient # must be determined from knowledge of the gauge
installation, the temperature of the ambient fluid in contact with the sensor face 7T, and
flow conditions over the surface.
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Storage Loss Term - qspo/a

The heat flux absorbed into the thin steel sensor plate is calculated using the surface
plate thermocouple temperature derivative using a central difference, i.e.

Qealtn) _ P C(TV)-Ldr) p-CyT)-L (T +8-T -8-T"" +T"*)
* e dt a 12-(ty,, —ty)

C)

The 304 stainless steel sensor plate density and specific heat properties are temperature
dependent and can be calculated using the following equation (temperature in K) [1].

p-C,(T)=1215.769+14.969-T - 0.029-T* -2.991e-5-T’ ~1.472¢-8-T*

+2818e-12.T° [/ /m’ /K] (5)
L, the thin steel HFG sensor plate thickness is 0.0254 cm.

Insulation Loss Term - g,/

The relation between the sensor plate temperature and the heat loss into the insulation
is obtained by considering the response of the surface of a thick wall subject to a time
varying temperature on one surface and perfect insulation on the other surface. An
algorithm for calculating the heat flux into the insulated backing given the thermocouple
response at the surface has been derived by numerically modeling the transient thermal
response of the insulating material. The one-dimensional heat conduction equation with
no internal heat generation and temperature dependent properties is written as

oT(z1) _ 2, 3T(z1)
r ot oz oz

(6)

where k, p, and c, are functions of the temperature field. This equation can be cast in
finite difference form as follows (time is designated as superscript N and location as
subscript 7)

k:
i SR )

H

N+l _ Nk k;_ k;
pic, T; T _Kin TNH_( Y2 .+1/2)

dt dz;y 7V \dzy,,

Note that the conductivity is evaluated at the average mid-point temperature between
nodes while density and specific heat are evaluated at the nodal temperature for the
preceding time step. This equation is implicit since the heat flux (right hand side of the
equation) is evaluated at the advanced time step N+1. This equation results in the
following linear system of equations.
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cl,lTl + cl,sz = dl
¢, 1 +cz,zT2 +¢,,70; =d,
c3,2T2 +6,h+¢,T, =d,
3
Cuali+e, T+ LY =d,
LAY P Y I +cl—l,lTl =d,,
LY +cl,lTl =d,

In these equations, the coefficients ¢ are functions of material properties (and time
step along the diagonal), the values of d are functions of material property, time step, and
the temperature at the preceding time step, and the vector T is the temperature field at the
end of the time step. This system is a tri-diagonal set of equations, which can be solved
by Gaussian elimination. The resulting algorithm can then be summarized with the
following set of equations.

T, =y,
¢ T . i
T,=y,-—M i=1-11-2,..] ®)
d
Bi=a, 7 =%1
c...C..
Bi=c,———t =231
B
d-c, ._v.
}/ =m, 3‘=2,3,...,I

i B;

The nodalization is chosen such that node spacing is much finer near the heated
surface than through the bulk of the insulation. This objective is achieved by prescribing
a geometrically increasing node spacing, i.e.

dz; = dz;_r* (10)
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For 20 nodes, andr = 1.2, and 7.62 cm Kaowool® insulation thickness, the nodalization is
shown in Figure 4.

1 T T T T T T
0.5 —

0 { I { | } 1
1} 001 0.0z 003 004 0.05 006 007 008

Distance from Heated Surface, m
Figure 4 — 4 20-node nodalization.

Note that the number of nodes and the geometric ratio, r, can be varied to optimize the
nodalization. When the number of nodes is very large, care should be taken in selecting
the ratio r, since a large ratio will result in very large nodes through the bulk of the
insulation. When r = 1, the nodalization collapses to the uniform case.

Thermal properties are evaluated from polynomial curve fits to the manufacturer’s
data. For 128 kg/m® (8 Ib/ft) Kaowool® blanket (typically used interchangeably with
Cerablanket® in the SNL HFG)

KT)=-6.05-10" +6.98-10°T +1.04-1077* [kW /m/K]| and
pe,(T)=128-(739.72733+.2483608T) [J/m’ /K| a1

as plotted in Figure 5 and Figure 6. Note that Kaolin is the raw, mineral material melted
to form the fibers of both the Kaowool® and Cerablanket® insulation. Because
temperatures at the surface of the heat flux gauge can vary widely in a fire test and
thermal properties, such as thermal conductivity in particular, are strongly dependent on
temperature, it is important to use temperature-dependent properties in this evaluation.

For data reduction, this algorithm is implemented in a computer subroutine, which
calculates the temperature field in the insulation at the end of a time step for a prescribed
temperature boundary condition on the heated surface. The instantaneous thermocouple
reading is used as the surface boundary condition to the insulation. Since the insulation is
assumed to be thick, an adiabatic boundary condition is chosen for the opposite side. For
the single sided gauge, this surface is located at a distance equal to the total length of the
gauge. For the double-sided gauge, this surface is located at a distance equal to half the
length of the actual gauge.
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Figure 5 — Thermal conductivity of Kaowool® at various blanket densities.
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The heat flux to the insulation is then calculated from the derived temperature field by
taking the derivative of the temperature gradient at the surface, i.e.

qins(tN) = k(nf]/z)(]]]v —TZN)

- 12
a a dz, (12)
Data Reduction - qs,.(tn)
Summing the losses for any time, #y, results in
s hATY -T
qxurf(tN)=o-‘(]]N) +—(la amb)
P CGED L (8T -8 1 + T
a 12‘(’N+l_’1v)
+k(T171/z)‘(T1N _TzN) (13)

a dz,

where T}" is the thermocouple reading in K at the N* time step. T,Y,,, and T," are
determined by running the thick wall subroutine using T, as the initial values.

Microsoft® Visual Basic macros have been written to perform heat flux gauge
analysis for data in MS Excel® spreadsheets. The subroutine hflux calculates the various
heat flux terms found in the energy balance to arrive at a total incident heat flux. Time
and temperature arrays are passed to this subroutine as real arrays in the argument list,
and the incident heat flux is returned as a real array. The dimension of the arrays is
calculated within Aflux and variable array sizes are allowed.

Currently there are certain assumptions or specifications inherent in these macros that
may be peculiar to the specific heat flux gauges tested, i.e.:

¢ The stainless steel sensor plate is .0254 cm thick;

¢ The emissivity, €, of the sensor plate is .85;

* pc, for the sensor plate is specified for 304 stainless steel;

¢ Convection is modeled with a specific expression (discussed below) that is not

applicable in a general sense; and

e The insulation is a 7.62-cm-thick Kaowool® blanket.

Heat losses to the insulation are calculated in the subroutine insul as described in the
preceding section. Currently the insulation is modeled as 7.62-cm-thick Kaowoo]®
blanket material and transverse heat losses are ignored, i.e., one-dimensional heat
transfer. The model has 20 nodes that are geometrically spaced with a ratio of 1.2.
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Model Validation
Experimental Setup and Operation

To validate the model, we chose to subject the gauge to a step input of radiant heat
flux to a level commensurate with that found in typical fire experimentation. Response to
a step input is particularly desirable in that shortcomings in the data reduction technique
are revealed, and global characteristics of interest such as instrument order and response
time are directly observable.

To accomplish the step input, the HFG was placed below and facing up into a heated
cavity whose walls are maintained at a constant temperature (Figure 7). The cavity, 1 m
in diameter by 1.3 m deep, is formed from a cylindrically shaped Inconel shroud with
heat lamps directed toward the outside of the shroud to control the temperature of the
cavity. A cover is placed over the HFG while the cavity is brought to the desired
temperature (typically 1000°C). The step input to the HFG is initiated by removing the
cover. A Gardon gauge is positioned next to the HFG to observe the same flux and
provide a standard for comparison.

Figure 8 shows the average temperature of the shroud and the response of the Gardon
gauge as a function of time. In that figure, heating of the cavity began at about three
minutes and steady state at 1000°C was achieved at about seven minutes. At that time,
the gauges were uncovered resulting in a step change in heat flux from 0 to about 110
kW/m’. This flux level was held constant for a 30 minute period, at which time the
gauges were covered and the power to the heat lamps turned off. Further details on the
setup and operation of this system are given in [2].

Gardon
Gouge

0.3m

Figure 7 — Experiment setup for realizing a step increase of radiant heat flux to the HFG.
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Figure 8 — Operation of the experimental setup showing the heat-up of the cavity and the
step input of heat flux as recorded by the Gardon gauge.

Correction for Convective Heat Transfer

For comparing the Gardon reading to the HFG response, the convection heat transfer
between the ambient air in the cavity and the Gardon gauge must be taken into account.
To do this, it is assumed that a convection cell forms in the cavity as shown in Figure 9.

The general correlation shown in Figure 9 has been developed for vertical surfaces,
but is directly applicable to an upward facing surface that is being heated by the flow [3].
Evaluating the general correlation for an air temperature of 1000°C and a surface size of
0.3 m (nominal size of the pedestal holding the gauges) gives results shown in Figure 10.

For purposes in this experimentation, it is convenient to fit the results to a curve:

21.02-0.002144-T-In(T)); kW
h= i
B 1000 m’ K

forTink. (149

It is worth pointing out that this curve is valid only for the experimental setup and is
not intended for use in application of the HFG in other flow situations.
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Figure 9 — An assumed convection cell in the test cavity results in convective heat
transfer from the air to the gauges located in the mouth of the cavity.
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Figure 10 — Estimated convective heat transfer coefficient for a surface facing up into the
cavity as a function of surface temperature (air temperature = 1000°C).
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Radiant Heat Flux Step Input

Figure 10 indicates that the Gardon response in the experiment can be corrected for
the convective contribution by subtracting 4 kW/m?, since the Gardon gauge is water
cooled and operated at about 400 K. Because the Gardon gauge is calibrated using a
purely radiative source to provide a measurement of incident flux, the Gardon gauge
surface absorptance (=0.85) has to be applied to the correction value (4/0.85 = 4.7). The
uncertainty in this correction value is about 50%." Thus, the radiant heat flux step input
to the HFG is taken to be

(Gardon Response - 4.7) 2.4 kW/m’ (15)

and a plot of it is shown in Figure 1 1.
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Figure 11 — Step input of radiant heat flux to the HFG.
HFG Response

The incident heat flux for the heat flux gauge test, as determined by the Gardon gauge
and HFG, is plotted in Figure 12. The various heat losses to the insulation (g;,s/a), the
sensible heat stored in the sensor plate (ggee/@t), heat re-radiated from the steel cover
(Grag), and convective heat losses (Geonv/0t) for the SNL HFG are also plotted in Figure 12.

! Nicolette, V., Private Communication, Org. 9132, Sandia National Laboratories,
Albuquerque, NM.
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Figure 12 — Measured versus calculated incident heat flux.

Temperature profiles calculated in the insulation for the calibration test are plotted in
Figure 13. Note that for this insulation thickness, saturation has not occurred even at
1700 seconds. The numerical technique described in this paper provides a convenient
means of modeling heat losses to the insulating material yielding improved agreement
between measured and imposed heat flux. As seen in Figure 14, heat losses to the
insulation are significant at times long after the storage term (sensible heat of the steel
cover) has become negligible. By modeling heat losses to the insulation, the time
response of the heat flux gauge is greatly improved. It is believed that the difference
between the Gardon gauge response and the HFG response early on (< 40 sec) is due to
the thermocouple attachment to the HFG sensor plate since this is a known source of time
lag and has not been accounted for in the model.

Uncertainty

The uncertainty has been found to be a function of the flux level, rate of change of
flux level, time, and heating history. Thus, it is not appropriate to report the uncertainty
as a single percentage value, rather, it is required to report it point by point as an
observational error bar. As an example, our estimate of the uncertainty of the
measurement realized with the flux step input is shown in Figure 15. The measurement
as determined from the response of the thermocouple via the response model is indicated
with a solid blue line in that figure. The upper and lower bounds of the uncertainty are
indicated with horizontal tick marks. These bounds were determined from the
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Figure 13 — Calculated temperature profile in Kaowool® insulation.
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Figure 14 — Long-term insulation heat loss.
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Figure 15 — Estimate of the uncertainty of measurement of the step input.

uncertainty model that is developed in the following sections. For comparison purposes,
the input incident heat flux as recorded by the Gardon gauge is also shown in Figure 15.

In application, the slow response of the gauge means the heat flux measurement is
likely to be unreliable during and after fluctuations in flux. Nearly one minute is required
before the measured flux approaches the steady state value of the step input. However, it
can be seen the uncertainty is relatively large during the early times of the response to the
step input, and approaches a constant value as the gauge comes to equilibrium with the
step input. This can be used to advantage in assessing heat flux measurements in actual
fires. Figure 1 shows a five-minute segment of a measurement made in a 5 m outdoor
pool fire with a HFG facing upward and located near the fuel pool surface. The heat flux
varied with time during this test, presumably because of wind shifts, and is typical of
most fire data. The error bars shown are calculated from the uncertainty model and their
variation with the flux level, rate of change of flux level, time, and heating history are
evident. Times of near constant uncertainty signal the attainment of steady-state where
the measurement can be assumed valid.

Uncertainty Model

Uncertainty in the heat flux measurement arises from: (1) uncontrolled variability in
the gauge characteristics, (2) missing physics in the model, and (3) simplifying
assumptions taken on in formulating the instrument response model. The uncontrolled
variability includes material thermal properties, geometrical dimensions, data acquisition
system hardware, thermocouple uncertainty, etc. Examples include the specific heat and
thickness of the stainless steel sensor plate. Estimating uncertainty from this source is



98 THERMAL MEASUREMENTS/FIRE STANDARDS

relatively straightforward, requiring only knowledge of the variability of the properties
and dimensions. As for the missing physics, these phenomena are commonly buried
under empirical constants that are created to bring the modeled instrument response into
agreement with the observed experimental response to a known input. An example of
this would be the empirically determined time constant derived to account for the
thermocouple attachment to the HFG sensor plate. Simplifying assumptions include
either sub-scale phenomena or phenomena believed to be of secondary importance. An
example of the former is the assumption of no temperature gradient through the sensor
plate; and of the latter, the assumption of negligible lateral conduction in the gauge.
Uncertainties arising from this source are usually set to zero and justified by appealing to
more complicated models or experimental evidence. Here, we adopt the same approach
for the sensor plate, however, we do attempt to account for the effect of making the 1-D
assumption.

Uncontrolled Variability — The uncontrolled variability includes material thermal
properties and geometrical dimensions. Estimating uncertainty from these sources is
straightforward by evaluating:

sU;, = Z(aq‘”’f 55,)° (16)

aq surf

where the first seven sources S,, the sensitivities , and the source uncertainties

65, are identified in Table 1 (the other seven sources are identified in a following section
entitled Missing Physics).
The sensitivity terms in the table are obtained by performing the indicated partial
differentiations on the data reduction expression
. Qoo pCP(TIN)L (—T]N+2+8'TIN+1‘8'TIN_1+T1N_2)
qswf(tN):o-'(T] )+ + ’
a a 12 - (tyyy —ty)

4 G
a
| a7
The source term uncertainties for the first four sources are simply fixed percentages of
the pertinent term. For example, the uncertainty in the sensor plate thickness L is taken to
20%, the uncertainty in p-C, is 5%, and so on.
N

The uncertainty of the derivative, , 18 due to random noise introduced to the

recorded temperature time history via the data acquisition system. The noise is constant
at 0.1°C regardless of the temperature reading. Its impact on the uncertainty of time
derivative is found from
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a0

dar) . . N+2 dt ) 0.1-4/130

s(—=)= D |01 =—————— (18)
dt ‘ o7, 12-(ty,, —ty)

For the uncertainty of the term, qﬂ, the data reduction model was run with 20%
a

changes in the thermal properties of the insulating material and it was found the
maximum effect on the calculated heat flux was less than 3%; hence the uncertainty level
has been conservatively set at the 3% value.
The uncertainty due to convection is more difficult to evaluate as it is dependent on
the actual installation of the gauge in use. The flow conditions and local gas
temperatures (which in practice are not known) contribute to this uncertainty. VULCAN
calculations have indicated in general convective fluxes in fires are about 3% of the
radiant flux [4], although this can vary with location. Therefore, the value of 3% of the

radiant flux has been adopted for the uncertainty value.

Table 1 — Uncontrolled variability as uncertainty sources.

e Source Sensitivity Source Uncertainty
S8,
S aqsurf
€ s,
1 p'C,,(T,N) dT 0.20L
a dt
2 p-C, Ldr) 0.05p-C(T" )
' a dt
3 a _ p~Cp(T,”)~L dry 0.05x
o’ dt
4 T, 4-0-(T" ) 0.05-T
5 dr’ p-C(T")-L 0.10- 130
dt a . 144-(1y,, 1y )’
6 ' 1.0 0.03-q,,,
a
T e 1.0 0.03-q,,,
a
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Missing Physics — These phenomena are commonly buried under empirical constants
that are created to bring the modeled instrument response into agreement with the
observed experimental response to a known input. An example of this would be the
empirically determined time constant derived to account for the thermocouple attachment
to the HFG sensor plate.

It is known the thermocouple lags the sensor plate temperature due to the thermal
mass of the thermocouple and the thermal resistance between the thermocouple and the
plate. An experimental evaluation of the lag was accomplished by attaching an intrinsic
junction thermocouple next to the existing thermocouple and exposing the HFG to a step
input. The results are shown in Figure 16. In that figure, the temperature measured by
the intrinsic junction is assumed to be the sensor plate temperature. It can be seen the
difference between the thermocouple reading and the plate approaches 200°C.

Thermocouple lag is commonly corrected via a first order model that incorporates an
empirical time constant

dT,
T, =T, +7-—% 19
Plate C dt ( )

The value of the time constant is found by plotting the difference between the plate
and thermocouple versus the time rate of change of the thermocouple reading. This is
shown in Figure 17, where it can be seen the value of 7 is just over 5 seconds. The
correction is then applied to the thermocouple reading and shown in Figure 16.

900
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§ 500 h
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8 400 .
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= 300
200 ¢ /
100
0 I
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Figure 16 — The thermocouple lags the actual plate temperature. The lag can be
corrected with a first order model.
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Figure 17 — Experimental determination of the time constant for the first order correction
_to the thermocouple reading.

The correction can be implemented into the data reduction scheme by substitution

N
N drN 4 q P'Cp(nN"'T'dz;‘t )-L d dry
N ) ;
qsurf(tN)=0"[T1 +r--,d't ] + C;" + - -E(Tl +r-—dt—)
4 Gins.
a
(20)
i ; - v, 41" Ny o
which after rearranging and assuming that p-C, (T, + ™ )= p-C,(T" ) gives

N
+p-C,,(Tl )L dr” + s
a dt a

qsurf (t}v) =0 (TIN )4 + ql—;ﬂv

C,(T")-L 4T ar” Y
R P ey e L) L
a dt dt dt

N3 I"EX
+0-.[4.TIN .3 [ﬂ] +7¢ (dij } @1
dt dt
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which is seen to be the original response model plus a systematic correction for the
thermocouple installation.

Normally, the systematic correction would be included in the response model. Here,
we choose to put the correction in the uncertainty because it is based on 7 , an empirical
constant that covers the missing physics for the thermocouple installation. Therefore, a
systematic error term for the missing physics is defined

-C(TY)-L 2p¥ ¥ 2
Uy =22 -f-ddTé +a-[4-(T.”)’~r~—d§; +6’<T.”)2-12.(‘”1 H
t

a dt

73 yY?
to-|4-TV o7 a_ +7*. a, 22)
dt dt

The uncontrolled variance of the different sources enter into the total uncertainty via
this error term as well. Table 2 shows the sources, sensitivities, and source term
uncertainties as the remaining six entries for the total uncontrolled uncertainty
expression.

Table 2 - Uncontrolled variability as uncertainty sources from the systematic error term.

e | Source Sensitivity Source Uncertainty
$t’
aqsurf
Se as,
8 L p'Cp(TlN)‘T d’T’ 0.20L
a dr’
91 pC, L a1’ 0.05p-C(T")
a di’
)T - 12-(TN)2.T.dT|N 0.05-1"
: dt
N\ Yy
+o- 12.7‘1"’.‘,2. ﬂl_ +4.7°. dL
dt dt
11 dar” N
ikt I o 4.(]}1\’)3.1-.,.12.(7‘1”)2.1—2.& 0.10- _130_2
dt dt 144-(t,,, ~ty)
N \? N 3
+o- 12.7}”.,3. dL +4.7¢. dr;
dt dt
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12 T p-Cp(T]”)-L‘dle”
a dr?

drY
+o-[12-(TY)? v | ——
o (2]]
AN MY
+0- IZ‘TIN‘TZ‘ dL +4.TJ. i]:l-..
dt dt

N 050-7
+0'-[4-(T]N)3 di}
dt

131 g’y p-C,(T")-L 0.10. 1414
dr’ a N4 (1, - 1y)

14 a _p'Cp(TlN)'L.T.dZTlN 0.05-a
a’ dr’

The sensitivities and source uncertainties are, as before, with only the time constant
and the second derivative being new terms. The second derivative is approximated from
a five-point central difference scheme as

dleN ~ _T1N+2 +16.T1N+l _30‘T1N +16.T1N—l _TlN-z
dt 12-(ty,, =ty )’

(23)

which allows the source term uncertainty to be calculated as explained in the previous
section.

Simplifying Assumptions — Simplifying assumptions include either sub-scale
phenomena or phenomena believed to be of secondary importance. Three assumptions
have been adopted in formulating the gauge thermal response model: (1) negligible
temperature gradient through the sensor plate, (2) the sensor plate surface emissivity and

absorptivity are the same, i.e. — = I, and (3) the heat conduction within the gauge is
a

adequately modeled as 1-D. Uncertainties arising from these sources are usually set to
zero and justified by appealing to more complicated models or experimental evidence.
Here, we adopt this same approach for the sensor plate gradient, however, we do attempt
to account for the effect of equating ¢ and «, and for making the 1-D assumption.

The effect of assuming the sensor is a lumped thermal mass is found by analyzing the
dynamic response of a semi-infinite wall [4]. For Biot numbers less than 0.1, all
temperatures through the thickness of the plate will be within a percentage f percent of
the sensor plate temperature

where
f =50-Biot% of T, (24)
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and
h-L
k

5

Biot = with h~4.0-(T.) 25)

and k, is the thermal conductivity of the sensor plate. This leads to

4-0-(T)+273)°-L

f(Ty)=50- % (26)

§

being the uncertainty of 7, due to the lumped mass assumption. To evaluate the
expression, k, is set to 0.03 kW/m K (nominal value for stainless steel) and L to
0.000254 m. For the worst case condition, 7,y =~ 1000°C, f(7y )~ 0.2%, and there is

no appreciable contribution to the uncertainty from the assumption of no temperature
gradient through the sensor plate.
The assumption of equal £ and « is evaluated from

£ conv t + steei t + insu t)
Guug (1) = Z- (1) ¢ L) F D () i @7
a a g
where the sensitivity is found to be
04 6, (1)
=L =g ()= (T) (28)
£
a

o . Y . .
The uncertainty in the ratio, J| (—] , 18 estimated from measurements made on the
a ;

normal emittance of Pyromark Black [5], the coating on the fire side of the sensor plate.
Figure 18 shows that data, and it can be seen that the uncertainty in the ratio (i.e. hot
.source/cold surface or cold source/hot surface) is about 4%.

The systematic correction for the missing physics also generates an additional term to

the simplifying assumptions uncertainty due to the ratio — . This additional term is
a

included in the summary of the total uncertainty shown in Table 3.

To investigate the third assumption, time histories of two thermocouples installed in
the insulation along the centerline of the gauge were recorded in the validation
experiment. In comparing their response to the step input, it was noted that a 2-D
conduction model gave better comparisons. However, the resulting flux from the front
sensor plate was at most 5% higher than the flux determined from the 1-D model.
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Figure 18 — The normal emittance of Pyromark as a function of source temperature [5].

Table 3 — Simplifying assumptions as uncertainty sources.

e Source | Sensitivity Source
Uncertainty
aqswf $e
Se as,
v
15 (ﬁ) o (T} 0.04-(ﬁ)
a a
16 & N N2 &
il drT, 2 dT, 0_04.(_)
0 [Joror e (3] [
Ny AN
+0- 4.T[N.z-3. dT_’ +T4‘ dT[
dt dt
17 | 1-D 1.0 0.05-9,,,

In the interest of parsimony, it was decided to maintain the 1-D model and add 5% to
the uncertainty to account for the assumption. Thus, the total uncertainty for the
simplifying assumptions becomes
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2 aqsurf
oU;, = Z( -8, ) . 29)
e=14

Application to Validation Experiment — The expression for the total uncertainty is
given as

6U =8U,,» 26U, + U5, (30)
where:
2
p-C(TY)-L  a*r ar” ar”
U, = "a‘ T dtzl +o- 4.(7}”)3.7._‘117.,.6.(]”‘”)2.,2. _dlt__
N 3 N 4
+o-|4-T) .77 - ai,_ +77. a._ 31
dt dt
and
49
8y = 3 (=255, ) (32)
e={ e
and
2 aqa'urf
oUs, = Z( 2. -88,)% . (33)

The relative importance of each source varies with time and are shown in Figure 19.
In that figure, it can be seen at early times, the uncertainty due to the missing physics of
thermocouple installation and the variability in the thickness of the sensor plate dominate.
At later times when steady state is reached, the error due to the simplifying assumptions
and the uncontrolled variability are most important. Referring back to Figure 15, it is of
interest to see that during fast rise of the thermocouple, the uncertainty bars do not
capture the reported “measured value.” The same effect can also be seen in Figure 1. It
can be deduced that this behavior is due to the correction term from the missing physics
uncertainty.

Effect of Sampling Frequency on Calculated Error — The heat flux was calculated for
the model validation experiment at three different sampling frequencies. The results,
plotted in Figure 20 and Figure 21, indicate that the calculated heat flux and the
associated error are dependent on the sampling frequency. The sampling frequency
exercises effect in two ways. First, before the step change in heat flux, the 4-second and6-
second sampling curves predict heat fluxes in advance of the Gardon gauge. This is
because the time derivative uses data subsequent to the step change in heat flux in
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Figure 21 — Heat flux error range calculated for various sampling frequencies.

determining the temperature derivative. This “prediction” in the model is observed in the
calculated uncertainty for these curves. The second effect appears later in time. As
temperatures rise from the imposed heat flux, the 2-second sampling curve shows much
larger oscillations in the calculated heat flux. This is reflected as increased uncertainty
during the temperature rise. Both effects disappear at steady state; all three curves show
agreement and the uncertainty becomes independent of the sampling rate.

The source of the uncertainty associated with sampling rate during high rates of
change is the uncertainty contribution from the time derivative. This can be seen by
considering a simple three-point central difference equation for the time derivative of
temperature

g - M (34)
dt (tyy—ty

The equation for the associated uncertainty would be given by

2

a(LUIN)
5(d]]N)= ZN+2 dt~ 51l = aT-JE (35)
i=N-2 i . -
dt oT (tva1—tn)
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Note that as the sampling frequency increases, (or ty+ — ty decreases), the uncertainty
in the time derivative also increases. The equation for the derivative is based on
differences from discretely measured values of temperatures, each with statistical
uncertainty that does not depend on the time step size. Therefore the noise associated
with thermocouple measurement can result in excessive error in the derivative term for
small time steps.

To reduce some of this error, the raw data can be filtered. In fact, the five-point
central difference expression for computing the derivative used in this model represents
such an error reduction technique. The error associated with the five-point central
difference equation

aéh”
ar? wer |90 ;130
sy |y | —dt Do) < Fr0 (36)
dt oT, 12-(tye —tn)

is 33% less than the three-point central difference equation. However, the price for
smoothing is an increase in the “prediction” source, as the five-point central difference
will anticipate changes in rise rate.

In the final analysis, the sampling rate should be commensurate with the expected
temperature rise rate and the end use of the time derivative. This is to say, the data
sampling rate is an important parameter in the design and use of these heat flux gauges
and merits special attention prior to incorporating them in any experiment.

Closure

1t has been seen that the HFG is essentially a thin metal plate that responds to heating
from the fire environment. A thermal model that describes the response has been
advanced and it was shown how to determine the heat flux from the fire environment via
the time-temperature history of the thin metal plate. A validation experiment was
presented where the gauge was exposed to a step input of radiant heat flux. Comparison
of the incident flux determined from the thermal model with the known flux input
showed the gauge exhibited a noticeable time lag. The uncertainty of the measurement
was analyzed, and an uncertainty model was put forth using the data obtained from the
experiment. An empirical constant was found that compensated for the gauge time lag.
This compensation was incorporated into the uncertainty model instead of the response
model. As a result, the uncertainty does not capture the measurement at certain times due
to the systematic error created by the missing physics.

We believe the missing physics model is incomplete and are not willing to include it
in the response model. The out-of-bounds response is a signal to the user that the
measurement is likely to be wrong because of the thermocouple installation. An example
can be seen in Figure 1. There are alternating periods of rapidly changing heat flux and
periods of steady heat flux. The uncertainty bars clearly show when it would be
appropriate to use the data and when it would be better to ignore it.



110 THERMAL MEASUREMENTS/FIRE STANDARDS

If it were desirable to reduce the uncertainty, clearly the missing physics needs to be
corrected. We do not believe that complicating the model with a detailed heat transfer
analysis of the thermocouple installation is appropriate. The HFG should be modified so
it physically meets the assumptions in the model. The obvious first step would be to
replace the existing thermocouple with a fine wire intrinsic junction.

It is also felt that the early time discrepancy may be due in part to inadequate thermal
properties of the insulation. These properties were developed from steady state
measurements where small temperature differences are imposed across a known
thickness. It is not known if properties determined this way are appropriate in dynamic
heating situations with high gradients. A different insulation material may be more
appropriate. Experiments, similar to the model validation step input test, will be required
to verify improved response using the suggested design modifications and to revise the
uncertainty model.
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Abstract: A series of experiments were performed to measure heat transfer to a cylindrical steel
calorimeter engulfed in a 30-minute pool fire. The calorimeter inner surface temperature history was
measured at 46 [ocations. A one-dimensional inverse heat conduction technique was used to determine
the net heat flux to the calorimeter as a function of time and location. The uncertainty in heat flux caused
by three-dimensional effects is estimated using finite element computer simulations. A Monte Caslo un-
certainty simulation is used to estimate the uncertainty in heat flux from propagated uncertainties in di-
mensions, temperature measurements, and material properties. The estimated uncertainty in the mea-
sured heat flux over the 30-minute fire test and the entire calorimeter was found to be +18 kW/m2, or
27% of the average heat flux of 66.6 kW/m2. The uncertainties for the early times of the fire test are less
than those at later times in the test due to the instability of the inverse conduction calculations caused by
the Curie effect of the carbon steel calorimeter material.
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Background

The goal of this work was to measure heat transfer versus time and location to a
massive cylindrical object engulfed in a round pool fire [1]. The object is roughly the same
size as a high level nuclear waste package transported by tractor trailer truck. Itisa
3800 kg (8400 Ib) cylindrical carbon steel calorimeter of length L=4.6 m (15 ft), diameter
D= 1.2 m (4 ft), and wall thickness W = 2.54 cm (1 in). The entire setup was located
above a 7 m (23 ft) diameter concrete fire pool at the Sandia National Laboratories Burn
Site. The 30 minute fire was designed to comply with the 10CFR71.73 regulations [2] used
to license such packages. The collected data is believed to be well suited for benchmarking
fire simulation codes. Figure 1 (a) shows the calorimeter and the locations where
thermocouples were attached to the interior surface. The right side of the section views is
toward the west direction during the experiment. Figure 1 (b) shows the method used to
attach the thermocouples to the calorimeter wall. Nichrome metal strips were spot welded
to the calorimeter wall and were used to hold the thermocouple against the surface. The
time response of the 1.6 mm diameter thermocouple is much faster than the response of the
2.54 cm thick calorimeter wall, therefore the thermocouple and interior wall surface are
assumed to be isothermal. The interior of the calorimeter was insulated, allowing heat
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Figure 1. Thermocouple locations and mounting procedure. (a) shows the
thermocouple locations on the calorimeter interior. (b) photograph of a thermocouple

strapped to the calorimeter wall.

transfer inside the cylinder to be neglected.

Wind fences were used to shield the fire from the ambient wind. They were located
in a circle of radius 12.2 m centered around the calorimeter. The wind direction and speed
were monitored with propeller type anemometers attached to wind vanes. The
measurements were taken outside of the wind fences due to the high temperatures inside
the barriers. The anemometers were located 30 m (100 ft) to the northwest of the fire pool,
with the intention of measuring the wind speed independent of the fire effects.

The Sandia One-Dimensional Direct and Inverse Thermal (SODDIT) code [3] was
used to estimate the heat flux to the outer surface from the inner surface temperature
measurements. Temperature versus time data, material properties (specific heat and thermal
conductivity versus temperature and a constant density), and the dimensions of the
conduction domain were given to SODDIT as input. SODDIT uses this kind of data along
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with sensitivity coefficients and the future time method to determine a unique heat flux
versus time trace for one-dimensional heat conduction problems. SODDIT has the ability
to calculate one-dimensional conduction heat transfer in planar, cylindrical, and spherical
coordinates.

Because SODDIT is a one-dimensional code, conduction in the axial or azimuthal
directions in the calorimeter wall affects the accuracy of the SODDIT heat flux prediction.
This happens because the heat flux from the fire to the outer surface of the calorimeter is
not uniform [4]. SODDIT is also adversely affected by material properties that vary
sharply with temperature. For the case of carbon steel, a solid-solid phase change known
as the Curie point occurs at about 768°C. The latent heat of this phase change is
approximated in SODDIT as a sharp rise in the specific heat in the range of 726°C to
768°C. This approximation causes the SODDIT heat flux prediction to become unstable
and inaccurate while the calorimeter is inside this temperature range. This problem is
addressed by bridging the SODDIT heat flux prediction when the calorimeter passes
through this temperature range.

Figure 2 illustrates the use of the SODDIT computer code to quantify the time
dependent heat flux to the calorimeter. The solid line marked Tipper shows the measured
interior surface temperature on the west side of the central thermocouple ring
(thermocouple 201). The line marked Toyer is the corresponding outside surface
temperature predicted by SODDIT. The line with square symbols is the SODDIT-
predicted net heat flux to the exterior surface of the calorimeter, q". Positive values of q"
indicate heat transfer from the fire to the calorimeter (this does not necessarily mean a
negative heat flux indicates the calorimeter is hotter than the fire). Two horizontal lines
(labeled Curie Region) show the temperature range of the Curie solid-solid phase change
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Figure 2. Inner surface temperature trace and sample SODDIT output.
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(726-768°C) for the calorimeter steel.

During the time the inner surface temperature is rising (t= 0 to 24 minutes), the net
heat flux is from the fire to the calorimeter. The direction of the heat transfer causes the
exterior temperature to be greater than the interior value. The outer surface temperature
first passes into the Curie Region at t = 9 minutes and the inner surface temperature does
not pass out of that range until t= 13 minutes. The SODDIT predicted heat flux exhibits a
sharp oscillation between time t = 11 and 13 minutes due to the spike in the effective
specific heat (Curie effect). A straight line is used to bridge the heat flux data at t = 9 and
13 minutes to eliminate this oscillation. This technique is applied to all heat flux data used
in this experiment,

The thermal mass of the calorimeter wall causes a delay and attenuates interior
surface response and acts as a low pass filter. The thermal diffusion time for the 2.54 cm
thick steel calorimeter is roughly W2/t = 80 sec, where o is the steel thermal diffusivity
and W is the wall thickness. As a result, a given temperature versus time response does
not specify a unique heat flux versus time trace. The intent of these heat flux
measurements is to measure the time averaged heat flux, as it pertains to the heating of a
massive engulfed object. The uncertainty in these heat flux measureme nts is measured
against this time averaged fire heat flux, not instantaneous values.

SOURCES OF UNCERTAINTY

There are several sources of uncertainty in the SODDIT heat flux predictions. One
source comes from the assumption of one-dimensional conduction. In reality the
conduction in the calorimeter wall is three-dimensional. The heat flux from the fire is non-
uniform over the calorimeter surface. This causes temperature gradients, and therefore
conduction, in the axial and azimuthal directions. In using SODDIT it is assumed that the
dominant direction of conduction in the calorimeter wall is in the radial direction.

Another possible source of uncertainty in heat flux comes from the random and
systematic (bias) temperature measurement errors. These errors come from the random
thermocouple errors, electrical interference, calibration errors, linearity errors,
thermocouple and extension wire impurities, and data acquisition system resolution errors.
Because SODDIT is an inverse code, small but rapid changes in the input temperatures can
result in large changes in the heat flux prediction. SODDIT uses the slope of the
temperature data with time (dT/dt) to calculate a heat flux. The magnitude of the
temperature data is used only to calculate the slope and for the evaluation of material
properties. An offset in the temperature data (a bias error) does not affect the slope of the
temperature with time. Therefore, the systematic inaccuracies associated with
thermocouples, which are usually much greater than the random errors, do not significantly
contribute to the uncertainty in heat flux. The effects of both random and systematic
thermocouple errors were examined.

The last source of heat flux uncertainty comes from the material properties of the
calorimeter steel. The SODDIT conduction model is supplied with the thermal properties of
the material. Uncertainties in these material properties will propagate through the code and
into the heat flux calculations.
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QUANTIFYING UNCERTAINTY
One-Dimensional Conduction Assumption

The heat flux uncertainty contribution from the one-dimensional conduction
assumption made by SODDIT was determined by using a computer model to simulate both
the fire heat flux and the conduction in the calorimeter wall.

The CAFE code calculates fire heat flux boundary conditions that can be applied to
a finite element (FE) computer model. These heat flux boundary conditions were coupled
to a commercial finite element computer code and applied to a detailed model of the
calorimeter. CAFE has recently been adjusted using the fire test data discussed in this
work; therefore the heat flux predicted by CAFE is similar to the heat flux predicted by
SODDIT for this experiment [6].

The computer simulation has somewhat different heat fluxes than the actual
experiment, however the non-uniform and transient characteristics of the simulated and
actual heat fluxes are assumed to be similar, as well as the total heat absorbed by the model
and experiment. Because of this the heat flux error determined by the computer model
serves as a reasonable estimate of the probable error in the experimental heat flux.

A two-dimensional finite element computer model of a section of the calorimeter
was used for this analysis. The model was a circular ring with an insulated interior, and the
CAFE heat flux boundary condition applied to the exterior surface. The material properties

‘used for the finite element model were the measured properties used in the SODDIT
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model. The two-dimensional finite element model can simulate radial and azimuthal
conduction, but not axial conduction. The uncertainty caused by axial conduction is
believed to be small relative to the uncertainty from the azimuthal conduction due to the
highly non-uniform heat flux around the circumference of the calorimeter. The computer
simulation was run with a 30-minute duration CAFE fire. The temperature versus time
data of the interior surface of the ring was extracted from the finite element model, the data
from the west side is shown in Fig. 3. This interior temperature data is a simulation of what
a thermocouple would measure during the experiment.

The interior temperature versus time data from the CAFE/FE model was used to
predict the model outer surface heat flux using SODDIT. This was done wsing the same
technique as for the actual fire experiment heat flux. The difference with the computer
model is the actual heat flux applied to the FE model by CAFE is known. Figure 4 shows
both the CAFE and SODDIT heat fluxes for the CAFE/FE model on the west side. The
CAFE heat flux has been window averaged over 80 seconds to reduce the high frequency
oscillations typical of fires. The flat section of the SODDIT curve shows where the heat
flux was linearly bridged while the steel was in the Curie temperature range.

The difference between the SODDIT heat flux prediction and the window averaged
CAFE heat flux is the error in SODDIT due to the one-dimensional conduction assumption,
as well as the inherent errors associated with an inverse conduction algorithm [4]. The
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Figure 4. SODDIT and CAFE heat flux versus time from the CAFE/FE computer
simulation
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SODDIT heat flux error versus time on the west side only is shown in Fig. 5. The
SODDIT error is shown as a function of time, however the error at any given time cannot
be assigned to the real fire test at that time because of the differences in the actual heat
fluxes. However, the error can be quantified statistically over a given time period and used
as an estimate for the heat flux error during that time period of the experiment.

Two standard deviations (26) of the error over the given time period are used to
find the probable one-dimensional contribution of uncertainty with a 95% confidence level.
Figure 5 also shows the 20 estimate of the one-dimensional heat flux uncertainty
contribution for the entire 30-minute test on the west side, Ug1 = 19.4 kW/m?. The error on
the west side becomes large as the Curie heat flux interpolation is approached. The error is
smaller at the beginning of the simulation and at the end. If a shorter time period is used,
instead of 30 minutes, a more accurate estimate of uncertainty can be made for that time
period. For example, the 26 error limit for the west side uncertainty (one-dimensional
contribution only) from 0 to 5 minutes is reduced by half to Ug»; = 9.6 KkW/nt.

Thermocouple Errors

The accuracy reported by the manufacturer of the thermocouples used in this
experiment was * 1.1°C or 0.4% of reading whichever is greater’. The extension wires,
data acquisition system, calibration curve, and recording procedure all contribute an
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Figure 5. SODDIT heat flux error versus time on the west side only
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unknown amount of uncertainty to the temperature measurements. For this experiment the
thermocouple uncertainty is assumed to be 1% of the reading to account for the additional
errors. This i;nplies that the temperature measurements made during the experiment could
be in error by as much as 14°C. If a + 14°C random noise is added to a set of temperature
data, the inverse conduction code predicts highly erratic heat fluxes. This is due to the fact
that SODDIT uses the slope of the temperature history data (change in temperature with
time) to calculate heat flux, not the temperature magnitude. This method of uncertainty
estimation for inverse heat flux calculation was used in reference [5]. The temperature
magnitude is used to evaluate material properties, which for the most part change slowly
with temperature. Fortunately this uncertainty specification includes both the systematic
and random errors that occur with thermocouples. It was desirable to know how much of
the thermocouple uncertainty is random. Therefore pre-test thermocouple data was used to
determine the magnitude of the random component of thermocouple errors in this
experiment. To reduce random thermocouple errors, the data acquisition system sampled
the temperature inputs at 300 Hz, then it recorded 1 second averages of these samplings.

Shown in Fig. 6 are three thermocouple traces from the experimental setup that
were collected in an 8-minute period before one of the fire tests. A total of 43
thermocouples were used for this analysis, only three are shown for clarity. The pre-test
temperatures are almost constant, rising about 0.1°C in 8 minutes. A linear fit was made
for each temperature trace, shown in Fig. 6. The deviations from the linear fits are assumed
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Figure 6. Pre-test thermocouple temperature versus time data, linear fits, and
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to be the random error for each thermocouple at each time step. A standard deviation was
found for the error of each thermocouple trace. The standard deviation from all 43 traces
was found to be 6, = 0.009°C. Because some of the temperature traces are slightly curved
instead of linear, the random error estimation is conservative. Normally distributed random
noise with a standard deviation of G, was added to the linear temperature fits to show a
comparison of generated noise versus measured noise (also in Fig. 6). This analysis was
done with data that was recorded by the data acquisition system used for the fire tests.
Therefore this random error estimate includes the random components of error added by
the thermocouples, thermocouple extension wires, and the data acquisition system. The
extremely small random error is likely due to the time averaging technique that was
implemented in the data collection algorithm.

Normally distributed random noise was generated with a standard deviation equal
to that of the thermocouple random noise. This noise was added to a temperature versus
time trace from the CAFE/FE simulation described previously to create 20 separate
temperature versus time traces with random noise. The CAFE/FE simulation data was used
because it did not already have random noise superimposed on the temperature data.
SODDIT was used to predict heat flux versus time using the clean temperature data trace as
well as the 20 noisy traces. The deviations of each noisy heat flux trace from the clean heat
flux trace were found at every time step. The two standard deviation limit (95%
confidence) of the heat flux uncertainty due to random thermocouple noise was found to be
0.038 KW/m?. Considering the small magnitude of this uncertainty, it is assumed to be
negligible.

The systematic thermocouple uncertainties were assumed to be the full 1% error as
discussed above. A Monte Carlo simulation was performed to determine the sensitivity of
the heat flux error to the systematic thermocouple error. As expected, it was found that the
systematic thermocouple error also produced a negligible uncertainty component in the
measured heat flux. These uncertainties are negligible in comparison to the large
uncertainty due to 1-dimensional and transient effects.

Material Properties and Wall Thickness

The thermal properties of the calorimeter steel were measured prior to the fire tests.
The thermal diffusivity was measured as a function of temperature using the laser pulse
diffusivity technique. The estimated uncertainty in the thermal diffusivity measurement
was estimated to be + 10% with a 95% confidence level’. Differential scanning
calorimetry was used to measure the specific heat as a function of temperature. The
estimated uncertainty in the specific heat measurement was estimated to be + 5% with a
95% confidence leveP. The density of the calorimeter steel was measured using a small
cylindrical sample, which was measured using a micrometer and weighed using a
calibrated digital scale. The uncertainty in the density measurement was estimated using
the method described by Coleman and Steele [7] and was found to be + 0.75% with a 95%
confidence level. The thermal conductivity can be found once the density, specific heat,
and diffusivity are known, where k = atpc,. The + 11.2% uncertainty in thermal

3 Personal communication with Terrence Aselage of Sandia National Laboratories, the expert who performed the
measurements
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conductivity was also found using the method described in [7]. The steel plate
manufacturer supplied the + 3.5% uncertainty in the 2.54 cm calorimeter wall thickness
with a 95% confidence level. These uncertainties in material properties and wall thickness
propagate through SODDIT as uncertainties in the predicted heat flux.

SODDIT was used to find the effect of each material property'’s uncertainty on the
SODDIT predicted heat flux. This was done using a numerical Monte Carlo technique.
The CAFE computer simulation that was used to determine the one dimensional
conduction errors was also used here. For each material property and dimension variable,
random values for the error were found using a Gaussian random number generator. These
were then scaled with the specified standard deviations. The individual errors were then
added to the true values of the variables to yield simulated random noise of the same
magnitude as what was estimated for each variable. The SODDIT code was used with the
temperature versus time data from the leeward side of the calorimeter simulation to
determine a heat flux trace based on the material properties and dimensiors with simulated
errors. The resulting deviations in the predicted heat flux represent the uncertainty in the
heat flux measurements. This process was repeated for 250 iterations. It was found that
1000 iterations yielded similar results.

Figure 7 shows the SODDIT predicted heat flux versus time from the CAFE
simulation without simulated errors, and data points that represent the SODDIT predictions
of heat flux based on the simulated errors. The resulting relative uncertainty in heat flux
due to material property and dimension uncertainties from the Monte Carlo simulation is
6% with a 95% confidence level.

—me — 6% Q)]

where

U, = absolute uncertainty in heat flux from material properties
q" = heat flux

The simulation described above determines the uncertainty in heat flux caused by
all material property and dimension variables. It is also desirable to know how much
uncertainty is contributed by each individual variable, This was accomplished using a
similar method, however the simulation was performed by adding random noise to only
one variable at a time. In this way the uncertainty contribution from each variable can be
examined individually. A normalized sensitivity coefficient can be used to describe the
influence of the variable uncertainty on the heat flux uncertainty. The definition for a
normalized sensitivity coefficient is shown in Eq. 2 below.

NSC, = X U 2
q" Ux,
wher