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Dedication 

This volume of proceedings of the 30th National Symposium is dedicated to Edward T. Wessel for 
his long-standing support of the Symposium series and for his leadership associated with ASTM 
committee activities. 

Mr. Wessel began his activities with the E-8 Committee through its predecessor E-24 when it was 
an ASTM special committee investigating fracture problems associated with the Polaris rocket mo- 
tor cases in the late 1950s. During that time and to the present, he and the group he led at Westing- 
house Research Laboratories made many monumental contributions to fracture mechanics. Scores of 
outstanding research papers from individuals in his research group have been published in the Na- 
tional Symposium volumes. The hallmark of his leadership was a spirited team effort to understand 
and advance many aspects of fracture mechanics. Therefore, this dedication is a well-deserved "thank 
you" to Edward T. Wessel and is enthusiastically endorsed by all associated with the National Sym- 
posium series. 

Edward Wessel (left) with E-8 Chairman Stephen W. Hopkins at the 30th National Symposium ban- 
quet. 
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Foreword 

The 30th National Symposium on Fatigue and Fracture Mechanics was held at Washington Uni- 
versity in St. Louis 23-25 June 1998. The technical session presentations were in the "Moot Court 
Room" of the Anheuser-Busch Hall, and the conference banquet was held in Holmes Lounge, a re- 
cently renovated room in Ridgley Hall that dates back to the 1904 World's Fair. Professors Kenneth 
L. Jerina and Paul C. Paris hosted and co-chaired the festivities (Fig. 1). 

It is of special interest to note that Dr. George R. Irwin, a founder of this symposium series and 91- 
years-old attended these sessions. His arrival at the technical sessions was greeted with a standing 
ovation. Whereupon he proceeded to a front row seat and participated in discussions of the technical 
presentations. Sadly, a few months later, in October 1998, Dr. Irwin passed away. Figure 2 shows him 
at the banquet surrounded by many friends. 

The banquet for the 30th National Symposium took on a "belle epoch" theme from the 1904 
World's Fair Holmes Lounge venue, the classic cuisine provided by Cafe de France and the enter- 
tainment provided by the Ragtimers, a ragtime musical group associated with Washington Univer- 
sity. In addition, the banquet provided an elegant forum for Stephen W. Hopkins, Chairman of the 
ASTM E-8 sponsoring committee, to present several awards and honors. The first was to announce 
and congratulate Edward T. Wessel for being chosen for a special award of ASTM for his many years 
of leadership within E-8. Next, Professor John D. Landes was honored with a plaque acknowledging 
his presentation of The Swedlow Memorial Lecture at this symposium, as depicted in Fig. 3. 

Mr. Hopkins also surprised Professor Paris by presenting him with the ASTM Dudley Medal for 
co-founding the symposium series and his contributions to these symposia. Professor Paris was also 

FIG. 1--Co-chairmen Professors Jerina (left) and Paris. 
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X FATIGUE AND FRACTURE MECHANICS: 30TH SYMPOSIUM 

FIG. 2--Dr. George R. Irwin (center) and friends. 

designated as the National Symposium subcommittee "honorary chairman" and keeper of the "sym- 
posium bell" by E-8 Chairman Hopkins. Figure 4 shows this presentation. 

Another award associated with this symposium was that for the best presentation of a paper. This 
award was presented to Professor Richard W. Hertzberg at the November 1998 meeting of ASTM 
Committee E-8 by Chairman Hopkins. This presentation is shown in Fig. 5. 

FIG. 3--Professor John D. Landes (left) receiving his award from E-8 Chairman Hopkins. 
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FIG. 4--Professor Paris receiving the ASTM Dudley Medal. 

FIG. 5--Professor Hertzberg receiving the best presentation award. 
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xii FATIGUE AND FRACTURE MECHANICS: 30TH SYMPOSIUM 

FIG. 6--Ms. S. TerMaath cited for the best student presentation by Mr. J. Schiele. 

Special emphasis was placed on receiving student papers for this symposium, of which nine were 
presented. Each of the student presenters was acknowledged at the banquet with a certificate for their 
meritorious efforts. Plaques were awarded for the two best papers. Figure 6 shows Ms. Stephanie Ter- 
Maath of Cornell University receiving a cash award for the best student presentation from Mr. James 
Schiele, CEO of St. Louis Screw and Bolt Company, who donated the award. 

Kenneth L. Jerina 
Materials Research Laboratory 

Washington University, 
St. Louis, MO 

Paul C. Paris 
Mechanical Engineering 

Washington University 
St. Louis, MO 
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John D. Landes I 

Elastic-Plastic Fracture Mechanics 
Where Has It Been? Where Is It Going? 

REFERENCE: Landes, J. D., "Elastic-Plastic Fracture Mechanics: Where Has It Been? Where Is 
It Going?" Fatigue and Fracture Mechanics: 30th Volume, ASTM STP 1360, P. C. Paris and K. L. Je- 
rina, Eds., American Society for Testing and Materials, West Conshohocken, PA, 2000, pp. 3-18. 

ABSTRACT: Elastic-plastic fracture mechanics (EPFM) is the name given to a body of fracture tech- 
nology that includes parameters, test methods, and analysis techniques. EPFM began in the 1960s, soon 
after it was recognized that the linear elastic approach to fracture mechanics was too limited to cover 
many engineering applications. It began in response to real engineering problems and continues to de- 
velop in the same application-driven mode. The development of EPFM spans more than three decades. 
It involved many people and a multitude of good ideas. Some of the people have gone on to other pur- 
suits, and many of the ideas have been set aside or discarded in tile never-ending debate about which is 
the best approach. The development of EPFM is not complete, nor is the controversy ended. It is im- 
portant to look back at the factors that influenced such a vast development of technology before trying 
to forge ahead. 

This paper takes a look at the area of fracture mechanics called EPFM. It considers the development 
of a technology that involved people, places, and a seemingly inexhaustible supply of technical ideas. 
It considers what happened in the past, what is going on in the present, and speculates about what will 
happen for the future. Its purpose is to stop for a moment and consider for EPFM: Where has it been? 
Where is it going? 

KEYWORDS: elastic-plastic, fracture mechanics, history, people, events, technology, future 

It is an honor to be chosen as the 9th Jerry Swedlow Memorial lecturer. Jerry Swedlow was a friend 
and colleague in the field of fracture mechanics research. He was a long-time national chair of this 
Symposium series. He was also a contributor to the subject whose history will be recounted in this 
lecture. His life and contributions to the field of fracture mechanics are still remembered by many of  
US.  

Introduct ion 

The history of the development of fracture mechanics involves more than the body of technical lit- 
erature that evolved. That alone is voluminous; much of it is lost or forgotten. A thorough recounting 
of all of the literature could provide one type of  history, one that is technically complete and factual 
but hopelessly boring. Rather, the more interesting part of this development involves events, places, 
and mainly people. This part of the history exists in peoples' memories; it will soon be forgotten and 
lost forever unless it is documented in writing. The lecture that forms the basis of this paper is sched- 
uled for 35 minutes, not for the entire three days of the symposium; even that would not be enough. 
Therefore, the scope of this history has to be limited. The subject that I want to address is a little of 
the history of the development of the part of fracture mechanics called elastic~plastic fracture me- 
chanics (EPFM). This will not be a comprehensive and definitive treatise on the subject. Neither will 
the claim be made that it is the whole truth or nothing but the truth. Rather it is limited to the facts, 

1 University of Tennessee, 310 Perkins Hall, Knoxville, TN 37996-2030. 
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4 FATIGUE AND FRACTURE MECHANICS: 30TH SYMPOSIUM 

tempered by time, that remain in my memory, what I saw and what appeared to me to make an im- 
pact on this subject. The part of the history that I present would not be the same one that another per- 
son might write. Therefore, events, places, and people that were undoubtedly important to another 
person might be missing, not because they do not belong, but because they do not form the part of my 
memory that 1 am recording here. 

Beginnings at Lehigh 

The beginning of the fracture mechanics story for me was at Lehigh University. I went there in 
1960 as a prospective freshman, complete with brown and white dink (some kind of freshman hat) 
and loads of anxiety. The first person I met in what was to become my decade at Lehigh was my dor- 
mitory counselor, a Lehigh junior named James Rice; he was a member of the upperclassmen coun- 
selors group called Gryphons. Of course, there was no way to know at the time that I was meeting 
someone who was to become a legend in the fracture mechanics field as well as the entire field of ap- 
plied mechanics, the very person who would start me on the path to a career in fracture mechanics. 
He was just a friendly face, someone who tried to help new freshmen recover from homesickness. Jim 
Rice in those days soon gained a reputation for his ability to help with those conceptual problems with 
physics and mathematics that all new university students have. "What does it mean in the limit as Ax 
goes to zero; why not let it be zero to start with and avoid this confusion." Every evening when study 
time began, a line would form at his door; these were freshmen with seemingly unsolvable technical 
problems that Jim could solve or explain in a minute or so. First the lineup was small, containing stu- 
dents from our section of about 25 students, those who had Jim as their counselor, but soon the lineup 
became bigger and bigger, as the entire freshmen class found that here was someone who knew the 
answers to all of the technical problems ever posed to freshmen. I still did not understand his special 
ability; I thought that all upperclassmen could do that. Upon meeting another upperclassmen coun- 
selor, I asked, "Why don't you help your students like Jim Rice does for us; then they wouldn't have 
to bother him every night." "You don't  understand," he replied, "Jim has an understanding that is lev- 
els above ours; we can't do what he does." The world of fracture mechanics would soon learn this. 

As a relief from the nightly lineup, Jim that year got involved in student politics. Along with that 
were the meetings and sessions of liquid refreshment that followed. Often he would not return to his 
room until after midnight. The line was always there waiting. He always took the time to help, no mat- 
ter how he felt. In spite of his many talents, what he could not do for himself was wake up in the morn- 
ing. The various members of his section had wake up duty, assigned on a rotating basis. That required 
going into his room at the appointed time (his door was never locked), pulling him out of his bed, and 
standing him up to make sure he was awake. For the person who did not take his assignment seriously 
enough, this process was completely reversible. 

Jim Rice told all of the freshmen who were engineering students about a new department and ma- 
jor, Engineering Mechanics, led by Ferd Beer, later famous for his undergraduate engineering text- 
books. This new major was Jim's choice and his recommendation for everyone not set on a specific 
engineering discipline. On hearing about the basic and theoretical nature of the curriculum, I asked, 
"What advantage does this have over basic curricula like physics and mathematics." "In those," Jim 
said, "you need a Ph.D. before you are seriously considered as a contributor to new technology. In 
mechanics, you can become a contributor at a much earlier stage in your career." Jim was an early 
contributor. He also mentioned a previous undergraduate, named John Hutchinson, who had com- 
pleted this program and then gone on to Harvard to become a superstar. Jim finished a B.S. degree in 
1962. He stayed at Lehigh for graduate work, finishing an M.S. degree in 1963 and a Ph.D. in 1964. 
He could take five graduate classes per semester for credit while teaching undergraduate classes and 
work on his dissertation at the same time. Then, in his spare time, he worked on topics that were not 
part of his dissertation research and wrote papers that have become all-time classics in the field of 
fracture mechanics. On a recommendation form for a fellowship, one professor had to answer the 
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LANDES ON ELASTIC-PLASTIC FRACTURE MECHANICS 5 

question, "Is this person creative?" He answered, "Jim Rice is the most creative person on campus; 
that includes all students and faculty." 

Anyway, about one third of Jim's section, including me, signed up for that new major, Engineer- 
ing Mechanics. That was a critical decision that began my career in fracture mechanics. During my 
third year as an undergraduate, a new honors program was introduced to us. Thanks to the efforts of 
Jim Rice, our class was the biggest in the history of that major and ready for an honors program. In 
that program, I was introduced to two young professors, Paul Paris and George Sih. They told us 
about their research area called fracture mechanics, a new research field started only a few years be- 
fore by George Irwin. The objective of the honors program was to begin a summer project that would 
carry to the fourth and senior year. I chose to work with Paul Paris on a fatigue crack growth project, 
for no good reason other than Professor Paris told a good story about his work. About six students 
were involved. All of the others chose different professors. The projects involved simple mechanics 
concepts that undergraduates could understand. They required intuitive reasoning and a simple ex- 
perimental setup. When it came to simplifying a problem and designing experimental setups, only 
Paul Paris seemed to have the intuitive skills and experimental know how to make the projects work. 
By mid-summer, Paul Paris was advising all of the honors students, not only me. 

The young professor, Paul Paris, was committed to helping students developing rudimentary skills 
in fracture mechanics. Also, he was extremely busy, traveling nearly every week, Paul was difficult 
to find when you wanted a conference, but when you finally did find him, he would give you the rest 
of the day if needed. He never once said, "Come back some other time, I am too busy right now." 
Knowing what I do now about being a professor, he was probably always too busy; he simply chose 
to let the students' needs come first. 

My first formal instruction in fracture mechanics came from a course that Paris and Sih were of- 
feting, what I believe was the first fracture mechanics course on a university campus. I took this 
course in the spring of 1964. At that time it was already a seasoned course, although the bulk of what 
we know as fracture mechanics technology had yet to be discovered. In that course I sometimes pon- 
dered the problems of fracture mechanics with a graduate student named Dick Hertzberg, now known 
among other accomplishments for his textbook on deformation and fracture. That course, as well as 
the interaction with Paul Paris in the honors program, guided me into the discipline known as frac- 
ture mechanics; I decided to stay at Lehigh for graduate work; it was the biggest university center for 
fracture mechanics work at that time, I would guess perhaps of all time. 

A theoretical M.S. thesis in fracture advised by Fazil Erdogan convinced me that I would prefer 
the experimental approach. The help with the experimental approach c a m e  from an expert in experi- 
mental fracture mechanics work named Bob Wei, who joined the faculty in 1966. He was my Ph.D. 
advisor. A year later George Irwin joined the Lehigh faculty. During my Ph.D. years at Lehigh, Paul 
Paris felt that fracture mechanics was ready for its own symposium. With help from George Irwin, 
the National Symposium on Fracture Mechanics was initiated and held at Lehigh in 1967. Still being 
part of the group that was headed by Paul Paris, I was asked to be one of the projectionists. So my 
first offering to this Symposium series that has now reached its thirtieth meeting was as a projection- 
ist. This role continued for the second and third Symposia, 1968 and 1969. I got to meet all of the 
speakers; I had to load their slides. One of the speakers that I met in 1967 was Ed Wessel. He as well 
as the others were enthusiastic about this new field called fracture mechanics. After my Ph.D. expe- 
rience at Lehigh, my desire to pursue a career in fracture mechanics was certain. 

Early Westinghouse Years 

My decision to go to work at Westinghouse after finishing a decade at Lehigh was not just an ac- 
cident. My professors at Lehigh said that a group headed by Ed Wessel at Westinghouse was doing 
the best work in the field of experimental fracture mechanics, my main interest at the time. I was for- 
tunate enough to be hired. I moved to Pittsburgh in January of 1970. Two of the first things that Ed 
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6 FATIGUE AND FRACTURE MECHANICS: 30TH SYMPOSIUM 

did after I began working was to describe the major task that he wanted to address and to introduce 
me to Jim Begley. I already knew Jim from Lehigh, but I was a mechanics student and he was a met- 
allurgy student. At Lehigh our paths crossed only occasionally; at Westinghouse we were to become 
a team formed to attack a new and important problem. 

Jim Begley in those years was extremely creative; he always seemed to be working on a new idea. 
His head was so full of research plans that he sometimes forgot the smaller details of life like where 
did he park his car, or when is that meeting scheduled, likely yesterday. I can remember times when 
there was a project review upcoming, something often feared by many researchers and sometimes re- 
quiring at least a week of preparation and worry. Jim had a different approach. Several times on the 
morning of such a review, when asked, "Jim are you ready for the project review today," he would 
answer, "Is that thing today? I forgot all about it." Then with only a piece of chalk and a blackboard 
he could lay out the project goals, progress, and reasons why this project was better than most in pre- 
vious history, in such a way that the sponsor was completely sold on the work we were doing. Al- 
though Jim and I only worked together about five years, that work had a marked influence on our ca- 
reers. 

Ed Wessel during the decade of the 1970s went on to develop perhaps the most recognized group 
ever assembled to do fracture mechanics research. He had a definite philosophy for attacking prob- 
lems, which he would express with sayings like; "I pick good people and let them alone to do the 
work; I take care of all the administrative horse potatoes so that the workers do not get bogged down 
with that." Also, "when we work, we work hard; when we play, we play hard." He led the way in both 
categories. Perhaps the thing that best illustrates his success as a manager is the final demise of the 
group. Westinghouse thought that the group was doing so well that anyone could manage it. In the 
early 1980s they decided to replace Ed with another manager. The group soon dispersed and the re- 
searchers left for other organizations,  going to universi t ies,  national laboratories,  and other  
companies. 

The task that Ed Wessel described to Jim Begley and me seemed difficult. "After more than ten 
years of fracture mechanics, we can still handle only predominantly linear-elastic behavior. The ma- 
terials that we use in the structures that Westinghouse builds do not experience fracture under linear- 
elastic loading. We have to extend the current approach of fracture mechanics to cover the cases of 
interest to Westinghouse." Then he showed us what is now called the million dollar fracture tough- 
ness curve, a series of K~c test results from an A533B steel plate on specimen sizes going from 1T (1 
inch thick) to 12T (twelve inches thick). Even with 12 inches thick there was no valid Kic past a very 
limited temperature value, far below operating temperature of the nuclear reactor pressure vessels that 
used this material. "The design of the nuclear reactor pressure vessel is so critical that we have to de- 
velop a way to measure fracture toughness, all the way to operating temperature," Ed said. Jim Beg- 
ley and I were assigned to begin to work on this problem. 

It is interesting to me to note that at the time we began this work there was adequate funding to do 
the job. Also, nobody asked for a detailed write-up of what we planned to find with this funding and 
exactly when we planned to find it. We  did not have a lot of milestones, monthly deliverables, strate- 
gic plans. We had a problem to solve, funding to go ahead, but none of the modern controls that im- 
pede technical progress in the guise of fiscal responsibility or safeguarding the taxpayers' money. I 
sometimes wonder whether starting 20 years later, in this modern funding climate, the elastic-plastic 
fracture mechanics work that was conducted at Westinghouse in the 1970s could have been accom- 
plished today. 

The work that Jim Begley and I began at Westinghouse led to the proposal of the J integral [1 ] as 
a parameter to characterize fracture toughness when linear-elastic conditions no longer prevail. The 
decision to try J was not so straightforward as I now like to present. "Since K is the single parameter 
that gives the magnitude of the dominant term of the crack tip stresses under linear-elastic conditions, 
etc., and a crack tip stress equation can be written for nonlinear elastic conditions with J, etc., then J 
is the logical extension of K for elastic-plastic conditions." It was not that straightforward in the be- 
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LANDES ON ELASTIC-PLASTIC FRACTURE MECHANICS 7 

ginning. We began working on an experimental procedure that considered non-linear energies of 
loading. The approach was essentially an experimental scheme; the idea of a path-independent inte- 
gral had not come up yet. At the same time the experimental approach was being considered, we were 
reading papers by Rice, Hutchinson, and McClintock [2-5]. One day Jim Begley said, "You know 
this testing method we are trying is just the physical energy rate definition that Jim Rice has attached 
to his J integral." From there on ideas began to take shape; what we measured by our experimental 
approach was J; the path independence related the boundary loading stresses to the crack tip field 
stresses. Finally, the crack tip stress equations which contained J as the scaling coefficient of the crack 
tip stress and strain fields made the choice sound logical. From a field theory point of view it was just 
an extension of the K approach that Irwin had proposed more than a decade before [6]. 

Jim Begley and I, having convinced ourselves that we were on to something that could be impor- 
tant in solving the problem that Ed Wessel posed, convinced him that we were making progress. Jim 
once said, "I can see this idea being so important that we could publish more than one paper from it, 
maybe even three or four." Ed Wessel did not like to keep ideas hidden for long. He was always in 
favor of going to the experts with the idea to see what they thought. The experts at the time, at least 
relating to this idea, were the two people who had led me into the field of fracture mechanics in the 
first place, Jim Rice and Paul Paris. We invited them separately to Westinghouse to discuss the idea. 
Neither liked it very well at first. Jim gave a list of reasons why J probably could not work as a frac- 
ture toughness parameter. Paul expressed the opinion that this was a good start and if we keep work- 
ing we might get to the correct approach before long. Jim Begley and I were not that easily discour- 
aged. We went on with experiments, and they were encouraging. 

An important step in the development of the J approach was the convening of an experts meeting 
on April 13, 1971. The attendance list is Attachment 1 to this paper. All of the people interested in 
the subject were present, including Jerry Swedlow, the person who is remembered by this lecture se- 
ries. Ed Wessel opened the meeting with an introduction to what the meeting was about; he was al- 
ways supportive of the work we did. Jim Rice gave the lead lecture, recounting what was known 
about J and the non-linear characterization of crack tip stress fields. The series of presentations con- 
tinued, with most of the major researchers giving some viewpoint on elastic-plastic fracture. George 
Irwin even talked about COD. During the meeting there was a lot of disagreement and controversy 
until I presented the experimental results that Jim Begley and I had developed to date. The contro- 
versy slowed down considerably. Paul Paris summarized the results of the meeting. His lead state- 
ment was "we have more agreement at this point than we have disagreement." In fact, a major hur- 
dle was passed at this meeting in the development of a new approach to fracture mechanics. You can 
notice the name for the meeting is "Elastic-Fully Plastic Fracture Criteria Meeting"; this was appar- 
ently the forerunner to elastic-plastic fracture mechanics. 

An interesting footnote to this meeting that I found in notes from the meeting is that Jim Rice pro- 
posed the form of the equation for calculating J, basically work of loading divided by the uncracked 
ligament area, that was to become the Rice, Paris, Merkle approach [7] of a few years later. His anal- 
ysis was based on perfect plasticity and was not taken seriously by the group at the time since they 
feared that hardening might alter the form of the expression. Also, when asked by Herb Corten what 
to do about high temperature, Jim replied, "I have another integral for that." That is the integral that 
was later to become the C* integral used to correlate creep crack growth data. 

The first set of papers on J as a fracture criterion was presented at the Fifth National Symposium 
on Fracture Mechanics, held at the University of Illinois, in September 1971. Two papers were pre- 
sented, and the first proposed the J integral as a fracture criterion with theoretical justification [8]; the 
term HRR to describe the nonlinear crack tip stress field first appears in that paper. The second pa- 
per showed data to confirm that J gave an independent fracture toughness measurement for initiation 
of ductile fracture on two geometries, a compact specimen, and a center-cracked tension geometry 
[9]. An interesting fact is that there were two compensating errors in the second paper. Without these 
errors made as they were, J might not have looked so good and might have been abandoned. Later a 
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paper was written to poin t out these two errors and the benefit of having made them in that way [10]. 
The first two papers were received with a lot of enthusiasm, and the encouragement to go forward 
was given. 

Later the work was presented at the Theoretical and Applied Mechanics Conference in Moscow in 
1972. This was the first large exposure to the international audience. When the applied mechanics 
people, who like to pick at new work, asked me difficult and embarrassing questions, it was Frank 
McClintock, also part of my session, who came to my rescue. During the same trip, I had the oppor- 
tunity to visit The Welding Institute in England and present the J approach. I met people like Michael 
Dawes and John Harrison. Since they favored the COD [11] approach, they were not so convinced 
that the J approach had merit. 

Ed Wessel, who was always looking for the practical application of the research, soon suggested 
that the idea of writing a standard test method for J be taken to ASTM Committee E24 on Fracture. 
The idea was presented at the spring 1972 meeting of Committee E24, then held in March, and ac- 
cepted. The statement was made that the Ktc test method, ASTM E 399 [12], took nearly ten years to 
develop and ballot into a standard; gaining from that experience we should go much faster. We ap- 
parently did not learn from E 399; the first J standard was accepted in 1981, nearly ten years later 
[13 ]. It was decided to form a task group, ASTM E24.01.09, and hold an organizational meeting at 
Westinghouse. This was done on May 31, 1972. The attendance list and first page of the minutes are 
Attachment 2 to this paper. By this time the J integral approach to elastic-plastic fracture was well 
known. It is interesting to note that this meeting was held separately from the regular E24 committee 
week, a practice that is still continued by working groups that have serious business to complete. The 
EPFM Task Group was later given the status of a full subcommittee, E24.08. Ed Wessel was the first 
chairman of the Subcommittee. He served as that chair for more than 20 years. 

Other Approaches 

The decade of the 1970s was a time for the development of nonlinear or elastic-plastic fracture ap- 
proaches. Clearly J was not the choice of everyone. In fact it was not the first proposed method. The 
crack opening displacement, COD, approach suggested by Alan Wells [11] preceded the J proposal 
by ten years. This had been fairly well accepted by the British fracture mechanics community. A COD 
test method and design curve were being developed so that the technology involving COD was much 
advanced compared to the new work on J. The COD, later named crack-tip opening displacement, 
CTOD, was one of the major surviving approaches from that decade; the other, of course, is the J ap- 
proach. Perhaps the work that showed that the two are related so that they are really a similar param- 
eter, both characterizing a crack tip stress field, gave them the support to endure for these last three 
decades [14]. 

COD was not the only alternative approach suggested. Equivalent energy [15], nonlinear energy 
[16], and/~5 [17] were all proposed and supported. I never completely understood what made one 
idea endure while another was discarded. We would like to think that technical merit was the key in- 
gredient, but I am not convinced of that. Certainly marketing and technical politics plays a role in 
shaping technology. 

During the 1970s none of  the approaches were universally accepted around the world. Many sym- 
posia and technical meetings would involve discussions about the various proposed criteria. Many 
papers presenting J-based fracture toughness data would get the question, "Why did you do it that 
way, J is not the correct parameter to use, you should use this other one." Always the problems of 
path independence and the irreversible nature of plasticity were stated. The comment was often made, 
"Why continue with the J approach when it has all of these limitations." I would answer, "If J has 
these limitations based on problems with plasticity" methods, so do the other approaches, nobody has 
bothered to look." I remember an international meeting in 1982, held in Paris, France. The meeting 
proceeded with several days of presentations, mainly involving testing approaches and data. There 
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was something strange about the conduct of the meeting that 1 just could not identify. Later, I real- 
ized that the data were all presented based on J as the characterizing parameter, and nobody ever ques- 
tioned whether that was the correct parameter. The whole international community at that meeting 
just accepted that it was. 
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12 FATIGUE AND FRACTURE MECHANICS: 30TH SYMPOSIUM 

Middle Westinghouse Years 

The task group to develop a J-based test criterion was formed. It had a second meeting in Septem- 
ber 1972 at Harvard. The list of attendees is Attachment 3. You can see the distinguished list of par- 
ticipants. By then many of the famous names in applied mechanics, who took an interest in fracture, 
were at least interested in what was happening with J, if not a supporter. Included in the list are the 
three famous mechanics professors of the Division of Applied Sciences at Harvard: Rice, Hutchin- 
son, and Budiansky. Those three, along with Paul Paris for us at Westinghouse, formed the final au- 
thority on whether any new idea we had was worth pursuing. We often made a trip to Harvard to 
spend a day discussing new ideas with those four. They were always gracious and frank. I am often 
thankful that the great authorities of our times on questions of applied mechanics were people that 
were not only approachable for those of us "working in the trenches," but were people we could call 
friends. In hearing some of the historical incidents in the theoretical and applied mechanics field of 
warring rival factions, having leaders in the field who can be called friends cannot be taken for 
granted. I once heard a person remark about his experience with one of the Harvard group. He said, 
"I was at a meeting last week and had a chance to go to dinner with Jim Rice. You know what, he was 
just like a normal person." 

To develop a standard test method, a lot of collaborating work would be needed. The work on J- 
based fracture got a lot of support from other investigators. People like Griffis and Yoder [18] and 
Turner and students [20] showed evidence that the J-based fracture toughness test was feasible. On 
the analytical side, Rice, Paris, Merkle [7], Merkle and Corten [21], and McMeeking and Parks [22] 
developed approaches that made the calculation of J easier. There were those who developed the tech- 
niques to enhance the experimental measurement of the J-R curve. The elastic unloading compliance 
method was introduced by Paris and coworkers [23] and made computer interactive by Joyce and Gu- 
das [24]. 

During these middle years at Westinghouse, Jim Begley was soon to leave for a university posi- 
tion. Other people in Ed Wessel 's group helped to carry on the work of elastic-plastic fracture me- 
chanics. Among them, Bill Wilson, Bill Logsdon, Norm Dowling, Bill Brose, Garth Clarke, Don Mc- 
Cabe, Ashok Saxena, and Hugo Ernst made important contributions that added to the development of 
EPFM. Some of the key work on EPFM other than fracture toughness measurement was begun. Work 
on using J for a fatigue crack growth correlation parameter when the loading was nonlinear was in- 
troduced by Dowling [25]. The parameter C* for creep crack growth was introduced [26]. This work 
was later greatly extended by Saxena. 

One of the things that helped to make the J approach become more universally accepted started as 
a disappointment for us at Westinghouse. In the middle 1970s a request for a proposal for a large pro- 
gram to be sponsored by the Electric Power Research Institute, EPRI, was announced. We submitted 
a proposal and hoped for a part of the contract because we felt that we were leaders in the field. The 
contract was awarded to Battelle Memorial Institute and General Electric with Mel Kanninen and 
Fong Shih, respectively, as project leaders. The feeling was that the Westinghouse approach was too 
parochial, focusing only on J, and the sponsors were looking for a broader scope of investigation. The 
loss of that contract was a big disappointment for us; however, when the end of the contract came, 
the conclusion was that, of all of the approaches to elastic-plastic fracture, the J approach was best. 
This project also developed the Handbook of J solutions for power-hardening stress-strain laws [27], 
the EPFM version of the famous Tada et al. "K Handbook" [28]. The completion of this work did 
much to allow J to gain acceptance. As it turned out, the fact that J was recommended by organiza- 
tions other than Westinghouse was a key to its acceptance. 

One of the problems with the J approach was that it was used only to measure fracture toughness, 
J-R curves, and J~c. It was little more than a small specimen test that could be used to get a converted 
KIc for which a linear elastic application of the toughness value was made. Once I was asked, "When 
you at Westinghouse measure J toughness values, what do you do with them?" Somewhat stumped 
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by this, I answered, "At Westinghouse we usually write a paper about it." The truth was that an ap- 
plication scheme for J was needed, What solved this was the work of Paris and students at Washing- 
ton University that introduced the tearing modulus, T, [29] and the GE-EPRI Handbook that allowed 
the J to be calculated for structural components [27]. With the tearing modulus and later the J-T dia- 
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gram [30], the question of what do you do with J was answered. Questions were still being asked 
about the applicability of J for growing cracks. Work of Hutchinson and Paris answered this [31]. 

The work on EPFM during that middle 1970s was so focused that it seemed a good idea to orga- 
nize a symposium devoted to that subject. The first ASTM Symposium on Elastic-Plastic Fracture 
was held in Atlanta in 1977. The resulting STP that came from that Symposium, ASTM STP 668, al- 
though only a volume of 33 papers, contains many of the classical papers of that time [32]. The work 
from the EPRI contract, Paris and coworkers, as well as some of the latest on the CTOD and its rela- 
tionship to J were documented there. When the Second in the series was held in Philadelphia in 1981, 
the number of papers more than doubled to 74 [33,34]. That period in the history of EPFM marks the 
greatest interest in that as a special topic. When the third and last of the series was held in Knoxville 
in 1986, the interest was already dropping. New but related subjects like creep cracking and fatigue 
crack growth under nonlinear loading were a major part of the new topics included under EPFM and 
related topics. 

Modern Work  on E P F M  

After the intense interest in EPFM during the 1970s and early 1980s, the interest seemed to drop 
in level. In fact, part of the reason was that the interest in purely linear elastic approaches to fracture 
mechanics was also dropping, and EPFM was becoming the normal approach to fracture mechanics; 
it was no long a special or separate topic. Sometimes the LEFM approach is now looked at as the case 
where only the linear part of J, or CTOD, applies. Therefore, the distinction or need to study EPFM 
separately from LEFM nearly vanished. Also, the controversy over whether J or CTOD is the correct 
parameter to use has nearly vanished. J and CTOD are just two different parameters that can be used. 
The measurement is similar, and the application is often similar. Work is still continuing as much as 
ever. During the past 15 years several new areas have emerged. 

One area of concentration was on the development of test standards. The work to make the testing 
procedure better has been a constant topic of interest and is still continuing. Five different ASTM test 
standards were written relating to fracture toughness testing with J and CTOD [35-39]. The latest 
method, E 1820, combines all of the test methods for the past and is often labeled the "common 
method." 

Another area that has received attention in the past decade is the question of how to predict the size 
and geometry dependence of the J-R curve. Numerical work with porous material has illustrated that 
such a geometry dependence is real and can be predicted at least in trend [40]. This suggests that the 
J approach can still be used and the geometry dependence predicted. Other approaches have sug- 
gested alternate parameters. For example, the use of a crack opening angle, CTOA, suggested by 
Newman and Dawicke [41] and the energy dissipation rate suggested by Turner and coworkers [42] 
are candidate methods for eliminating the geometry dependence in the characterization of the R curve 
for EPFM. 

Other new areas for EPFM include the development of application schemes. Failure analysis dia- 
grams, FADs [43,44], are the most popular, but others application methods have been proposed 
[45,46]. 

The past ten years have shown tremendous progress on the handling of constraint. The holding of 
two special ASTM symposia for that subject has shown the intense in the topic [47,48]. The devel- 
opment of the two-parameter fracture mechanics approaches, K and T [49] or J and Q [50,51], has 
helped tremendously in the understanding of the constraint issue. Also, the fracture process for a con- 
dition of low constraint can be transferred to the equivalent for high constraint using a small-scale 
yielding definition of J [52]. Part of the constraint issue is involved with how to handle shallow cracks 
[53], a topic that has received much attention lately. 

The progress on understanding constraint has lead the way to the handling of the transition frac- 
ture toughness problem for steels, a problem that has been pondered for several decades. Transition 
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fracture characterization required both the handling of the constraint problem and statistical prob- 
lems. The development of the master curve approach has led the way to the standardization of the 
testing and analysis of the transition fracture toughness data [54,55]. 

The list of names involved in the research has changed; some old names remain, and many new 
ones have emerged. The team of Dodds and Anderson has become prominent. Joyce and Gudas is 
now usually Joyce and Link. Schwalbe and coworkers and Wallin have made their presence felt from 
Europe. All of these and many more have continued the work once called EPFM. 

Future of EPFM 

The title of this talk asks, "Where is EPFM going?" I wish I knew; well, maybe I do not. The events 
that forged my career and led me to the field of fracture mechanics seem from this vantage point as 
fortuitous and completely unpredictable. But this is the story of nearly every career. The one thing 
that is predictable about the future of the technology is that nobody can accurately forecast the course 
of events. What is in the future for EPFM will be directed by an unforeseen set of events. 

Certainly there are pet problems that I would like to put before this audience. The problem of find- 
ing a way to transfer the ductile fracture toughness R curves from one geometry to another, be it with 
J, CTOD, or another parameter remains to be completely solved. The problem of handling multiple 
and non-proportional loading in the nonlinear regime has not been addressed. The problem of mak- 
ing our through crack characterization tell us what to do for the part-through crack is still being stud- 
ied. These and others are important problems to work on in the future. 

The important thing for those planning to continue EPFM is to let the application needs guide the 
future. Work hard to solve those problems that arise, but do not spend much time trying to predict 
them. Strategic planning and five-year goals are management tools. They give the managers some- 
thing to show their own bosses as progress in the making. However, they have little input to techni- 
cal progress, and they do little to help us forecast or solve the critical problems of the future. 

One thing that seems to me to be a threat to future progress is the current trends in research fund- 
ing. The present emphasis, at least in academia, is to develop programs with large dollar values. The 
goal of research becomes more one of obtaining money than of solving problems that produce tech- 
nical benefits. Often there is more time spent on writing proposals and looking for funding in the tech- 
nical community than there is in doing the actual research to solve the technical problems. In the past 
the technical problems were solved because the technical community consisted mainly of workers, 
not beggars. If there is no change in this trend, EPFM might go nowhere. 

Summary 

EPFM as a discipline in fracture mechanics is reaching the end of its third decade. It has had a won- 
derful past, full of exciting discoveries and interesting people. The key part of its history, for me, in- 
volves more than the key technical accomplishments; it is really the interaction of the people, their 
personalities, ideas, and individual brilliance that are most remembered. I am happy that I had the op- 
portunity to stand so close to the action during these past thirty years, to kno-;v the people, to see how 
they behaved and some of their accomplishments. I believe that the history of the development of 
fracture mechanics needs to be documented. I encourage others to follow with their stories. 
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ABSTRACT: An American Society for Testing and Materials (ASTM) standard method (E 1921-97) 
has been developed that exclusively uses fracture mechanics test practices and advanced statistical 
methods to establish the ductile-to-brittle transition range of fracture toughness for structural steels. The 
development of suitably accurate analyses had been slowed in the past due to an incomplete under- 
standing of the operational mechanisms that control the fracture toughness behavior of structural steels. 
New perspectives taken are (1) that dominant linear-elastic conditions need not be rigidly enforced in 
specimens and (2) that the effect of specimen size on fracture toughness performance is mostly con- 
trolled by a weakest-link mechanism instead of being completely controlled by crack tip constraint con- 
ditions. The weakest-link behavior is defined from local cleavage crack initiators such as precipitates, 
inclusions, and grain boundary embrittlement, namely, all microstructural features in steel. Statistical 
models can be built upon such mechanisms that result in defined fracture probability levels and, when 
coupled to a master curve concept, can more accurately define the true location of the ductile-to-brittle 
transition temperature. 

An integral part of the ASTM test standard development work has been the production of a support- 
ing technical basis document. This document presents substantial background data and supporting the- 
oretical aspects that have been used to justify the method development. The paper will include some of 
the salient features presented. 

KEYWORDS: To, master curve, ASTM Standard E 1921, transition range, toughness, Weibull, pres- 
sure vessel steels 

The fracture toughness property that is of most relevance to structural steel applications is the lo- 
cation of the ductile-to-brittle transition temperature. The empirical test results that have been used 
for many years to identify this temperature are test-method-specific and are of  uncertain relevance to 
in-service conditions for a sharp crack embedded in a dominant elastic stress field and loaded under 
semi-static conditions. Only fracture mechanics-based test methods are capable of such simulations. 
However, to simulate service conditions, linear elastic analyses will suffice, and such conditions are 
usually associated with the ASTM Kk test practice E 399 [1]. It is also necessary to test within the 
transition range where Kic validity conditions can only be satisfied with huge specimens that are be- 
yond routine laboratory practice capabilities [2]. A special American Society of Mechanical Engi- 
neers (ASME) task group had found a temporary resolution in the early 1970s that has been used on 
pressure vessel steels [3]. Namely, a substantial collection of E 399 valid Kk data were obtained from 
a variety of sources and plotted against normalized temperature. All data were referenced to a nil-duc- 

1 Metals and Ceramics Division, Oak Ridge National Laboratory, Oak Ridge, TN 37831-6151. 
2 Engineering Technology Division, Oak Ridge National Laboratory, Oak Ridge, TN 37831-8049. 
3 Technical Research Centre of Finland, P.O. Box 1700, Kemistinte 3, Espoo, FIN-02044, Finland. 

Copyright �9 2000 by ASTM International 

21 

www.astm.org 

Copyright by ASTM Int'l (all rights reserved); Tue Dec 15 13:13:15 EST 2015
Downloaded/printed by
University of Washington (University of Washington) pursuant to License Agreement. No further reproductions authorized.



22 FATIGUE AND FRACTURE MECHANICS: 30TH SYMPOSIUM 

tility temperature (RTNDT) (based on empirical test results) and then plotted, perhaps expecting all of 
the data to lie on a generic lower-bound curve. The result was considerable data scatter, so, instead, 
an approximate statistical method applied was to draw a lower-bound curve to the data scatter and 
postulate that this curve will never be appreciably violated by data for past or future production of 
pressure vessel steels. From this standpoint, the lower-bound KIo curve has been regarded as a uni- 
versal curve and, surprisingly, it has remained in use despite its limitations for more than 25 years. 
Most prominent among these weaknesses is the uncertainty associated with empirically derived test 
temperatures, RTNDT. Hence, the uncertainty in fracture analyses due to not knowing the correct tran- 
sition temperature had not been eliminated. 

This paper describes a new fracture-mechanics-based methodology for transition range toughness 
definition [4]. The technology incorporates advanced statistical methods to model generic data scat- 
ter characteristics of steels. Elastic-plastic fracture toughness evaluation methods are used, and the 
linear elastic-based constraint requirements are abandoned in favor of a weakest-link model to define 
the specimen size effects that have been observed experimentally [5]. The concept that fracture me- 
chanics data tend to follow a universal curve shape is retained except that, in this case, the concept of 
a universal curve is fully justified both theoretically and experimentally. ASTM test method E 
1921-97 [6] uses these new concepts, and the background information developed in support of the 
standard has been prepared in a U.S. Nuclear Regulatory Commission NUREG report, Technical Ba- 
sis for an ASTM Standard on Determining the Reference Temperature, To, for Ferritic Steels in 
the Transition Range. Temperature, To, is used as a reference temperature in a similar way as RTNDT 
has been used, except that it is developed entirely from fracture mechanics data, and it is based upon 
median toughness instead of a lower-bound curve, as has been the case for the ASME K~c curve. 

Managing Data Scatter 

The new viewpoint is that the scatter of fracture-mechanics-type data is recognized as being an om- 
nipresent characteristic of structural steels. The concept to be presented in the following sections ac- 
knowledges that data scatter results from randomly distributed cleavage-triggering sources such as 
carbide cracking, multiple cleavage crack clustering, and dislocation pile-ups. The theoretical basis 
for data distributions uses weakest-link theory coupled to a Poisson distribution assumption for cleav- 
age crack triggering as follows: 

PT = 1 - e x p ( - p V )  (1) 

The exponential term in Eq 1 is the probability of finding no critical cleavage sources in volume V 
when there are p critical particles per unit volume. Pf represents the cumulative probability of 
failure. 

In the present case, attention is given to volume elements that are local to the crack tip where the 
highest stresses are concentrated. The active volume for cleavage crack sources scales according to 
(B/Bo) K 4 [7]. B is a crack front length, and Bo is an arbitrarily definable dimension. Other elements 
that define the critical volume are recognized as being fixed values. Hence, the fundamental result 
from applying weakest-link theory is: 

I " Py= 1 - e x p  -BT0 \Ko0] ] (2) 

Two deficiencies of Eq 2 that do not model the true characteristics of steel are (1) that there can be 
some fraction of cleavage trigger sources that have weak crack drive energy that will arrest, and (2) 
steels do not approach zero fracture toughness as suggested by the equation. Hence, the statistical 
model was modified via introduction of the hazard function that resolves both deficiencies men- 
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tioned. The model that emerges from these analyses as the most practical is: 

P f : l -  exp [--(B-~) (KJc-\-~-o ---- ~Kmin t4]] ] (3) 

Kmi n is the toughness level below which cleavage cracks cannot propagate. K0 is a scale parameter 
identified at a point where Kje = Ko and Pf = 0.632. Equation 3 can be utilized to set up a conve- 
nient-size effect relationship. By setting Py equal for two specimen sizes, where B = B1 or B = B2, 

the following relationship results: 

[BI ] 1/4 
KJc(2) : (K j r  Kmi.)tB2-27 -I- Kmi n (4) 

Equation 4 suggests that specimen size has a rather subtle effect on fracture toughness distributions, 
and this appears quite apparent from the experimental evidence that has been obtained [5]. Hence, 
size effects can only be demonstrated with ample replications at each size level. On the other hand, 
the various constraint-based models that have been suggested usually indicate more pronounced size 
effects that are generally not well supported experimentally [5 ]. The important benefit from the aban- 
donment of absolute constraint control theories is the recognition that elastic-plastic methods can be 
utilized to the extent that specimens of reasonable sizes can be applied to the development of plant- 
specific fracture mechanics data. Fracture toughness at the point of crack instability can be calculated 
in units of J-integral, Jc, and these values are then converted into their equivalence in units of stress 
intensity factor, Kjc, given by: 

Small Sample Statistics 

Equation 3 is the statistical model that has been found to be the most suitable for fitting fracture- 
mechanics-based data. At first, all three parameters, namely, Weibull slope, b, scale parameter, K0, 
and lower bound, Kmin, were best fitted to individual data sets [8]. Data replication needs for accurate 
characterization of data distributions were unappreciated at that time. Also, in the early stages, an ap- 
plication of this methodology for the establishment of a fracture-mechanics-based transition curve us- 
ing fracture-mechanics-based reference temperatures had not been considered. The tools needed to 
apply the statistical approach were developed later [9] and have since served as a justification for the 
development of an ASTM standard method. The concept was made practical for general use after it 
was found through a sensitivity study using Monte Carlo techniques that Kjc data populations for a 
variety of steels tend to have a common WeibulI slope of approximately 4 when lower-bound Kmin 

values are set to 20 MPaX/m. These results compared favorably with available experimental data 
found in the literature (Fig. 1). This study also made it abundantly clear that extremely large data 
samplings, on the order of 50 or more specimens, must be used to develop sufficient measurement 
accuracy on slope, b, and minimum toughness, g r n i n  , in the Weibull model, Eq 3. As has been previ- 
ously discussed, the rationale for this characteristic of Kit data distributions has since been justified 
in theory. 

Experimental evidence for the ASTM test method justification has been found in the form of data 
taken from a Materials Properties Council/Japan Society for the Promotion of Science (MPC/JSPS) 
round-robin activity [1 ] (see Table 1, Part I(a)). Eighteen participating laboratories had tested about 
150 specimens divided between three test temperatures, - 50 ,  - 7 5 ,  and - 100~ The test material 
was A 508 class 3 pressure vessel steel, and 1T compact specimens had been taken from the 74 and 
3/4 through-thickness locations in the plate. Sample size (replication) for each participant was five 

Copyright by ASTM Int'l (all rights reserved); Tue Dec 15 13:13:15 EST 2015
Downloaded/printed by
University of Washington (University of Washington) pursuant to License Agreement. No further reproductions authorized.



24 FATIGUE AND FRACTURE MECHANICS: 30TH SYMPOSIUM 

100 I I I I I 

Threshold = 20 MPa~/'~ 

A 

= = t I 

O R N L  9 7 - 1 2 8 7 2 5 B / d g c  

I I I I I I I 

v McGowan ,  1978 

Modand,  1988 

�9 Bryan, 1987  

[] Watanabe,  1987 

zx•v zx Server,  1978  

"~ - �9 Stmadel ,  1986  

~ v , , , , ~  o Pugh,  1985  
10 _ [] " r - ~  �9 Bryan, 1985 -~ v �9 ~ _" 

"~ Median 
A , ,  

o 

5 %  Bounds 

I I i i i i i I i i i i = t , t t  1 = 
10 100 

Size of Data Set, n 

FIG. 1--Comparison of the distribution of Weibull slopes calculated from small data sets with 
Monte Carlo predicted confidence limits when Kmi, is set at 20 MPaN/-m. 

specimens. Figure 1 suggests that for a sample size of 5, Weibull slopes, b, obtained by least-squares 
fitting have a 95% probability of being between 2 and 12. Only 2 of 28 experimental slope deter- 
minations was outside of these bounds. These same data, after combining into three test temperature 
groups to develop sample sizes of about 50 specimens, were analyzed for slopes (see the "Total" 
rows). All three groups tend to converge to a slope of four. Since two of the three Weibull parame- 
ters are declared to be deterministic parameters of the model, only the number of specimens needed 
to determine Ko remained to be determined from experimental data. Monte Carlo methods were 
again employed to settle upon sample size requirements. Data populations (nominal groups of 50) 
were represented by data from the MPC/JSPS round-robin activity. Sample sizes ranged from 3 to 
20 in the simulation, as is indicated in the first column of Table 2. Each sampling was repeated 100 
times, and standard deviation o n  g j c ( m e d  ) values are also presented. Clearly, sample sizes on the or- 
der of 20 specimens provide the optimum accuracy, but, at the same time, this is obviously not a 
practical number to recommend for general use. Standard deviation among repeated tests always 
seemed to plateau between six and eight replications. Such numbers represent a more practical rec- 
ommendation for standardization purposes. However, it is accepted that error potential accompanies 
such replication. For a six- to eight-specimen sampling, there is about 10% probability that there will 
be more than 10~ error in true transition temperature identification [1]. To compensate, a recom- 
mendation is made to apply margin adjustments to To temperature determinations when the ac- 
knowledged error potential is not acceptable in a specific application. It should be noted at this point 
that there is a fixed relationship between K0 and Ksc(meo) so that the required sample size is the same 
for either parameter. 

g j c ( m e d  ) - -  20 = (K0 - 20)[ln 2] '/4 MPaN/--mm (6) 
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TABLE 1--Analysis of MPC/JSPS round-robin data. 

I(a) IOa) 

Best Ko b To 
Laboratory slope a (MPm/m) (~ 

Test temperature, -50~ 

B 
C 
E 
H 
J 
O 
P 
Q 
R 

Combined data 

3.0 
4.1 
2.6 
4.3 

12.6 
1.8 
6.0 
3.5 
3.8 

3.75 

294 
284 
241 
277 
177 
205 
187 
262 
233 

250 

-115 
-113 
-103 
-111 

-83 
-93 
-87 

-108 
-101 

-105 

Test temperature, -75 ~ 

A 
C 
D 
H 
J 
K 
N 
Q 

R 

Combined data 

2.8 
3.7 
8.8 
5.8 
5.5 
7.1 
3.9 
5.1 
6.5 

5.8 

184 -111 
168 -105 
161 -103 
156 -101 
148 -97 
177 -109 
163 -104 
192 -114 
150 -98 

166 -105 

Test temperature, -IO0~ 

A 
C 
E 
F 
G 
H 
L 
M 
Q 

R 

5.0 
3.0 
4.0 
5.4 
5.6 
5.1 

11.3 
3.4 
3.9 
2.8 

118 
127 
132 
120 
109 
114 
143 
101 
139 
114 

-107 
-112 
-114 
-108 
-101 
-104 
-120 

-95 
-118 
-104 

Combined data 4.3 123 -109 

aBy linear regression. 
bMaximum likelihood with I ~  = 20 MPax/m. 
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2 6  FATIGUE AND FRACTURE MECHANICS: 30TH SYMPOSIUM 

TABLE 2--Monte Carlo simulation (100 trials; population, 50 1T C(T) A 508 class 3 specimens; 
-750(2 test temperature). 

Sample Population Number KJc(m~a), Standard Deviation, 
Size Size of Trials MPaX/m MPaX/m Total Population 

3 50 100 154.2 16.5 
4 50 100 154.4 15.0 
5 50 100 154.5 12.5 
6 50 100 153.4 11.8 
7 50 100 151.9 11.6 
8 50 100 152.2 11.1 
9 50 100 153.7 9.1 

10 50 100 153.4 8.5 
20 50 100 153.1 6.1 

Kjc(med) = 153 MPaX/m 
To = - 104~ 

Concept of the Master Curve 

The  title o r E  1921-97 sugges t s  that the ma i n  object ive is to de te rmine  a reference temperature ,  To. 

This  tempera ture  is u sed  to set up a mas te r  curve,  and here  is where  advanced  statistical me thods  can 

be used  to an  advantage .  Improved  defini t ion o f  t ransi t ion range  curve  shape  is the  principal  benefit .  

n 

o 
~Z 

600 

500 

400 

300 

200 

100 

I I I I I I I 

72W Unirradiated Master Curve I 
Data Converted to ITCT I 
Median KjC Values 
KjC = 30 + 70 EXP(0.019(T + 53.6)) 

A 

o l l l I l l l l I 
-200 -175 -150 -125 -100 -75 -50 -25 0 25 

T E S T  T E M P E R A T U R E  ~  

ORNL 98-3694hfg 

I I 
O 

/ 
8 - 

FIG. 2- -Example  o f  master curve and Weld 72W data f rom the HSSI Fifth Irradiation Series. 

50 
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- 1 5 0  -1  O0 - 5 0  0 50 1 O0 150 

T-T o ~ 

FIG. 3--Median Kjc values plotted against master curve for two weld metals (72W and 73W) in 
the unirradiated condition. 

The following master curve equation applies to median toughness obtained from 1T specimens or for 
Kjc data from specimens of other sizes converted to 1T equivalence (1T size means that specimen 
thickness B = 1 in.). 

Kjmnea ) = 30 + 70 exp[0 019(T - To)]MPak/~mm (7) 

Equation 7 expresses the median Kjc as a function of temperature for data scatter modeled by Eq 3. 
Figure 2 shows an example of data sampling taken at eight test temperatures. The experiment used 
two weld metals identified as 72W and 73W, and two material conditions were evaluated. These were 
as-received and irradiated to a fluence of 1.5 x 1019 nlcm 2 (> 1 MeV). Figure 3 shows only the unir- 
radiated data reduced to median values. All data clearly followed the shape of the master curve. This 
master curve model has been tested on at least 14 different groups of data consisting mostly of pres- 
sure vessel steels [4]. 

Determination of Reference Temperature,  To 

There are two options available to fit experimental data to the three-parameter Weibull model. The 
method that was first recommended in early drafts o rE  1921-97 is known as a "rank method," where 
Kjc data are ranked according to increased values, and then each value is assigned a rank cumulative 
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28 FATIGUE AND FRACTURE MECHANICS: 30TH SYMPOSIUM 

failure probability value obtained from the following expression [6]: 

(Pf)i = (i - 0.3)/(N + 0.4) (8) 

These data are then plotted in Weibull x-y coordinates, as shown in Fig. 4. Then a line with a fixed 
slope of 4 is least-squares fitted to the data. 

The rank method mentioned above has been replaced (in the more recent versions of the standard) 
in favor of the maximum likelihood method of data fitting. The weakness of the rank method is that 
values of Pf obtained from Eq 8 also have a probability distribution that can contribute some to the 
uncertainty of K0 determinations. In fact, Eq 8 is simply one of several available estimator expres- 
sions for Pf. Figure 5 illustrates estimating uncertainties by showing the 95% confidence limits on Pf 
as a function of Kjc for different sample sizes. As indicated, the accuracy of Pf estimation by Eq 8 is 
a function of sample size. There apparently is no satisfactory alternative since Eq 8 is known to be 
the most accurate among the several available estimator equations [4 ]. 

The maximum likelihood method minimizes the error due to the Pf estimate contribution. The 
point of maximum likelihood on the Pf density function is solved in terms of likelihood slope, 
6L/SKo, the derivation of which is covered in Ref 4. The result is that Ko is determined without the 
necessity of ranking data and least-squares fitting to the Weibull slope of 4. The solution for K0 takes 
the following form: 

go = [/=~ 1 (gJ~N~_-g~n)4]l/4 q-KmlnMPaV~m (9) 

<~. 
! 

=,. 

4 m 

0 

- 4  m 

- 3  
0 

I I I 

WEIBULL PLOT I 
4TCT A533B AT-75"C  

I 
t 2 

I I 

I I 
3 4 

In(Kjc-20)  

ORNL-DW6 94-6660 

I 0 .999 

- -  0 . 9 3 4  

- -  0.632 

<oT 

- 0.308 

0.427 

] 0.049 
6 7 

FIG. 4--Example Kjc data plotted in Weibull coordinates along with a least-squares fitted line 
with a slope of 4. 
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FIG. 5---Reliability of small sample data sets of size n, when expressed in cumulative probability 
coordinates. 

The term ~'in the denominator ofEq 9 is a bias adjustment factor, nominally equal to [1 - ln(2)]. Bias 
correction for all intents and purposes becomes insignificant when the number of replicates, N, is six 
or more. Table 1, Part I(b), presents the use of Eq 9 on the MPC/JSPS round-robin data. 

Data censoring is readily incorporated into Eq 9 by replacing N with r, where r represents the num- 
ber of valid data. When data are censored, it is because they are deemed to be ineligible members of 
the data population, the existence of which can be credited as information, but under restrictions. For 
example, if  a Kjc value has been determined on a specimen that failed a constraint control limit, that 
datum is censored from the data population and a constraint-limit-based Kjc value obtained in the fol- 
lowing Eq 10 is used in its place: 

K l c ( l i m i t  ) = (Eboo-ys/30) 1A (10) 

The term b0 is the initial remaining ligament length, and O'ys is the material yield strength. It is re- 
quired that when data censoring is used in the determination of K0, Kjc data input should be for only 
one specimen size. Having determined K0 at the known test temperature, T, Eqs 6 and 7 can be used 
to determine reference temperature, To (see also Table 1, Part I(b)). 

Establishment of Tolerance Bounds 

Since slope is used as a deterministic parameter in the Weibull model, standard deviation on 
Kjc(med) can be calculated without any need for additional supporting data. The statistical method uses 
gamma functions that are calculated from the known Weibull slope. Reference 4 shows how this de- 
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FIG. 6--Effect of  specimen size on median Kjc and tolerance bound trends as predicted by the 
weakest-link model, established at test temperature equal to To. 

termination is made. The result is: 

o- = 0.28 Kj~(mea) [1 Kj~(med) Kmin ] j (11) 

Given known standard deviations that are a function of KJc(med), tolerance bound curves on data 
scatter can be calculated by combining Eqs 7 and 11 and tabulated standard normal deviates, z, from 
mathematical tables given for cumulative probabilities. The general form for equations of upper or 
lower tolerance bound curves is as follows: 

K'rB = (30 + 28z) + (70 + 19.6Z) exp[0 019(T - To) ]MPa~m (12) 

An interesting outcome from Eq 12 is that lower tolerance bound curves tend to be almost insensitive 
to specimen-size effects (Fig. 6) [12]. Therefore, tolerance bounds drawn on the master curve with 
1T specimen size assumption also tend to cover non-size-adjusted Kjc data from tests on large spec- 
imens. 

Some Verification of the Universal Curve Concept 

Originally, twelve data sets had been used to recognize that Kjc data distributions tend to follow a 
common curve shape (Fig. 7). In this case, scale parameter, Ko, was used. Currently, Kjc(med~ is used, 
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FIG. 7--Original data used to develop the master curve equation shown. 

differing by the proportionality indicated in Eq 6. Many other materials have since been added to the 
original observation, covering different grades of ferritic steels, hence broadening the applicability of 
the universal curve concept. At the same time, there have been concerns that the rationale for such 
behavior is not immediately evident. Among these, the retention of master curve shape after irradia- 
tion hardening seems to have violated the hypothesis of a consistent relationship between material 
yield strength and fracture toughness for a given material [12]. Several theoretical models that ex- 
plain transition range fracture toughness have been based on such an assumed relationship. However, 
Fig. 8 shows the seemingly typical retention of master curve shape after strengthening from irradia- 
tion exposure. 

It has been shown that material yield strength appears to consist of thermal and athermal compo- 
nents [4]. The athermal part is connected to certain dislocation slip-constricting effects local to pre- 
cipitates and grain boundaries. On the other hand, the matrix material in grains will retain unaltered 
thermally sensitive characteristics and it is this part of the microstrncture that controls the transition 
range fracture toughness trend. Figure 9 shows how the material strength versus temperature rela- 
tionship is maintained when an athermal component of yield strength is removed. Hence, the lack of 
material-strengthening mechanisms influencing master curve toughness trend can be explained. 
Other areas of concern such as strain rate effects, temper embrittlement, low upper-shelf materials, 
etc., are currently being evaluated. 
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Conclusions 

The accuracy of defining the true transition range behavior of structural steels has been improved 
by the introduction of a new statistically supported methodology. Fracture mechanics test methods 
are used to establish the true location of the transition curve. The cause of extreme data scatter and 
the reason for specimen size effects on data are explained by weakest-link theory. Data scatter is mod- 
eled, and tolerance bounds on data scatter are defined in terms of cumulative probabilities for occur- 
rence. A universal transition curve is defined, the shape of which has been justified by repeated con- 
firmatory experimental evidence. The universal curve concept appears to be undisturbed by material 
hardening mechanisms, and the reason for this insensitivity to material-hardening mechanisms can 
be rationalized. 
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A Unifying Principle for Evaluating Fracture 
Toughness in the Elastic and Plastic 
Regimes with Planar Fracture Specimens 

REFERENCE: Donoso, J. R. and Landes, J. D., "A Unifying Principle for Evaluating Fracture 
Toughness in the Elastic and Plastic Regimes with Planar Fracture Specimens," Fatigue and Frac- 
ture Mechanics: 30th Volume, ASTM STP 1360, P. C. Paris and K. L. Jerina, Eds., American Society 
for Testing and Materials, West Conshohocken, PA, 2000, pp. 34-50. 

ABSTRACT: Recently, Donoso and Landes proposed the existence of a common format equation 
(CFE) for developing calibration functions for two-dimensional fracture specimens. In the CFE ap- 
proach, the relation between load, plastic displacement, and uncracked ligament size is expressed as the 
product of three terms: (1) a constraint factor, (2) a geometry and crack length-dependent function (G), 
and (3) a hardening function (H). The history-dependent component of the calibration functions, 
namely H, has been explored by the same authors, using two different hardening functions: a power law 
and a three-parameter function, designated as the LMN function. For the geometry function G, on the 
other hand, a power-law dependence on normalized ligament length, i.e., G o: ( b / W ) "  (where Wis the 
specimen width), is used for all of the classical two-dimensional fracture specimens. This type of be- 
havior for G has been derived from the GE EPRI Handbook equations and has also been observed ex- 
perimentally. From such a relationship, a crack-length independent value of eta plastic, Z/p~, is obtained 
that is equal to the exponent m. 

The application of a ductile fracture methodology requires, in addition to the calibration functions, 
the fracture toughness of the material, usually given by the J-R curve. The computation of J, according 
to standard procedures, needs both its elastic and plastic contributions. The elastic component is nor- 
mally evaluated in terms of K, the stress-intensity factor for the geometry and test conditions. The plas- 
tic component of,/, on the other hand, is equal to the area under the load-plastic displacement curve per 
unit net section area of specimen, multiplied by the plastic eta factor, ~Tp~. The purpose of this work is to 
extend the use of the CFE approach to the elastic region of the load-displacement curve of standard frac- 
ture specimens, focusing on both their elastic compliances and their elastic eta factors, ~/et. The elastic 
compliances and the G functions of the predominantly bend-type geometries, i.e., SE(B), C(T), and 
SE(T) specimens, are compared, showing that the elastic and the plastic eta factors are practically equal. 
This allows one to evaluate J in these geometries in terms of total displacement. The same does not ap- 
ply, however, to the tensile M(T) and DE(T) geometries. In addition, K factors will be derived for the 
bend-type geometries based on the dependence of the elastic compliance with ligament size. 

KEYWORDS: fracture, elastic, plastic, unifying load, separation 

Calibrat ion funct ions  for two-d imens iona l  fracture spec imens ,  represent ing the relation be tween  
load, P, plastic c o m p o n e n t  o f  the d isp lacement ,  Vpl, and crack length,  a, have been obtained ei ther  
by analytical,  empir ical ,  or numerical  means .  Recently,  Donoso  and Landes  [1 ] p roposed  the exis-  
tence  o f  a c o m m o n  format  equation (CFE) for  deve loping  such funct ions based on elast ic-plast ic  
numerica l  solutions obta ined f rom the GE-EPRI  Handbook  [2]. In the CFE approach [1], the be-  
havior  o f  the fracture spec imen  is expressed  as the product  o f  three terms to descr ibe  the load, P, 

as a funct ion of  both  plast ic  d isplacement ,  ve~, and crack length  a (or, as shall be  used throughout  

1 Materials Science Department, Universidad Tecnica Federico Santa Maria, Valparaiso, Chile. 
z Engineering Science and Mechanics Department, University of Tennessee, Knoxville, TN 37996-2030. 
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this work, ligament b): 

(1) a constraint factor, I)/K; 
(2) a geometry and crack length-dependent function, G, and 
(3) a hardening function,/4, that represents the stress-strain behavior of the material. 

The history-dependent component of the calibration functions, namely H, has been explored by the 
same authors, using two different stress-strain relations: a power law and a three-parameter function, 
designated as the LMN function. Further, it was shown that normalized load and normalized dis- 
placement for planar, two-dimensional fracture specimens, may be separately obtained from cylin- 
drical specimen stress and strain data, respectively, by making use of an appropriate model [3]. The 
evaluation of the size constraint factor, on the other hand, may be done by comparison of actual data 
to the model equation for the calibration function, using either a power law type of relation [4] or the 
LMN function [31. 

As for the geometry function G, before the advent of the CFE, only equations for the SE(B) and 
C(T) specimens were available. Sharobeam and Landes [5], working on experimentally obtained 
data, proposed a power law dependence on the normalized ligament, i.e., G cc (b /W)  m (where W is the 
specimen width), for other test geometries including C(T), M(T), SE(T), and DE(T). In the CFE, this 
same type of behavior was developed for all of the classical two-dimensional fracture specimens, de- 
riving it from the GE E P R I  Handbook numerical solutions. The values of m were the same as those 
proposed earlier in Ref 5. 

The application of a ductile fracture methodology requires, in addition to the calibration functions, 
the fracture toughness of the material, usually given by the J-R curve. The computation of J, accord- 
ing to standard procedures, ASTM Standard Test Method for Determining J-R Curves (E 1152-87), 
needs both its elastic and plastic contributions. The elastic component is normally evaluated in terms 
of K, the stress-intensity factor for the geometry and test conditions. The plastic component of J, on 
the other hand, is equal to the area under the load-plastic displacement curve per unit net section area 
of specimen multiplied by the plastic eta factor, ~7pl. 

In what follows, the use of the CFE approach will be extended to the elastic region of the load-dis- 
placement curve of the standard fracture SE(B), C(T), M(T), DE(T), and SE(T) specimens, evaluat- 
ing their elastic compliances in terms of the quantity b/W. Based on the dependence of the elastic 
compliance with ligament size, the stress intensity factors, K, will be evaluated for these geometries, 
as well as the elastic eta factors, ~/el, required for the computation of Jel. 

The Elastic Compliance 

The CFE approach for the relation between load, plastic displacement, and uncracked ligament has 
the following generic form [11: 

P = {~/K} �9 G-  H (1) 

in which I)/K is a size constraint factor, G is a geometry-related function, and H is a hardening, ma- 
terial-dependent function. Being that these two functions, G and/4, are independent of one another, 
load separation is feasible. In the original CFE paper [1], G was shown to depend on normalized lig- 
ament, b/W, according to the power law relation: 

G = B W C ( b / W )  m (2) 

where B is the specimen thickness. This expression was derived from the GE EPRI solutions [2] and 
agrees very well with experimentally obtained values [5]. In Eq 2, m is an exponent that is indepen- 
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36 FATIGUE AND FRACTURE MECHANICS: 30TH SYMPOSIUM 

dent of crack length [1] and fairly independent of both the plastic displacement and the material [6]. 
Values for C and m are tabulated in Ref I for the five common fracture test geometries: SE(B), C(T), 
SE(T), DE(T), and M(T). 

The single specimen form for the J integral can be written as 

J = -~b f Pdv (3) 

in which b is the uncracked ligament, B is the specimen thickness, r/is a factor, and the integral term 
represents the area under the load-displacement record. The various ASTM standards that deal with 
J (see, for example, E 1152-87), require its evaluation as the sum of an elastic and a plastic 
contribution: 

where 

J = Jet + Jpl (4) 

K 2 
Jel=--E--(1 - v 2) (5) 

for plane strain conditions, and Jpt is of the form 

Jet = -ff~ j ravpt (6) 

In Eq 6, the plastic eta factor, r/el, may be computed from Eq 2. In fact, by definition, eta plastic is 
equal to [5]: 

rlPt \ W ] G  (7) 

so it may be easily shown that ~/pt = m. 
The elastic compliances for the various fracture geometries may be found in Tada's handbook of 

elastic solutions [7] and in various ASTM standards for fracture testing. The relations between load 
line displacement, v, or crack mouth opening displacement (cmod), 6, and crack length are given ei- 
ther in tabular form or as analytical solutions valid for a certain range of a/W values. These latter 
forms were chosen to analyze their behavior in terms of the normalized ligament, b/W, and will be 
described separately by geometry starting with the C(T) specimen. 

1. The C(T) Specimen 

A generic relation for the compliance, common to both cmod and v, is of  the form (E 1152-87): 

BE'c = y2 {A0 + Al(a/W) + A2(a/W) 2 + A3(a/W) 3 + Aa(a/W) 4 + As(a/W) 5} (8) 

in which E '  = E, for plane stress, E' = E/(1 - v 2) for plane strain conditions, and c is compliance. 
The term Y is a function of a/W and has the form 

Iw+o] 
Y = [ W -  a J (9) 
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TABLE 1--C(T) elastic compliance polynomial coefficient Ai. 

Ao AI A2 A3 A4 A5 

v 2.163 12.219 -20.065 -0.9925 20.609 -9.9314 
6 1 .614  12 .68  -14.23 -16.61 35.05 -14.49 

37 

for v, whereas for ~ is equal to 

[ W  + a ]  [ 0.25] '/2 
Y = L--~:-~_~j [1 + a/WJ (lO) 

This may be written as 

and 

log BE'c(v) = 0.88113 - 2.28313 log (b/W) (11) 

log BE'c(6) = 1.08466 - 2.16706 log (b/W) (12) 

c(x) = (A /BE') (b/W) -~ (13) 

where A = 7.6055 and/z  = 2.283 fo rx  = v, andA = 12.1523 and/x = 2.167 fo rx  = cmod. Since 
the compliance relates displacement to load, one can write 

x = c(x) P (14) 

Solving for P: 

P = x c- l (x)  = x (BE'/A) (b/W) ~ (15) 

Normalizing the displacement x by W, and rearranging, leads to: 

P = It* B W C* {(b/W) ~} {E (x/W)} (16) 

One can compare Eq 15 with Eq 1, the CFE, and recognize the following relations: 

Gel = B W C* {(b/W) ~} (17) 

Hel = {E (x/W)} (18) 

The Ai coefficients are listed in Table 1, as obtained from E 1152-87. 
The dependence of the functions BE'c(v)  and BE'c(6) (Eq 8) on b/Wis  shown in Fig. 1, on a log- 

log plot. With the exception of very large ligament sizes (b/W > 0.6), the behavior is linear in the 
range 0.90 > a/W > 0.40, with slopes of -2 .283 and -2 .167  for load line displacement and cmod, 
respectively, and correlation coefficients >0.999. The relations resulting from the linear regression 
are: 
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log elastic compliance 
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[] 

[] 
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log(b/W) 
FIG. 1--Log-log plots of  elastic compliance for load line displacement, v (VLL), and cmod, as a 

function of b/W, C(T) specimen. 

and ~2", the constraint term, as being equal to 1 for plane stress, and to 1/(1 - ~ )  for plane strain. The 
coefficient C* is equal to 1/A; Table 2 summarizes the values of/z and C*. This way, the calibration 
functions for the plastic range have their counterparts in the above elastic relations. The elastic G func- 
tion is also a power law on the normalized ligament b/W, whereas the elastic H is simply the product 
of Young's modulus times the normalized displacement x/W. Further, the principal characteristic of 
the calibration function, i.e., the ligament-independent normalized load, PN, may be written as 

PN = P / G  = ~* E (x/W) (19) 
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TABLE 2--Elastic and plastic G function parameters for the C(T) 
specimen. 

C* tx C m Ix/m 

v 0.1315 2.283 1.553 2.236 1.021 
6 0.0823 2.167 1.489 2.174 0.997 

39 

The form of Eq 19 is worth analyzing: normalized load, iON, has units of stress, whereas the term 
( x /W)  has units of strain. In this context, Eq 19 is a restatement of the stress-strain relation in the elas- 
tic region for a given specimen geometry [3]. 

2. The SE(B) Specimen 

The generic form for the load line compliance is of the form [E 1152-87,7] 

BE'c(v) = y2 {Ao + Al(a /W)  + A2(a/W) 2 + A3(a/W) 3 + A4(a/W) 4} (20) 

whereas that for the cmod compliance is: 

BE'c(6) = Z {A0 + AI(a/W) + A2(a/W) 2 + A3(a[W) 3 + A4/(1 - a/W) 2} (21) 

In Eqs 20 and 21, Y and Z have the following forms: 

Y = 4 W / ( W -  a) (22) 

Z = 24(a/W) (23) 

for the standard specimen dimensions. 
Table 3 shows the values of the various Ai for the SE(B) specimen. 
The dependence on b / W  of the elastic compliance functions of Eqs 20 and 21 is shown in Fig. 2 

for SE(B). In this case, the behavior is also linear in the range 0.90 > a /W > 0.40, but the slopes are 
different: - 2 . 0 4 7  and - 2 . 3 5  l for load line displacement and cmod, the correlation coefficients be- 
ing >0.9999 and 0.997, respectively. The relations resulting from the linear regressions are: 

log [BE'c(v)/16] = -0 .07053 - 2.04673 log (b/W) (24) 

log [BE'c(6)/24] = -0 .52991 - 2.35136 log (b/W) (25) 

from which the generic Eq 12 for the compliances as a function of b / W  will have the following pa- 
rameters: A = 13.60 and/x = 2.047 fo rx  = v, andA = 81.305 and/x = 2.351 fo rx  = cmod. 

TABLE 3--SE(B) elastic compliance polynomial coefficients, Ai. 

Ao AI A2 A3 A4 

v 1.193 - l .980  4.478 -4.433 1.739 
6 0.76 22.28 3.87 -2.04 0.66 
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log elastic compliance 
2.0 -~ 

SE(B) 

1.0 
2.351 
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log(b/W) 
FIG. 2- -~g- log  plots of elastic compliance for load line displacement, v (VLL), and cmod, as a 

function of b/W, SE(B) specimen. 

The values of the respective parameters for both G functions are shown in Table 4. 

3. The SE(T) Specimen 

The expression for the load line compliance is [7]: 

4(alW)2 [0.99_ a ( 1 - - ~ - - ) { 1 . 3 - 1 . 2  (~--)+ 0.7 (._~_)2}] E'Bc(v) -- (~ -- a~-)2 W (26) 
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TABLE 4---Elastic and plastic G function parameters for the SE(B) 
specimen. 

C* Ix C m Ix/m 

v 0.0735 2.047 1 2 1.024 
6 0.0123 2.351 1.072 1.982 1.186 

41 

whereas that for the cmod compliance is: 

4 ( o / W ) { 1 . 4 6 + 3 . 4 2 ( 1 -  cos ~-~)} 

E'Sc(~) = { 'ira'S2  cos (27) 

The dependence of the elastic compliance functions of Eqs 26 and 27, in the form log(BE'c~4) in 
terms of log(b/W) for the SE(T) specimen, is shown in Fig. 3. In this case, the behavior is not lin- 

log (BE'c/4) 
2.5 

2.0 

1.5 

1.0 

0.5 

0.0 

.0.5 

-1.0 

-1.5 

SE(T) 

�9 cmod 

- ~ -  vLL 

-1.0 -0.8 -0.6 -0.4 -0.2 0.0 

log(b/W) 
FIG. 3--Log-log plots of elastic compliance for load line displacement, v (VLL), and cmod, as a 

function of b/W, SE(T) specimen. 
Copyright by ASTM Int'l (all rights reserved); Tue Dec 15 13:13:15 EST 2015
Downloaded/printed by
University of Washington (University of Washington) pursuant to License Agreement. No further reproductions authorized.



42 FATIGUE AND FRACTURE MECHANICS: 30TH SYMPOSIUM 

ear, but the two curves follow a similar trend. However, if one compares the inverse function 
(4/BE'c) with ~(b/W)(h3a/W) '/~~ which is the fundamental function used to develop the CFE (plas- 
tic behavior) parameters [1 ], then there is a similarity between the elastic and plastic curves for the 
range 0.90 > a/W > 0.70. This behavior is shown in Fig. 4; the SE(T) CFE function has a slope of 
2.364. If one considers a value of h/W = 2 for the ratio of height h over width W for the SE(T) spec- 
imen, then the best line passing through points in the range 0.90 > a/W > 0.50 (Fig. 5) has a slope 
of 2.366, which is almost identical to the CFE m for the SE(T) specimen. The inclusion of the size 
of the specimen implies the use of the total displacement compliance in lieu of the displacement due 
to the crack alone. In Fig. 5, the elastic cmod compliance is also shown, with a similar slope, 2.343, 
valid in the range 0.90 > a/W > 0.70. The summary of parameters for the SE(T) specimen is shown 
in Table 5. 

log compliance 
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-2.0 
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=~-~ 41BEcLL 
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beta(blW)l (h3alW)**ll lO 

- 3 . 0  i [ I E i t t [ I 
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FIG. 4--Comparison between CFE (plastic) slopes and elastic slopes, SE(T) specimen. 
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log total compliance 
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FIG. 5--Total compliance of  the load line displacement, SE(T) specimen. 

TABLE 5--Elastic and plastic G function parameters for the SE(T) 
specimen. 

C* Ix C m Ix/m 

v 0.7683 2.366 4.27 2.364 1.000 
6 0.3525 2.343 4.58 2.345 0.999 
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4. The DE(T) Specimen 

The generic form for the compliance of the DE(T) specimen (also common to the M(T) specimen) 
is: 

4o'0 
x = --~7-Vi(alW) (28) 

where for x = cmod, i = 1, and for x = v (displacement due to the crack), i = 2. In Eq 28, o- is the 
nominal tensile stress acting on the plate of width 2W, 2a is the total crack length, and V~ is the func- 
tion that depends on a/W, to be analyzed. 

The function V1, for cmod, is: 

=----L---1 [0.459(sin2- -)-0.065/"  'a'3 0.007(sin -w)5+cosh (29) VI  sln - 

whereas V2, for v, is: 

{ ~ a  ~" 
Vz - 1 0.0629 - 0.0610 ~cos - ~ - )  - (sec ) 1 0.0019 ~cos ~ - )  + In (30) 

Figure 6 shows the plots of  BE'c~2 for both v and cmod. A reasonable linear behavior is found for the 
range 0.85 > a / W  > 0.60, with slopes (/x's) of roughly 0.5 for cmod and 0.96 for v. The comparative 
results with the CFE parameters (plane stress) are shown in Table 6. 

5. The M(T) Specimen 

The analysis of the M(T) case is similar to that for the DE(T) specimen. The functions to be ana- 
lyzed are: 

V1 = -0.071 - 0.535(a/W) + O.169(a/W) 2 + O.020(a/W) 3 1.071 ln(1 - a /W)  (31) 
(a/W) 

and 

V2 = -1.071 + 0.250(a/W) - 0.357(a/W) 2 + 0.121 

1.071 ln(1 - a /W)  (32) • (a/W) 3 - 0.047 (a /W)  4 + O.O08(a/W) 5 (a/W) 

for cmod and v, respectively. 
Figure 7 shows the plots of BE'c~2, again for v and cmod. A reasonable linear behavior is found 

only for the range 0.85 > a / W  > 0.60, with slopes (/~'s) of the order of 1.046 for cmod and 1.070 for 
v. The comparative results with the CFE parameters (plane stress) are shown in Table 7. 

A summary of all elastic compliance and plastic G function parameters obtained thus far may be 
seen in Table 8. 

From the results shown in Table 8, several interesting conclusions may be inferred in relation with 
the/z  values, and the tx/m ratios: 

(a) /z is very similar to m (within +3%) for a number of cases that may be ascribed as being the 
primarily "bend" type specimens. These are the C(T), SE(B), and SE(T) specimens. 
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log (BE'c/2) 
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FIG. 6--Log-log plots of elastic compliance for load line displacement, v (VLL), and cmod, as a 

function of b/W, DE(T) specimen. 

(b) The similarity between/x and m is given primarily for v rather than for & In fact, the ratios 
p./m for v for these three geometries are practically equal to one. 

(c) The same similarity between the exponents/x and m is found for 8 only in the C(T) and SE(T) 
cases; the SE(B) geometry shows a large deviation between the two parameters. 

TABLE 6---Elastic and plastic G function parameters for the DE(T) 
specimen. 

C* Ix C m Ix/m 

v 3.043 0.96 4.308 1 0.960 
6 0.8131 0.50 3.744 0.82 0.610 
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FIG. 7--Log-log plots of elastic compliance for load line displacement, v (VLL), and cmod,  as a 

function of b/W, M(T) specimen. 

TABLE 7--Elastic and plastic G function parameters for the M(T) 
specimen. 

C* Iz C m Izlm 

M(T), v 3.259 1.070 3.731 I 1.070 
M(T), 6 1.756 1.046 2.020 0.889 1.177 
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TABLE 8--Elastic and plastic G function parameters for  all 
specimens. 

C* tx C m Ix /m 

C(T), v 0.1315 2.283 1.553 2.236 1.021 
C(T), 6 0.0823 2.167 1.489 2.174 0.997 
SE(B), v 0.0735 2.047 1 2 1.024 
SE(B), 6 0.0123 2.351 1.072 1.982 1.186 
SE(T), v 0.7683 2.366 4.27 2.364 1.000 
SE(T), 6 0.3525 2.343 4.58 2.345 0.999 
DE(T), v 3.043 0.96 4.308 1 0.960 
DE(T), 6 0.8131 0.50 3.744 0.82 0.610 
M(T), v 3.259 1.070 3.731 1 1.070 
M(T), 6 1.756 0.046 2.020 0.889 1.177 

If one is willing to accept a larger margin of difference between/x and m for v, then the DE(T) and 
M(T) geometries may be included for a given crack length range, with absolute differences of 4 and 
7%, respectively. Table 9 shows a list of the situations for which m and/x may be considered as "prac- 
tically equal," together with the range of a / W  for which this assertion seems justified. The additional 
inclusion of a column with the ratio t x /2C* will be justified presently. 

Compact Form for K 

The conventional definition of K from the elastic compliance variation with crack length is [7]: 

r K2 
k ~z 2Bd-a-a] 2- W ~ (33) 

From Eq 15 and U/* E = E' ,  we can write 

P 
B W  - C * ( b / W ) ~ E ' ( x / W )  (34) 

and, since from Eq 12, 

BE'c  = A ( b / W )  ~ (35) 

TABLE 9--Elastic and plastic G function parameters for specimens with Ix/m = 1. 

Geometry a/W C* tx IX/2C* C m Ix/m 

C(T), v 0.45/0.90 0.1315 2.283 8.68 1.553 2.236 1.021 
C(T), 6 0.45/0.90 0.0823 2.167 13.165 1.489 2.174 0.997 
SE(B), v 0.20/0.90 0.0735 2.047 13.925 1 2 1.024 
SE(T), v 0.50/0.90 0.7683 2.366 1.54 4.27 2.364 1.000 
SE(T), 6 0.50/0.90 0.3525 2.343 3.325 4.58 2.345 0.999 
DE(T), v 0.65/0.85 3.043 0.96 0.158 4.308 1 0.960 
M(T), v 0.50/0.85 3.259 1.070 0.164 3.731 1 1.070 
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one can obtain 

FATIGUE AND FRACTURE MECHANICS: 30TH SYMPOSIUM 

d(E'Bc)  d(E'Bc)  

d (a /W )  d ( b / W )  
_ _  -- IXA(b/W)-IX-1 

Substituting Eqs 34, 35, and 36 into Eq 33, one can show that 

K 2 1 Px 
E '  - ~ix Bb 

which, stated as an integral form, using x = Vet, becomes 

K2 - IX Pdv 
E '  Bb " 

One can recognize the left-hand side of Eq 38 as Eq 5, so that 

K2 tx Pdv t 
Jet E '  Bb e 

and IX = Tel. Thus, Eq 4 for total J, becomes 

(36) 

(37) 

(38) 

(39) 

Using the standard, abbreviated form for K as: 

K[BW72]/p  = y (43) 

wherefrom Ymay be written in the form: 

y =  ~ 2 2 +  (b /W)(  ~ 1)/2 (44) 

On looking at Eq 44, the reason for inserting the column IX/2C* in Table 9 becomes now appar- 
( ix 1) /2  ent: the square root of this term will be the coefficient of ( b / W )  - - that allows one to obtain the 

/ 

K - P / ~  ( b / W ) - i x -  1 (42) Bx/  

where ~ /=  ~el = l~pl = ]Z = m~ and v is the total displacement, or the sum of the elastic and the plas- 
tic components. Therefore, if  IX = m, the total J of Eq 4 could be evaluated as the total area under the 
P - v curve. 

On the other hand, from Eqs 34 and 37 the compact form proposed for K in this work, using either 
load-line displacement, v, or cmod, may be shown to be: 

J= ~b f Pdv (41) 

7]e I ~ p l  J = f Pd ,. + f Pdo , (40) 
51 

If  ~/eZ = ~pt, as is the case for the geometries and a /Wl imi t s  listed in Table 9, then Eq 40 may be writ- 
ten as one single integral: 
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function Y. The K functions in Tada's handbook of elastic solutions [7] are written in terms of poly- 
nomial functions of a/W, and compact functions similar to that of Eq 44 can also be developed in the 
format 

Y = Yo(b/W) - z  (45) 

Table 10 lists the values of coefficient Y0 and exponent z of the format given by Eq 45, both for the 
compact form developed here, using only the load-point displacement, and for that obtained from 
Tada's polynomial solutions, only for the three "bend" type specimens. Included in Table 10 are the 
alW range of validity, the error band produced when using the "compliance" compact K form as com- 
pared to Tada's K calibration, and Yo and z for both K equations. 

Thus, within the normal range of usage of specimen crack length, a compact form for K may be 
used that may be derived either from the elastic handbook [7], or from the compliance formulas, also 
included in Tada's handbook. 

The advantages of this compact form for K are at least two: one has already been discussed and 
relates J to the total area under the load versus load-point displacement. The second advantage of  
this compact format has to do with fatigue crack-growth calculations starting from Paris's Law, 
i.e., 

da/dN = C ( AK)  m (46) 

where C and m are Paris' Law coefficient and exponent, respectively. The classical solutions that lead 
to Nf, the number of cycles to failure under fatigue crack growth, must go through an iteration pro- 
cess to integrate the term 

~ f da 
N f  = (47) 

0 C (AK) m 

since AK contains the polynomial functions already mentioned in the form 

AK = Act N/(1ra). f ( a / W )  (48) 

Clearly, direct, analytical integration of Eq 46 with a complex function in the integrand is rather 
cumbersome and might have to be carried out by other means, i.e., numerical integration. If AK is 
written in the compact form as: 

P 
A K -  N/WB~ Yo(b/W) -~ (49) 

TABLE lO---Values of Yo and z for the K compact equation. 

Compliance K Tada's Solution 

Geometry a/W Yo z Yo z Error 

C(T) 0.50/0.85 2.9462 1.6415 3.1816 1.5787 z3.5% 
SE(B) 0.35/0.90 3.7316 1.5235 3.6278 1.5389 -3.5%/+0% 
SE(T) 0.65/0.90 1.2410 1.6830 1.1i98 1.7387 -2.5%/+1.7% 
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Equation 47 becomes a much simpler form to integrate: 

1 [B~@-W] m W f~t; (b/W) mz db - I B m ' W ]  m 
Ny = T [ A P  }1o J C(mz + 1) [ AP Yo J [(b~ - (bf/W)mZ+l] (50) 

with the calculation of by done in the usual way using the value of Kit. Other applications of the com- 
pact form for K may be found in other fracture-related disciplines, like creep, stress-corrosion, and so 
o n .  

Conclusions 

1. The elastic compliance relations for the various planar fracture specimens, c(x), where x stands 
for v or cmod, have been revised and stated in a format similar to that of the common format equa- 
tion, with a clear separation between the geometry (G) component and the hardening, material-re- 
lated (H) term. 

2. In the elastic range, the G function is of the form Gel = C* B W (b/W) ~, with a striking simi- 
larity to its counterpart in the plastic range. On the other hand, the elastic H function is of the form 
Her = E (x/W),  where x stands for v or cmod. 

3. For the "bend" type specimens,/x is approximately equal to m for most of the cases analyzed. 
In particular, the C(T), SE(B), and SE(T) geometries, for which cases x = v, have/x = m within 2.4% 
error or less. 

4. The fact that/x = m implies that ~/~l = r/pl. This allows one to write J as the area under the load 
versus total displacement curve without the need to separate the elastic from the plastic contribution. 

5. On the other hand, the fact that the elastic compliance equations may now be expressed in a 
simpler, compact form allows one to write K also in a compact form in terms of a single power law 
expression on b/W, using the parameters C* and/x derived for the elastic compliance. 

6. The compact format for K may be used in a number  of applications for which until now a com- 
plex, polynomial function has been employed. One such application is the evaluation of Nf, the num- 
ber of cycles to failure in fatigue crack growth. In this case, the integration to get Ny, a cumbersome 
process when using the functions based upon a/W, becomes a straightforward exercise when using 
the compact form based on the power law expression on b/W. 
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ABSTRACT: The cleavage fracture model of Wallin et al. [ l] suggests that the variation of median and 
bounding values of fracture toughness with temperature is predictable on a micro-mechanical basis. 
ASTM has recently adopted a standard [ASTM Standard Test Method for the Determination of Refer- 
ence Temperature, To, for Ferritic Steels in the Transition Range (E 1921-98)] for characterizing the 
variation of the fracture toughness of ferritic steels in the transition temperature range that draws heav- 
ily on the work of Wallin et al. and on subsequent developments [1-5]. The new standard expresses the 
median toughness transition for a 1T specimen as: 

gJclmedian : 30 + 70 " e x p [ 0 . 0 1 9 ( T -  To)] 

where temperature is measured in degrees Celsius and Kjc is measured in M P a V ~ .  Similar equations 
express the variation of bounding toughness values (e.g., 95% lower bound) with temperature. The nu- 
meric coefficients in all of these equations do not depend on the type of steel tested. This invariance sug- 
gests that chemistry, heat treatment, and other metallurgical variables are not thought to influence the 
exponential increase with temperature of the plastic work necessary for crack propagation, the domi- 
nance of carbides as the particles that initiate cleavage fracture, or the distribution of carbide particles. 

The ASTM E 1921 Master Curve represents existing fracture toughness data well for nuclear pres- 
sure vessel steels and their weldments [6]. This empirical evidence suggests that the material invariance 
attributed to the Master Curve coefficients in ASTM E 1921 is at least approximately correct for this 
class of steel. But the microstructural bounds of applicability for the Master Curve are not clear. 

In this paper we examine the physical basis for the Wallin et al. Master Curve with the aim of distin- 
guishing the classes of steels to which the methodology applies from those to which it does not. We use 
this physical understanding to calculate the temperature dependence of the plastic work for ferritic steels 
to demonstrate theoretical validity of a single "master curve." 

KEYWORDS: Master Curve, fracture toughness transition behavior, To, steel 

To maintain their operating licenses, nuclear  plant operators must  demonstrate  that the effects o f  
irradiation embri t t lement  do not compromise  the safe operation o f  their reactor pressure vessel  (RPV) 
[7]. The variation o f  the R P V  steel 's  fracture toughness with temperature provides a key input to 
these analyses. Currently, the A S M E  KIc curve provides this toughness  characterization: 

K = 36.5 + 3.086 �9 exp[0.011 �9 (T  - RTNDT + 55.56)] (1) 

where  K is in MPaVmm, T is the temperature of  interest (in ~ and RTNDr is an index temperature 
(in ~ RTNDT is de termined by testing specimens  as per  A S T M  Standard Test Method  for Conduct-  
ing Drop-Weight  Test  to Determine Nil-Ductil i ty Transition Temperature  of  Ferritic Steels (E 208- 
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95a) to determine the nil-ductility temperature (Tuor), and by testing Charpy-V notch (CVN) speci- 
mens as per ASTM Standard Test Methods for Notched Bar Impact Testing of  Metallic Materials (E 
23-96) to determine the 1.016-mm (40-mil) lateral expansion transition temperature (T40). RTNDT is 
then defined as follows: 

RTNDr = MAX{TNDr, T4o - 33.33} (2) 

A two-step process established the appropriate RTNor for an irradiated material, and thus the appro- 
priate Kic curve for use in a RPV assessment. The first RTNDT is determined in the unirradiated con- 
dition for the limiting material in the RPV (i.e., the part of the RPV having the lowest toughness). 
Throughout the operational life of the vessel, tests of CVN specimens removed from surveillance 
capsules determine the shift of the 41-J (30 ft-lb) CVN transition temperature produced by irradia- 
tion. This shift is added, along with margins to account for uncertainties, to the RTNDT for the unirra- 
diated material to estimate the RTNDr of the irradiated material. 

This approach to estimating the fracture toughness of an irradiated RPV steel does not rely on the 
measurement of any fracture toughness values, but rather on correlations to fracture toughness. It was 
necessitated by the large specimen size required for "valid" linear-elastic fracture toughness values. 
The approach typically underpredicts fracture toughness, sometimes to a considerable degree. This 
perception of low toughness can lead to premature plant closure because of regulatory limits on pres- 
surized thermal shock. Furthermore, low toughness limits the permissible pressure-temperature en- 
velope for routine heat-up and cool-down operations. This may cause these operations to be per- 
formed in a manner that increases overall plant risk due to the increased probability for pump trips 
and due to the increased time spent in transient (versus steady state) conditions. Such restrictions can 
currently be addressed only by annealing the RPV. Annealing is an expensive and risky process that 
no domestic nuclear operator has yet to undertake. 

An alternative to annealing for remediation of low toughness is to update the technology used to 
estimate toughness from that represented by Eq 1, which was developed over 25 years ago. Techno- 
logical advancements made during this time facilitate this alternative. These developments are as fol- 
lows: 

Mathematical Description of Fracture--Current ASME code relies on linear elastic fracture me- 
chanics (LEFM) for both its toughness characterization and its structural assessment methodology. 
While LEFM provides an adequate description of the driving force to fracture in a thick-section RPV, 
its requirement for contained plasticity at fracture confounds efforts to measure toughness using the 
small specimens contained in RPV surveillance capsules. Advancements in elastic plastic fracture 
mechanics (EPFM) enable the testing of smaller fracture toughness specimens while still ensuring the 
applicability of these results to the assessment of much larger structures. 

Physical Understanding of Fracture--Advances in the understanding of the micro-mechanisms 
responsible for cleavage fracture enable definition of the lower transition curve based on limited 
replicate fracture tests conducted at a single temperature. The theoretical background for these ad- 
vances follow from the work of many investigators [8-11]. Wallin et al. [1] have led in combining 
these advances into a predictive tool, a technique commonly referred to as the Master Curve. 

Previous studies have focused on empirical validation of the Master Curve [4,6,12,13]. While 
useful demonstrations for well-characterized alloys such as nuclear RPV steels, these studies can- 
not be used to predict the classes of alloys and product forms to which the Master Curve applies. 
In this paper we will provide a physical rationale for why one transition curve shape (i.e., the vari- 
ation of critical-J with temperature) should apply to all ferritic steels. We begin by describing a 
new ASTM standard that uses the Master Curve to determine a transition curve index temperature 
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called To. The premises necessary for this standard to work are then discussed. This discussion mo- 
tivates examination of theoretical constitutive models. These constitutive models are used to de- 
scribe how the temperature dependence of fracture toughness enters the Master Curve and what 
controls this temperature dependence. We conclude with an example calculation that illustrates 
how this temperature dependence can be calculated from a theoretical basis common to all ferritic 
steels. 

The ASTM Master Curve Standard, E 1921-98 

The recently adopted ASTM Standard Test Method for the Determination of Reference Tempera- 
ture, To, for Ferritic Steels in the Transition Range (E 1921-98) draws heavily on the work of Wallin 
et al. and on subsequent developments [1-5]. The new standard expresses the median transition curve 
for a 25.4-mm-thick specimen as follows: 

Kj~(mea) = 30 + 70" exp[0 .019(T-  To)] (3) 

where temperature (T) is in ~ and Kjc is in M P a V ~ .  Analogous to the Kic curve (Eq 1), Tis the tem- 
perature of interest while To is an index temperature. To is defined as the temperature at which the me- 
dian fracture toughness of a 1T (i.e., a 25.4-mm-thick) fracture mechanics specimen is 100 M P a v ~ .  
Both the reference size (25.4 mm) and the reference toughness (100 M P a x / ~ )  are selected purely for 
convenience. 

E 1921 provides the following protocol for estimating To: 

�9 Replicate experiments are conducted using one size specimen tested at a single temperature in 
lower transition. Between six and ten replicates are required, with the exact quantity depend- 
ing on the median fracture toughness of the data set. Tests are considered valid provided three 
requirements are satisfied: 

K j c ( m e d  ) > 5 0  MPaN/mm (4) 

and 

MIN(b,a,B ) >- - -  
30" K~ 
O'y s " E 

(5) 

where b is the specimen ligament, a is the crack length, B is the specimen thickness, O'y s is the 
yield strength, and E is the elastic modulus. Also, the amount of ductile crack growth that pre- 
cedes cleavage fracture may not exceed 5% of the specimen ligament, i.e.: 

Aama x = 0 .05  " b (6) 

�9 To is estimated as follows from a data set having the minimum number of valid replicates: 
Step 1: If 1T specimens were not tested, measured Kjc values are converted to equivalent 1T 
values using the following formula, which is derived from a weakest link failure model [3]: 

[ B ] 1/4 
KjcI~T = 20 + (KjclM . . . . . .  d -- 20)" [2-~4.4J (7) 

Step 2: The 1T equivalent Kjc values are used to estimate the median fracture toughness 

(KJc(med)). 
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Step 3: The index temperature To is calculated from the test temperature and gjc(lned). The re- 
lationship between To and Kjc(med ) is fixed because the Master Curve shape (Eq 3) is presumed 
to apply to all ferritic steels. 

1 [gjc(med ) -- 3 0 ]  (8) 
To = ZTest -- 0.01-'--'~" In 1_ 70 

This size requirement of Eq 5 permits determination of Kjc values using fracture specimens as small 
as CVN size for most RPV steels. Currently, CVN specimens are removed from surveillance capsules 
and tested to estimate RTNDr by Eq 2, a value then related to fracture toughness using the Kx~ curve 
(Eq 1). The Master Curve provides the alternative of testing these CVN samples as small fracture 
toughness specimens to quantify directly the effects of irradiation using the Master Curve tempera- 
ture index To. This alternative promises a more accurate representation of the RPu steel toughness 
than possible using the Kic curve simply because toughness is measured directly for the RPV steel of 
interest, rather than inferred through relationships with RTNDT and CVN transition temperatures. 
However, for the Master Curve alternative to work the assumptions that underlie Eqs 3 through 8 
must hold. 

Premises of the Master Curve Approach 

Equations 3 through 8 provide a means to illustrate the following premises, which underlie the 
Master Curve as introduced by Wallin et al. [1] and as implemented by ASTM E 1921. 

One Transition Curve Shape--Within the transition range, plastic deformation occurs by disloca- 
tion glide only. Other deformation mechanisms, such as twinning on the lower shelf and ductile hole 
growth in the upper transition/upper shelf, produce fracture toughness versus temperature relation- 
ships different from that of Eq 3. The Master Curve does not account for these deformation mecha- 
nisms, so they are eliminated from consideration by the validity requirements of E 1921. Specifically, 
Eq 4 excludes the lower shelf, while Eqs 5 and 6 together eliminate upper transition/upper shelf. 
Within these limits, one transition curve shape (Eq 3) applies to all ferritic steels. This permits esti- 
mation of To using tests conducted at temperatures other than To itself (Eq 8). 

Fracture is Controlled by a Weakest Link Process--In transition, fracture is controlled by carbide 
cracking, wherein failure of a single carbide is the necessary event for failure of the specimen. The 
observation that the distribution of carbide sizes takes the same form for all ferritic steels [1 ], and the 
assumption that the fraction of carbides involved in fracture is independent of temperature [1 ], leads 
to the notion that a Weibull distribution having a slope of 4 and a minimum of 20 M P a x / ~  describes 
the distribution of toughness at a fixed temperature equally well for all ferritic steels [2]. These ob- 
servations permit the quantification of size effects, so that experiments conducted on different size 
specimens can be interpreted on a common basis (Eq 7). Furthermore, they enable calculation of sta- 
tistical tolerance bounds based on the limited replication required by E 1921. 

In their 1984 paper, Wallin et al. illustrate how these two premises lead to a Master Curve [1 ]. They 
characterize the stress distribution in the vicinity of a crack tip using J. Loading to a particular J pro- 
duces a particular crack-tip stress field (O'yy). This O'yy value is used with a Griffith failure criteria [8] 
to determine the particle radius needed to cause fracture, i.e.: 

~(% + wp)E 
r C R I T -  2(1 2 2 (9) 

- -  U )O'yy 

The critical event for fracture of ferritic steels in transition is failure of a carbide. Wallin et al. there- 
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fore describe the material by a carbide distribution: 

Pr{r -> rcrit } = P "  e x p [ - Q  �9 r] (lO) 

where P and Q are constants. The probability of encountering a carbide of radius exceeding t'crit is 
therefore the failure probability associated with a particular J value. Repetition of this process for pro- 
gressively higher levels of J produces a relationship between fracture toughness and the probability 
of failure at a fixed temperature. 

The dependence of fracture toughness on temperature enters the Wallin et al. model only through 
the plastic work term (Wp) in Eq 9. Wallin et al. assume a form for Wp that includes both athermal and 
thermal terms: 

wp = wo + [wp(0) - w0] " exp[m �9 T] (11) 

Plastic work per unit volume is the area under the true stress versus true strain curve integrated to the 
point of material failure. Consequently, we depends on the variation of stress with strain (i.e., on the 
constitutive equation) and on the strain at failure determined under constraint conditions appropriate 
for crack tip loading. Thus, the temperature dependence of the flow curve and the plastic strain at frac- 
ture control the temperature dependence of the Master Curve. We examine these factors in the fol- 
lowing section. 

Zerilli and Armstrong Constitutive Equation 

To understand the physical basis for a single "Master Curve" for all ferritic steels we need to con- 
nect the Master Curve equation back through the equation for plastic work dependence on tempera- 
ture to the constitutive equations that have been developed to describe the plastic deformation be- 
havior of metals. Considerable work has been accomplished in modeling flow curve behavior, both 
from an empirical basis [14] and from a physical basis [15,16]. The most commonly accepted, phys- 
ically based, flow curve equation is that derived by Zerilli and Armstrong [17] (known as the Z-A 
equation) given below for BCC metals: 

k 
O-now = Ao-~ + ~ + Cse" + C1 - exp[ -C3T + C4T" ln(k)] 

v l  
(12) 

where temperature (T) is in ~ Ao-~ is the contribution to the stress required for dislocation motion 
due to solute atoms in the lattice, k is the stress intensification at the grain boundary, l is the grain di- 
ameter, e is the true strain, n is the strain-hardening exponent, k is the strain rate, and C1, C3, C4, and 
C5 are material constants. For our purposes the exponential strain rate term is considered to be 
constant. 

The derivation of Eq 12 was based on the assumption of dislocation-controlled plastic deformation 
in BCC metals. The combination of thermal and athermal terms accounts for the contribution of the 
various microstructural features to the stress required for dislocation motion. The last component of 
Eq 12 is the thermal term; it describes the change in flow curve behavior with temperature. This term 
is derived based on the effects of temperature on the Peierls-Nabarro stresses within the crystal lat- 
tice that resist dislocation motion. This contribution to flow stress decreases exponentially with tem- 
perature, in apparent contradiction to the exponential increase of both plastic work and fracture 
toughness with temperature proposed in the Master Curve method. 

The thermal component of the Z-A equation was derived to describe the effects of temperature on 
the stress required for dislocations to move between equilibrium positions within the lattice. Dislo- 
cation motion through the crystal occurs by atoms changing position relative to each other, or "jump- 
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Externally applied 
mechanical stress 

) ~  Externally applied 
mechanical stress 

:ion due to 
thermal energy 

FIG. 1--111ustration of the combined effects of mechanical stress and thermal energy on the abil- 
ity of atoms to jump between equilibrium lattice sites. 

ing" between equilibrium lattice sites as shown in Fig. 1. This motion is opposed by a friction (named 
Peierls-Nabarro) stress due to the presence of other lattice atoms. For dislocation "jumping" to occur 
there must be enough energy supplied to the system, either via an externally applied mechanical stress 
or via thermal energy, to enable dislocations to overcome these short-range barriers and change po- 
sition. This process results in plastic flow of the material. The amount of energy required for dislo- 
cation motion through these short-range barriers in the lattice depends on atom spacing within the lat- 
tice and on the amplitude of atom vibration about their lattice positions. At temperatures above 
absolute zero, atoms tend to vibrate about their lattice positions due to the thermal energy in the sys- 
tem. As temperature is increased, the amplitude of atom vibration increases, resulting in an increased 
probability that an atom at any particular lattice site will be "out of position" at any given point in 
time. As atoms move out of position the activation energy for dislocation motion around them is re- 
duced. This reduced activation energy reduces the applied shear stress required for dislocation mo- 
tion and, thus, for plastic deformation. Since the basic response of a metal to increased temperature 
is increased lattice or atom vibration, the only effect of temperature on the flow curve behavior is to 
change the ease with which dislocations move through the lattice. The coefficient for this thermal 
term should therefore only vary with lattice parameter and remain unaffected by other microstructural 
parameters. This thermal term accounts for the downward shift of the flow curve with increasing tem- 
perature. 

The effects of other aspects of the microstmcture on flow curve behavior are accounted for in the 
three athermal terms in the Z-A equation. The first term (At-b) describes the effects of solute atoms 
on the flow curve accounting for the effects of substitutional and interstitial atoms on dislocation mo- 
tion. The second term ( k / N )  accounts for the effects of grain boundaries and is known as the Hall- 
Petch relationship. The third term (Cse n ) accounts for strain hardening or increasing dislocation den- 
sity on flow behavior and describes parabolic hardening. The effect of these microstructural 
parameters on dfslocation motion controls the shape of the flow curve, but the parameters do not vary 
with temperature in BCC materials. 

The athermal terms in the Z-A equation will therefore affect only the temperature at which the frac- 
ture toughness transition occurs. Because the thermal term in the Z-A equation describes the variation 
of flow behavior with temperature for a BCC material, it is this term that is expected to account for 
the shape of the fracture toughness transition. However, the thermal term describes a decrease in flow 
stress with increasing temperature. This results in a predicted decrease in the area under the true stress 
versus true strain curve, and, consequently, a decrease of plastic work with increasing temperature. 
This trend is counter to the Wallin et al. model [1] and suggests that an additional parameter must be 
considered. 

So far we have examined the shift in the flow curve predicted with temperature from the Z-A equa- 
tion. Integration of this equation gives us plastic work per unit volume but we must also consider the 
variation of the total strain to fracture with temperature to provide the limits of integration to truly 
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FIG. 2--Variation of strain to fracture with temperature determined by uniaxial tension testing. 

capture the variation of plastic work with temperature. Figure 2 shows data obtained from several 
studies on the variation of strain to fracture in uniaxial tensile tests with temperature. As can be seen 
from this figure strain to fracture increases with test temperature for a wide range of steels in much 
the same manner. Using these data to truncate the true stress, true strain curves and integrating gives 
us a value of plastic work that increases with increasing temperature, similar to the trend used by 
Wallin et al [1 ]. Details of this calculation are described in the following section. 

Calculat ion of a Master Curve 

In Eq 9 we showed that the variation of critical-J values with temperature depends only on the vari- 
ation of plastic work with temperature. In this section we calculate the variation of plastic work with 
temperature and compare the form of this variation with the Wallin Master Curve. 

The plastic work per unit volume to cause fracture is the area under the stress-strain curve. This 
area depends on the flow curve (i.e., on the variation of stress with strain) and on the strain the mate- 
rial can withstand prior to fracture. The variation with temperature of these two variables therefore 
determines the variation with temperature of plastic work. 

In general, plastic work can be expressed as follows: 

wp(T) = I" ~fail(T) tr(e,T)de 
~0 

(13) 

where o-(e,T) represents the flow curve and efail(T) represents the plastic strain to fracture. As dis- 
cussed previously, Eq 12 proposed by Zerilli and Armstrong [17] describes completely the flow 
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curve for BCC materials, with a thermal term determined only by the lattice parameter. Thus, we 
adopt Eq 12 for ~r(e,T) in Eq 13 and use the thermal coefficients obtained by Zerilli and Armstrong 
for Armco Iron [17]. C1, C3, and C4 should apply equally well to all ferritic steels. Conversely, the 
athermal terms and coefficients (A~b + k /X/T  + C58 n) are expected to depend on the microstruc- 
ture of the particular steel considered. To account for this material dependence, we adopt the value of 
400 MPa reported by McCabe et al. [18] as the total of the athermal terms for unirradiated A533B (on 
average). Furthermore, we held strain rate fixed at 1 x 10-4/s. Figure 3 presents the variation with 
temperature of both the thermal component of the flow stress (the exponential term in Eq 12) and the 
total flow stress based on these assumptions. 

While Zerilli and Armstrong provide a rigorous theoretical basis for the flow curve, an empirical 
approach is currently necessary to determine the variation of the strain at fracture (8fail(T)) with tem- 
perature. To perform the integration of Eq 13 properly, the strain at fracture should be determined for 
a stress state characteristic of crack-tip loading. Such data are difficult to obtain experimentally. Here 
we use true-strain to fracture data determined from tensile testing and focus attention on the form of 
the variation of plastic work with temperature, rather than on the values predicted. To this end, true- 
strain to fracture data are collected from the literature for various ferritic and tempered martensitic 
steels (see Fig. 2) [19,20]. These data suggest that the strain at fracture varies with temperature in a 
consistent manner for a number of different steels. Figure 2 also shows a least-squares fit to three of 
these data sets in the transition temperature region (< -120~  This fit was used to set the integra- 
tion limit in Eq 13 and is as follows: 

T(~ 
/~fai l  = 1.75 + 15~-2- (14) 
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FIG. 3--Variation of the thermal and total flow stress with temperature as predicted by the Zer- 

illi/Armstrong equation. 
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FIG. 4--Temperature dependence of plastic work per unit volume (left) contrasted with the tem- 
perature dependence of the Master Curve. 

Using Eqs 12 and 14 as input to Eq 13 predicts an increasing plastic work term with temperature illus- 
trated in Fig. 4 (here we plot Wp beyond the fit range of Eq 14 for purposes of illustration). Figure 4 also 
shows the median 1TMaster Curve for weld 72W reported by Nanstad et al. [21]. While the predicted 
temperature dependence of the plastic work term does not match exactly the temperature dependence of 
the Master Curve, Fig. 4 demonstrates an increase of plastic work per unit volume with increasing tem- 
perature. This calculation provides an initial validation of the curve shape basis described by the Wallin 
et al. model [1 ] using the physics-derived constitutive equation of Zerilli and Armstrong. 

Two refinements to this calculation are expected to improve substantially the theoretical justifica- 
tion for a single Master Curve shape. In this paper we used the total strain to fracture from a uniaxial 
tensile test to set the integration limit of Eq 13 only because such information is readily available in 
the literature. The total strain to fracture for a uniaxial specimen clearly does not provide an adequate 
representation of strain to fracture for crack-tip stress states. Use of the uniform strain to fracture 
should provide greater accuracy, but further work is needed to quantify the combined effects of stress 
state and temperature on strain to fracture. Secondly, the plastic work values obtained by integrating 
the Z-A equation are work per unit volume of material. These values must be multiplied by the vol- 
ume of material that participates in fracture (e.g., the plastic zone size, the process zone size, two 
grain diameters) to obtain a value of plastic work in better agreement with other values reported in 
the literature [10,11]. 

S u m m a r y  and  C o n c l u s i o n s  

The information presented herein provides a physical basis for a single "master" toughness transi- 
tion curve that applies with equal accuracy to all ferritic steels. The temperature dependence of the 
flow curve is controlled only by the lattice structure. Other factors that can vary with steel composi- 
tion and heat treatment, such as the grain size and the work-hardening rate, influence only the ather- 
real term of the flow curve. Consequently, these factors influence the position of the transition curve 
on the temperature axis (i.e., To as determined by ASTM E 1921-98), but not its shape. This under- 
standing suggests that the breadth of applicability of Wallin's Master Curve to other microstmctures 
is predictable based on the physics of the fracture process. 
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In an example calculation, we demonstrate that the plastic work to fracture, which gives the Mas- 
ter Curve its temperature dePendence, can be expected to increase with increasing temperature. The 
temperature dependence of the plastic work to fracture depends on the temperature dependence of 
two variables: the flow curve and the strain to fracture. The temperature dependence of the flow curve 
is physically derived by Zerilli and Armstrong and has a sound theoretical basis for ferritic steels. By 
comparison, the physical basis for the variation with temperature of the strain to fracture requires fur- 
ther attention. Available data from the literature suggest that the temperature dependence may be sim- 
ilar for a variety of steels. Use of literature data in an example calculation predicts the expected in- 
crease of plastic work with increasing temperature. Further investigation is, however, needed to 
establish an appropriate physical basis for the variation of the plastic strain to fracture with tempera- 
ture and the effect of stress state on this property. 
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ABSTRACT: In this paper a mechanistic rationale for the fracture process is applied to the CVN im- 
pact test so that the J-R curve fracture toughness could be estimated for materials that have only a CVN 
energy value as the fracture toughness characterization. The method assumes that the fit to the J-R curve 
can be given a standard form by assuming that the product of J and the tearing modulus, T, is a constant. 
Given this standard fitting form, the CVN energy is used to estimate a point on the J-R curve. Using this 
single point and the constant J • T product, the J-R curve is estimated with the two-parameter power 
law fit specified in ASTM standards. The procedure is applied to metals that undergo purely ductile 
fracture, that is, those that have CVN energy that would be characterized as "upper shelf" or 100% 
shear. 

The method requires a calibration between impact energy, which has energy contributions from fac- 
tors other than the fracture process, and the J-R curve point used in the fit. It is calibrated using three 
steel alloys where both CVN energy on the upper shelf and J-R curve fracture toughness data exist. The 
results show that a consistent calibration factor can be assumed that applies to all of the steels. Using 
that factor and the standard J-R curve fit, the prediction was good for all the steels examined. From these 
J-R curves, the initiation toughness value Jic can also be determined using the Jtc construction from 
ASTM Standard Method E 1820. The resulting determination of Jic shows why the simple process of 
fitting data sets does not give a universal prediction of toughness. The material tensile strength plays a 
role in the determination of Jic. 

KEYWORDS: J-R curve, impact test, steel, Charpy 

J-R curves characterize the fracture toughness  property for metals  that fail by a ductile mode.  Al-  
though the test  me thod  to measure  the J-R curve has been standardized for many  years, it still remains  
a somewhat  difficult  test to conduct,  one that requires special  equipment ,  and is therefore beyond  the 
capability o f  many laboratories. For  many  structural components  where  des ign against ductile failure 
is required, a J-R curve fracture toughness  characterization would make the design more  realistic, of- 
ten removing unnecessary conservat ism; however,  these data may not be available for the material o f  
interest. 

The Charpy V-notch  (CVN) impact  test is one that is famil iar  to many  laboratories. Values  o f  
C V N  energy are of ten available for materials used in structural applications.  At tempts  to correlate 
fracture toughness  wi th  Charpy impact  energy has of ten been  tried. Barsom and Rolfe [I-2],  Sailors 
and Corten [3], Berley and Logsdon  [4], and Marandet  and Sanz [5] are the better known of  these 
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correlations, which were basically curve fittings to series of toughness versus CVN energy data 
without employing a mechanistic rationale. The result is that often the fit applies only to a limited 
class of materials. Marandet and Sanz [5] found a good correlation between transition temperatures 
achieved by impact and Kic tests. However, their results were limited to materials with less than 15 
to 20% shear. 

In this paper a mechanistic rationale for the fracture process is applied to the CVN impact test so 
that the J-R curve fracture toughness could be estimated for materials that have only a CVN energy 
value as the fracture toughness characterization. The method assumes that the fit to the J-R curve can 
be given a standard form by assuming that the product of J and the tearing modulus, T, is constant. 
Given this standard fitting form, the CVN energy is used to estimate a point on the J-R curve. Using 
this single point and the constant J • T product, the J-R curve is estimated with the two-parameter 
power law fit specified in ASTM Standard Test Method for Measurement of Fracture Toughness (E 
1820-96). The procedure is applied to metals that undergo purely ductile fracture, that is, have CVN 
energy that would be characterized as "upper shelf '  or 100% shear. 

The method requires a calibration between impact energy, which has energy contributions from 
factors other than the fracture process, and a J-R curve point used in the fit. The calibration was made 
using three steel alloys where both CVN energy o~n the upper shelf and J-R curve fracture toughness 
data exist. The results show that a consistent calibration factor can be assumed that applies to all of 
the steels. Using that factor and the standard J-R curve fit, the prediction was good for all the steels 
examined. From these J-R curves, the initiation toughness value J~c can also be determined using the 
J~c construction from the ASTM Standard Test Method E 1820-96. The resulting determination of 
J~c shows why the process of fitting J~c versus CVN energy data sets does not give a universal 
prediction of toughness. The material tensile strength plays a role in the determination of Jic. 

The Mechanistic Rationale 

The Charpy V-notch specimen (Fig. 1) can be considered as a SE(B), single edge bend specimen 
defined in ASTM Standard Test Method E 1820-96, with W = 10 mm, B = 10 mm, a = 2 mm, and 
b = 8 ram. When the specimen breaks, the Aa will be 8 mm, and J at Aa = 8 mm, labeled JAa=8mm, 
can be calculated by dividing the Charpy energy, ECNV, by the initial remaining ligament area S = 

W 

FIG. 1--Charpy V-notch specimen. 
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80 mm 2. However, this value, ECNv/S, has energy contributions from factors other than the fracture 
process such as a V-notch rather than a sharp fatigue precrack. Therefore EcNv must be divided by 
an energy calibration factor, FG, to find the correct value for JAa=8mm: 

ECVN 
Jaa=8mm -- FG . S (1) 

Using J-R curve data from a standard ASTM E 1820 test, fitted with a two-parameter power law 
extrapolated to Aa = 8 ram, and the EcvN from a Charpy V-notch test for the same material, the value 
of the calibration factor, FG, can be determinated as follows: 

EcvN(kJ) EcvN (in. -- lb) 
F~ = C1(0.008 m) c~ �9 g �9 10 5 m 2 = C1 (0.3t5 in.) c~ 0.124 in. 2 (2) 

Where Ci and C2 are the fitting parameters of the power law: 

J = CIAa c2, J in kJ/m 2 and Aa in m or J in in.-lb/in. 2 and Aa in in. (3) 

However, the value JAa=8mm is only a single point on a J-R curve. The constants for a two-param- 
eter power law fit cannot be solved. One way to reduce the number  of constants is to make an as- 
sumption about the shape of the J-R curve using the product of J and the tearing modulus, T, as a 
constant: 

E dJ  
T -  o'2 da (4) 

Assuming~ 

J "  T = constant (5) 

Applying Eq 4 in Eq 5 and integrating we will have: 

f J dJ = const �9 J da ~ = const �9 
f .12 Aa 

.'. J = CIAa 0-5 

( 6 )  

(7) 

With this theoretical exponent for the power law, Eq 7 represents now a J-R curve fit with only one 
constant, C1. Using value JAa=Smm in Eq 7, the constant C1 can be easily solved (Eq 8) defining the 
complete J-R curve. 

Cx - - -  
J ECVN 

A a  0"5 
FG 8 �9 105 ~ 0 . 0 0 8  

ECVN 
_ _  = 139.75 --~'--G ' in SI units 

o r  z 

ECVN 
ECVN in I-P units 

FG • 0.124 ~ = 14.37 - - ' F ~  

(8) 
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FIG. 2--Plot showing the mechanistic rationale for the Charpy V-notch and J-R curve correlation. 

The entire scheme for predicting the J-R curve starting with ECVN is graphically represented in Fig. 
2. The data points shown are from a standard ASTM E 1820 test. 

From the predicted J-R curve (Eq 7), the initiation toughness value Jic can be determined using the 
Jic construction from ASTM E 1820. Jm is defined as the intersection of the J-R curve, from Eq 3, 
and the blunting line shifted 0.2 mm from the origin along the abscissa: 

Jic = 20"y (Aa 0.2 mm) (9) 

The more general solution of JIc involves combining Eqs 3 and 9. Usually this solution cannot be 
made in closed form. However with C2 = 0.5, Eqs 7 and 9 form a quadratic equation that can be 
solved in closed form finding: 

f c, f c, + If  Cl 10_4] 2.104,  forJicinkJim 2 
Jic = C 1 V  4o.v k2o. v V t  ~ - y  ) + 8 -  + 

/CI [ C, + I{ C1 ~e+o.o32]+O.OO8, forJicinin._lbs/in.2 
JIc = C, V 4 o .  v k2o. v V t  2O_y] 

(lO) 

The Jic expressions in Eq 10 are complex forms that involve both Ecvn and material tensile 
strength. It is evident that a simple correlation obtained by plotting EcvN and a fracture toughness 
value like Jic would not work for all materials. 

FG Calibration 

Data from modified A302 Grade B and vintage A533 Grade B steels [6] and an A508-Class 2A 
steel [7] were analyzed to calibrate Fa. Table 1 shows the data for calibration and all the Fa  values. 
Since there is some scatter in the Fc  values, a statistical analysis could be used. A three-parameter 
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TABLE 1--Data for calibration and the factor Ft. 

65 

Specimen Steel Size Temperature, ~ ECVN, J C1 Ca cry (Mpa) Fo 

A508-19 A508 2T 204 147 2915 0.31 627 2.82 
A508-23 A508 2T 204 138 7041 0.49 434 2.62 
A508-24 A508 1T 204 138 2748 0.34 434 3.25 
Z2 L-S A302 2T 204 233 4211 0.34 477 3.47 
Z2 L-T A302 1T 288 218 12124 0.54 497 3.10 
Z2 T-L A302 0.5T 82 171 7730 0.45 493 2.46 
Z2 T-L2 A302 0.5T 204 171 6957 0.48 470 3.12 
Z2 T-L3 A302 1T 204 171 2988 0.36 470 4.14 
Z2 T-L4 A302 1T 288 171 4734 0.43 500 3.62 
Z3 L-S A302 2T 288 173 2162 0.25 517 3.33 
Z3L-T A302 IT 288 175 3894 0.36 517 3.20 
Z3 T-L A302 1T 288 116 1330 0.27 517 3.98 
Z8 L-S A533 0.5T 204 209 14830 0.54 465 2.39 
Z8 T-L A533 0.5T 204 131 3100 0.34 481 2.65 
Z8 T-L2 A533 0.5T 204 131 2851 0.37 481 3.36 

Weibull statistical model was used because it fits better when the data have values skewed about the 
average. A normal distribution may not fit the data because it is always symmetric around its center. 
The third parameter, subtracting unity from Fo, was chosen as one because when FG = 1 all energy 
goes into the fracture process. 

The FG values in Table 1 give the following three-parameter Weibull statistical fit: 

[_ (FG-- 1~ 4"44] 
1 - P = e x p  \ 2.33 ] J 

FG ( m e d . ) =  3.15 FG (5%) = 2.19 FG (95%) = 3.98 

(11) 

Where FG (med.) is the median or 50% probability point on the fit, and FG (5%) and F~ (95%) are 
the upper and lower 5% confidence levels. 

J-R Curves Prediction 

The C1 values for a J-R curve approximation were calculated using FG (reed.), FG (5%), and F~ 
(95 %). Since FG is in the denominator J = C1 (95 %), Aa ~ is a lower bound of the J-R, while J = C1 
(5%) Aa ~ is a upper bound, and J = C1 (reed.) Aa ~ is the average J-R curve. The plots in Figs. 3 
to 5 show how well a J-R curve can be predicted using this method. Figure 3 is a example of a good 
prediction with the correlated and measured J-R curves lying almost together. Figures 4 and 5 are ex- 
amples where the predicted J-R curves are not as good but still acceptable compared to the scatter 
normally found in J-R tests. Table 2 shows the predicted Cl and Jic values from F~ (5%, med, 95%) 
and ASTM E 1820. 

Discussion 

For most specimen~ a relatively good prediction was found in J-R curves as well as in J~c values. 
This is good evidence'that the method works. However, for different specimens of the same material 
(Z2T-L, Z2T-L2, Z2T-L3, Z2T-L4), with the same EcvN, the scatter in the J-R curve causes a large 
error in the prediction. 

Jic is in the beginning of  J-R curve, while the adjusted JAa=Smm is at the end. Any change in the fit- 
ting exponent C2 from 0.5 alters J~r however, the assumption of constant shape in J-R curve was 
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FIG. 3--Plot showing the predicted and measured J-R curves for an ASTM A302 steel. 

proven to be reasonable. Most specimens had C2 close to 0.5, while the rest might have C2 closer to 
this value if more points, beyond the exclusion lines, were included in the J-R fitting. 

The Weibull statistic worked better than the normal distribution, showing some shifting in the F~ 
average that would not be detected otherwise. There was no evidence from the results that Fc is a 

600 

500 

400 

300 

200 

190 

0 

2" ~ 
.~ ~ 

,~ ~ 

~176 ~ 

~ 

t g 

J-R fitted :" 

. . . .  J-R predicted ." 
, '  

. . . . .  upper/lower bounds .,.' 

blunt/exclusion lines I ' 
v ~ 

: iiii i 
: I I - - ~ '  f 

0 0.5 1 1.5 2 
A. (ram) 

FIG. 4--Plot showing the predicted and measured J-R curves f o r  an ASTM A533 steel. 
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FIG. 5 - -P lo t  showing the predicted and measured J-R curves for  an ASTM A508 steel. 

function of the materials properties; nevertheless, a bigger range of different steels should be used to 
confirm that. 

The J-R curves predicted here could be used with a normalization method [8] to predict load ver- 
sus displacement curves of the specimens. Previous results have shown that variation in J-R curves 
do not strongly influence this result [9], so the predicted J-R curve might give a good estimate of fail- 
ure load in this analysis method. 

TABLE 2 Jtc according to ASTM E 1820 and the predicted C 1 and Jic. 

Jic E 1820 Jic (5%) Jic (med.) Jlc (95%) 
Specimen (kJ/m 2) Cl (5%) C1 (med.) C1 (95%) (kJ/m 2) (kJ/m 2) (kJ/m 2) 

A508-19 219.8 9370 6535 5160 172.1 111.0 84.4 
A508-23 122.1 8816 6148 4855 177.2 111.4 83.6 
A508-24 195.2 8816 6148 4855 177.2 111.4 83.6 
Z2 L-S 342.3 14816 10332 8159 353.9 212.3 155.4 
Z2 L-T 162.4 13863 9667 7634 315.3 191.6 141.2 
Z2 T-L 232.6 10917 7613 6012 226.2 141.0 105.3 
Z2 T-L2 160.6 10917 7613 6012 230.3 142.8 106.4 
Z2 T-L3 170.0 10917 7613 6012 230.3 142.8 106.4 
Z2 T-L4 153.9 10917 7613 6012 225.0 140.5 105.0 
Z3 L-S 325.7 11003 7674 6060 224.8 140.7 105.3 
Z3 L-T 238.8 11177 7794 6155 229.6 143.4 107.3 
Z3 T-L 155.8 7365 5136 4056 133.6 86.5 65.9 
Z8 L-S 244.6 13343 9305 7348 307.4 186.2 136.9 
Z8 T-L 229.1 8318 5800 4580 159.0 101.4 76.6 
Z8 T-L2 155.3 8318 5800 4580 159.0 101.4 76.6 
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Conclusions 

�9 It is possible to correlate the J-R curve and Charpy V-notch Energy using a mechanistic ratio- 
nale. 

�9 The largest errors found in the prediction could be explained by the scatter in the J-R curves 
for the same material. 

�9 The assumption of constant shape in the J-R curve (C2 = 0.5) looks to be reasonable. 
�9 The Weibull statistical model works well in the Fc  calibration. 
�9 The median value from the examples used here gave an energy reduction factor F~ of 3.15. 
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ABSTRACT: A method to simplify fracture toughness testing and reduce testing costs is discussed. An 
alternative specimen geometry, the notched round bar (NRB), has been combined with a simpler test- 
ing methodology. A multispecimen technique using notched round bars with finite notch root radii p 
was applied to 2024-T351 and overaged 2024 aluminum alloy. No fatigue precracking was used. A 
graph of apparent fracture toughness Kp versus the square root of notch root radius x/p-  was extrapo- 
lated to p = 0, corresponding to a fatigue precracked configuration. The resulting fracture toughness 
values were the same as those obtained from ASTM E 399 tests. Apparent fracture toughness Jp, deter- 
mined from NRB J-R curves for overaged 2024, was graphed versus notch root radius p. The extrapo- 
lated value of fracture toughness was the same as that obtained from ASTM E 813 and E 1152 tests. 

KEYWORDS: apparent fracture toughness, J-integral, notched round bar (NRB), finite radii notches 

Problems with Fracture Toughness Test Methods 

Four problems exist in fracture toughness test methods, such as ASTM E 399 Test Method for 
Plane-Strain Fracture Toughness of Metallic Materials, ASTM E 813 Test Method for Jl,., A Measure 
of Fracture Toughness, and ASTM E 1152 Test Method for Determining J-R Curves. First, knowing 
the material response in advance or at least having an educated guess is necessary with current meth- 
ods. Second, the standard specimens are often analyzed as planar geometries, ignoring the varying 
stress triaxiality through the thickness. Third, there are many inconsistencies between the practices 
described in the current tests. Fourth, the current tests are complicated and expensive and tend to get 
more complicated as new revisions are implemented. Each of these problems is discussed in more de- 
tail below. 

Knowing Material Response in Advance 

Using the three ASTM test methods previously mentioned requires the user to decide a priori 
which test to apply. If  the material does not respond to loading as expected, then the test is invalid, 
and the specimen and valuable testing time are wasted. This scenario is not uncommon in K~c testing. 

Varying Triaxiality Specimen Geometries 

The standard specimens have planar geometries. For thin planar specimens, a plane stress condi- 
tion exists on the lateral surfaces, and the stress triaxiality is nearly uniform through the thickness. 
For thick planar specimens, a plane stress condition exists on the lateral surfaces of the specimen and 
transitions toward a plane strain condition in the middle of the specimen. If  the planar specimen is 
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thick enough, a state of plane strain will exist in the middle. Thus, the stress triaxiality will always 
vary from plane stress to plane strain (or nearly plane strain) in planar specimens. 

Inconsistencies Between Fracture Toughness Test Methods 

There are several inconsistencies that can be addressed. First, crack front measurements in the Kic 
test involve taking two surface measurements and three interior measurements along the crack front; 
crack front measurements in the Jlc test involve seven interior measurements. Both choices were 
rather arbitrary. Regardless of the test method, the uneven crack growth that occurs in planar speci- 
mens is a problem that cannot be removed from the test. Second, two arbitrary yield strengths are used 
in the fracture toughness tests: 0.2% offset yield strength (Oys) and effective yield strength (o-y), taken 
to be the average of the 0.2% offset yield strength and the tensile ultimate strength to account for 
strain hardening. Third, the m-factor used in relating J and K to CTOD (CTOD = m ~ )  is inconsis- 
tently used. The value of m depends on strain hardening and is not unity for elastic materials. Al- 
though m can vary from 1.25 to 2.5 for common structural steels, the blunting line construction used 
in E 813 and ]E 1152 assumes m = 1. 

Complicated and Expensive Procedures 

All the current tests are much more complicated and expensive than standard tension testing. These 
complications may even discourage some industries from performing qualitative fracture toughness 
testing. 

During the past 25 years, the standard fracture toughness testing procedures have relied on speci- 
mens that are expensive to fabricate. These specimens must be fatigue precracked, taking both oper- 
ator and machine time. The standard specimens require expensive instrumentation to record the load- 
line displacement. These factors make fracture toughness tests much more expensive to perform than 
tension tests. 

Possible Solutions 

Common Test Method 

One possible solution to simplify fracture toughness testing and reduce testing costs is use of the 
common test method ASTM E 1820 Test Method for Measurement of Fracture Toughness. In 1996, 
ASTM approved this common test method, which provides, in a single test method, the procedures 
and guidelines found in the E 399, E 813, and E 1152 test methods. These three fracture toughness 
test methods were developed over a 30-year span by engineers and scientists with different back- 
grounds and different problems. One of the great strengths of ASTM is its diversity; however, 30 
years of diversity has led to some unnecessary duplication and inconsistency in the fracture tough- 
ness tests. Many of the differences in test procedures do not have a sound theoretical basis. The com- 
mon test method does not assume the nature of the material's response to loading. Instead, the com- 
mon test method develops a logical framework for calculating fracture toughness after the material's 
response to loading is determined. The common test method should alleviate many of the inconsis- 
tencies between the current test methods. Unfortunately, the methodology in the common test method 
is complicated. This is the price of versatility. 

Starting Anew 

Another possible solution to simplify fracture toughness testing is to start anew. The notched round 
bar was rejected as a specimen geometry by The Committee on Rapid Inexpensive Tests for Deter- 
mining Fracture Toughness [1] in the 1970s because of high-load-capacity requirements and diffi- 
culty in fatigue precracking. The perceived difficulty with high load requirements was unfounded--  
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FIG. 1--Engineering drawing of the notched round bar specimen (1 in. = 25.4 mm). 

conventional wisdom at the time dictated that a round bar with a very large nominal radius, 63 mm, 
would be necessary to maintain the stress triaxiality level of a 25-mm-thick planar specimen. The dif- 
ficulty with fatigue precracking was real--asymmetric crack growth occurred when small load mis- 
alignments occurred. However, if smaller nominal radius (13 mm or less) specimens are used and if 
the precracking requirement can be removed, the notched round bar seems likely to be a reasonable 
alternative to current test geometries. 

The notched round bar (NRB), shown in Fig. 1, has three characteristic radii: the nominal radius 
R, the notch neck radius J, and the notch root radius p. There are five possible advantages when us- 
ing the NRB specimen instead of planar fracture toughness specimens. First, the notched round bar 
loaded in tension is essentially a two-dimensional (axisymmetric) geometry that develops uniform 
stress triaxiality along the circumferential notch front. Therefore, the issue of two-dimensional ideal- 
izations like plane stress and plane strain versus full three-dimensional analysis can be avoided. Sec- 
ond, the geometry allows equal access to the notch tip, making it ideal for stress corrosion cracking 
tests. Third, the geometry is ideal for mixed-mode I-III fracture toughness testing. Fourth, the geom- 
etry is attractive for dynamic or impact fracture toughness testing. Fifth, notched round bars com- 
bined with a simpler test methodology may reduce fracture toughness testing costs. 

Previous Work  with Notched Round Bars 

In 1965, during the early development of fracture toughness testing methodology, many different 
specimen geometries, including the notched round bar, were critically examined by Brown and Sraw- 
ley [2]. Tensile and fatigue properties had long been determined using notched round bars, and some 
of the earliest fracture toughness tests were naturally attempted with this geometry. The major diffi- 
culties with using notched round bars were the issue of how sharp a notch must be to simulate fatigue 
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precrack and the lack of an accurate K calibration. These problems led Brown and Srawley to favor 
other specimen geometries. 

Brown [3] noted that only a small amount of  Ktc data had been generated by 1975 from fatigue pre- 
cracked round bars because of the difficulty with maintaining concentric crack growth during fatigue 
cycling. Precracking was often done in reverse bending on a lathe. A second difficulty came in try- 
ing to determine when the crack had grown to the desired length for the toughness test. 

In the late 1980s, Stark and Ibrahim [ 4 ~ ]  performed fracture toughness tests on small fatigue pre- 
cracked round bars with a nominal radius R of 4.2 mm and a notch neck radius r of approximately 2 
mm so that r/R -~ 0.5. Using the maxinmm load in the test to calculate Klc, their results were within 
3% of 50-mm C(T) data for a high-strength aluminum alloy. Even though the ligament areas of the 
precracked round bars were significantly smaller than those of  the 50-mm C(T)s, they found no sig- 
nificant size effect. 

Stark and Ibrahim used finite element analyses to determine two size requirements for a valid Kxc 
test. First, the fatigue crack must be at least twice the plastic zone size in depth. Second, the average 
axial stress across the final ligament at fracture must not exceed 2.5 times the yield strength so that 
general yielding does not precede fracture. Stark and Ibrahim did report that a significant number of 
their specimens had eccentric final ligaments. They analyzed the specimens in question to determine 
a bending correction to the stress intensity factor. 

In 1995, Giovanola et al. [7] used small precracked round bars to measure the fracture toughness 
of Ti-10V-2Fe-3A1, HY-130 steel, and A508 class 2A steel. These materials were selected because 
they have a wide range of fracture toughness to yield strength ratios and were previously well char- 
acterized. The specimens had an R of 8 mm and an initial r of 4 mm. Precracking was done on a lathe 
until the ratio of crack size a to R varied from 0.56 to 0.78, where a = R - r. Eccentricity increased 
with increasing crack size, varying from 0.10 to 0.75 mm. In an arrangement similar to a standard ten- 
sile test, crack opening was measured using a 25.4-mm gage length. The maximum load was used for 
calculating fracture toughness based on fractographic evidence and analysis of the load-displacement 
records. 

For the Ti- 10V-2Fe-3AI, Klc values obtained using cracked round bars were about 15% lower than 
determined using a conventional specimen. For the embrittled HY-130, fractographic analysis re- 
vealed that initiation and propagation of the crack were cleavage driven. For the ductile HY- 130, frac- 
tographic evidence revealed that crack initiation occurred at maximum load, followed by a rapid 
"quasi-stable" growth for a certain distance before complete instability. For the A508 material, the 
cracked round bars gave similar toughness values as conventional specimens. Crack eccentricity oc- 
curred in specimens of all three materials. 

In contrast to using global stress field approaches based on K or J to describe the mechanics of frac- 
ture, the French research group F. M. Beremin [8-11] developed a local approach to the fracture me- 
chanics of cracked round bars in the 1980s. Their local approach required precise elastic-plastic fi- 
nite element analyses combined with a damage function to model void growth leading to ductile 
fracture. They measured ductile crack initiation, stable crack growth, and instability on fatigue pre- 
cracked round bars. They simulated void growth using a model proposed by Rice and Tracey [12] in 
1969. The model requires the determination of parameters that locally describe the change in size of 
a cavity as a function of hydrostatic stress, yield strength, and plastic strain. The local approach 
assumes that failure occurs when a critical void density is reached in a material. F. M. Beremin 
concluded that a local criterion can be used in more complex situations than global criteria based 
on K o r J .  

Relating Notches to Cracks 

In the previous section, the focus was on fracture toughness testing with notched round bars that 
had been fatigue precracked. Beyond a change in geometry, there is still a need to simplify the test 
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methodology. To simplify the test methodology by removing the fatigue precracking requirement de- 
mands a study of the relationship between finite radii notches and sharp cracks (approaching a zero 
radius). This relationship must be studied from the perspective of the mechanics of notches and cracks 
and the material response of notches and cracks. 

The mechanical relationship between a notch and a sharp crack was derived by Irwin [13] 

Kp = lim ~ ._~0-T- ~max V~P (1) 

where p is the notch root radius, and O'ma x is the local stress at the notch tip. It should be noted that 
O'ma x is typically a function o f p  and is often written as kto'nom, where kt is the stress concentration fac- 
tor and O-,om is the nominal stress at the notch neck. This result provides a connection between the 
mechanics of a notch and the mechanics of a crack. 

The connection between the material responses of a notch and a crack is more difficult to quantify. 
The apparent fracture toughness, as obtained from a notched specimen, is the critical stress intensity 
factor calculated by considering the notch to be a sharp crack. The apparent fracture toughness is not 
a material property because it is dependent on the size of the notch root radius that is used, The mod- 
ifier "apparent" is used to distinguish the notch-dependent fracture toughness from the fracture tough- 
ness obtained using sharp cracks. 

In 1964, Irwin [13] conducted some fracture toughness tests on double edge tension DE(T) speci- 
mens made from H-11 steel with a yield strength of 1600 MPa. His tests were conducted using 
notched, not cracked, specimens. His results are shown in Fig. 2. Below a certain notch root radius 
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FIG. 2--Apparent fracture toughness versus square root of notch root radius for H-11 steel [13]. 
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Pc, the apparent fracture toughness Kp is approximately constant. Irwin identified the limiting criti- 
cal radius as Pc = 0.0063 ram. This plateau value is approximately equal to the fracture toughness 
value obtained from fatigue-precracked specimens. Above the limiting critical radius, the graph of Kp 
versus x / p  was linear. 

In 1968, Wilshaw, Ran, and Tetehnan [14] conducted fracture toughness tests on single edge bend 
SE(B) specimens made from a high-nitrogen steel with a yield strength of 830 MPa. A similar rela- 
tionship between apparent fracture toughness and ~ was found. The limiting critical radius was Pc 
= 0.05 mm. 

In 1977, Begley, Logsdon, and Landes [15] applied a similar procedure to determine Jic for ASTM 
A471 NiCrMoV rotor steel with a yield strength of 760 MPa and 6061-T651 aluminum alloy with a 
yield strength of 290 MPa using both middle crack tension M(T) specimens and compact tension 
specimens. In addition, they performed fracture toughness tests using fatigue precracked specimens 
and found excellent agreement with a linearly extrapolated value of fracture toughness for a zero 
notch radius (Fig. 3) from the notched (no fatigue precrack) specimens. Note that the abscissa in Fig. 
3 is p since the elastic component of J is proportional to K 2. No plateau or limiting critical notch root 
radius was discernible. 

More recently in 1996, Reiff and Ernst [16 ] determined that initiation values of CTOD of a struc- 
tural steel and a pressure vessel steel could be calculated by extrapolating apparent CTOD values 
from notched Charpy specimens to a zero notch root radius. They used four different sizes of notch 
root radii and observed a linear increase in CTOD. By extrapolating to a zero notch root radius, they 
obtained CTOD values that equaled those obtained from fatigue precracked Charpy specimens. 
Again, no plateau or limiting critical notch root radius was apparent in the tests. 
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FIG. 3--Apparent fracture toughness versus notch root radius.for 6061-T351 and NiCrMo V [15]. 
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Research Plan 

A combined experimental and analytical research program was implemented to study the suitabil- 
ity of the notched round bar (NRB) for fracture toughness testing. The purpose of the experimental 
program was to determine fracture toughness of several materials using both conventional fracture 
toughness specimens and notched round bars. Fracture toughness for the notched round bars was to 
be determined using a multispecimen approach, i.e., examining a graph of apparent fracture tough- 
ness K o (or Jo) versus ~ / p  (or p) and extrapolating to p = 0. The analytical program's purpose was 
to determine how to calculate K and J for the notched round bar. 

Two materials were experimentally tested and analytically modeled: 2024-T351 and overaged 
2024 aluminum alloy. All tests were conducted at room temperature. Young's modulus E was deter- 
mined to be 73 GPa and Poisson's ratio v was taken as 0.33. Tensile strength tests were conducted 
for both materials. For 2024-T351, the 0.2% offset yield strength was 390 MPa, the ultimate tensile 
strength was 480 MPa, and the Ramberg-Osgood hardening exponent was 15. For the overaged 2024, 
the 0.2% offset yield strength was 180 MPa, the ultimate tensile strength was 315 MPa, and the Ram- 
berg-Osgood hardening exponent was 5. 

Experimental Program 

The NRB specimen details are shown in Fig. 1. The specimens had a nominal radius R of 6.35 mm 
(0.25 in.) and a neck radius r of 3.175 mm (0.125 in.), thus r/R = 0.5. Three different notch root radii 
were used: p = 0.127, 0.254, and 0.508 mm (0.005, 0.010, and 0.020 in.). All specimens had a notch 
flank angle of 45 ~ All notch root radii p had a tolerance of _+0.025 mm (_+0.001 in.). 

To maintain proper alignment, buttonhead ends were used in place of threaded ends. A mechani- 
cal gripping apparatus, typical of low-cycle fatigue testing, was used. Alignment was checked ac- 
cording to ASTM E 602 Test Method for Sharp-Notch Tensile Testing with Cylindrical Specimens. 
ASTM E 602 allows no more than 10% bending stress for a nominal tensile stress of 205 MPa. Typ- 
ical bending stresses due to misalignment were no larger than 5% of the nominal tensile stress. 

All tests were conducted on screw-driven universal testing machines with uniform crosshead mo- 
tion. An extensometer with a gage length of 10 mm and a 10% extension range was used in all tests. 
Load and gage displacement data were recorded with an x-y plotter and digitized afterward. 

Two test series were conducted. Kic testing was performed on the 2024-T351 aluminum alloy with 
50-mm C(T) and NRB specimens. Jic and J-R curve testing was performed on the overaged 2024 alu- 
minum alloy using both 25-mm C(T) and NRB specimens. 

The 2024-T351 and overaged 2024 aluminum specimens were machined from a 50-ram-thick 
plate. For 2024-T351, standard Kic fracture toughness tests were conducted using fatigue precracked 
50-mm C(T) specimens. Nonstandard blunt-notch 50-mm C(T) specimens with notch root radii 
matching the NRB specimens were also tested. For the overaged 2024, standard Jir and J-R curve 
fracture toughness tests were conducted using fatigue precracked 25-mm C(T) specimens. In addi- 
tion, nonstandard blunt-notch 25-mm C(T) specimens with notch root radii matching the NRB spec- 
imens were tested. Duplicate tests were conducted for each combination of specimen type and notch 
root radius. 

Analytical Program 

In conjunction with the experimental program, an analytical program was conducted. Although K 
(and hence elastic J or Jel) expressions for the notched round bar are readily available, plastic J or Jpl 
for the notched round bar geometry needed to be determined. The load separation method, developed 
by Paris, Ernst, and Turner [17,18], was used to quantify Jpl. An extension to the load separation 
method, called the normalization method, developed by Landes and Herrera [19,20], was used to de- 
termine crack growth Aa without requiring unloading compliance data. 

Copyright by ASTM Int'l (all rights reserved); Tue Dec 15 13:13:15 EST 2015
Downloaded/printed by
University of Washington (University of Washington) pursuant to License Agreement. No further reproductions authorized.



76 FATIGUE AND FRACTURE MECHANICS: 30TH SYMPOSIUM 

The load separation and normalization methods required analytical load-displacement curves to 
determine Jpt. Large strain, nonlinear finite element analyses were used to model the load-displace- 
ment  response of both  a luminum alloys. The nonlinear  material  response was modeled using 
isotropic hardening with a yon Mises yield criterion, and again with a Drucker-Prager yield criterion 
(essentially, a generalized yon Mises yield function that includes both the yon Mises effective stress 
and a hydrostatic stress term). Further details concerning the finite element analyses and the calcula- 
tion Of Jpl and Aa are given by Wilson [21]. 

R e s u l t s  

Klc Testing of 2024-T351 Aluminum Alloy 

Representative experimental NRB load-displacement P-v curves for 2024-T351 for each notch 
root radius p are shown in Fig. 4. The P-v records for all three values of p follow a common curve 
with the smallest p data failing at a lower load. It was observed that all specimens failed, separating 
into two pieces, before the load reached an instability point predicted by dP = 0. No discontinuities 
in the P-v records were encountered during the tests. No surface crack growth was observed during 
the tests. 

The methodology in ASTM E 399 was considered invalid for the NRB geometry because of the high 
level of plasticity attained in the finite radii specimens. Therefore, apparent fracture toughness values 
from the experimental P-v curves were determined using J calculations as outlined in the E 813 test 
method. The values of J at final instability, Jo  were converted to K using J = K2/E ', where E'  = E/(1 
- 1,2). These results are shown in a graph of apparent fracture toughness Kp versus ~ in Fig. 5. 

To determine fracture toughness Kit, a curve fit was needed to extrapolate down to p = 0. Based 
on Irwin 's  data shown in Fig. 2, a linear extrapolation will probably provide an overly conservative 
value for fracture toughness. To more realistically model the plateau region for small p, an exponen- 
tial function was used 

K o = ColOC'Vpp (2) 
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FIG. 4--NRB load-displacement results for 2024-T351. 
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FIG. 5--Apparent fracture toughness versus square root of  notch root radius for 2024-T351. 

where Co and Ct are coefficients to be determined in a least squares method after the exponential 
function is linearized. The value of Co will be the fracture toughness determined by the multispeci- 
men technique. The particular form of the exponential function was chosen solely for convenience 
and is not based on any mechanical or material considerations. 

Using the apparent NRB fracture toughness values from the three finite notch radii, the resulting 
curve fit gave a value of Kjc = 37 MPa~' -m for a zero notch root radius. 

In addition to NRB specimens, compact tension C(T) specimens were also tested. Using ASTM E 
813, the average value of Kjc for the precracked C(T) specimens was 35 MPa~/-m. If ASTM E 399 
is used to determine fracture toughness, the resulting average K1c for the precracked C(T) specimens 
was 38 MPa%/-m. 

Apparent fracture toughness Kp values were determined from the blunt-notch C(T) specimens. Ex- 
trapolating to a zero notch root radius gave Kj,. = 35 M P a w ~ .  Thus, the value of fracture toughness 
extrapolated from both NRB and blunt notched C(T) specimens was close to the fracture toughness 
calculated using precracked C(T) specimens. 

Jic and J-R Curve Testing of Overaged 2024 Aluminum Alloy 

Representative experimental notched round bar load-displacement P-v records for the overaged 
2024 for each notch root radius p are shown in Fig. 6. The P-v curves for all three values of p follow 
a common curve to a point where unloading occurs. Unlike the previously described 2024-T351 re- 
sults, all the overaged 2024 test records fail beyond a point where the differential load dP is zero. This 
observation indicates that some ductile crack growth occurred before fracture, although no surface 
crack growth was observed. 

To develop a J-R curve, the normalization method was used to determine the apparent change in 
r/R as ductile crack growth occurred in a specimen. An effective crack length a was defined as 

) (3) 
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FIG. 6--NRB load-displacement results for  overaged 2024. 
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For each P-v data pair, a value of a was calculated. J was calculated in accordance with the E 813 test 
method. The resulting J-R curves are plotted in Fig. 7. 

For comparison, the J-R curves from precracked 25-mm C(T) and notched (without precracking) 
25-ram C(T) specimens are plotted in Fig. 8. The maximum crack extension ~a  found in any of the 
NRB test records was 0.4 mrn, while the maximum crack extension found in the notched C(T) test 
records was 2.3 mm. Clearly, the notched round bar geometry did not develop a significant amount 
of crack extension. 
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FIG. 8--25-mm C(T) J-R Curve for overaged 2024. 

The blunting line and the 0.2-mm offset lines are also shown in Fig. 7. According to the E 813 test 
method, the intersection of the fitted J-R curve with the 0.2-mm offset line is the fracture toughness 
Jc. However, none of the NRB J-R curves extended to this intersection. Thus, the E 813 methodol- 
ogy was not used to determine JQ for the notched round bars. 

In this research program, Jc was taken as the J value at the intersection of the blunting line and the 
power law curve fit of the J-R curve for data points clearly off the blunting line. For the NRB test 
records shown in Fig. 7, an exclusion line parallel to the blunting, but offset by a distance of 0.025 
mm was used. It is recognized that such a construction for precracked specimens would result in very 
low values of J~. (JQ) compared to the E 813 test method. However, the E 813 test method assumes 
that sharp cracks are used and that blunting occurs only with subsequent loading. This is not the case 
for the notched round bar, which has a finite notch root radius before monotonic loading. A compar- 
ison of Jc values developed in this manner for the NRB specimens and Jo values developed using the 
E 813 test method for 25-mm C(T) specimens is shown in Fig. 9. 

Extrapolating the apparent Jp values for the NRB specimens to p = 0 mm in Fig. 9 gave Jc = 20 
kJ/m 2. The value of Ja from the precracked 25-mm C(T) specimens was also 20 kJ /m 2. It was sur- 
prising to note that the apparent JQ values for the notched 25-mm C(T) specimens did not follow a 
linear relationship with notch root radius p for p = 0.508 mm. If this notch root radius is excluded 
from an extrapolation to zero notch root radius, then the predicted J,. value is essentially the same as 
the precracked results. Re-examining Fig. 8 did not reveal any reason for the anomalous behavior of 
the larger notch root radius 25-mm C(T) specimens. 

Discussion 

The notched round bar geometry gave comparable results to traditional fracture toughness speci- 
men geometries, such as the compact tension and single edge bend geometries for 2024-T351 and 
overaged 2024. For initiation fracture toughness of 2024-T351, the fracture toughness determined us- 
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FIG. 9--Apparent fracture toughness versus notch root radius for overaged 2024. 

ing notched round bars was the same as the fracture toughness obtained using precracked C(T) spec- 
imens. The E 399 test methodology was not suitable for the NRB geometry because of the large 
amount of plasticity found in the load-displacement record. The increased plasticity level was ex- 
pected because of bluntness of the notch root radius versus a sharp precrack. Therefore, K-based 
analysis was not used on the notched round bars. 

A critical value of J, Jc was determined for the 2024-T351 using the E 813 test methodology and 
converted to Kjc. The extrapolation of apparent fracture toughness Kjc to zero notch root radius p us- 
ing a graph of Kp versus ~r  worked well for both the NRB geometry and the notched (but not pre- 
cracked) C(T) geometry. In fact, the apparent fracture toughness values for a given notch root radius 
for both the C(T) and NRB geometries lie very close together (Fig. 5). Reexamining the results of 
Begley, Logsdon, and Landes [15] in Fig. 3 reveals a similar result for a NiCRMoV steel. Both C(T) 
and M(T) specimens gave the same extrapolation line to Jc. 

There is no mechanical significance in using an exponential function for the curve fitting proce- 
dure. Similar results were obtained using a third-order polynomial to extrapolate to a zero notch root 
radius. Further investigations are underway to develop additional data to add to the sparse set pre- 
sented in Fig. 5. Additionally, investigations are underway to develop a mechanical model for relat- 
ing apparent fracture toughness to notch root radius. 

For the overaged 2024 aluminum, the NRB specimens produced a much smaller amount of stable 
crack growth than notched C(T) specimens. However, the two geometries gave the same extrapola- 
tion line in a plot of apparent Jp versus p. In terms of calculating initiation fracture toughness, the 
NRB geometry is a suitable alternative to the C(T) geometry. If a substantial J-R curve is sought, the 
NRB does not provide sufficient stable crack growth. In this case, a planar specimen would be better 
than a NRB specimen. 

Conclusions 

The results presented in the previous section clearly demonstrated that the notched round bar ge- 
ometry is a suitable alternative to the currently used planar specimen geometries. The NRB geome- 
try is particularly well-suited for initiation fracture toughness testing where the construction of a J-R 
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curve is not required. The NRB geometry is a reasonable alternative for fracture toughness testing us- 
ing the E 399 test method. Instead of determining Ktc, a Jc value should be determined and then con- 
verted to Kjc. This change in methodology is needed because of the larger amount of plasticity that 
develops in a notched versus a precracked specimen. 

For J-R curve testing, the NRB is probably not as useful as the planar specimens because the NRB 
does not develop a large amount of stable crack growth. However, if  initiation fracture toughness Jlc 
is required, the methodology presented here can be used. In other words, the NRB geometry should 
provide enough stable crack growth to support a Jlc construction similar to the E 8 l 3 test method. For 
materials like the overaged aluminum, which do not have observable surface crack growth, the Jlc 
construction in the E 813 test method must be modified. The proposed change is to forego the use of 
the 0.2-mm offset line for determining Jh.. Instead, Jlc should be taken from the actual blunting line. 

Overall, the NRB geometry should be attractive to industries that do not currently use precracked, 
planar specimens. The notched round bar does not require a servohydraulic testing machine because 
precracking is not necessary. If the normalization method is used for determining crack length, then 
unloading compliance is not required. In fact, the NRB geometry is no more difficult to test than a 
straight tensile bar. Two key issues must be remembered when using the NRB geometry. First, proper 
alignment must be maintained. The alignment requirements in the E 602 test method was found to be 
sufficient in this research program. Second, the notch root radius of each specimen should be care- 
fully measured before testing. The extrapolation procedure may be sensitive to the measurement of 
notch root radius. 

In terms of a cost savings over using precracked planar specimens, the NRB geometry may pro- 
vide an advantage. When compared on a per-test basis, the NRB is significantly cheaper to test. How- 
ever, the multispecimen approach presented here requires the use of several notch root radii and, at 
least, duplicate tests at a given notch root radius. For example, the E 399 test method recommends 
that at least three precracked specimens be used. If notched round bars are used with duplicate tests 
at three notch root radii, then six specimens would be needed. It is estimated that a single NRB spec- 
imen costs about one half the amount of a planar specimen. Thus, manufacturing six notched round 
bars would cost the same as three precracked, planar specimens. The real savings in using notched 
round bars is that fatigue precracking is not required. In addition, it is not necessary to use a servo- 
hydraulic testing system. In fact, the same test setup used for tensile tests should be adequate for frac- 
ture toughness testing with notch round bars. 
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ABSTRACT: This work describes the development and verification of a 3-D model to predict stable, 
Mode I crack growth in thin, ductile aluminum alloys. The model extends the standard 2-D form of the 
crack tip opening angle (CTOA) methodology, which determines crack extension based on obtaining a 
critical angle at the crack tip. When the CTOA reaches the critical value, all the nodes along the current, 
3-D crack front are released simultaneously, thereby growing the crack in a self-similar manner. Eval- 
uation of the CTOA occurs at a specified distance behind the crack tip; this decouples CTOA evalua- 
tion from mesh refinement. The CTOA-based model also includes adaptive load control strategies to 
minimize the effects of discrete load increments on the growth response. To evaluate the effectiveness 
of the described approach, this work describes a validation study using load-crack extension data from 
2.3-ram-thick A12024-T3 specimens tested at NASA-Langley. The test matrix includes C(T) and M(T) 
specimens, with varying widths (50 to 600 mm), a/W ratios, and levels of constraint to suppress out-of- 
plane bending. Comparisons of load-crack extension curves from experiments and analyses of a con- 
strained 150-mm C(T) specimen provide a calibrated critical CTOA value of 5.1~ Analyses using the 
calibrated CTOA value for constrained and unconstrained specimens provide predictions of peak load 
in good agreement with the experimental values. 

KEYWORDS: stable crack growth, CTOA, 2024-T3 aluminum, 3-D, finite element analysis, out-of- 
plane bending 

The ductile tearing behavior of thin sheet aluminum is critical to a number of engineering applica- 
tions, most notably in safety assessments of aging aircraft [1,2]. These structures employ aluminum 
components only a few millimeters thick, while in-plane dimensions span several meters. During ser- 
vice, fatigue at rivet holes and lap joints, for example, generates through-thickness cracks in the com- 
ponents. These small cracks may experience significant ductile tearing and coalescence into longer 
cracks prior to component failure during an overload condition. Effective computational techniques 
that accurately predict ductile crack growth can greatly assist initial design and subsequent fracture 
assessments of these structures. Much of the current research on modeling ductile crack growth in 
metals centers on damage mechanics approaches, such as the Gurson-Tvergaard model [3-5], which 
characterize the void nucleation, growth, and coalescence process driving crack growth. This ap- 
proach is highly effective in modeling crack growth in ferritic steels, where typically thick sections 
generate high levels of stress triaxiality that drive the damage process. In thin aluminum panels where 
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crack extensions are many times the thickness, through-thickness stresses are necessarily reduced, of- 
ten leading to through-thickness slant fracture along bands of large plastic strain. Current approaches 
that rely on high triaxiality to damage the material have limited applicability for thin specimens. Mod- 
eling approaches for thin materials often use a simpler macroscale measure of near-tip deformation 
to control crack growth, such as the crack tip opening angle (CTOA) [6-8]. 

With CTOA-controlled crack growth, the crack front advances by a prescribed amount (usually one 
element size in a finite element model) when the CTOA reaches a specified, "critical" value. Consti- 
tutive models for material ahead of the crack tip generally use J2 flOW theory of plasticity; conse- 
quently, no material damage occurs ahead of the tip. Early researchers to adopt this modeling proce- 
dure include Rice and Sorensen [9], Sham [10], and Sorensen [11]; these studies focus on ductile 
growth under plane-strain, small-scale yielding conditions. Subsequent researchers have employed 
various CTOA criteria to investigate ductile tearing in fracture specimens in a 2-D setting (plane-strain 
or plane-stress conditions) [see, for example, Refs 12-14]. These studies demonstrate that crack 
growth in thin aluminum components cannot be modeled properly with simple 2-D analyses, Despite 
the thin material, sufficient stress triaxiality develops just ahead of the crack front to make the response 
3-D in character even for materials of 1 to 2-mm thickness. Furthermore, out-of-plane bending in un- 
restrained panels strongly affects crack growth, reducing peak loads by as much as 40% [15]. Full 3- 
D analyses become necessary to model adequately the fracture behavior of such thin components-- 
near the crack front, the response has a 3-D character with thin shell behavior remote from the crack 
front. Studies that use 3-D models remain relatively rare. Dawicke et al. [6,7] describe 3-D crack 
growth analyses of thin panels with anti-buckling guides that use CTOA-controlled growth with en- 
forced uniform extension along the crack front. To model the effects of local out-of-plane bending, 
Starnes et al. [16] and Young et al. [17] employ a thin shell model of the cracked component with a 
CTOA criterion to control crack growth. However, to match the measured experimental response, the 
shell model needs an adjustable plane-strain "core" along the crack plane to introduce some through- 
thickness constraint. In all of these studies, crack growth occurs at a fixed (critical) value of the CTOA. 
A number of factors may affect the applicability of a constant, critical CTOA value, including sheet 
thickness, crack, and loading geometry, absolute specimen size, buckling behavior, and the influence 
of multiple cracks. For the CTOA approach to offer a fracture parameter having general transferabil- 
ity between different configurations, it must be reasonably invariant of these factors. 

This study explores the application of a fully 3-D model for ductile crack growth in thin aluminum 
sheets using a CTOA criterion, including the strong effects of out-of-plane bending. The first section 
outlines the CTOA modeling strategy in a 2-D framework, then discusses extension of the CTOA ap- 
proach for 3-D analyses of planar (Mode I) growth and as an approximation for slant fracture. Eval- 
uation of the CTOA occurs at a fixed, specified distance (Lc) behind the crack front, thereby divorc- 
ing CTOA evaluation from mesh resolution. Given a specific Lc value, the predicted growth response 
converges to a unique result with continued mesh refinement. The analyses also include adaptive 
loading strategies to insure results independent of load increment sizes specified in the analyses. A 
validation study demonstrates application of this new modeling approach to predict crack growth in 
the thin aluminum panels tested by Dawicke and Newman [7,8] at NASA-Langley. These tests on 
thin A1 2024-T3 panels covered a range of absolute sizes, specimen types, crack length to width 
(a/W) ratios, and levels of out-of-plane bending suppression. The validation procedure involves a 
calibration using a 150-ram C(T) specimen to provide the critical CTOA value, which then remains 
fixed for prediction of crack growth in all other tests. In all cases, the predictions of load-crack growth 
responses are in good agreement with experimentally measured responses. 

CTOA Models For Crack Growth 

Key Features in 2-D and 3-D Settings 

Figure 1 illustrates the essential features of crack growth modeling with a critical CTOA criterion 
in a 2-D setting. The crack plane coincides with the symmetry plane. Nodes constrained to remain on 
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FIG. 1--Crack advance in Mode I by node release in a 2-D setting. 
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this plane define the remaining ligament, unconstrained nodes define the crack face, and the current 
crack tip node is the constrained node between the two sections. Crack growth occurs by release of 
the constraint in the direction normal to the crack plane for the current crack tip node. The crack tip 
node also serves as the vertex of the angle, with the unconstrained node adjacent to the crack tip typ- 
ically providing the second point required for calculation of the CTOA. In a 3-D framework, how- 
ever, the complexity increases significantly even for growth limited to Mode I conditions. The notion 
of a crack "tip" generalizes to a crack "front," which can be a closed loop (an embedded flaw) or a 
curved line (a through crack or surface crack). As in 2-D, multiple crack fronts may exist simultane- 
ously and may grow together, forming new crack fronts. The local "direction" of crack growth in the 
symmetry plane at a point on the front now comes into question. To provide a simple extension of 
CTOA to 3-D applicable for through-crack configurations, the analyses described in this study de- 
termine the growth of an entire front based on the angle at a defined single "master" node (Fig. 2). 
When the CTOA at the master node reaches the critical value, all nodes on the crack front are released 
simultaneously. The analyst selects the master node for use at each crack front. The node at mid- 
thickness is typically selected as the master node since constraint effects make it the controlling lo- 
cation for crack growth in these thin sheet analyses. This implementation appears applicable to model 
thin structures where the remaining ligament size and the amount of crack growth are both much 
greater than the thickness. 

Each time a growth event occurs, the nodes within a specified distance, Lc, of the crack tip are re- 
leased (Fig. 3). Releasing a node removes the constraint in the normal direction of the crack plane; 
other constraints, if any, remain unchanged. The reaction force in the normal direction becomes an 
applied nodal force that must relax to zero gradually to prevent numerical difficulties. The traditional 
procedure that suspends external loading changes during node release becomes prohibitively expen- 
sive in large-scale 3-D analyses with multiple crack fronts; the node release process and further ex- 
ternal loading must proceed concurrently. Conventional implementations of CTOA-controlled 
growth reduce such forces to zero over a fixed number of load steps. This approach, however, often 
introduces a dependence on the step size defined in the analysis. In this work, a traction-separation 

FIG. 2--CTOA mechanism in 3-D illustrating enforced, uniform growth. 
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FIG. 3IDefinition of CTOA at a specified distance, Lc, to mmtmize meshing sensitivity of  com- 
puted response. 

model lessens this dependence by placing the force reduction process on a more physical basis, as il- 
lustrated in Fig. 4. At release, the forces are decreased immediately by 20% to prevent the newly re- 
leased nodes from penetrating the crack plane. Thereafter, the forces decrease gradually to zero fol- 
lowing a linear relationship expressed in terms of the continued opening displacement of the master 
node. The reaction forces reach zero when the opening displacement of the master node increases to 

- -  I 

the value denoted H. Numerical experiments show that use o f H  = 0.3 X (OcLc) removes the step size 
dependence while preserving stability of the finite element analysis. 

Mesh Dependence 

Standard 2-D implementations typically define the current CTOA based on the geometry of the el- 
ement adjacent to the crack tip. In Fig. 1, the vertical displacement of Node a, which shares an ele- 
ment edge with the crack tip Node b, sets the CTOA. This practice generally introduces a strong mesh 
dependency. Due to crack-face curvature, the CTOA value depends on the distance behind the tip 
used in the angle computation. With the CTOA definition illustrated in Fig. la, an element with a dif- 
ferent size defines the angle at an alternate location, thereby requiring a different critical CTOA value 
for each mesh refinement. To avoid this problem, the present implementation defines the CTOA at a 
specified distance behind the crack tip, Lc. The specification of a critical CTOA value for analysis 
thus also includes the distance Lc at which it is defined. Distances are defined on the deformed con- 
figuration; linear interpolation permits CTOA calculation when the Lc distance does not correspond 

FIG. 4---Traction-separation model for  release of  nodal reaction forces. Reaction forces for  
Nodes a and b relax to zero when opening displacement of  master Node a reaches a height of  H. 
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directly to a node location in the deformed configuration. When the crack face becomes curved in the 
out-of-plane direction (due to bending), the Lc distance lies along the arc that follows the curvature 
of the crack face. Specifying a distance for definition of CTOA implicitly introduces a length scale 
in the fracture process and opens the possibility to divorce the mesh refinement from the fracture cri- 
teflon. The distance Lc should ideally correspond to a physically meaningful length scale, perhaps re- 
lated to the material's microstructure. However, the microstructural features (e.g., spacing of larger 
voids) of aluminum are far too small (-10 to 20/zm) for a connection with Lc. The selection of Lc re- 
mains an open issue, although it is clear that Lc should lie beyond the very highly curved region im- 
mediately adjacent to crack front nodes. 

When the distance Lc corresponds to more than one element length behind the crack front, the node 
release process requires further modification; otherwise, problems with convergence and load step 
size dependency generally arise. Figure 3 shows the elements near the crack front at several stages 
during an analysis. Evaluation of the CTOA occurs at a distance, Lc, which is four times the element 
size (Le) in this example. In 3a, the CTOA at the current crack front reaches the critical value, 0c, re- 
quiting release of the crack front nodes. Due to the high stress levels, the elements adjacent to the 
crack front, marked as a, contribute the majority of deformation producing the CTOA. Figure 3b 
shows the deformation one load step after the release of the crack front nodes. The released nodes dis- 
place upwards only a small amount, yet the CTOA immediately exceeds the critical value. Since el- 
ements a are fully plastic, their deformations still control the CTOA value. The sudden release 
severely degrades convergence rates of the nonlinear solution in the finite element model and can 
cause the subsequent response to depend strongly on the load step size. This process continues until 
evaluation of the CTOA no longer includes elements a; this occurs when crack extension from the 
original crack front exceeds the CTOA measurement distance, Lc (see Fig. 3c). To eliminate prob- 
lems ensuing from such growth events, the alternative approach adopted here releases all nodes 
within Lc ahead of the crack front. Using this method, crack growth occurs in increments of Lc, and 
the problems of convergence and load step size no longer occur. 

To demonstrate that a fixed Lc value eliminates the dependence of crack opening profile on mesh 
resolution, Fig. 5 shows crack opening profiles from a mesh convergence study for a C(T) specimen 
with anti-buckling plates, W = 50 mm, a/W = 0.4, B = 2.3 mm. The material properties correspond 
to those for AI 2024-T3, which has a yield stress of 345 MPa and a Young's modulus of 71.3 GPa 
(see Fig. 5b) for stress-strain curve). The 3-D meshes for this study define quarter-symmetric models 
of  the specimen and use 8-noded solid elements with two elements through the half thickness. The 
analyses differ in the mesh resolution along the crack plane, with elements ranging in size from Le = 
0.0625 to 1 mm. The small-displacement theory analyses evaluate the CTOA using L~ = 1 mm. Fig- 
ure 5 shows the corresponding crack opening profiles for the different meshes after ten crack growth 
increments (Aa = 10 mm). The models that have two or more elements defined over the CTOA eval- 
uation distance, Lc, predict virtually identical crack opening profiles. This demonstrates that con- 
verged predictions of the crack opening profile are obtained through the use of an explicit length- 
scale parameter, Lc. 

These analyses also provide insight into the sensitivity of predicted crack growth to the specified L~ 
value. Since the element directly adjacent to the crack tip supplies the majority of the deformation 
forming the CTOA, an Lc value smaller than 1 mm produces a higher CTOA at the same load level and 
crack tip deformation. This suggests that reducing Lc while maintaining the same critical CTOA gen- 
erates in a lower-resistance curve. However, each calibrated pair of Lc and CTOA values may not be 
unique, i.e., they may provide similar predictions of crack growth for the same specimen geometries. 

Adaptive Load Control Strategies 

Predictions of  crack growth response generated with a CTOA criterion often show a dependence 
on sizes of the computational load steps. Two types of load step size dependencies have been identi- 
fied. The first type arises from a simple "overshoot" of the critical angle. When a load step is too 
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PIG. 5--Analyses of 50-mm C(T) specimen, a / W  = 0.4, with out-of-plane bending prevented: (a) 

diagram of specimen, (b) engineering stress-strain curve from tensile data, (c) crack profiles from 
analyses with varying mesh densities. 

large, the resulting deformation causes the CTOA to exceed the critical angle before the correspond- 
ing crack front nodes are released. This is equivalent to momentarily increasing the critical CTOA, 
which leads to an elevation of the fracture resistance. If such overshoots occur frequently, the pre- 
dicted response can be significantly different from an analysis that performs releases at the specified 
critical CTOA. To insure more precise enforcement of the critical CTOA, the crack growth algo- 
rithms employed here predict the CTOA resulting from the application of the next load step. If an 
overshoot condition arises, the load step is reduced an appropriate amount to achieve a CTOA very 
near the predicted critical value. This simple mechanism effectively eliminates the overshoot prob- 
lem, reliably enforcing the CTOA at release to within 1% of the critical value. 

The second type of load step size dependency arises when a large load increase, which if properly 
resolved would cause several growth increments, is applied in a single load step. Since the algorithms 
allow only one growth increment at each crack front during a load step, a model subjected to very 
large load steps may have spurious, additional resistance to crack growth simply due to the size of a 
large load step. As crack growth extends through a model that has a naturally decreasing fracture re- 
sistance, the definition of load step sizes becomes even more important to prevent this phenomenon. 
The adaptive loading strategy employed here enforces a minimum number of load steps, usually 10, 
between growth increments. Each violation of this requirement leads to a 50% permanent reduction 
in subsequent load step sizes. 
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Computational Procedures 

The finite element program WARP3D provides the necessary framework for implementation of 
the 3-D CTOA-controlled crack growth procedures [18]. WARP3D includes a robust large strain for- 
mulation, nonlinear material response using Mises plasticity theory, and parallel execution via mes- 
sage-passing. The code provides both 8-noded and 20-noded solid elements, with a full complement 
of transition elements to bridge between the 8- and 20-noded elements in the same mesh. The 8-node 
element formulation uses the B methodology proposed by Hughes [19] to prevent mesh locking un- 
der fully plastic conditions. Solution for an applied increment of load follows in an iterative manner, 
using full Newton iterations to solve the nonlinear equilibrium equations. The code includes both it- 
erative (conjugate gradient) and direct linear solvers; the direct sparse solver proved the most effi- 
cient for solution of the thin problems in this study. 

Validation Procedures 

Validation studies of the 3-D CTOA methodology described previously compare computational 
predictions of crack growth with a large dataset of tests on thin sheet 2024-T3 aluminum alloy. Con- 
ducted as part of the Aging Aircraft program at NASA-Langley, this testing program measures crack 
extension with applied load in a variety of specimen configurations. Table 1 summarizes the test ma- 
trix, which includes three material thicknesses (2.3, 1.6, and 1 mm), two specimen types (C(T) and 
M(T)), and a range of absolute sizes (50 to 150 mm for C(T), 75 to 1000 mm for M(T)). The tests also 
include specimens in both L-T and T-L orientations. This study focuses on tests of the 2.3-mm-thick 
specimens with the L-T orientation; a forthcoming publication describes a similar validation study 
using the 1.6-mm-thick specimens, also with L-T orientation [15]. Figure 5b shows the measured en- 
gineering stress-strain curve for the 2.3-mm-thick material as determined by tension tests. The test- 
ing protocol provides at least two tests for each configuration; the measured load-crack extension re- 
sponses show excellent repeatability, with a maximum difference of 6% in peak load for identical 
configurations. For large M(T) specimens, the presence of the crack induces compressive stresses 
parallel to the crack plane (T-stress). These compressive stresses cause out-of-plane bending that re- 
duces the failure (maximum supported) load by up to 24% in the 2.3-mm-thick specimens. Most of 
the tests employ a system of guide plates to minimize the out-of-plane deformation. Additional tests 
without guide plates for the M(T) specimens enable characterization of the bending effects on crack 
growth. Experimental data in the form of crack extension versus applied load records provide the ba- 
sis for calibration/validation of the CTOA model. Additional information about the testing program 
is available in separate publication [7,8]. 

TABLE 1--Matrix for NASA-Langley testing program for thin sheet A12024-T3. 

C(T), W (mm) M(T), 2w (mm) M(T), 2w (mm) 
Thickness, mm a/W = 0.4 2a/2w = 0.333 2al2w = 0.42, 0.50 

2.3 C 50.8, 101.6, 152.4 76.2, 304.8, a 609.6 a 304.8 a 
1.6 152.4 76.2, 304.8, ~ 609.6, a 1016" ... 
1.0 b 152.4 76.2, 304.8 ... 

a Buckling allowed in test. 
b Tests for this thickness also include 450-mm-diameter pressurized cylinders with 50-, 75-, and 100-mm 

cracks. 
"Tests for this thickness also include 300-mm panels with multiple co-planar cracks. 
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FIG. 6---Typical mesh for 3-D CTOA analyses: M(T), 2w = 300 mm: (a) diagram of specimen; 
(b) quarter symmetric mesh for analyses with and without bending; (c) closeup of mesh without bend- 
ing; (d) closeup of mesh with bending. 

The validation study of the 3-D CTOA model for the 2.3-mm-thick specimens proceeds as follows. 
The 3-D finite element model is calibrated to set the critical CTOA using the measured load-crack 
extension response for the 150-mm C(T) specimens with guide plates (constrained). Analyses of the 
remaining constrained C(T) and M(T) specimens employ the same critical CTOA. Comparisons of 
the load-crack extension response with the experimental results permit evaluation of the CTOA cri- 
terion for the constrained cases. In all the analyses, the CTOA is defined using Lc = 1 mm for con- 
sistency with previous studies [6]; this work does not explore the sensitivity of the predicted growth 
to Lr value. The analyses for each configuration use several meshes with increasing element density 
along the plane of crack growth, until additional mesh refinement yields no appreciable change in the 
response. Meshes for the constrained specimens are '/8 symmetric models that employ all 8-node brick 
elements. Previous studies indicate that two elements through the half-thickness produce converged 
solutions [20]. Converged meshes require between 1300 to 5000 elements and use 500 load steps to 
generate the complete load-crack extension response measured in the tests. Figure 6 shows a typical 
mesh for the analyses with guide plates. 

Additional analyses using the same calibrated CTOA value also predict the fracture behavior of the 
tests without guide plates (unconstrained). Meshes for the unconstrained models are '/4 symmetric. They 
utilize 20-node bricks (reduced integration) with one element through the thickness in regions outside 
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the crack front to capture out-of-plane bending (8-node bricks exhibit shear locking response in bend- 
ing). To better model near-front conditions, 8-node elements with four elements through the thickness 
are defined along the crack plane. Transition elements serve to bridge between the crack plane elements 
and the remainder of the mesh. Analyses of the unconstrained tests use 4000 to 9400 elements and 500 
to 800 load steps. Figure 6 shows a typical mesh for the unconstrained analyses. To trigger out-of-plane 
bending, meshes for the unconstrained specimens include an initial out-of-plane perturbation of  the 
nodal coordinates that corresponds to the first buckling mode shape. Previous work indicates that per- 
turbing the mesh with a buckling mode shape better captures the out-of-plane bending effect [21]. The 
maximum magnitude of the perturbation corresponds to 1% of the specimen thickness; parametric stud- 
ies show a minor sensitivity of the response to the magnitude of the perturbation. 

Results  and Discussion 

Calibration of the critical CTOA follows from matching the predicted with measured fracture be- 
havior of the 150-mm C(T) specimen. Figure 7 shows the load versus crack extension results from 
the two experimental tests and from several analyses using different CTOA values. The experimen- 
tal results have a small difference in failure (peak) load of 3.5%, allowing for a range of potential cal- 
ibrated CTOA values. Given the difficulty of completely suppressing out-of-plane deformations in 
the tests, the small difference in the two tests may be due to limited buckling of the specimen having 
the lower resistance curve. The calibrated CTOA value is thus chosen to best match the upper curve. 
Each of the analyses uses 0.5-mm size elements (Le = 0.5 mm) along the crack plane, providing two 
elements over the distance Lc used to define the CTOA. The analysis for an angle of 5.1 ~ provides the 
best overall agreement with the test, yielding a failure load 1% lower than the experimental value. 
The analysis fails to match the early part of the response. Experimental studies indicate that steady 
crack growth, with a constant CTOA, does not occur until the crack grows a distance equivalent to 
one to two times the thickness of the specimen [6]. For this case, this distance roughly corresponds 
to the region where the maximum error in the analysis occurs. Figure 8 illustrates the effect of in- 
creasing mesh resolution along the crack plane using element sizes (Le) of 1.0, 0.5, and 0.25 mm and 
a critical CTOA of 5.1 ~ along with the experimental results. The analyses with L~ = 0.5 mm and Le 

t 2  

. . /-  5.3 ~ I Buck,no t 
d ~ ~ .  o Test 1 I Prevented I 

10 ~ - ~ J  o-%c~% ~ o Test2 
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FIG. 7--Load-crack extension response for constrained, 150-mm C(T), a / W  = 0.4. Curves are 
used to calibrate critical CTOA. 
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FIG. 8--Element size effects on predicted load-crack growth response for constrained I50-mm 
C(T), a / W  = 0.4. 

= 0.25 mm produce nearly identical fracture behavior, indicating that the Le = 0.5 mm analysis pro- 
vides a converged solution for Lc = 1 mm. 

Using 5.1 ~ as the critical CTOA value for this material and thickness, additional analyses generate 
predictions for the 50- and 100-mm C(T) specimens, as well as the 75-, 300-, and 600-mm guide plate 
(constrained) M(T) tests. Table 2 compares the predicted failure (maximum) loads and measured ex- 
perimental maximum loads for the C(T) tests. The analyses underpredict the 50- and 100-mm M(T) 
failure loads. Figures 9 and 10 show that in both of these cases the peak load occurs within the zone 
of transition from initiation of crack growth to steady growth, where a constant CTOA assumption 
becomes questionable. Despite the differences early in the response, the error in peak load prediction 
is 9 and 7% for the 50- and 100-mm C(T) specimens, respectively. Analysis of the 50-mm C(T) spec- 
imen requires 0.25-mm size elements (Le) to reach a converged solution, while the 100-mm C(T) 
specimen requires 0.5-mm elements to reach convergence. The use of different angles for the initia- 
tion and continuation of crack growth may offer a simple approach to improve predictions of  the ini- 
tial tearing response. However, exploratory analyses performed early in this study indicate that spec- 
imen size and geometry have a strong effect on the initial CTOA value. 

Predictions for the M(T) specimens show better agreement with experimental data. Table 3 com- 
pares the predicted failure loads with the experimental values. Figures 11-13 show the applied (re- 
mote) stress versus crack extension response and analysis predictions for each of the tests. The errors 
in predicted peak loads range from less than 1 to 4.4%, with an average error of 3%. All of the M(T) 

TABLE 2--Comparisons of predicted and measured peaks loads for constrained C(T) specimens (a/W = 0.4). 

Element Size, Peak Load, Peak Load, 
W, mm Le, mm WARP3D, kN Experiment, kN Pwhr~P/PexP 

50 0.25 3.95 4.32 0.913 
100 0.5 7.29 7.85 0.929 
150 0.5 10.38 10.07/10.43 1.030/0.995 

Copyright by ASTM Int'l (all rights reserved); Tue Dec 15 13:13:15 EST 2015
Downloaded/printed by
University of Washington (University of Washington) pursuant to License Agreement. No further reproductions authorized.



GULLERUD ET AL. ON DUCTILE CRACK GROWTH 95 

10.0 

7.5 

~:~ 5.0 

2.5 

0,0 

o Experimental Data (2 Tests) 
- -  Analysis 

~ ~ 1 7 6  CTOA = 5.1 o 
Le = 0.5 mm 

0mini" 

a/W = 0.4 Buckling 
Prevented 

. . . .  I , , , , I , * , , I I , , I [ i i , i I . . . .  

0 5 10 15 20 25 3(3 
Act (ram) 

FIG. 9--Predicted and measured load-crack growth response for constrained l O0-mm C( T) spec- 
imen, a / W  = 0.4. 
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FIG. l O~Predicted and measured load-crack growth response for constrained 50-mm C(T) spec- 
imen, a / W  = 0.4. 

TABLE 3--Comparisons of predicted and measured peaks loads for constrained M(T) specimens. 

Peak Stress, Peak Stress, 
2w, mm 2a/2w WARP3D, MPa Experiment, MPa PWARP/PExp 

75 0.33 229.6 239.9 0.957 
300 0.33 210.6 215.34 0.978 
300 0.42 184.5 190.7/186.0 0.967/0.992 
300 0.50 156.5 160.8 0.973 
600 0.33 202.8 194.3/197.2 1.044/1.029 

Copyright by ASTM Int'l (all rights reserved); Tue Dec 15 13:13:15 EST 2015
Downloaded/printed by
University of Washington (University of Washington) pursuant to License Agreement. No further reproductions authorized.



96 FATIGUE AND FRACTURE MECHANICS: 30TH SYMPOSIUM 

300 
o Experimental Data (5 tests) 

250 - -  Analysis 
-~ CTOA = 5.1 ~ 

~ 2 0 0 ,  

150 

~ 100 
" 

50 o Buckling 
2a/2w= 0.33 I Prevented I 

0 . . . .  I . . . .  i . . . .  I . . . .  I , , , , I = i , = 

0.0 2.5 5.0 7.5 10.0 12.5 15.(3 
Aa (ram) 

FIG. 11--Predicted and measured load-crack growth response for constrained 75-mm M(T) spec- 
imen, 2a/2w = 0.33. 

analyses reach convergence with 0.5-mm size elements (Le) on the crack plane. The analyses under- 
estimate the 75-mm M(T) peak load, underestimate the peak load slightly less on the 300-mm M(T) 
results, and overestimate the 600-mm specimen peak load. A possible cause for this trend is the fail- 
ure to eliminate fully the out-of-plane displacements from the large panel tests. Since out-of-plane 
bending causes a significant reduction in peak load, any amount of such bending allowed by the guide 
plates lowers the corresponding resistance curve for the test. Some of the wide panel tests exhibited 
significant out-of-plane bending with the guide plates attached [15]. There also could be a slight de- 
pendence of the critical CTOA on absolute specimen width. However, the overall error appears suf- 
ficiently small to support use of the CTOA methodology for this range of specimen sizes. 
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FIG. 12--Predicted and measured load-crack growth response for constrained 300-mm M(T) 

specimens, 2a/2w = 0.33, 0.42, 0.50. 
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FIG. 13--Predicted and measured load-crack growth response for constrained 600-mm M(T) 
specimen, 2a/2w = 0.33. 

These results demonstrate that the CTOA-based growth model provides an effective engineering 
tool to predict ductile fracture behavior in thin specimens with constrained out-of-plane bending. As- 
sessment of the applicability of the 3-D CTOA methodology to specimens that experience significant 
out-of-plane bending requires additional analyses. The testing program generated results for the 2w 
= 300-mm M(T) geometries and the 2w = 600-mm M(T) without guide plates. The specimens in 
these tests exhibit several centimeters of out-of-plane displacement and peak loads smaller by 10 to 
25% compared to the constrained tests. To model these cases, the analyses use meshes with 20-node 
and 8-node solid elements. To verify the ability of such models to capture effectively the bending be- 
havior, consider the instrumented test of a 600-mm M(T) specimen with a thickness of 1.6 mm con- 
ducted without guide plates [22]. The experiment conducted by Dawicke at NASA-Langley includes 
4.8-mm holes at each crack tip to prevent crack extension under loading. A digital image correlation 
technique measured out-of-plane displacement of the specimen along a line parallel to the crack, 30 
mm above the crack plane [23]. The analysis for this specimen has the same mesh as used for the un- 
constrained 600-mm M(T) test, with 0.5-mm elements (L~) along the crack plane, but scaled to have 
a 1.6-mm thickness. An applied initial perturbation corresponding to the first buckled mode shape 
triggers the out-of-plane bending; the maximum value of the perturbation is 10% of the thickness, or 
0.16 mm. Figure 14 compares the out-of-plane displacements at several applied loads for the exper- 
iment and the analysis. The out-of-plane displacements predicted by the analysis agree very well with 
the experimental results, indicating that the model used in this study is effective in capturing the cor- 
rect bending behavior. 

Table 4 compares the failure loads for the unconstrained tests and the corresponding analyses. Fig- 
ure 15-16 show the applied load versus crack extension responses for the unconstrained tests. Anal- 
yses show that 0.5-mm elements (Le) along the crack plane provide a converged prediction for the 
300-ram M(T), 2a/2w = 0.33; all bending analyses use crack plane elements of that size. The analy- 
ses predict failure loads with errors ranging from 0.2 to 8.5% for the unconstrained M(T) tests. Again, 
these results display a trend observed in the constrained tests; the analyses increasingly overestimate 
the peak load with increasing specimen size. This trend may be due to slight dependence of the crit- 
ical CTOA on specimen size. Nevertheless, the predictions and experimental results compare very 
well, indicating that the 3-D CTOA method described here shows significant promise as an engi- 
neering tool for assessing the fracture resistance of thin aluminum components. 
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FIG. 14 - - -Compar i son  of predicted and measured out-of-plane displacements for unconstrained 
600-mm M(T), thickness = 1.6 mm, 2a/2w -- 0.33. Crack growth suppressed using blunt notch tips. 
Displacements measured 30 mm above crack plane as indicated. 

TABLE 4--Comparisons of predicted and measured peaks loads for unconstrained M(T) specimens. 

Peak Stress, Peak Stress, 
2w, mm 2a/2w WARP3D, MPa Experiment, MPa PWARP/PExP 

300 0.33 194.5 194.9 0.998 
300 0.42 162.1 161.6 1.002 
300 0.50 133.1 136.1/129.8 0.977/1.025 
600 0.33 168.2 155.0 1.085 
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FIG. 15--Predicted and measured load-crack growth response for unconstrained 300-ram M( T ) 

specimens, 2a/2w = 0.33, 0.42, 1.50. 
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FIG. 16--Predicted and measured load-crack growth response for unconstrained 600-ram M( T ) 
specimens, 2a/2w = 0.33. 

Summary and Conclusions 

This study describes an extension into a 3-D setting of the CTOA approach for finite element mod- 
eling of stable crack growth in thin ductile metals. The CTOA is defined at an analyst-specified dis- 
tance (Lc) behind each crack front, thereby eliminating restrictions on the mesh refinement along the 
crack plane and enabling convergence studies to insure that crack growth predictions are not depen- 
dent on the mesh resolution. To eliminate dependence of predicted crack extension on computational 
load step size, this work introduces adaptive load control strategies and a traction-separation model 
for the reduction of release forces. Verification studies of the 3-D modeling strategy for crack growth 
use measured load-crack extension responses generated in a testing program on A1 2024-T3 con- 
ducted at NASA-Langley. The experimental program tested C(T) and M(T) specimens of 2.3-mm 
thickness over a range of absolute sizes and a/W ratios. The program includes a full set of tests with 
guide plates to constrain out-of-plane bending, and additional tests on large M(T) specimens with ex- 
tensive out-of-plane bending. Calibration of the 3-D model using a 150-mm constrained C(T) speci- 
men and Lc = 1 mm yields a critical CTOA value of 5.1 ~ Additional analyses use the calibrated 
CTOA value with Lc = 1 mm to predict failure load and load-Aa response for both constrained and 
unconstrained specimen. 

This study provides several conclusions about the efficacy of the presented methodology for mod- 
elling crack growth in a thin, ductile fracture specimen: 

�9 Use of a fixed value for Lc (distance behind crack tip to define CTOA) removes the depen- 
dence of predicted growth behavior and crack opening profile on mesh resolution. 

�9 The newly developed adaptive load control algorithms and the traction-separation model for 
force release minimize the dependence of predicted growth behavior on the sizes of computa- 
tional load steps. 

�9 The calibrated CTOA value of 5.1 ~ coupled with Lc = 1 mm enables predictions of the fail- 
ure (maximum) loads for the constrained C(T) and M(T) specimens within 9% (worst case) of 
the experimental values. The analyses increasingly overpredict the failure load as specimen 
size increases. This may be due to either failure of the buckling guides to fully prevent out-of- 
plane displacements or a mild dependence of the critical CTOA on absolute specimen size. 
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�9 Analyses of the M(T) specimens that exhibit extensive out-of-plane bending predict out-of- 
plane displacements and load-crack extension responses that agree very well with experimen- 
tal results. 

�9 The 3-D CTOA mechanism based on uniform crack front extension holds significant promise 
to improve engineering models for prediction of crack growth in thin aluminum components. 
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ABSTRACT: The theoretical background for the J-Q-M approach for quantifying the constraint in 
weldments for fusion line cracks is presented. In this model, Q quantifies the geometry effects and M 
the material mismatch effects. Initially the approach was developed for a two-material modified bound- 
ary level (MBL) model, but later was extended to include three materials: weld metal, heat-affected 
zone and base material, and more realistic specimen geometries. The analysis with MBL models showed 
that the effect of mismatch was rather independent of the T-stress for both bi- and tri-material models, 
indicating that Q and M could be treated independently. However, analysis of fracture mechanics ten- 
sion specimens made of three materials revealed that the mismatch effect in some cases could depend 
on the geometry effects. New calculations have demonstrated that the dependence/independence is re- 
lated to load level, ratio of mismatch, and the local geometry. 

KEYWORDS: constraint, weldments, transferability, failure assessment, fusion line cracks, unstable 
fracture 

Weldments are often the most critical part of a welded structure with regard to unstable fracture. 
Proper design and selection of materials are of vital importance to secure structural integrity. Current 
fabrication practice in industry adopts a weld metal strength overmatch (with respect to the base mate- 
rial) approach. The overmatch weld has the advantage of increasing the structural resistance in the case 
of shallow- and medium-sized cracks located in the weld metal. However, for cracks located in the HAZ 
it has been demonstrated that weld metal overmatch can have detrimental effects [1-3]. With the intro- 
duction of new high-strength structural steels, undermatched welds may be expected. The new steels 
have obtained their strength and toughness properties by advanced manufactoring processes, while the 
demand for increased strength in the weld metal has to be met by adding more alloying elements. Hence, 
the increased strength in the weld metal is obtained at the expense of weldability and toughness. 

There is a need to quantify the effect of weld mismatch on fracture toughness and failure assess- 
ment. This has been the topic for the last 6 -7  years, including two international symposia, "Mis- 
Matching in Welds," in 1993 and 1996, and the organization of a special sub-committee within the 
International Institute of Welding. Much of the work has, however, concentrated on cracks located in 
the middle of the welds, and the aim has been to indicate when the existing testing standards have to 
be modified to take the material mismatch effect into account. 
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FIG. 1--Two constraints in a weldment: geometry constraint caused by crack size, specimen di- 
mension and loading mode, and material mismatch constraint due to inhomogeneous material plas- 
tic properties. 

In order to derive a more complete understanding of the mismatch effect, models must be devel- 
oped where the mismatch can be related to both the geometry effects (specimen geometry, crack size, 
crack location in the weldment, mode of loading) and material effects (yield strength, hardening ex- 
ponent, local versus global mismatch). In 1993 welding mechanics was coined to identify this direc- 
tion of research [4]. 

In this paper the recently developed J-Q-M approach for quantifying the constraint effects on the 
crack tip stress field is reviewed [5-11,16-17]. In the model, Q quantifies the geometry effect and M 
the material mismatch effect. Initially the approach was developed for a two-material modified 
boundary level (MBL) model, but has later been extended to include three materials: weld metal, 
heat-affected zone and base material, and more realistic specimen geometries, see Fig. 1. The theo- 
retical development and the dependence between Q and M will be emphasized in the presentation. 

Geometry Constraint 

It has been observed for a long time that material fracture toughness is dependent on crack size, 
specimen dimension and loading mode, i.e., shallow cracks usually display better toughness than 
deep cracks. The factor that influences the transferability and invalidates the one-to-one relation be- 
tween crack driving force J and the crack tip stress field is called constraint. For specimens made of 
homogeneous material s, the constraint is termed geometry constraint. It has been proposed in Refs 
5-8 that the stress field at different levels of geometry constraint can be characterized by the J-Q the- 
ory, where J is the J integral and Q is a hydrostatic parameter that indicates the level of geometry con- 
straint. According to the J-Q theory, the crack tip field deep inside the plastic zone can be separated 
into two parts. The first part is called reference field (o -~ that is still controlled by the J, or the one- 
to-one relation between the J and stress field is maintained in the reference field. Because the actual 
stress field is influenced by the constraint level at the crack tip, it will deviate from the reference field. 
The second part is called difference field ( o i j  - ) that is practically controlled by the hydrostatic pa- 
rameter Q. The complete stress field can therefore be written: 

o'ij = o "~ (J) + o-i~ iff-Q (Q) (~) 

By carrying out detailed investigations using the modified boundary layer (MBL) model, O'Dowd 
and Shih [5,6] observed that the difference field for a wide range of constraint levels is relatively in- 
dependent of both the normalized distance and angular position in the forward sector of the crack tip 
region (10] -< ~-/2), and the difference field for the shear stress is approximately zero. Furthermore, 
the two normal stress components of the difference field are approximately the same. Equation 1 is 
then simplified to the following form, 

~r O. ~ ~r ~ (J) + Q~o~ 0 (2) 

where 6ij is the Kronecker delta, and o-0 is the yield stress. Equation 2 shows that the difference field 
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caused by different levels of constraint can be approximated by a hydrostatic stress field and can be 
described by a single parameter Q. In the J-Q-M formulation [11], a more general approximation for 
the difference field that neglects the radial dependence but keeps the angular dependence has been 
used, 

crij = ~r~ef (J) + Q~rofO (0) (3) 

where fO (0) are the normalized angular functions. Details for Eq 3 can be found in Ref 11. 

Material Mismatch Constraint 

The material strength distribution in a real weldment is complicated, Fig. 1, and certain simplifi- 
cations of the weldment crack problem are needed for basic examinations. 

For a specimen made of inhomogeneous materials with an interface crack, the observed fracture 
toughness of a reference material is obviously influenced by the mismatch properties of the material 
on the other side of the interface. For materials with identical elastic properties, there are three types 
mismatch, strength mismatch, hardening mismatch, and both strength and hardening mismatch. Re- 
cently, extensive numerical studies have been carried out to investigate the effect of material mis- 
match constraint on the interface crack tip stress field of bi-material and tri-material boundary layer 
models [9-18]. Figure 2 shows the interface crack bi-material boundary layer model used for the in- 
vestigation. 

Material 1 is termed reference material, and Material 2 is termed mismatch material. The crack tip 
stress field for a given crack-driving force, J, was separated into two parts: one is a reference field of 
the reference material (tr~ el) controlled by J and a difference field due to the mismatch constraint. 
The radial and angular dependence of the difference field by material mismatch constraint has been 
thoroughly studied. It was found that the difference field is approximately independent of the nor- 
malized radial distance for a wide range of strength mismatch levels. The difference field is depen- 
dent on the angle. However, for each stress component, the angular dependence can be normalized 
by its corresponding amplitude, and the normalized angular functions depend only on the reference 
material, to a large extent independent of the mismatch material. Furthermore, the amplitudes of the 
normal stress components and the maximum principal stress are almost the same, while the absolute 
amplitude for the shear stress component is half of the one for the normal stress component. This find- 
ing indicates that the difference field of material mismatch constraint is self-similar and can be scaled 
by a mismatch constraint parameter M. M is defined as the amplitude of the difference field. Figure 

FIG. 2--(a) Interface crack model used for deriving the J-Q-M formulation, (b) the global finite 
element mesh, and (c) mesh at the crack (initial small notch) tip. 
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FIG. 3--Self-similarity of  the difference fields of  the maximum principal stress at different mis- 
match levels (m = O'o_2Aro_b see Fig. 2). The number inside the figures indicates the level of  the dif- 
ference stress normalized by the yield stress�9 The horizontal and vertical co-ordinates represent the 
normalized distance from the crack tip. 

3 shows one example of the similarity of the difference field at different mismatch levels for materi- 
als with same elastic properties and strain-hardening exponent (n = 0.2). 

Based on the above finding, a J-M formulation has been proposed [9-11]. According to the J-M 
theory, the interface crack tip field in a material system with identical elastic properties can be writ- 
ten: 

+ Moo+ fq  (0 + 12fl) (4) 

where fl = 0 for mismatch ratio m = ~ro_2/~r0 1 --> 1, and fi = 1 for m < 1, ~o_a is the yield stress of 
the reference material, a n d / ~  represents the angular functions of the difference fields that depend 
only on the properties of the reference material. Equation 4 is valid for both the reference material 
and the mismatch material, but is most accurate for the reference material. Similar formulation has 
been obtained for an interface crack in a tri-material system [16,17]. 

Geometry Constraint and Material Mismatch Constraint 

MBL Model 

The J-M formulation, Eq 4, was obtained from the study of a boundary layer model, where the ef- 
fect of geometry constraint was excluded. In a real weldment, both the geometry and material mis- 
match constraints are available. Numerical studies have been carried out to investigate the effect of 
the two constraints together on the crack tip stress field [10,16]. Modified boundary layer bi-material 
and tri-material models with varying values of T stress applied at the boundary, representing differ- 
ent levels of geometry constraint, have been analyzed. It is found that for a given material mismatch, 
the T stress shifts the near tip stress level of the interface crack up and down without significantly af- 
fecting the M. The results from the bi-material are presented in Fig. 4. 

For the case of a tri-material system four yield strength combinations, with fixed hardening expo- 
nent n = 0.07, were compared together with the homogeneous reference solution (e.g., the whole 
specimen defined as HAZ material). For all T/~ro ratios and mismatch configurations, Q was calcu- 
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FIG. 4--Effect of T-stress on the mismatch effect in angular and radial direction. Bi-material 
MBL model [11]. 

lated as the difference between the maximum principal stress distribution for T r 0 and the corre- 
sponding distribution for T = 0 at the normalized distance r = 2(J/O'o_HAZ) close to the fusion line in 
the HAZ material. In Fig. 5 the calculations for the homogenous model (6-6-6) is compared with the 
mismatch cases. The results show that Q is very weakly dependent on the mismatch, confirming that 
the mismatch constraint and the geometry constraint can be separated in the MBL model. Based on 
these observations, a J-Q-M formulation is presented: 

f~_  fQ(o) +Moo_ I?M(O+ 12~) 0-6~ o'M=03"=O+ ~ 0 ] ij (5) 

Equation 5 indicates that in the mixture of the two constraints the geometry constraint does not sig- 
nificantly disturb the difference field caused by material mismatch and the three parameter formula- 
tion can be used for describing the interface crack tip stress field. 
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FIG. 5--Mismatch effect on the Q-T-stress relation. Tri-material MBL model. The base material 
and HAZ have a constant yield stress of 500 and 600 MPa respectively, while the weld metal varies 
from 700 to 550 MPa [17]. Q] means the Q calculated from the maximum stress. 55-6-5 in the leg- 
end means the combination of  550 MPa for  weld metal, 600 MPa for HAZ, and 500 MPa for base 
metal, and so on. 
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FIG. 6--Finite element mesh at the crack tip (a) underformed and (b) deformed at J : 200 N/mm 
for the SENT specimens [17]. 

Fracture Mechanics Specimens 

The MBL model is limited to small-scale yielding. Fracture mechanics test geometries have also 
been studied to investigate the effect of finite geometry and mode of loading on the mismatch stress 
fields. Two cases with 2D tri-material models have been re-examined: 

�9 Wide plate in-tensile loading, W = 70 mm, a/W = 0.1 and 0.3, specimen geometry as shown 
in Fig. 1, and element mesh at the crack tip as shown in Fig. 2c [14]. The crack hits the fusion 
line under an angle. 

�9 SENT specimens, W = 26 ram, a/W = 0.17 and 0.5; the element mesh is shown in Fig. 6. The 
crack is parallel with the fusion line. 

The calculations in the case of wide plates are presented in Fig. 7. In Fig. 7 the Q + M is calcu- 
lated from the normalized differences of o00 measured at 0 = 2.37 ~ (e.g., the integration points clos- 

1 . 0  1 .E.- - ---- " 

L 0.8 / ~ / 1 " " J  ~ ~ " "  

] / /  / ' /  a/w=0.1(Evenmatchi  
0.2 I ~  a/w=O.3 (Overmatch). 

[ ~ ~ a/w--0.3 (Evenmatch) 

o . o  o l o o  2 0 0  aoo 400 
J [N/mm] 

FIG. 7 - - Q  + M as a function of local over- and evenmatch at the crack tip. The yield strength of 
the base material and HAZ are 506 and 566 MPa, respectively, and the weld metal 643 and 566 MPa. 
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est to the interface line, in this case located in the HAZ) at normalized distance r = 2(J/O'oHAZ) are 

presented as a function of the applied crack tip loading for material over- and evenmatch and a / W  = 

0.1 and 0.3. It should be emphasized that in the calculation of the difference field, the HAZ material 
is the reference material. The geometry constraint shifts the level of the difference field, but the mis- 
match effect at a given geometry constraint is rather constant. 

The change in total constraint (Q + M) of the SENT specimens for four mismatch cases are pre- 
sented in Fig. 8. 

In this case the reference solution is the local evenmatch, 6-6-5. For each geometry the mismatch 
scales the constraint up or down rather independent of the crack tip loading. 

After this rather qualitatively demonstration of the mismatch effect as a function of the crack tip 
loading for a given geometry, the next step was to replot the data in Figs. 7 and 8 to examine the mis- 
match effect in dependence of geometry, Fig. 9. 

For each investigation the mismatch effect is rather independent of the geometry. The wide plate 
is also independent of the load level, while the mismatch effect for the SENT specimen decreases 
as the load is increased. This is caused by the effect of the finite size of the HAZ and weld metal 
zones. At low loads, yielding will be contained to the HAZ and weld metal, but after "break 
through" [3], the base material properties will dominate and the effect of local mismatch will de- 
crease. The crack in the wide plate model, however, hits the interface fusion line between weld 
metal and HAZ at an angle, Fig. 1. The near-crack region will therefore be surrounded by more 
HAZ material than weld metal, and, more important, the plastic zone will include HAZ material as 
it develops and not constitute the "break through" observed in models where the crack is parallel 
to the fusion line. 

The two investigations presented did not originally aim for an examination of the independence be- 
tween Q and M. The wide plate model has a very fine mesh that gradually is coarsened and is well 
suited for detailed numerical analysis, while the SENT model has a regular mesh (mesh size 0.1 mm) 
over the crack tip region in order to model the different material zones. 

In order to reach more definite conclusions, and include a bi-material model, it was necessary to 
develop new FE models and perform new calculations. 

New Calculations 

New SENT FE models were constructed, Fig. 10. The radial mesh arrangement from the wide plate 
has been rearranged in order to be able to define zones with specific material properties, e.g., weld 
metal, HAZ, and base material. In this way the preferred mesh can be combined with a crack-oriented 
parallel with the fusion line and a tri-material definition. 

Small deformation formulation with eight-node elements and a reduced integration scheme in 
ABAQUS was used. Power law strain-hardening materials were assumed. For a material 

o'i=O-io 1 + ei ' (6) 

where o-i is the flow stress, ~ is the equivalent plastic strain, o/0 is the yield stress, ei0 is the yield 
strain eio = ~rio/E, and ni is the strain-hardening exponent for material i. 

The bi-material system examined has constant yield strength for the reference material (e.g., HAZ) 
of 400 MPa, while weld metal included 300, 400, 500, and 600 MPa, giving mismatch ratios from 
0.75 to 2. For the tri-material system, the yield strength of the base material and HAZ was kept con- 
stant as 300 and 400 MPa, and the weld metal varied as for the bi-material case, resulting in the same 
local mismatch ratios. In all cases the hardening exponent was fixed at n = 0.1 in Eq 6. The geome- 
try constraint was varied by changing the crack depths o f a / W f r o m  0.1, 0.3 to 0.5. 
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0.4 

0.3 

~ 0.2 

0.1 

aJw=0.17, Fig. 8 

- -  a /w=0.5 ,  Fig. 8 
- -  a /w=0.1 ,  Fig. 7 

- -  - a /w=0.3 ,  Fig. 7 

, 0  I I I 

100 150 200 250 300 

J IN/ram] 
FIG. 9--Mismatch effect, M, as a function of  crack tip loading for the cases reported in Figs. 7 

and 8. The results from Fig. 8 refer to the difference between the weld metal yield strength of  700 and 
550 MPa. The bold lines are the results for SENT specimens, while the single lines are for wide plate 
specimens. 

l \  ' \ ' \  \\,",,",\\!~,,,, '~+9,111////'" " / , [ 

a) b) 
FIG. lO--Tri-material SENT specimen FE model for a / w  = 0.3, (a) global mesh and (b) local 

crack tip mesh arrangement. 
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0.5 1.0 

m=0.75 
0.0 m m m = l . 0  

[~ m = l . 5  

-0.5 ~ \  m=2.0 

-1.0_1.5 f ~ ~ - .  
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J [N/mm] 

+ 

0.5 

0.0 

-0.5 

-1.0 

-1.5 

m=0.75 
- -  m = l . 0  

- -  m = 1 . 5  

~ - -  m = 2 . 0  

0 200 400 600 
J [ N / m m ]  

a) b) 
FIG. 11--Geometry and material constraint as a function o f  crack tip loading (a) a /w  = 0.1 and 

(b) a / W  = 0.3. Bi-material. 

B i - M a t e r i a l  

First the bi-material case was examined. The specimen was loaded in tension with a / W  = O. 1 and 
0.3 and mismatch ratios from 0.75 to 2, Fig. 11. It is demonstrated that the mismatch constraint is 
rather parallel with the homogeneous reference solution. 

The effect of the mismatch constraint at a crack tip loading of J = 200 N/mm reveals no effect of 
the geometry constraint, Fig. 12. 

The development of the mismatch constraint as a function of the crack tip loading is shown in Fig. 
13. For the undermatch cases it is observed that for low J values the mismatch constraint will be more 
negative as the geometry constraint is increased. For the overmatch there is an opposite tendency with 
increased mismatch effect for the deepest crack, but the effect is small compared with the under- 
match. 

For both mismatch cases the shallow crack is most stable with respect to the homogenous solution 
as a function of J. 

8 

0.6 

0.4 

0.2 

0.0 

-0.2 

-0.4 

-0.6 

-0.8 
0.5 

5 

1.0 1.5 2.0 2.5 
M i s m a t c h  r a t i o  m 

FIG. 12--Mismatch constraint as a function o f  mismatch ratio f o r  three crack depths. Crack tip 
loading J = 200 N/mm. 
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0.4 

0.2 

0.0 

-0.2 

-0.4 

I 
-0.6 

-0.8 
100 

- -  m = l . 5 ,  a/w--O.15 

m = l . 5 ,  a / w = 0 . 3  

- -  - m = l . 5 ,  a / w = 0 . 5  

m--0 .75 ,  a/w---0.15 

- -  - m--0 .75 ,  a / w = 0 . 3  

- -  - m = 0 . 7 5 ,  a / w = 0 . 5  

i i i i 

200 300 400 500 

J [N/ram] 
600 

FIG. 13--Mismatch constraint relative to homogenous specimen as a function of crack tip load- 
ing. 

T r i - M a t e r i a l  

The development of Q + M as a function of J for a/W = 0.3 reveals that the mismatch effect de- 
creases with loss in geometry constraint, Fig. 14. This effect is caused by the "break through" as ex- 
plained in the previous chapter. 

The development of the mismatch constraint as a function of the crack tip loading for two mis- 
match cases and three crack depths is shown in Fig. 15. The tendencies are the same as observed for 
the bi-material, Fig. 13, but the independence of Q is reached at lower J. It can also be observed for 
the case of undermatch that the mismatch constraint is lower (e.g., less negative) for the tri-material 
than the bi-material case. 

0.0 

-0 .5  

-1 .0  

-1 .5  

,~ BM=300, HAZ=400, WM=300 
~ - -  -- BM=300, HAZ=400, WM=400 
~ \ \  - -  BM=300, HAZ=400, WM=500 

o = oo. z=4oow~ 

- 2 . 0  ' ' ' 
0 1 O0 200 300 400 

J [N/ram] 

FIG. l ~-Geometry and material constraint as a function of crack tip loading for a / W  = 0.3. Tri- 
material model. 
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0.4 

0.2 

0.0 

-0 .2  

-0 .4  

-0 .6  

-0 .8  

,~,,, ~:~-"- - 

a/w--0.15, BM=300 ,  HAM=400,  W M = 3 0 0  M 
o a/w---0.3, BM=300 ,  HAM--400,  W M = 3 0 0  MS 
~ a/w--0.5, BM=300 ,  HAM=400 ,  W M= 300  M [  

- -  a/w=0.15, BM=300 ,  HAM--400,  W M = 5 0 0  M] 

- -  - a/w=0.3, BM--300,  HAM--.400, W M = 5 0 0  M I  ~ 
- -  - a/w--0.5, B M = 3 0 0 ,  HAM---400, W M = 5 0 0  M P  

i i 

0 200 400 600 
J [N/ram] 

FIG. 15--Mismatch constraint relative to local evenmatch as a function of  crack tip loading. The 
mismatch ratios plotted are 0.75 and 1.25. 

Discussion 

The aim with the analysis was to examine the dependence between geometry- and material con- 
straint related to the J-Q-M theory. This theory is based mainly upon observations from FE calcula- 
tions of so-called self-similarity in the crack tip stress fields and does not rely on exact analytical so- 
lutions. Hence, the definition of dependence must also be related to the accuracy of the theory itself. 
In Eqs 3 and 4 normalized angular functions have been introduced to shift the stress field. For the mis- 
match case a distinction is made between under- and overmatch. 

In small-scale yielding, represented by the MBL models, the tri-material calculations demonstrated 
almost independence between the Q and M, Fig. 5, while some dependence is observed in the case of 
bi-material, Fig. 4. This trend is consistent with the new calculations, where the most pronounced de- 
pendence between Q and M was found for the bi-material, Fig. 13. The reason for this trend has not been 
investigated so far, but the first step will be to consider the basic theory again, as described above. 

Except for the case of bi-material undermatch, Fig. 15, it can be concluded that in an engineering 
sense, the effect of material mismatch can be independently added to the geometry constraint. The ef- 
fect of "break through" and the geometry in the vicinity of the crack tip must, however, be born in mind. 

Conclusions 

A rather good independence between the geometry constraint and the material mismatch constraint 
has been demonstrated. The best independence was obtained for tri-material models, representing the 
weld metal, HAZ, and base material. For models with the crack oriented parallel with the fusion line, 
the mismatch constraint in the case of overmatch decreased as the load was increased, while for the 
models with an angle between the crack tip and the fusion line, independence was maintained during 
loading. This is caused by the effect of the finite size of the HAZ and weld metal zones and the de- 
velopment of the plastic zones. 

The calculations have been limited to tensile loading and the equal-hardening exponent for all ma- 
terials. Both the effect of bending and hardening mismatch needs to be explored before the J-Q-M 
framework can be simplified for practical engineering use. 
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Fracture Mechanics Validity Limits and 
Physical Evidence of Constraint in Fracture 

REFERENCE: Lambert, D. M. and Ernst, H. A., "Fracture Mechanics Validity Limits and Physi- 
cal Evidence of Constraint in Fracture," Fatigue and Fracture Mechanics: 30th Volume, ASTM STP 
1360, P. C. Paris and K. L. Jerina, Eds., American Society for Testing and Materials, West Con- 
shohocken, PA, 2000, pp. 115-138. 

ABSTRACT: The consideration of fracture behavior should be a matter of vital concern in current de- 
sign efforts. Many materials exhibit grossly different behavior when discontinuities are present in the 
structure. These may be inherent in the material or may stem from poor manufacturing, handling, and/or 
design practices. Inclusion of fracture behavior in the design models is the subject of fracture mechan- 
ics. Ultimately, a knowledge of fatigue and fracture becomes very important in avoiding disaster. 

This paper is written with two primary purposes: to characterize the physical nature of fracture, and 
to dramatize the need to characterize the central flat fracture differently from the surface, shear fracture. 
To this end, the contents of the paper are organized as follows: (1) validity limits of fracture mechan- 
ics: this information was originally developed for the purpose of extracting similar fracture data and will 
be used here to help characterize bulk constraint effects and to establish the existence of the surface ef- 
fect; (2) analysis of crack face displacements of planar specimens subjected to loads: this includes ac- 
tual crack-, separation-, and stretch-profiles; and (3) consideration of three-dimensional fracture in light 
of the existence of two distinct fracture zones that exhibit different failure mechanisms; for this purpose, 
G and J as a function of depth below surface are discussed, as well as several constraint factors as a func- 
tion of depth. 

KEYWORDS: EPFM, fracture, fracture mechanics, constraint, COD, CTOD, displacement-based 
fracture characterization, J-integral, modified J-integral, metals 

Nomenclature 

a,b,B,W 

ao, bo 
C 

CT or CCT 

CTOD 

G 

Spec imen dimensions:  the crack length, remaining l igament  length, and remain-  
ing l igament  thickness,  and overall width in the direction of  crack growth, respec-  
tively 
Initial crack length and remaining l igament,  respectively 
Unloading compliance,  i.e., the linear rate o f  change of  d isplacement  for a change  
of  load 
Spec imen configurations used to evaluate fracture behavior:  specifically, compact  
tension, center-cracked tension, respect ively 
Crack tip opening displacement  
Griff i th 's  G, the energy release rate for crack formation,  assumes linear elastic 
material behavior  
R ice ' s  J-integral,  the energy release rate for crack formation,  assumes nonlinear  
elastic material behavior  
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Jlc 
Jel 

K 
P, Po, Pmax 

TJ 

Vel 
Vpl 
A 

P 
PJ 
O-o 

o'~ 

60 

Value of J at crack initiation under plane strain conditions 
The elastic component of J: Jel = G 
The nonlinear (plastic) component of J 
Stress intensity factor 
Load, limit load, and maximum load observed, respectively 
Load-line displacement 
Linear component of v, arising if load-versus-displacement is nonlinear 
Deviation of displacement from linearity 
Change of the variable that follows the symbol, e.g., Aa is the change in the crack 
length (from the initial value), i.e., crack growth 
Estimate of plastic zone size 
Dimensionless parameter relating CTOD to the initial remaining ligament length 
Flow stress: ~ro = (~y + tr,)/2, a convenient material property derived from an as- 
sumption of perfectly plastic behavior 
Ultimate tensile strength, a material property 
Yield strength, a material property 
Estimate of the size of the zone of nonproportionality 

Subscripting 

"el" 
"o" 

"pl" 

"AL" or "IN" 

Introduction 

Component of the subscripted parameter that follows linear behavior 
Indicates initial quantities of the subscripted parameter (with exception of O'o) 
Component of subscripted parameter that is the deviation from linear behavior: the 
use of pl is to imply that the behavior is plastic, i.e., nonconservative 
aluminum or nickel, respectively 

Structural safety and reliability have always been matters of vital concern to the aerospace indus- 
try as well as other manufacturers, and fracture mechanics has been especially useful in providing a 
quantitative description of the capability of structural parts to tolerate flaws. An evolution of fracture 
parameters has occurred, allowing the evaluation of the new structural materials being used. The first 
attempts at fracture mechanics characterization of materials imposed quasi-linear elastic conditions 
(LEFM), a restriction that is rare in practical structural materials. The parameters developed for use 
in the LEFM technology, G and K, are only effective as fracture-predicting tools as long as the ma- 
terial responds in a linear elastic manner. This has been shown to occur when the plastic zone present 
at the tip of the crack is much smaller than the ligament dimensions. This was been expressed as fol- 
lows [1]: 

P=- 8 ~ o ]  ~ B , b , a  (l)  

Equation 1 gives an estimate of the plastic zone size, p; Oo is the flow stress, and a, b, and B are spec- 
imen dimensions. The parameter, p, must be small versus the specimen dimensions for K to be valid. 

The original fracture mechanics approaches were adapted to allow solution in cases where plastic- 
ity was more widespread and not confined to a small region of the fracturing object. To consider this 
more realistic class of structures and materials, elastic-plastic fracture mechanics (EPFM) methods 
were developed. Rice's J-integral [16] required an assumption of non-linear elasticity: this restriction 
to elastic behavior also produced a limitation in the range of applicability of the J parameter. Non- 
linear elasticity does not faithfully represent actual structural material behavior, where energy is dis- 
sipated and permanent deformation occurs. The elasticity assumption may still be acceptable as long 
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as unloading is avoided. The requirements for J-control include small crack tip displacement 
(CTOD), proportional loading, and small crack extension. These are given by Eqs 2 and 3, below: 

bo = booo >> 1 (2) 
PJ ~ CTOD J 

Aa <- O.1 • bo (3) 

In the equations, pj  is the dimensionless parameter associated with crack tip displacement, bo is the 
initial remaining ligament, and Aa is the length the crack has extended. The limitation of crack ex- 
tension was established to avoid crack growth to the point that the constraint environment controlling 
fracture changed. Constraint as used here means the degree of triaxiality of the stress field. A mini- 
mum value of pj  >- 20 to 25 is generally accepted to be the limit of J-controlled behavior. 

Other limits of J exist. Though crack growth causes unloading and pronounces the permanent de- 
formation behavior, the deviation from nonlinear elasticity can be kept to an acceptable level if  cer- 
tain limits are held. The to-parameter was defined [14] that evaluated the degree of non-proportion- 
ality. The significance of this was that some unloading could be tolerated while using J within the 
limits of the to criterion as: 

b b dd 
co D JIc da >> 1 (4) 

In Eq 4, b is the current remaining ligament length, D defines the area associated with non-propor- 
tional loading, Jlr is the value of J at crack growth initiation under plane strain conditions, and dJ/da 
is the slope of the JR-curve, i.e., a plot of the resistance to fracture, J, versus crack extension, Aa. 

The J-integral was later modified [2] to overcome a difficulty associated with the use of J as a frac- 
ture parameter, i.e., the time-rate of change of an appropriate fracture parameter could not be a func- 
tion of the time-rate of crack growth [17]. The modified J parameter (JM) of Ernst was formed by a 
decomposition of J into two parts, one associated with the evolution of plasticity and one associated 
with the advance of the crack (as shown in Eqs 5a to 5c). 

J --- G + Jpl (~)pl, a) (5a) 

J= [G + f OJpl OJpl j ~ adVP,] q- f -~-avp,da (5b) 

OJp~ da 
J M  = J - f -ffa-a vp, (5c) 

In the equations, the subscript "pl" indicates the nonlinear component of the variable; G and Jpl are 
the linear and nonlinear portions of J, respectively; v is the load-line displacement; and a is the crack 
length. The last term in Eq 5b was discarded in the JM formulation of Eq 5c, removing the crack rate 
functionality. This modification may seem somewhat arbitrary, but it is reasonable that a parameter 
that correctly reflects fracture should not include the historic details of the change of the parameter 
as the crack grew to the current configuration. 

J i  assumes real plasticity and follows the actual, irreversible process, with the change in plastic 
displacement always greater than or equal to zero, i.e., dvpl >- 0 [6]. Whereas Jpl is the area between 
two "calibration" (i.e., non-growing crack) curves (load-versus-plastic displacement) of two speci- 
mens that are identical except for infinitesimally different crack lengths, JM,pl was  defined as the 
change in area between the load-versus-plastic displacement curves of these two specimens with 
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growing cracks where an infinitesimal difference in the crack length is always maintained. JM meets 
the Rice criterion and includes some of the irreversibility of the fracture event. This allows fracture 
characterization to a much greater extent of crack growth. JM appeared to correlate fracture data to a 
much higher degree: what are the limitations of JM, though? This has been suggested to be at a crack 
extension of about 40% of the initial remaining ligament length. None of the various fracture param- 
eters can be expected to describe fracture in an environment of gross plasticity, in which case the pro- 
cess is better described by deformation parameters, e.g., stress and strain. In the current study, vari- 
ous schemes to identify the onset of this plasticity-dominated behavior, i.e., the end of fracture 
mechanics validity, are presented. Each validity limit parameter is developed in detail, and then data 
are presented and the various schemes for establishing a limit of the validity are compared. The se- 
lected limiting parameter is applied to a set of fracture data showing the improvement of correlation 
gained. 

The study of validity limits provides insight into the evolution of both the fracture event and the 
prevailing constraint, and this paper will further develop this theme regarding the evolution of the 
constraint as evidenced in physical crack measurements of planar specimens. Many have attempted 
to develop a displacement-based fracture resistance curve [10,8,19], and these have produced some 
success. The methods stem from the theoretically derived proportionality between energy-related pa- 
rameters, such as G or J, and crack displacements, e.g., COD, CTOD, or 65. Displacement methods 
have been used successfully in predicting fracture resistance, but appear to lose effectiveness with ex- 
tensive crack growth: the crack growth moves the fracture process zone further and further from the 
point of measurement of the displacement; thus, the parameter becomes progressively less sensitive. 
If a displacement parameter could be devised that was continually updated as the crack grew, it would 
not be expected to lose effectiveness. One effort of the overall investigation was to produce a dis- 
placement-based fracture model using far-field displacements as inputs. 

A procedure to properly separate the region of fracture-dominated behavior from that of plasticity- 
dominated material behavior must be established. Two active modes of the fracture process have been 
identified: (1) plane strain fracture in the central zone of the ligament, a process that is J- or JM-based, 
and (2) plane stress fracture at the surfaces, a process that is stress-based and is best characterized by 
plasticity. Any model should account for both the center and surface zones. One approach would be 
to consider enforced elasticity and then to relax the structural ligament into an elastic plastic behav- 
ior: in essence, adding a plastic displacement to the elastic displacement while maintaining a constant 
load. This is the conceptual essence of the ASTM Test Method for Measuring of Fracture Toughness 
E 1820-96. 

Testing Results 

Fracture tests were conducted on 6061-T651 aluminum alloy and IN718-STA 1 nickel-base super- 
alloy according to ASTM E 1820. Specimen configurations included compact tension (CT) and cen- 
ter crack tension (CCT) specimens for various thicknesses of the two materials, Intermediate crack 
lengths were determined by using unloading compliance data. Cracks were grown to approximately 
50% of the initial remaining ligament, and the final crack fronts had considerable curvature: Figure 
1 has been included as an example of crack front curvature. A linear averaging was used in all cases 
to produce unambiguous initial and final average crack lengths. The curvature can affect the crack- 
length-versus-compliance relationship, and the crack lengths produced by the crack length/compli- 
ance function were subsequently adjusted to provide agreement with the initial and the final average 
crack lengths using the curvature correction discussed in ASTM E 1820, These functions are highly 
nonlinear, and in the case of a few specimens, data suggested that the crack jumped in at a very low 
value of JM. In any case, a slight shift of the resistance curves in these cases provided good agreement. 

Figure 2 shows a typical resistance curve (R-curves that plot crack extension versus loading pa- 
rameters) of the aluminum alloy and has been included at this point to show the similarity of GR, JR, 
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FIG. 1--Curvature o f  the f inaI crack front  as seen in an aluminum compact tension specimen that 
has been broken open, exposing the fracture surface. Dimensions are in millimeters. 
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FIG. 2 - - A n  example o f  fracture resistance curves. GR-, JR-, and JMR-Curves are shown fo r  a 
6061-T651 compact tension specimen. Note that average and greatest crack lengths are shown us- 

ing the same symbols to suggest that both formulations are equivalent. Specimen C9, AL, CT" B = 
21.6 mm, 0% SG, W = 50.8 mm, ao/W = 0.52. 
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and JMR data formulated using average crack lengths and using the greatest length of the crack. Both 
the average and the greatest lengths are plotted and share the same symbols. G, J, and JM are shown. 
Note that the average crack and the deepest crack formulations produce very similar results, so that 
essentially three curves are indicated. The GR curve shows a wider deviation at higher crack growths. 
This consistency is true of all of the specimens tested across both alloys, with the exception of three 
that deviate significantly at high crack growths. The average crack length was selected for use in this 
article because the data appeared to be smoother than the greatest-length data. 

Figures 3a and 3b show the JM-resistance (JMR) data for the aluminum alloy and the nickel alloy, 
respectively. The JMR-Curve format was selected for this treatment, because JuR-curves correlated 
data to a higher level of crack extension and because the JR-curves progressed towards constant J. If 
the resistance curve becomes constant, this suggests instability of the cracking object or a growing 
insensitivity of J with extensive crack growth. 

Figure 4a, showing plots of the quotients J/G and JMR against normalized crack extension for the 
aluminum alloy, further suggests the advantage of using JMR-Curves. The fractions J/G and JM/G pro- 
vide a simple measure of the relative amount of plasticity compared to the linear component. Nor- 
malized crack extension is used and is the fraction of the initial ligament that has been subsequently 
cracked. Notice in Fig. 4a that a linear region exists, and J and Ju  agree in this zone. Further notice 
that while J falls away from the linear behavior at the point marked J/G, JM remains consistent and 
linear to a higher degree of crack extension at JM/G. This response was true for all specimens in this 
test matrix, although a couple had more scatter than the others. It must be mentioned that the plots are 
" log/ log"  plots that tend to hide certain trends by their nature, but the linearity is clearly present, and 
this is evidence that JM correlates the fracture phenomenon for more crack growth that does J. 

Returning to the JMR-curves of Figs. 3a and 3b, three observations can be made of the resistance 
curves presented in these graphs: (1) a broad range resistance behavior exists, (2) a clearly separated 
upper curve appears to exist for both materials, as well as a range of lower curve behaviors for both 
materials, and (3) after some degree of crack growth, many of the JMR-Curves exhibit an inflection 
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FIG. 3--Fracture resistance curves ( JMR-Curves) of a wide variety ligament configurations of 
compact tension specimens for: (a) 6061-T651 and (b) IN718-STA1 alloys. 
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FIG. 4--Plots illustrating the different fracture mechanics validity limits candidates and a com- 
parison of  all VL candidates evaluated for one specimen and plotted on the "raw" R-curves: (a) rel- 
ative plasticity parameters, J /G  and JM/G, (b) inflection point of  plastic displacement, v p J W  and 
pM, (c) plastic strain energy, Upzand constant effective volume, V~, and (d) an example of  G-, J-, and 
JM-resistance curves for  an aluminum CT specimen (Specimen 66, AL, CT: B = 6.4 mm, 0% SG, W 
= 50.8 mm, ao/W = 0.76). 

point and become concave upwards. R-curve inflection is thought to be the signaling of a change of 
behavior from a regime controlled by fracture mechanics into one dominated by plasticity. To prop- 
erly evaluate the effect of  constraint in fracture requires that the data be qualified as representative of 
fracture mechanics behavior, such that the only variation observable is the constraint and not a change 
in the behavioral mode. 

Validity Limits Analysis 

It has been observed [3,5,6] that with sufficient crack growth, the JMR-Curve will pass from a con- 
cave-downwards shape to one that is concave-upwards, The upwards inflection is thought to be due 
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to a change in the deformation character. Specifically, the specimen has passed into a regime where 
deformation and crack growth are better described by abandoning local fracture mechanics parame- 
ters to use stress-strain relationships that considering the full-field problem instead. The point at 
which fracture mechanics methods are no longer effective in describing the fracture event is termed 
herein as the fracture mechanics validity limit (symbolized VL). This change of dominant behavior 
suggests that the two regimes should be separated for evaluation. This is not a new concept. Ernst and 
Pollitz [6] discussed ways of extrapolating JM in order to allow estimation of the behavior of large, 
thick structures from the behavior of small specimens. The extrapolation makes use of an apparent 
improvement of correlation derived from using Jg instead of the J-integral parameter. They consid- 
ered two options for establishing the limit of the JM data to be used in the extrapolation: (1) the in- 
flection point of the JMR curve or (2) the inflection point of a plot of the plastic displacement-versus- 
crack extension. An assortment of schemes were then used to extend the truncated resistance curve 
to estimate much greater crack extension. 

The inflection point observed in the JmR-curve is often subtle and can be difficult to determine. 
This suggests that other parameters might be devised to better identify the validity limit of fracture 
mechanics. Eleven candidates were considered early in this investigation, although only the ones 
showing the most promise will be discussed in detail. Along with these, the location on the JR-curves 
corresponding to the maximum load during the test was determined, and certain comments will be 
made at an appropriate time regarding the observations. 

Validity Limit Parameters Considered 

The first candidate fracture mechanics validity limiting (VL) parameter was the inflection point of 
the JMR-Curve. This has been discussed as an indication in the R-curve of the onset of a new behav- 
ior, and the location is labeled '%" as in inflection point of the JMR-Curve in Fig. 4d. 

One parameter that has been discarded as a candidate is the point at which the JmR-curve becomes 
straight. The proper scaling associated with fracture mechanics is thought to be am = a2 at J~ = -/2- 
Earlier work by Ernst [4] suggests that if fracture parameters can be scaled in the same way as plas- 
tic deformation processes, then the behavior has become plasticity-dominated, and fracture mechan- 
ics treatments are invalid. Ernst further showed that this case would be manifested as a straight line 
in the JR-curve format, i.e., if the behavior has become proportional crack growth (PCG), then it is 
characterized by a constant slope in the R curves. Constant slope, the second candidate parameter, has 
proved to be difficult to evaluate and appears to be at the same location as the inflection point. 

A third candidate is the inflection point of the curve of plastic displacement-versus-crack exten- 
sion (symbol "v"  in Fig. 4b). In the course of fracture tests, the load, total displacement, and the un- 
loading compliance are recorded (P, v, and C, respectively). From these, and the assumption that the 
displacement can be decomposed into linear (vei) and nonlinear (Vpx) parts, the nonlinear (plastic) dis- 
placement can be calculated, as follows: 

~ Vel + Vpl 

Vel = P • C (6) 

Vpl = V - -  ~ 1  = V - -  P • C 

Graphs of normalized nonlinear displacement versus crack extension were produced (Fig. 4b). The 
use of the inflection point of the Vpl-versus-a curve as a VL parameter was discussed by Ernst and 
Pollitz [5]. They used a point where Vpl/W had grown to 5% above the amount inferred by linearly 
extrapolating from the inflection point using the slope at the inflection point. Again, the phenomeno- 
logical change is thought to be a transition from fracture-driven processes to plasticity. As with the i- 
criterion, this point is often subtle and not easily established. 
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The fourth candidate (symbolized by "Vpl" ) is the product of load-times-plastic displacement (Fig. 
4c). In this case, the attempt was to define an energy-type parameter and look for a change of behav- 
ior in the specimen data. In general, an increment of external work, Pdv, comes from crack growth 
plus a change in strain energy: 

P dv = Jda + AU (7) 

The terms in Eq 7 can be decomposed into elastic and plastic components, and the plastic portion of 
the expression will be considered further. This plastic portion is written as: 

P dVpl = dUn1 + BJplda, with dUnl >-- 0 (8) 

In this equation, Unl is the nonlinear (plastic) strain energy, and if dUnl = 0, the end of validity has 
been reached. This can be developed further to give a simple expression for Unl by using a Ramberg- 
Osgood constitutive form (P cc Vpl).N. 

PVpl 
Unl = N + 1 (9) 

Looking at Eqs 8 and 9, a plateau in load times plastic displacement is expected to signal a limit to 
fracture mechanics validity, i.e., 

as dUn1 -+ 0, P X ]Up1 --~ constant (10) 

The criterion shown in Eq 10 is symbolized "Upl." The curve in Fig. 4c has been normalized to pro- 
duce a non-dimensional quantity. 
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The last candidate for a fracture mechanics regime limit is the onset of constant effective volume 
(symbol "Ve" in Fig. 6d). Plastic deformation is often assumed to be a constant volume process. Con- 
stant volume deformation is commonly assumed for plastic deformation, and the onset of plasticity 
would be expected to exhibit this behavior. This behavior might be applicable as a VL parameter, 
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FIG. 6--"Valid" JMR-Curves for 6061-T651." (a) validated by maximum plastic energy criterion, 
[571, and (b) validated by first inflection point criterion. 
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given an appropriate volume. Using the work functions or ~7-factors, an effective area can be defined. 
Note first that the */-factor arises from the assumption that the load can be separated into one func- 
tion of crack length and one of plastic displacement: 

P = g(a) • F(Vpl) 

OPb 
~q=- Ob P 

( l l )  

In the case of compact tension (CT) specimens, 

b OPb 
~/= 2 + 0.522 W - Ob P (12) 

Separating variables and integrating the last equation produces a logarithmic form that can be rewrit- 
ten as 

P = C X b2 exp (0.522 b )  (13) 

C is a constant of the integration with respect to b and could be a function of plastic displacement. 
Thus, C contains F(vpj). By using the definition of  stress, an effective area can be suggested: 

2 ( b )  
Veff, CT = /elf • Aef f  ---= •pl X b exp 0.522 - ~  

(14) 

The appropriate length was assumed to be the plastic displacement. The effective volume criterion 
has been labeled "Ve" in Fig. 4c. 

Validity Limits Analysis Results 

Parameters PM (similar to p j, except that the current ligament and JM are used in the formulation 
shown in Eq 2 instead of the initial ligament and Jic) and ~ were tracked in addition to the VL pa- 
rameters discussed above, but no clear minimum was observed, and apparent inflections in log-log 
plots were not considered reliable; thus, the data are omitted from consideration here. Of the other pa- 
rameters, the inflection points of the JMR curve, i, and the plastic displacement curve, v, were identi- 
cal; although other possibilities for i did exist for some specimens, v always indicated the same value 
as one inflection point on the JMR-curves. The plastic energy parameter, Upb w a s  also identical or oc- 
curred immediately before i. The location of PM = 25 was considered, and the results are very simi- 
lar to those of Upl, although more scatter was present. The results have been cast in two different 
ways: using JM cast as PM and the normalized crack length, Aa/bo. The resulting limits were fairly 
consistent for the two materials: 

Aa Aa .sp =ens/ o/   d/ o)iN 0 4 
The values of PM associated with i and Upi are plotted in Figs. 5a and 5b for 6061-T651 and for 

IN718-STA1, respectively. In Fig. 5a, two values for i are plotted, showing the first occurrence of a 
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JMR-curve inflection and then a second occurrence, when two were present. It should be noted that 
the improvement of correlation of i and Up~ with the second occurrence is dramatic. In fact the only 
exceptions are the side-grooved specimens, and the reason for this is unknown. The correlation of 
limit of validity for the aluminum alloy that is suggested by Fig. 5a is by the ligament proportion, 
B/bo. The correlation between i and Upl is also good for the nickel alloy shown in Fig. 5b, although 
the correlation seems to be related to ligament length in this case, although correlations with ligament 
proportion, B/bo, and with ligament length, B, also seemed reasonable. 

The Upl-qualified JMR-curves for 6061-T651 appear in Fig. 6a. The presence of another inflection 
point reduces the apparent effectiveness of the parameter, leaving JMR-curves that cross each other. 
Because of this, plots of JMR using the first inflection point of JM have been plotted in Fig. 6b, and 
the improvement is better. Substantial consideration has been given to the behavior exhibited in Fig. 
2, i.e., the presence of multiple inflection points. The early inflection phenomenon may not be asso- 
ciated with nonlinearity of the compliance versus crack length functions, but may be an expression of 
the development of the crack in the interior of the ligament with no appreciable accumulation of plas- 
ticity. This appears as J and JM values that are approximately equal to G in that early part of the curve 
in Fig. 2. Plots of JM decomposed into G and JMpl (terms are evaluated per Eq 5c) appear in Figs. 7a 
and 7b for the aluminum alloy. It should be noted that all G behavior and all JMpl behavior are very 
similar. The GR-curves stack according to the ligament proportion, except for the lowest curve, and 
the JMpb curves might be identical, with the exception of the delay of the beginning of evolution. 

Crack Face Displacements 

Two active modes of the fracture process have be identified: (1) plane strain fracture in the central 
zone of the ligament, a process that is J- or JM-based, and (2) plane stress fracture at the surfaces, a 
process that is stress-based and is best characterized by plasticity. 

A displacement-based fracture model would require the development of a procedure to apportion 
the structure into center and surface zones. One approach would be to consider enforced elasticity that 
is subsequently relaxed in the structural ligament into an elastic plastic behavior: in essence, adding 
a plastic displacement to the elastic displacement. This is the conceptual essence of the ASTM E 
1820. 

Crack face displacement data were taken at different depths for 6061-T651 specimens (CT and 
CCT) after wedging them at the final displacement achieved during the fracture test. The data mapped 
the relative positions of the crack faces throughout the entire crack cavity: from the notch root through 
the pre-crack region plus the monotonic fracture region to the final crack tip. A series of these map- 
pings were produced for cross sections from the surface to the center line of the specimens. Figure 8 
shows the data generated for one of the aluminum compact tension specimens. In this figure, consis- 
tent with a shear-type fracture mechanism, the "surface" crack profile deflects from flat fracture. 
Moving away from the surface crack profile, each subsequent profile is at approximately equal in- 
crements of depth (0.76 ram) from the previous. The inner-most profile is essentially flat fracture. The 
greater extension of the inner profiles is also obvious. 

The displacement of the two surfaces relative to each other was calculated, and a series of "sepa- 
ration profiles" for one specimen appear in Fig. 9. Note that the center profile seems relatively 
straight, while the ones closer to the surface deviate at the same point to a greater and greater extent 
to where the surface is reached. This common point is the location of the initial crack tip. After the 
initial "deviation" from the center profile, each profile is relatively parallel to the center profile up to 
the point where the crack tip in each case is reached. 

Theoretical "calibration" displacement functions were devised [14] to predict the shape of crack 
face profiles in specimen cross sections using far-field displacement or load. The calibration dis- 
placement functions predict the crack face displacement arising from the final load as if the crack had 
always been at the final (current) configuration, i.e., no crack growth was considered in loading to 
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FIG. 7--"Component resistance curves" of 6061-T651 compact tension specimens: (a) GR- 
curves (elastic component of JM), and (b) JMpzR-curves (plastic component Of JM). 
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FIG. 8--Crack face profiles for a typical aluminum specimen. The fatigue pre-crack is to the left 
side, and the monotonic fracture zone is on the right side. Note the deviation of the surface profiles 
from the flat fracture. 
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FIG. 9--Crack face separation profiles for an aluminum compact tension specimen. Note the ini- 
tial stretch associated with surface profiles and the relative parallelism of the profiles to the center 
profile after the initiation event. 
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the final configuration. These calibration functions were the summation of elastic plus plastic dis- 
placement components. The first attempts at defining these calibration functions were primitive and 
needed improvement, including more terms from the power-series expansion of the displacement as 
a function of J; these calibration displacements were compared to the actual displacements in the pre- 
crack region, and, because of this, a one-term approximation was ineffective. 

When the calibration functions are compared to actual crack displacements, any difference between 
the two in the fractured region was considered to be the result of the crack growth in the presence of 
the elastic and plastic displacements. Two differences between the plane strain calibration displace- 
ment and the actual profile were expected because of earlier efforts [14]. A first difference arises be- 
cause of the gradient of constraint: far-field displacements are expected to be somewhere between 
plane strain and plane stress, and a multiplicative factor applied to the plane strain solution was found 
to be effective as an adjustment. A second difference expected is the effect of the crack growth, and 
this difference might yield a displacement criterion for fracture in the presence of varying constraint, 
i.e., depth below a free-surface, and the adjusted plane-strain J-field displacement. An example of a 
separation profile with the calibration profile included is shown in Fig. 10. To facilitate calculation of 
the calibration profile, the crack growth direction is reversed. Notice how well the calibration profile 
matches the actual separation profile in the pre-crack region in the upper right of the figure. This was 
typical of most of the profiles, although a few specimens did not exhibit such good agreement. One 
other detail must be mentioned: the position of the crack tip that was used for the calibration profile 
was the greatest extension of the crack tip. This is an unfortunate philosophical variation from the in- 
tended direction of this investigation, which was to use the end of the crack in each profile. This choice 
provided the best fit by far. If the specimens that provided poor agreement in the pre-crack region had 
been fitted using a crack tip that was deeper than the greatest extent of the crack, the agreement would 
have been improved, but this would have been impossible to defend. 

8~'p. Profile E202 (s = 1.14 ram) 
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FIG. lO--Individual separation profile of  a typical cross section, showing the actual separation 
and the corresponding calibration displacement function. Note how well the two agree in the pre- 
crack region in the upper right portion of the profile. Crack growth direction has been reversed from 
earlier exhibits. 
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The results presented above suggest that the deformation and crack growth character of the 6061- 
T651 material (and the IN718-STAI) could be divided into two components, specifically, surface 
plasticity plus flat fracture. These two correspond to physical zones in the ligament cross section, i.e., 
the surface and the center, respectively, where the deformation and fracture behavior differ. Planar 
specimens, ones with a constant profile throughout the cross section, were used in the development. 
This choice allowed the easy evaluation of the JR-, JMR-curves and the corresponding calibration dis- 
placement profiles, since J, JM and the relationships of calibration displacement to J or JM were 
known for these configurations. 

Displacement Calibration Functions 

The profile analysis compared the theoretical, calibration displacement with that observed in the 
pre-crack region, away from the crack tip. The calibration functions approximate the displacement 
associated with the final crack configuration, loaded to the final load point, with no crack growth. 
These functions are the sum of the theoretical displacement expected from a cracked object where 
no plasticity is expressed plus the theoretical displacement expected from the cracked object if the 
ligament were fully plastic. Earlier efforts [14] had shown that the calibrations were dissimilar to 
actual crack profiles when the crack had sustained little crack growth. As a result of this, different 
effective crack lengths were considered [13]. Using the tip of the crack at the point of the greatest 
extension (at the center plane) as the effective crack tip location, the results were dramatically im- 
proved. 

Elastic Displacement Calibration Function--The elastic calibration functions were taken from a 
development by Tada et al. [18], and a summary will be presented herein. The method is summarized 
here. For Mode I loading, the crack face displacement can be estimated by using Castigliano's theo- 
rem, with a resulting elastic displacement estimate as follows: 

= 4, ~/ 7r [ +3~-d-a r ~ 10 Oa 2 42 0a 3 ] 
~7- f~_ K1pr 1/2 10Kw 3/2 1 02KIp rS/2+ 1 03KIp r7/2 6el 6F (16) 

Kip is the applied stress intensity factor, a is the crack length, and r is the distance from the crack 
tip. Again, as mentioned above, r was referenced to the greatest extension of the crack throughout the 
cross section. E '  is taken to be El(1 - v2), assuming plane strain in all cases. The equations for KIp 
and subsequent derivatives with respect to crack length for compact tension (CT) specimens have 
been appended to this paper. Several center-cracked tension (CCT) specimens were included in the 
profile analysis. No CCT calibration functions have been included, though. Actual displacements for 
these specimens were observed to be far below the theoretical, single-term expansion, and since the 
final loads were large relative to the CT specimens, it was theorized that the wedges used to secure 
the specimens at the final displacement.had been crushed by the prevailing loads. As such, for the cur- 
rent work, and with the trend noted that the stretch characteristics were very similar for CCT and CT 
specimens [14], only the compact tension specimens were considered in this investigation. 

Plastic Displacement Calibration Function--The form of the plastic displacement calibration 
function was taken from Hutchinson [11] and is, as follows: 

n 1 

~pl = CeJ; l  1 rn+l (17) 

Additional terms in the plastic displacement were considered, but it was not thought to be necessary 
to include more terms, because the plasticity was confined to the vicinity of the crack tip. Ce came as 
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an average of the residual displacement throughout the pre-crack region divided by r raised to the 1/(n 
+ 1) power, i.e., from a linear regression analysis. This procedure is, as with the earlier attempt to 
find an elastic calibration function [14] empirical, since Ce is not related explicitly to the loading pa- 
rameters, but the contribution of the plastic displacement component was small in most cases, and the 
correlation of the calibration functions to the actual pre-crack displacements appeared to be improved 
with the one-term plastic calibration function included as compared with the results where the term 
was omitted. 

Bulk Constraint Factor, f( i )--The first calibration profiles that were analyzed compared well to 
the actual profiles. However, after these profiles were analyzed, subsequent profiles were found to 
have calibration displacements that were less than the actual profiles. With surface plasticity, the ef- 
fective thickness is expected to be less than the actual thickness, and subsequently a multiplicative 
factor, f(i) =- bulk constraint factor was inserted into Eq 16. The significance o f f ( i )  is thought to be 
that by taking E '  = El(1 - v 2) in Eq 16, thus assuming plane-strain, 1/f(i) was the fraction of the 
ligament that was in plane-strain, i.e., if f( i)  = 4, then the portion of the ligament thickness express- 
ing plane strain was 1/4 of the actual thickness, f(i)  is considered to be an indication of the loss of out- 
of-plane constraint. The bulk constraint factor was used for all profiles and was kept constant for pro- 
files of a given specimen. The basis for the comparisons was a visual inspection of the fit in the 
pre-crack region. 

Coefficient of the Plastic Displacement Term, Ce--The value of Ce was relatively constant for each 
specimen, and this is thought to express the presence of plasticity in front of the crack tip. For the 
specimens from the multiple specimen tests with lower load-line displacement, Ce was on the order 
of 10 -6, whereas for most of the other profiles, Ce was on the order of 10 -5. The exception was the 
thinnest specimen, where B = 6.4 ram, aolW = 0.5, with Ce on the order of 10 -7. Several comments 
should be made about this observation. First, the "other specimens" with a higher value of Ce had very 
large crack extension, and it can be speculated by the occurrence of an inflection point in the JuR- 
curve that plasticity had become saturated to the back face of the specimen ligament; this was not the 
case for the lower final displacement specimens; thus, Ce is dramatically larger for the "other speci- 
mens" than for the specimens from the intermediate final load-line displacement of the multiple spec- 
imen tests. Second, the thin specimen is thought to have saturated the ligament from the side faces. 
The side-face saturation (or out-of-plane constraint) effect is described by f(i), and for this specimen, 
the inflection point of the JMR-curve had not been reached. 

Results of the Profiling Analysis 

The f(i)  data have been plotted as a function of the thickness of the ligament in Fig. 11. This fig- 
ure plots f(i) against linear thickness and shows the quality of a fit function derived. Note that Spec- 
imen No. 08 deviates dramatically; this is not considered a discrepancy, since No. 08 was a side- 
grooved specimen, a condition that tends to produce plane-strain conditions in the ligament. As such, 
No. 08 acted as if it were much thicker. The f(i)-versus-thickness data were fitted as follows: 

f( i)  = 12.17 exp(-84.1B) (18) 

Comparison of f(i) with Slope of the JMR-Curves--Comparison of f(i) to other constraint param- 
eters was desired, e.g., the slope of the JMR-Curve. The basis for comparison of JMR-Curves was RL, 
the ligament length-to-thickness proportion (RL = bo]B). All but one specimen selected for the 
profile analysis had an initial ligament length of 25 mm, and Eq 18 was recast as f(i)-versus-RL. 
This will allow comparison of f(i)  with other indications of the bulk constraint. This functionality 
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FIG. 11--Plot  of the bulk constraint factor f( i), used in calibration profiles versus ligament thick- 
ness, and including fit  function developed. Note that side-grooved Specimen No. 08 is in plane strain 
conditions and acts like a much thicker specimen. 

is as follows: 

(19) 

A partitioning technique was used [14] to adjust the average values to give estimates of the JMR- 
curves expected at the center plane of the specimens tested. This provides some measure of the pre- 
vailing constraint at the center of the specimen. These center JMR data were sparse and subject to sta- 
tistical scatter, but the difference was small, and thus the whole set of data was used to fit a single 
center-plane JMR-curve. The correlation seen in the center plane JMR-curves was as a function of I/RL 
= B/bo, and the results were normalized using the B/bo = 2 (short, thick ligaments) and the side- 
grooved specimen data with JM (REF) = 175.2, with units to provide consistency in the equation be- 
low. Thus, power law fits for the center-plane J~R-curves of each configuration were of the form 
shown below: 

J ~  (RL) = qSi • j~m~F) = ~bi • 175.2 (Aa) 0"586 (20) 

This produces a nondimensional constraint factor, ~bi, that can be used for comparison to other con- 
straint factors, e.g., the bulk constraint factor, f ( i ) ,  as cast in Eq 19 and constraint factor, ~bi, as de- 
rived from Eq 20, and this appears in Fig. 12. A comparison clearly exists. The bulk constraint fac- 
tor, f ( i ) ,  provides a measure of the effective thickness of the ligament as compared with plane strain 
response. The factor has been derived for 6061-T651, aluminum alloy, from specimens in the com- 
pact tension configuration, and matches the load with a theoretical displacement associated with the 
final crack length in the absence of crack growth. 

Stretch Resistance 

After fitting the calibration displacement to the pre-crack region, the displacements within the 
growing-crack region could be considered. This is the portion of the actual crack separation profiles 
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FIG. 12--Plot of  bulk constraint factor, f(i) and of  c~( i), a dimensionless factor derived from a 
power law fi t  of  qualified JMR curve data plotted against ligament proportion, B/bo. 

that deviates from the calibration displacement functions as discussed earlier. At the free, side sur- 
faces of the specimens, the deviation was substantial, while near the center-plane section of the spec- 
imens the deviation was negligible [14]. 

A quantity, termed the stretch, was defined as the difference between the calibration displacement 
function [14], as defined earlier, minus the actual profile displacement. Two examples of stretch pro- 
files have been included in Fig. 13. The first is for short growth, being from among the multiple spec- 
imens, while the second is from long growth. This stretch was found to have identifiable characteris- 
tics: a stretch quantity could be seen at the beginning of crack extension (at the end of the pre-crack). 
This was termed the initiation stretch and could be seen as a deviation from the calibration displace- 
ment function with no corresponding crack growth. At some value of the stretch, the crack was seen 
to begin advancing. The change from initiation to crack extension was not discontinuous, although it 
did occur with relatively short extension. After the transition, the crack extended at a constant rate 
with respect to further stretch, i.e., a plot of stretch-versus-crack extension yielded a straight line af- 
ter initiation. 

Initiation Stretch--The initiation stretch, 6i, was defined as the deviation of the actual displace- 
ment profile from the calibration displacement profile at the pre-crack tip (before any appreciable 
crack extension had occurred). 8, was found to vary as a function of the depth beneath the surface nor- 
malized as the fraction of the distance from the surface to the center-plane cross-section: S = 2s/B. 
The depth below the original surface is "s" (most specimens experienced some dimpling or necking 
at the surface at the crack tip), B is the thickness of the ligament, and S is the fraction of depth be- 
neath the surface and has a value of 0 at the surface and 1 at the center-plane. 

The 8/data have been plotted against S in Fig. 14. Included in the figure is a sigmoidal-curve fit of 
the data. This fit comes from linear regression analysis and fits the logarithm of 8i to S 2. This fit was 
selected because it provided a maximum value of 6i at S = 0, and the value of 6i changes asymptot- 
ically towards a constant as S ~ 1 approaching the center plane. Two other fits were considered: one 
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F I G .  13--Two plots of stretch (surface profiles): (a )  short crack growth from intermediate load- 
line displacement specimen from multiple specimen test, and (b)  long growth specimen. 
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was a linear fit of 6j-versus-S, and one was a linear fit of ln(ti)-versus-S (exponential). The first of 
these is discontinuous at S = 0.662, which is undesirable. The second is relatively good, but exhibits 
singular behavior as S ~ 0, again an undesirable trait. The sigmoidal fit fox-6i is as follows: 

S 2 I =0479ex.[ ] ~i = 0.479 exp [ - \0 .~3~- ]  J (21) 

This sigmoidal fit appears effective in quantifying the initiation stretch, as can be seen in Fig. 14. 
The data varied from the fit in three cases: (1) the side-grooved specimen, No. 08, exhibited little ini- 
tiation stretch throughout the ligament (this was as anticipated: the cutting of side-grooves in a frac- 
ture specimen has been said to remove the plane strain region [11 ], (2) No. 51 (the thinnest specimen, 
discussed earlier at B = 6.4 mm and aolW = 0.5), may or may not have followed the curve, and (3) 
one of the multiple specimen tests with low load-line displacement (B = 12.7 mm and ao/W = 0.5) 
apparently had not been subjected to sufficient displacement, and the observed displacement, taken 
as 6i, is uniform up to the point where it joins the fitted curve, i.e., at the onset of crack growth. These 
exceptions seem consistent with the consideration of 6i as a displacement-based criterion for crack 
initiation. The linearity of the extension-versus-stretch curve subsequent to initiation suggests that, as 
a function of the location in the cross-section, S, 6i might describe the fracture after initiation as well, 
i.e., when any point within the flawed object reaches ~i = 6i(S), fracture is imminent. The presence 
of a slope in the stretch curves could reflect an inability of the profiling techniques to completely 
quantify the evolving crack. Efforts to establish a rate of crack extension as a function of the load- 
line displacement using the calibration functions has been omitted here. 

Summary of Two-Dimensional Analysis 

The findings in the two-dimensional "planar" analysis are to be adapted to three-dimensional con- 
figurations, specifically to semi-elliptical surface cracks in plates subjected to tension (SCT speci- 
mens). The following sections have been inserted to further discuss and clarify the various outcomes 
of the 2D analysis for that purpose. 

Interaction of Flat Fracture and Plasticity--In the one material subjected to the profile analysis 
and with the final consideration of only the compact tension configuration studied with the profiling 
techniques, the displacement in the flat fracture region appeared to be almost completely character- 
ized by the linear elastic component alone. The plasticity component was not zero but, in general, rep- 
resented only a slight correction from the linear elastic displacement. This was the behavior seen in 
the center of the cross section. Outside of the flat fracture region, and approaching more closely to 
the side-surfaces, the fracture character expresses progressively more plasticity, and fracture was no 
longer on a plane perpendicular to the load-line, but, instead, on a plane inclined to the side planes. 
This is the so-called shear lip fracture character. 

To accommodate this change of character, the plasticity that is found at the surface, i.e., stretch 
prior to fracture, decreases in a smooth fashion at ever-increasing depth below the side surfaces. 
Comparing data from different specimens, this decrease occurs as a function of the fractional depth 
from the side surface Of the ligament thickness. This is thought to be evidence of plasticity-based 
deformation character, since it is not attributable to the J-character of the configuration otherwise. 
The zone was expected to evolve such that the depth of plasticity would become greater as the load- 
ing parameter was increased. This was not the case: the depth associated with the change was 
clearly characterized by the initial remaining ligament dimensions and not the loading, Po/Pmax, 
here (a result that is only mentioned here). Po is the limit load calculated assuming perfectly plas- 
tic behavior and using the initial specimen dimensions, while Pmax is the maximum load observed 
in the test record. 
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Although the evidence discussed herein was derived from the crack face displacements, the limits 
of validity of fracture mechanics as exhibited by the inflection point of the JMR-curve also showed 
evidence of a zone of plasticity: the initial remaining ligament length could be matched with the end 
of validity; the validity limit was reached when the average crack extension was 34% of the initial re- 
maining ligament. 

Bulk Constraint--Since the actual thickness was affected by the presence of a surface plasticity 
zone, a bulk constraint factor, f( i ) ,  was inserted, "adjusting" to an effective thickness. This bulk con- 
straint factor expressed functional dependence with the ligament thickness alone. 

One important detail that should be discussed is the comparison of the bulk constraint factor with 
that of the initiation stretch. The initiation stretch results suggest that the basis for plasticity behavior 
and crack growth was independent of the thickness of the ligament, but a function of the fractional 
depth below the surface of the ligament, which would suggest that the bulk constraint factor, f( i)  
should be constant. This was not the case, and it is thought to be so because the greater degree of crack 
extension at the center essentially separates the two phenomena into shear lip formation and flat frac- 
ture. For the thinnest specimen (No. 51, B = 6.4 mm, ao/W = 0.5), the initiation stretch was virtu- 
ally zero from the center to the surface, and f( i)  was very high. In this case, the bulk properties are 
effective in characterizing the fracture alone. The crack faces showed only shear lip zones. For the 
12.7-mm-thick specimens, it should be noted that the flat fracture zone was virtually nonexistent. 

The explanation to the apparent paradox is thought to be that the displacement characteristics, i.e., 
the shape of the profile, is defined by the elastic component, which is "allowed" by the surface plas- 
ticity. Thus, both the flat fracture and the surface plasticity zones contribute to the bulk constraint 
factor. 

Application to Three-Dimensional Configurations--All of the configurations considered in this in- 
vestigation were, in essence, three-dimensional. The compact tension, the center-cracked tension, and 
the single-edged notch tension specimens have been termed two-dimensional for convenience, and, 
strictly speaking, the results of testing such specimens should not be used if the crack front is not 
straight or is angled with respect to the side surfaces, conditions that do not suggest the degeneration 
of the problem to a two-dimensional analysis. 

The current investigation considered such configurations that did not necessarily meet the straight- 
ness requirements and compared the results associated with averaged crack lengths to results that 
used the greatest extension of the crack with relative success. When the crack face displacements 
were considered, the apportioning of the components of the fracture event into two distinct regions, 
flat fracture and surface plasticity, was suggested. The apportioning was done using a methodology 
developed by Green and Knott [9] and modified by Gibson et al. [7], and the resulting analysis was 
ineffective in characterizing JM or J. By looking further at an estimate of  the JMR-curve associated 
with the center plane, the fitted data were compared with f(i), the bulk constraint factor, and this com- 
parison suggested a similarity. 

Conclusions 

1. Two distinct zones of different fracture behavior were observed for the planar and the surface 
crack configurations [14], and these included a surface, shear-lip fracture zone and a central, fiat-frac- 
ture zone. 

2. The bulk constraint factor, f(i), was a function of the ligament thickness'only for the planar 
configurations tested, and f( i)  provides a measure of an effective thickness as compared to the full 
thickness subjected to plane strain conditions. The bulk constraint factor, f(i), compared well with 
the coefficient, qbi, derived to index the center-plane JMR-curves. f( i)  was recast as a function of lig- 
ament proportion, RL, for the purpose of the comparison. 
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3. Stretch resistance was defined as the deviation of the actual profile containing crack growth 
from that of a calibration profile at the final crack position with no crack extension. 

4. The initiation stretch, 3i, was characterized in the article and was a function of the depth be- 
neath the side surfaces. The best correlation was produced with reference to the fractional depth of 
the cross section from the surface to the center plane. 
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APPENDIX 

Definitions of Derivatives of Kip for Use in Equation 16 
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ABSTRACT" Barenblatt's idea of modeling the crack process zone by means of a cohesive zone has 
attracted considerable attention for predicting ductile crack growth. The model allows separation of the 
energy necessary for material separation from global plastic work. This has been a key problem in duc- 
tile fracture when searching for reasons for the geometry dependence of crack growth resistance curves. 
When using cohesive zone models, the correct determination of the cohesive zone material parameters 
is of eminent importance. In the past these parameters--the cohesive strength and the separation en- 
e rgy -were  assumed to be material constants. However, micromechanical considerations show that this 
assumption is only an approximation in the case of ductile fracture. Here, the underlying mechanisms 
of void nucleation, growth, and coalescence are dependent on the stress triaxiality. This effect is ac- 
counted for in the new constitutive equation for cohesive zone models as presented here. In this new 
"triaxiality-dependent cohesive zone model," the cohesive material properties are taken to be dependent 
on the stress triaxiality in the solid element adjacent to the cohesive element. For low triaxiality, low 
values of cohesive strength and large values of the separation energy are observed; the opposite holds 
true for cases of high triaxiality. Ductile crack growth in a mild steel under quasistatic loading was in- 
vestigated. The results from the use of the triaxiality-dependent cohesive zone model are compared to 
those of the Gurson-Tvergaard-Needleman (GTN) model as well as to the cohesive zone model with 
constant material parameters. The dissipation rate is shown to be a favorable measure for the character- 
ization of the crack growth resistance. It allows the description of both the (global) plastic dissipation 
and the (local) work of fracture. 

KEYWORDS: ductile fracture, micromechanical models, J-integral, dissipation rate, geometry ef- 
fects, computational aspects, Gurson model, cohesive zone model 

In the description o f  fracture, two important  quest ions are discussed in the scientific communi ty .  
The first one is the issue of  providing a correct and physically meaningful  picture of  the processes  oc- 
curring at the crack tip. The second question is on how the fracture toughness  of  a material in a spe- 
cific structural geometry  can be described. With  the focus on a specific model ing approach,  both is- 
sues have to be addressed to make possible model  predict ions reliable to the user. 

One of  the main requirements  for a correct mode l  description of  fracture is that it must  allow to 
predict  the energy dissipation both  due to global plastic deformation and due to the material failure 
i tself  separately. While  material models  for plastic deformation are well  understood,  much less is 
known  about models  for material separation. For ductile metals, such models  have to capture the loss 
of  stress-carrying capacity at the crack tip due to void nucleation, growth,  and coalescence.  Further- 
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more, from dimensional considerations, a length scale has to enter the constitutive formulation for 
material separation. 

In a computational framework, two types of approaches were established throughout the last 
years. The use of the Gurson-Tvergaard-Needleman (GTN) model for the prediction of ductile 
fracture is, today, widely accepted [1-4]. Thereby, the material separation characteristics are de- 
scribed within a softening volumetric constitutive equation. This approach is attractive since it in- 
corporates several of the features of the processes of void nucleation, growth, and coalescence into 
the constitutive description. In view of a computational realization, this model, however, has the 
main drawback that its solutions are mesh dependent [5]. The size of the elements in the crack 
growth region of the finite element mesh is conveniently being introduced as a material parameter 
of the constitutive description. This approach is not always accepted as satisfactory since it does 
not allow for convergent solutions with respect to the FE mesh. This issue is of importance when 
considering the coupling of the crack propagation analysis with Weibull statistics [6] in the anal- 
ysis of the ductile-brittle transition. 

An approach for modeling ductile fracture circumventing this problem is the application of the so- 
called cohesive zone models. Here, a set of cohesive surfaces elements is introduced into the finite 
dement  discretization [7]. The processes of void nucleation, growth, and coalescence are now no 
longer directly taken into account. Instead, it is the effective mechanical behavior of the failing ma- 
terial elements in front of the crack tip that is described by the constitutive relation of the cohesive 
zone. A cohesive strength, O'max, and a cohesive energy, F, are the parameters that set the properties 
of the cohesive zone. This approach is able to provide convergent solutions for fracture [8]. Despite 
this very attractive feature, rather little effort has been undertaken in the scientific community to de- 
velop cohesive zone models appropriate for ductile fracture processes [9]. Cohesive zone models in 
their application to ductile fracture were based mainly on the assumption of cohesive strength and co- 
hesive energy being material constants [10-12]. In the view of studies on the micromechanics of duc- 
tile failure, this assumption appears to be an approximation. Numerous studies have demonstrated 
that material separation based on void nucleation, growth, and coalescence strongly depends on the 
deformation history applied to the material under consideration [13-15]. The correct determination 
of the cohesive zone parameters is, however, of major importance within the cohesive zone model- 
ing approach. In Ref 12, in a study of dynamic crack growth, it was shown that the crack propagation 
behavior can shift from fast crack propagation to crack arrest if only a 15% change in the cohesive 
strength was taken into accoum. 

A step to improve the constitutive equations for cohesive zone models for applications in the mod- 
eling of ductile fracture was undertaken in Ref 16 and subsequently applied to specimens of differ- 
ent geometries and size in Ref 17. In this approach, the cohesive strength was taken to be dependent 
on the amount of plastic straining in the vicinity of the crack tip. Following this approach, the mesh 
size along the crack path turned out to be a model parameter, and the attractive feature convergence 
with respect to the finite dement  discretization was lost. The dependence of the cohesive zone pa- 
rameters on the local conditions at the crack tip was also realized in Ref 18, but no quantification of 
the effect was presented for inelastic material behavior. 

We present a different way to improve the cohesive zone model for ductile fracture. The conditions 
at the crack tip are characterized in terms of the stress triaxiality, i.e., the ratio of hydrostatic stress to 
effective stress. The cohesive strength and energy are introduced in dependence on this quantity. The 
relationship between the stress triaxiality and the cohesive material parameters is found by studying 
material failure uncoupled from the crack problem. 

With an appropriate material separation model at hand, the question arises on how to measure or 
predict, respectively, the tearing toughness of a certain material in a specific structure or specimen. 
The J-integral is the most widely used measure for this purpose. It has, however, the disadvantage 
that it does not allow distinguishing between the energy dissipated as (global) plastic deformation en- 
ergy and (local) fracture energy, i.e., the cohesive energy. Furthermore, J is a cumulative quantity and 
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hence in general depends on the loading history. Additional complexities in its application arise when 
considering crack extension of several meters as in pipelines. 

A different type of analysis can be performed considering the energy balance for an incremental 
process of crack extension, fi~ under quasistatic loading: 

(1) 

Here, W~x is the work done by external forces, Uet and (]plas are the elastic and plastic compo- 
nents, respectively, of the internal energy of the body. Finally, Usep is the energy required for mate- 
rial separation in the process zone. U*ep is related to the cohesive energy by: 

U~.ep = FA (2) 

It appears to be an attractive approach to define the tearing resistance of a material in a given speci- 
men in terms of the energy dissipation rate, R [19-21]: 

dUdis dUpl.~ 
R dA ~ + F (3) 

where (Jais is the dissipated energy per increment of crack area, ,4. With micromechanical models as 
described above, it is possible to split R into global plastic dissipation,/)plas, and the local cohesive 
energy,/ ' .  In addition, this approach becomes attractive since advanced analysis of fracture experi- 
ments by stereophotogrammetry recently demonstrated the possibilities of the determination of ex- 
perimental values F [22-23]. 

This paper is intended to introduce the triaxiality-dependent cohesive zone model and to compare 
its capabilities to the GTN model and the cohesive zone model with constant material parameters, re- 
spectively. Both the J-integral and the energy dissipation rate are evaluated to demonstrate that com- 
bined efforts in the two issues of models for material separation and characterization of tearing re- 
sistance appear to be necessary to advance in the analysis of ductile fracture. 

Material Separation Models 

The Gurson- Tvergaard-Needleman-Model 

Based on the analysis of a material element containing a void, the GTN model provides a set of 
equations describing the processes of void nucleation, growth, and coalescence. The set of equations 
includes a flow potential, q~, relations for void evolution, and void coalescence. These relations are 
summarized in the following: 

q~ = (__O'e ]2 + 2*ql f  cosh ( 3q2crh ] - [1 + q3 (f*)z] 
\ O'M / \ O'M ] 

?=?g~ow,h+f,,.c,?g~o~a~=(1 f )  ~ . . . . .  = B  -~p~ 

fN f 1 F "~pta~- 
(4) 

f *  ( f )  = f for f ~ f~ and f *  = f~ + k ( f  - f~) for f > f~ 

tre denotes the effective and trh the hydrostatic stress. ~//]a~ and e p/a~ are the increments in plastic strains 
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and equivalent plastic strain, respectively, f is the void volume fraction and f *  the modified void vol- 
ume in the void coalescence stage. The material parameters to be determined are: the properties of the 
continuum surrounding the void (the elastic constants E, v, the plastic deformation behavior o-M(~eta')); 
the initial void volume (fo); the void nucleation parameters (the volume of void that can nucleate, fN, 
the plastic equivalent strain where the nucleation rate possesses is maximum value, eN, and the standard 
deviation of the assumed nucleation distribution function, SN); the adjustment factors for void growth 
(ql, q2, q3); and finally the parameters for void coalescence (the void volume fraction at the onset of void 
coalescence, fc, and the growth acceleration factor, k). These parameters can be determined by the anal- 
yses of tests on round tensile bars. In addition, the use of this strain-softening constitutive relation must 
be combined with a length scale, D, to resolve the issue of localization. In most engineering applications 
of the GTN model, the length scale, D, is taken equal to the size of the elements in front of the crack tip 
[2--4]. The length scale then represents the height of the fracture process zone and is often assumed to 
be in the range of several hundreds of micrometers. 

A ferritic steel (German designation StE460) [2] was used as a reference material. A possible set 
of material parameters that allows for the description of both tension tests on round bars as well as 
fracture mechanics tests in several specimen geometries was determined [2]: E = 210 000 MPa, v = 
0.3, f0 = 0.0025, fN = 0.02, eN = 0.3, S N = 0.1, ql = 1.5, q2 = 1.0, q3 = 2.25, f ,  = 0.021, k = 3.4, 
D = 0.2 mm. The plastic flow properties for the GTN model are taken from the true stress-strain 
curve of the steel under investigation (see Fig. 1). In the model realization of the fracture mechanics 
specimen, only the single row of elements in front of the initial crack tip is described by the GTN re- 
lation. The remaining part of the specimen is modeled as a material following the Jz-flow theory. Its 
elastic and plastic properties are taken to be identical to those of the matrix material surrounding the 
voids in the fracture process zone. 

The Cohesive Zone Model with Constant Material Parameters 

In the cohesive zone models, the material separation characteristics are given in the form of the ef- 
fective relation between the tractions and displacement jumps across a set of predefined cohesive el- 
ements. For Mode I crack growth, the relation between the crack opening displacement, un, and the 
crack opening stress, o-n, is given by [7]: 

. ,  
o-, = o- ..... e z ~ -  exp - z  ~ -  , F = O'max 6 with e = exp(1), z = 9 (5) 

Besides the specific form of the function (Eq 5), this approach needs two material parameters: the co- 
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FIG. 1--Plastic fiow properties of  the material under consideration. 
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hesive strength, o-max, and the cohesive energy, F. The resulting material length scale, 6, is embedded 
within the cohesive elements. No further introduction of a length scale linked to the finite element 
mesh becomes necessary. Constant values for o're,• F, and 3, respectively, are commonly used in the 
application of this model to ductile fracture. 

In the present application, a phenomenological approach described in Ref 24 for the determination 
of the cohesive zone material parameters was used for the cohesive zone model with constant mate- 
rial parameters. F was chosen such that the J-integral at crack growth initiation was represented; o'm~ 
is fitted so that the slope of the J - Aa is represented correctly. 

The Triaxiality Dependent Cohesive Zone Model 

Detailed studies of material unit cells containing voids [13] show that the behavior of such a ma- 
terial depends on the triaxiality of the stress state applied. The assumption of constant values for o'max, 
F, and 6 can, thus, only be an approximation. A micromechanically motivated approach for the de- 
termination of the cohesive zone parameters is thus to study failure of "unit" material elements un- 
coupled from the crack problem. Here, the properties of the material investigated in the unit cells are 
described by the GTN model. In Ref 10 the dependence of o- . . . .  and F on the parameters fo,o-o/E and 
N was studied. This study, however, considered only uniaxial straining of the unit cells in plane strain. 
Here, loading in plane strain under various constant applied stress ratios, p = o'~/o-2, is considered. 
The parameters of the GTN model are kept fixed. Typical results using the parameter set for the GTN 
model as described in the previous section are depicted in Fig. 2a. 

The cohesive strength, O'max, is taken as the maximum value reached by o2; the cohesive energy is 
equal to the areas under the curves in Fig. 2a. The shapes of the traction-separation curves obtained 
from the GTN model are different from those obtained from Eq 5. This difference is neglected in 
the remainder of the investigation. In fracture mechanics, the quantity stress triaxiality, T, defined 
as the ratio between hydrostatic stress and effective stress, is commonly used to quantify constraint 
at the crack tip. In plane strain the stress ratio, p, relates to Tby: 

l + p  

max(T) ~ ~ (1 - p) (6) 

For the small initial porosity considered here, Eq 6 describes well the maximum values of Treached 
during the loading process of the unit (see Fig. 2b). Only at large values of applied stress ratios the 
values of Treached during loading are slightly smaller than the values obtained by Eq 6. The depen- 

FIG. 2--Behavior of a unit cell with a constitutive behavior described by the GTN model: (a) trac- 
tion-separation behavior, (b) triaxiality-separation behavior. 
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FIG. 3--(a) The dependence of the cohesive zone material parameters on the stress triaxiality: (b) 

the finite element discretization set up for the triaxiality-dependent cohesive zone model. 

dence of the cohesive material parameters on T is given in Fig. 3a. These dependencies can well be 
described using the following functions: 

[max(T) + 0.032] O'o.0 . . . .  4.8 �9 exp [- ~ . .~  j + 3.56 

F 
o-oD 

- 0.57 �9 exp [max(T) + 0.169] + 0.24 

(7) 

Low values of cohesive strength and large values of cohesive energy are found at low applied values 
of T; the opposite is true for large values of T. 

To incorporate the effects of local crack tip constraint into the cohesive zone model, both the co- 
hesive strength and the cohesive energy are introduced as being dependent on the stress triaxiality 
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(see Fig. 3b). Within the finite element discretization of the cracked specimen, a row of cohesive sur- 
face elements is located along the assumed line of crack extension. The triaxiality dependence of the 
cohesive zone parameters is achieved by a coupling of the cohesive elements to the solid elements 
adjacent to the crack line. For each four-node solid element adjacent to the crack line, the values of 
the triaxiality at the two integration points closest to the crack line are averaged and transported into 
the corresponding cohesive element. Several different averaging procedure were tried, but very little 
influence on the predicted results was observed. The initial value of Twas taken to be 1.0. Again, the 
bulk of the specimen is modeled as a material that follows the Jz-flow theory. 

Results 

The micromechanical models for material separation as presented in the previous section were 
applied to calculate crack growth in a M(T) and a C(T) specimen under the condition of plane 
strain. The geometries of the specimens are: M(T): w = 50 mm, aolw = 0.5; and C(T): w = 50 mm, 
ao/w = 0.59. The numerical simulations use the micromechanical models for material separation 
as described in the previous section. In the finite element calculations, due to symmetry conditions, 
only half a specimen is considered for the C(T) specimen and a quarter of the complete specimen 
for the M(T) specimen. The size of the elements in front of the initial crack tip is taken to be (D/2 
• DI2). 

The results obtained by the computational analysis are compared to experiments on specimens with 
the above-specified geometries. The specimens were sidegrooved with nominal thicknesses: M(T): 
B,, = 16 mm and C(T): Bn = 20 mm, respectively. The crack growth experiments were performed at 
the German Federal Institute of Materials Testing, BAM, Berlin [25]. 

The crack growth resistance of the material in the two types of specimen as quantified by the J-Aa 
curves is depicted in Fig. 4. The experimentally determined crack growth resistance is strongly de- 
pendent on the specimen geometry, with the C(T) specimen displaying a considerably lower resis- 
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" "  - - C Z M  cons t .  . . , . - ' --- '2/~/_/  
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FIG. 4--The crack growth resistance in form of J-Aa curves for the M(T) and C(T) specimen. 

Comparison of the experimental results to predictions from the GTN model, the cohesive zone model 
with triaxiality dependent, and constant parameters, respectively. 
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tance than the M(T) specimen. Both the triaxiality-dependent cohesive zone model as well as the 
GTN model can predict this geometry dependence of the J-Aa curves well. 

For the C(T) specimen, the experimentally determined and computationally predicted values from 
both computational models values are very close to each other. For the M(T) specimen, the GTN model 
also leads to very good predictions. For the tfiaxiality-dependent cohesive zone model, a deviation from 
the experimental values is observed for this specimen geometry, mainly in the intermediate range of the 
analyzed Aa range. This difference in the predictions of the two models for the M(T) specimen is due 
to the fact that in the triaxiality-dependent cohesive zone model, the quantity O-max/O-0 reaches a steady 
state value more rapidly than the corresponding quantity, max(tr22]tro), in the GTN model. This differ- 
ence in the numerical behavior of the models is subject of further investigation. 

In addition to the GTN model and the triaxiality-dependent cohesive zone model, the crack growth 
analysis was also performed using the cohesive zone model with constant cohesive material parameters. 
Following the previously described approach to obtain the cohesive zone parameters, the best fit be- 
tween experiments and the computational was achieved by using the following values for the cohesive 
zone parameters: O-max/O'0 = 3.36, F/(o'0D) = 0.567. This choice of parameters again results in a good 
prediction of the geometry dependence of the crack growth resistance; only in the M(T) specimen again 
a small deviation from the experimental curve is observed. It should be noted that these cohesive zone 
parameters determined by fitting experiments and simulation do not correspond to any pair of data in 
Fig. 3a; they can only be considered as phenomenological parameters without connection to the triaxi- 
ality-dependent micromechanical processes underlying the process of material separation. 

In addition to the J-integral, contributions to the dissipation rate were determined and used as a 
measure for material toughness. In the finite element analysis, both contributions to this quanti ty--  
the global plastic dissipation rate and the work of separation--can be determined. For an incremen- 
tal crack extension of area, A, the rate of the plastic dissipation in the bulk of the specimen is given 
from the values of the effective stress, O'e, and the rate of effective plastic strain, ~pl,~s: 

~Jplas ~ f --" plas jT  �9 v O'e8 a v  (8) 

The volume integral is performed over that region of the specimen that is described by J2-flow the- 
ory. For the GTN model, the work of separation, U~.em in an incremental crack advance, A, is given 
by: 

(Jsep = fv (1 - f )  O-egplasdV (9) 

Here, the volume integral is performed over the single row of elements in front of the crack tip being 
described by the GTN model. For the cohesive zone model Qet, is found from: 

(Jsep = F A  = f o 'ndun " A (10) 

To obtain the contributions to the dissipation rate, successive five-point least square linear fits were 
used in the numerical differentiation scheme from the energy versus crack extension records. 

The two contributions to the dissipation rate, dUplafldA and F, are depicted separately in Fig. 5 and 
Fig. 6, respectively. Figure 5 shows the plastic dissipation rate as determined for the M(T) and C(T) 
specimen using the three different approaches for the material separation process at the crack tip. Just 
as for the J-integral the plastic dissipation rate is strongly dependent on the specimen geometry, the plas- 
tic dissipation rate is largest at the beginning of crack growth. For small amounts of crack growth, the 
M(T) specimen displays a considerably larger dissipation rate than the C(T) specimen. The absolute val- 
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FIG. 5 - -  The plastic dissipation rate dUplas/dA versus crack extension Z~a curves for the M( T ) and 

C(T ) specimen. Comparison of predictions from the GTN model, the cohesive zone model with tri- 
axiality dependent, and constant parameters, respectively. 
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FIG. 6--The local fracture energy (i.e., the cohesive energy, F) versus crack extension, Aa, for the 
M( T ) and C( T ) specimen. Comparison of predictions from the GTN model, the cohesive zone model 
with triaxiality-dependent and constant parameters, respectively. 
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ues of dUpl,fldA as well as the difference in the values obtained for the C(T) and M(T) specimen sub- 
sequently diminishes in a transition stage. For the C(T) specimen, this transition phase is short, and only 
a small reduction in the plastic dissipation rate occurs. Nearly constant values of dUpla.,/dA are obtained 
after a crack extension of approximately 2 mm. For the M(T) specimen the transition region is extended 
over a larger amount of crack growth. Also, the reduction in dUeg,fldA is considerably larger. All three 
modeling approaches result in very similar values of the plastic dissipation rate. Similar computational 
results on dUptas/dA were already given in Ref 20 based on a J(2~a) controlled crack growth simulation. 
Here, however, the investigation can proceed further. The introduction of the micromechanical models 
for material separation allows for evaluation of the amount of local fracture energy, F. Results on F in 
its dependence on Aa are depicted in Fig. 6. This diagram clearly shows that both the GTN model as 
well as the triaxiality-dependent cohesive zone model predict the local quantity F being dependent on 
the specimen geometry, too. F is predicted to be rather constant throughout the crack extension except 
for the very first stage of crack growth. Just as in the case of dUpt~,fldA, there is a transition in the initial 
stage of crack growth where F is reduced from its initial values. The transition stage is again short in the 
C(T) specimen and larger in the M(T) specimen. The predictions of the two models are in good agree- 
ment with each other. The average value for F in the M(T) specimen is approximately 63 kJ/m 2, while 
it is approximately 36 kJ/m 2 in the C(T) specimen. For the triaxiality-dependent cohesive zone model, 
these values can be related to the triaxiality through Fig. 3a. For the M(T) specimen, T = 1.9, and for 
the C(T) specimen, T = 3.0, respectively. These values are in excellent agreement with the maximum 
values of the triaxiality reached in elements described by the GTN model in the respective specimen ge- 
ometry. The computations using the cohesive zone model with constant model parameters are, on the 
other hand, not able to predict this effect. This unique and constant value of F used by the input data is 
approximately equal to the average of F in the M(T) and C(T) specimen. 

The comparison of the two diagrams clearly shows that in the present case of crack growth under fully 
plastic conditions, the dissipation rate is dominated by the plastic dissipation rate. The ratio between 
dUpl,JdA and F in the C(T) specimen is initially 20 and after Aa = 6 mm approximately 12 to 15. This 
ratio is larger for the M(T) specimen; it is initially nearly about 100 and subsequently falls to 40. 

For a detailed understanding and evaluation of the fracture processes, it is, in addition, of interest 
to evaluate the local material separation behavior at the crack tip. This part of the specimen response 
is not directly accessible by experiments. The material separation behavior is investigated at the lo- 
cation Aa = 4 mm. At this location, a steady state of the relation between the opening stress and the 
displacement jump across the crack surfaces has already been reached. Figure 7 depicts the material 
separation behavior for the M(T) and C(T) specimen as predicted by the triaxiality-dependent cohe- 
sive zone model, GTN model, and the cohesive zone model with constant material parameters. The 
physically process-based GTN model clearly predicts a material separation curve for the C(T) spec- 
imen different from that in the M(T) specimen. The peak stress reached in the C(T) specimen is only 
slightly larger than in the M(T) specimen. This is due to the initially moderate strain hardening of the 
matrix material (Fig. 1). The displacement after which the stress falls to zero is nearly twice as large 
in the M(T) specimen compared to the C(T) specimen. The geometry dependence of the material sep- 
aration in the fracture process zone cannot be captured by the use of the cohesive zone model with 
constant material parameters. In this case, the material separation is independent of the specimen ge- 
ometry. Introducing, however, O'max and F as dependent on the triaxiality, the predictions improve 
considerably, and a geometry dependence of the material separation is again predicted. As seen from 
Fig. 7, the predictions of the material separation from the triaxiality-dependent cohesive zone model 
are in very good agreement with those from the GTN model. 

The issue of mesh size dependence was widely discussed in the use of the material separation mod- 
els for crack growth. This issue was investigated in the present case for the C(T) specimen. This spec- 
imen was analyzed using the GTN model as well as the triaxiality-dependent cohesive zone model in 
three different meshes. The element sizes in the homogeneously meshed zone in front of the initial 
crack tip are: hmin = 0.2, 0.1, and 0.05 mm. Results of crack growth simulations for these three dif- 
ferent meshes are depicted in the form of J-Aa curves (Fig. 8). The results from computations for hmi n 
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FIG. 7--The traction-separation relations at the location zla = 4 ram for the M( T ) and C( T ) spec- 
imen. Comparison of predictions from the GTN model, the cohesive zone model with triaxiality de- 
pendent, and constant parameters, respectively. 
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FIG. 8--The crack growth resistance curve for the C(T ) specimen as predicted by the GTN model 
and the triaxiality-dependent cohesive zone model influence of the element size in the homogeneously 
meshed zone in front of the initial crack tip. 
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= 0.1 mm are identical to those already depicted in Fig. 3. This element size, hrnin, in the case of the 
GTN model corresponds to half the height of the process zone, D, and is part of the material descrip- 
tion. For the GTN model, the results of the crack growth simulation are thus strongly dependent on 
the mesh size." A decrease in mesh size results in a considerable reduction of the predicted crack 
growth resistance. The triaxiality cohesive zone model, on the other side, exhibits a very different be- 
havior to a change in mesh size. A reduction in the element size leads to convergence of the obtained 
J-integral values. The finest mesh results in the highest values of crack growth resistance. The cou- 
pling of the cohesive elements to the solid elements via the stress triaxiality does not introduce a new 
additional mesh dependence of the solution. 

Conclusion 

Ductile crack growth in a mild steel was investigated using a newly developed triaxiality-depen- 
dent cohesive zone model. The model is micromechanically motivated and calibrated by studying 
material failure on unit cells separated from the actual crack problem. The computational results from 
the use of this model are in very good agreement with those obtained from the GTN model. This is 
true, both on the level of global specimen behavior as well as for local quantities at the crack tip. An 
agreement in the predictions for the process within the fracture process zone between the GTN model 
and the cohesive zone models cannot be obtained considering constant cohesive material parameters. 
It is important to note here that the feature of mesh convergence is not lost using the stress triaxiality 
as a measure to adjust the cohesive zone material parameters. This is in contrast to the strain-depen- 
dent cohesive zone model of Ref 16 and is due to the fact that the stresses at the crack tip remain 
bounded by the cohesive strength. 

The new model can be understood as an intermediate step between the physically motivated GTN 
model and the more phenomenologically motivated cohesive zone models. The model is thus promis- 
ing as it combines the most attractive features of both modeling approaches to ductile fracture. The 
present approach may help in a further understanding of elastic-plastic fracture mechanics since it al- 
lows for the splitting of the energy dissipation terms. For the C(T) specimen investigated here, the ra- 
tio between the global plastic dissipation rate and the cohesive energy is in the same range as recently 
determined experimental values [22]. 

However, in the present case of crack initiation under full plastic deformation of the specimens, the 
influence of the local quantities in the fracture process zone of the global specimen response is neg- 
ligible, and all three approaches predicted very similar J-Aa curves that are in good agreement with 
the experimentally obtained values for the crack growth resistance. The effect of the cohesive zone 
parameters on the global behavior of a specimen is expected to be much larger in contained or small- 
scale yielding situations; the triaxiality dependence of the cohesive parameters will be retained there. 
There, the ratio between cohesive energy and the J-integral or the energy dissipation rate, respec- 
tively, is much smaller than in the specimen investigated here [10]. Thus, the necessity of a correct 
determination and calibration of the cohesive material parameters will be of even more importance. 
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ABSTRACT: The process of ductile damage and subsequent crack growth and of cleavage in ferritic 
steels occur in steps whose controlling microstructural features are quite different. Useful models of 
these can, therefore, be attempted by associating the mechanisms of ductile damage or cleavage with an 
appropriate, microstructurally controlled, cell size. Furthermore, the cell size for ductile damage is typ- 
ically too large to be used for the crack-tip finite elements that are required for accurate resolution of the 
large strain gradients in the continuum field that represents the deformation there prior to significant 
damage development. What is required is a finite-element code that allows (at least potentially) the pres- 
ence of cells of more than one size. 

These considerations have led to mesh-independent damage mechanics modeling, and a model of the 
ductile-to-brittle transition that has appropriate cell sizes for each failure mechanism. The complexity 
of these refined models demands very large computational times for technically interesting problems. 
Accordingly, our predictions of the outcome of engineering tests have used a compromise single-size 
cell model chosen to balance the conflicting requirements for each failure process. The paper describes 
the proving of this, and its use in predicting two of the large-scale spinning cylinder tests. 

The work illustrates the potential conflict that may arise between the detailed accuracy required for 
rigorous physical representation and the pragmatism needed to capture the essentials of application- 
driven research programs. The paper ends with a discussion of the possible relations between these ap- 
proaches and their areas of effectiveness. 

KEYWORDS: damage mechanics, local approach, ductile-to-brittle transition, pressure vessel steels, 
multi-cell modeling, cell modeling, large-scale tests 

This paper describes the development of ideas for modeling various mechanical aspects of the duc- 
tile and brittle fracture behavior of ferritic steels and encapsulating it in a structural analysis code. In 
a major sense, the work is dedicated to the study of how to extract data from laboratory-sized tests 
and use it in models of material micro-behavior that are sufficiently robust to allow the prediction of 
tests that are very different in terms of geometry, scale, and loading. This is a tall order. 

Despite this, results emerging from the work of several laboratories worldwide show that it can be 
accomplished in a variety of different ways. This fact alone is indicative of the anticipated robustness 
of the approach, which gives hope that tools developed from these studies will be useful and reliable 
in the future for the purposes of engineering assessment of  critical structures. 
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Basic Physical Principles 
It has been well known for some considerable time that the fracture behavior of ferritic steels is 

dominated by two main effects, ductile rupture and cleavage. Ductile rupture results from void 
growth associated with the larger inclusions (typically MnS) in the steel. Cleavage is due to the prop- 
agation of micro-cracks that are born in the failure of particles (like grain-boundary carbides). This 
particle failure is induced by the plastic strains imposed on the particles as the macroscopic plastic 
zone sweeps over them. These underlying physical causes impose fundamental size scales on any 
models, particularly those using continuum mechanics, that attempt to describe or predict these phe- 
nomena. In particular, metallurgical observations combined with mechanical modeling (for example, 
[1 ] and [2]) suggest that the scale for cleavage modeling should be around 50/xm. On the other hand, 
studies towards the same end in the ductile regime suggest that the scale is much larger. Our own 
work has concentrated upon scales of the order of 250 to 500/zm, based upon metallographic study 
of particle sizes and distributions, and the effectiveness of modeling the influence of ductile damage 
on the deformation of notched round bars. Whatever the detailed choices of the scale for each of these 
processes, it is clear that they are probably substantially different. 

Within this scenario, the modeling of these processes via continuum mechanics-based finite-ele- 
ment methods proceeds by identifying certain cell sizes in the crack tip region of the finite-element 
mesh. Figure 1 indicates the thinking behind this. 

Sharp Crack 
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i o i . ~ ~ i  �9 [~-] Hardening Cells 
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�9 : *,~H..~,, : . [ .  ~ - ~  Failed Cells 
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grain boundary carbide 

FIG. 1--The structure of  "local approach" cells in the crack-tip region. (a) Ductile damage me- 
chanics cells, indicating the cell behavior as it hardens, softens, and fails, thereby providing the 
mechanism for crack advance. (b) The sampling, in the field ahead of the current crack tip, of  the pa- 
rameters that influence the probability for cleavage. 
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For cleavage fracture, the Beremin [1] local approach model references a two-parameter Weibull 
description of the cumulative probability of cleavage initiation, p: 

p = 1 - exp{--(Ow/Ou) m} (1) 

where O'w is the Weibull stress that characterizes the severity of applied crack-tip loading, o-, and m 
are material-specific parameters that respectively describe the intrinsic resistance of the material to 
cleavage (WeibuU scale parameter) and the material scatter (Weibull shape parameter). The Weibull 
stress is calculated from a knowledge of the crack-tip stress and strain fields calculated with respect 
to a characteristic cell size. This cell size (typically 50/xm) is directly linked to the distribution of po- 
tential cleavage initiation sites within the microstructure [1 ]. When implemented in a finite-element 
model, the procedures evaluate the Weibull stress as 

Z m AV ]l/m 
~w = o-1 NT-} (2) 

plastic zone V u J  

in terms of the maximum principle stress trl in each cell (of volume AV) throughout the plastic zone. 
For ductile fracture, the Rousselier damage model [3] is based on the use of a constitutive equation 

to represent the mechanical properties with reference to an appropriate failure criterion. The model 
uses a modified plastic potential of the form: 

F=~ (3) 

where H characterizes material work hardening, ITeq is the von Mises equivalent stress, and p is the 
material density. Together, the first two terms represent yielding by the usual yon Mises flow theory. 
The third term represents softening of the material due to the growth and coalescence of micro-voids. 
The parameters C and D are material-specific constants whose values control the sensitivity of soft- 
ening to imposed hydrostatic stress and to strain. Beta (/3) is the damage variable and B(/3) is a func- 
tion that depends parametrically on C, the yield stress (try) and the initial void volume fraction (f0). 
(The work-described in this paper could have described the mechanics of ductile failure by any model 
with similar predictive properties to that of Rousselier. In particular, a suitable tuning of the Gurson- 
Tvergaard [4,5] model would have been equally useful.) 

In the crack-tip region, the computation is performed in respect of a characteristic cell size, repre- 
sentative of the spacing between the largest second-phase particles within the microstructure (typi- 
cally 250 to 500/xm, as previously mentioned). 

Multi-Cell  Modeling 

This work arose from an attempt [6] to remove the mesh-dependency of the solution for ductile 
damage mechanics assessments of cracked specimens and components. The test-bed for demonstrat- 
ing whether or not the techniques were successful was the study of the first of the spinning cylinder 
tests, which had already been shown [7] to be interpretable through the use of ductile damage me- 
chanics. Essentially, the idea was to create meshes fine enough for each individual damage mechan- 
ics cell to include a number (the size of which would define the degree of refinement of any particu- 
lar multi-cell model) of finite elements. The principles of this are shown in Fig. 2, where the crack-tip 
cell is highlighted for a model with one element per cell and one with 64 elements per cell. There were 
three types of model assessed in this study: 

(a) the crudest, the one that has been the workhorse of virtually all applications of ductile dam- 
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FIG. 2--The undeformed meshes for  two multi-cell models, where the crack tip cell is highlighted 
for (a) a model with one element per cell, and (b) one with 64 elements per cell. Note that the cell size 
is identical for  each model. 

age mechanics, where the crack-tip mesh is identical with the cell structure there; 
(b) two refinements, where each damage mechanics cell contained a number of internal finite el- 

ements, but where the behavior of the cell depended on different ways of sampling the fields in the 
elements within the cell; 

(bl) the "fixed-cell" model, in which initiation was identified by 75% of the cell Gauss points 
having passed through the maximum of opening stress, 

(b2) the "mesh-independent" model where the point of "significant damage" in the cell was 
identified by 75% of the cell Gauss points reaching the critical/3-value obtained from stud- 
ies on the behavior of notched bars. Once this point had been reached, all the stress and 
strain values in the elements within that cell were constrained to have the same value, 
which then changed with further deformation. 

The behavior of these three models can be gaged from Fig. 3, where increasing realism of the blunted 
crack-tip shape is associated clearly with refinement of the model. Furthermore, the initiation of duc- 
tile crack growth can be estimated by the failure point of the first ductile cell. Table 1 sets out these 
predictions and shows unequivocally that the "mesh independent" model has the physical character- 
istics of its name. It is this model that held promise for an attempt at realistic modeling of the transi- 
tion regime of ferritic steels by allowing the proper incorporation of different length scales for each 
of the ductile and cleavage processes. 
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FIG. 3 I T h e  deformed, near-tip, mesh configurations for each of the four models studied. In par- 
ticular, the quality of modeling of the blunted crack shape increases noticeably with model refine- 
ment. The highlighted crack-tip cell is annotated with the number of internal elements in the finite- 
element mesh. 

TABLE 1--Predicted resuhs for the initiation value of J (MJ/m 2) as a function of mesh refinement for the 
different models for the mechanics of the ductile damage cell. 

0.5-mm 0.25-mm 0.125-mm 0.0625-mm 
Mesh Mesh Mesh Mesh 

Same mesh and cell size 0.171 0.100 0.063 
Cell size fixed: variable mesh 0.103 0.130 0.095 0.051 
Mesh-independent cells 0.160 0.151 0.148 0.148 

Coupled Models 

Our approach to describing fracture in the transition regime, where cleavage initiation is preceded 
by ductile tearing, has been to couple the Beremin and Rousselier models in the same computational 
procedure. The work began by studying the relative performance of two models of doing this. The 
first of these, a "pragmatic" model, Type I, was chosen to combine the cell modeling in a computa- 
tional procedure with practically acceptable turn around times. The second, Type II, dealt with the 
different scales for ductile failure and cleavage by suitable developments of the multi-cell models de- 
scribed above. The essential difference between the models is that Type I models have the same cells 
for evaluating both ductile processes and the approach to cleavage, while those of Type II do this in 
different cells of sizes appropriate to the underlying process. Figure 4 illustrates the two approaches 
[8]. In brief, for the A508 Class 3 steel [9] from which the fracture specimens were made, suitable lo- 
cal approach parameters are the following: 

Beremin model: o-, = 3141 MPa m = 19 h = 50/zm 

Rousselier model: C = 0.65 D = 1.3 f0 = 6.71 • 10 -5 L = 500/zm 
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Taking the models in reverse order, the Type II model is a straightforward extension of the ductile 
multi-cell model described above. Each 500 • 500-/xm ductile damage cell is subdivided into a suit- 
able number, here 10 • 10, of elements each of which represents a cleavage cell. The calculation of 
O-w is continually updated by evaluation over this fine mesh. The instant when 75% of the Gauss 
points in the elements within a larger ductile cell have achieved a value of the damage variable fl --> 
0.6 (this value having been established from an independent simulation of plain tensile test data) de- 
fines the attainment of the state of significant damage within that cell. This point is where softening 
begins to dominate the response of the cell, and henceforth the elements within it have their variables 
constrained to respond identically so that the cell behaves as a single entity. The calculation of the cu- 
mulative failure probability excludes the elements in the cells that have passed into the flanks of the 
crack as it advances by ductile growth. 

The Type I model is simpler; it assumes that the cell sizes for cleavage and ductile damage are the 
same. In the present case, this size is 125/xm, and the crack tip is surrounded by elements of this size 
that deal simultaneously with both potential failure processes. From the previous point of view, this 
approach is one of pragmatic compromise. Even so, it is necessary to recalibrate the local approach 
parameters since they are both sensitive to cell size. The retuned values are: 

o-. = 3278 MPa m = 28.6 

C = 0.66 D = 1.39 

The analysis proceeds from the current state by assessing the element immediately ahead of the tip to 
discover whether or not sufficient ductile damage has accumulated for it to move forward. If so, it 
does. The cumulative probability of cleavage is then updated by sampling all the cells, having previ- 
ously recorded the peak value from cells where O'w drops by virtue of them passing into the crack 
flanks. 

The effectiveness of these two approaches was tested by using each to predict the transition curve 
of an A508 Class 3 steel for which a reasonably full set of data was available [9]. Figure 5 shows the 
results, where it is difficult to discriminate between the performance of the two models. From the 
"scientific" point of view, the similarity of the Type II predictions to those of Type I is quite disap- 
pointing, for the incorporation of what appears to be the essential physics of the cell modeling seems 
to have little effect in practice. When one recognizes the extra computational costs in using Type II 
models (an order of magnitude slower in turning a job around), the disappointment is increased fur- 
ther. On the other hand, the comparison shows the practical usefulness of the Type I model in ad- 
dressing real data and provides real evidence in support of the pragmatic use of the Type I model in 
the prediction of the large-scale structural tests that will now be described. A comparison between the 
two models is set out in Table 2. 

Once this point had been reached, the potential usefulness of the Type I strategy could only be 
gaged by trying it out on a real structural test. The data for that was available for Test 4 in the AEA 
Technology program of spinning cylinder tests, and what follows describes the attempt. 

TABLE 2--Comparison of the two coupled transition models. 

Type I Type II 

Approximate crack-tip fields Accurate crack-tip fields 
"Proxy" cell sizes Representative cell sizes 
Pragmatic approach Impractical for large models 
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FIG. 6--The spinning cylinder test rig at AEA Technology, Risley, UK. 

The Spinning Cylinder Test Facility 

The spinning cylinder test facility is described fully by Clayton et al. [10]. Briefly, the general ar- 
rangement of the apparatus is as shown in Fig. 6. An 8-ton cylindrical test specimen is suspended by 
a flexible shaft from a single pivoted bearing so that it is free to rotate about the vertical axis. The 
driving power comes from a 375-kW d-c motor mounted on a horizontal pedestal and is transmitted 
via a fight-angle gearbox with 2:1 step-up ratio (maximum design speed of 3500 rpm at the rotor). 
The cylinder is suspended in a reinforced underground enclosure for safety containment. Eight 3-kW 

Copyright by ASTM Int'l (all rights reserved); Tue Dec 15 13:13:15 EST 2015
Downloaded/printed by
University of Washington (University of Washington) pursuant to License Agreement. No further reproductions authorized.



HOWARD ET AL. ON DUCTILE TO CLEAVAGE TRANSITION 161 

heaters mounted vertically within the test enclosure allow the temperature of the cylinder to be raised 
up to pre-test values of around 300~ 

Crack growth during the test is measured primarily by the alternating current potential difference 
technique (ACPD). In addition, data from thermocouples and strain gages indicate the development 
of temperature and strain fields during the test. 

Spinning Cylinder Test 4 (SC4) 

The details of this test and its prediction using the local approach have been given by Howard et 
al. [11]. However, since its successful prediction via the pragmatism of using Type I coupled models 
was a major prerequisite to its use for predicting the more complex NESC [12] (Network For Eval- 
uating Steel Components) test, some description is necessary here. The test was primarily one of ther- 
mal shock, with the cylinder at an initial temperature of 305~ being quenched internally by water at 
7~ The specimen was made from an A508 Class 3 forging, with two semi-circular defects running 
from the inner surface on axial planes separated by 135 ~ . The defects were located midway along the 
length of the cylinder and were 60 and 40 mm deep. Since the loading for this test was primarily ther- 
mal shock, the predictive work concentrated on the more susceptible 40-mm-deep defect. Post-test 
destructive examination revealed that cleavage had initiated after a small amount (0.2 to 0.4 ram) of 
tearing some 6 to 8 mm deep along the border of the 40-mm defect. There was no crack growth at the 
surface. During the test, the ACPD data outputs indicated a sudden increase of crack size of about 0.6 
mm at 240 s into the thermal shock. 

The modeling of spinning cylinder test 4 was fully three-dimensional, with Type I transition com- 
bined model ceils of size 125/xm along the crack border. Tuning to compact data produced the fol- 
lowing local approach parameters, based on the common cell size noted immediately above. 

Beremin model: o-, = 2296 MPa m = 49 

Rousselier model: C = 0.95 D = 1.80 fo  = 5.531 • 10 -4 

To ease the computational load, these cells were highly elongated in the crack border direction, tak- 
ing advantage of the expectation that gradients in this direction would be much smaller than those in 
a direction directly ahead of the crack tip. Even so, the resultant model had more than 40 000 degrees- 
of-freedom, requiring, for the completion of each load step of the analysis, about 1 h of run-time on 
a high-performance workstation cluster. 

The outcome of the simulation was most instructive in what it said about the behavior of the cells 
ahead of the 20 mm of crack border inwards from the inner surface of the cylinder. There were five 
cells occupying this length. Irrespective of cleavage, the analysis predicted that these cells contained 
the ductile crack growth, with the cell nearest the inner wall and the one furthest from it having a pre- 
dicted amount of growth of no more than 0.06 mm. On the other hand, the three cells between these 
outer two had predicted growth of 0.19 mm. This maximum occurred at 240 s into the predicted ther- 
mal shock, after which the thermo-mechanical driving force for further crack growth diminished. So 
240 s was the time for both maximum possible ductile crack growth and the maximum probability of 
cleavage. Furthermore, at 240 s the predicted cumulative probability of failure was 0.95, a value that 
compares interestingly with the observed indicated cleavage event in the test. The successful outcome 
of this use of the Type I transition model in the prediction of SC4 gave considerable assurance that 
an attempt to predict the much more complex (both in terms of loading and material behavior) of the 
NESC experiment would be worthwhile. 

The NESC Experiment 

Since the details of this and its prediction via the local approach have recently been provided by 
Sherry et at. [13], only an outline is given here. 
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F 
11,900 8-node brick elements 
13,796 nodes 
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FIG. 7--The geometJ?; and meshing of the NESC spinning cylinder: (a) One eighth of  the cylinder, 
showing the plane containing the 40-mm-deep defect. (b) Details of  the semi-circular defect assessed. 
(c) Schematic of  the near-tip cell structure along the crack border used for the Type I modeling of 
the transition behavior of  the ferritic components of the NESC cylinder wall. Note that the length of  
the cells along the border are not to scale (they are larger than indicated in the figure). 
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TABLE 3--Details of the NESC thermo-mechanical loading. 

Initial temperature 
Quench temperature 
Rotational speed 
Commence quench 
Total test time 
Heat transfer coefficient 

290~ 
5~ 
2100 rpm increased to 2300 rpm over 360 s 
2100 rpm, rate 725 L/rain 
12 rnin 
10 000 W/m2/~ 

163 

Figure 7 shows the geometry of the model used to simulate the test. In outline, it is similar to that 
of SC4, particularly in regard to the body of the cylinder being the same material as that of SC4, but 
differs from it in several important aspects. Firstly, the NESC cylinder had 4 mm of austenitic 
cladding welded onto the inner surface. This induced 10 mm of heat affected zone (HAZ) in the fer- 
ritic material immediately underneath the cladding. The modeling of this is shown in Fig. 7. The 
cylindrr contained a number of defects, the most significant two being a surface breaking through- 
clad defect and a semi-elliptical under-clad defect. The assessment described here was for the sur- 
face-breaking defect, and the geometry modeled is also shown in Fig. 7. Also, the loading was more 
complex than that of SC4. It was a thermo-mechanical loading, designed to produce cleavage events 
preceded by ductile tearing. The details are given in Table 3. 

The local approach parameters chosen to describe the failure of the different materials in this test 
are set out in Tables 4 and 5. Those for the base material can be seen to be the same as those previ- 
ously chosen for SC4, since the material was the same. The tuning followed well established prac- 
tice. In particular, the following facts and issues emerged during the process. We performed the tun- 
ing at Sheffield (SIRIUS) using raw experimental data obtained from tests undertaken at AEA 
Technology. 

(i) The ductile parameters were tuned using notched bar data. 
(ii) The tuned model predicts the J-R curves. 

(iii) The cleavage parameters were tuned using data from precracked fracture toughness tests. 
These were: 

CTS 10 specimens for the base material--the same as for SC4, 
SECB 10 for the HAZ. 

(iv) Cleavage data tuned on notched bar data could not predict that from precracked specimens. 
(v) The cell sizes for all three material phases of the test were chosen to be the same. 

The core of the prediction for this test is contained in the history of the combined probability p of 
cleavage for the cylinder as a whole for a model that automatically takes account of the evolving 
crack growth through ductile damage. Up to the time of 190 s into the experiment, the evolution o fp  
in the HAZ and base materials is significantly different (details are available in Ref 13), andp in the 
base material dominates the combined probability of cleavage. This is so despite the crack-driving 
force being consistently highest in the HAZ, a reflection of the enhanced resistance to cleavage of the 

TABLE 4--Ductile damage parameters for the materials of the NESC 
cylinder. 

Material C D Lc (ram) fo 

Base 0.98 2.0 0.125 5.53 X 10 -4 
HAZ 0.80 1.8 0.125 5.53 x 10 -4  
Clad 0.75 1.9 0.125 15.1 X 10 4 
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TABLE 5--Beremin cleavage parameters for the materials of the 
NESC cylinder. 

Material m t~, (MPa) V0 (mm 3) 

Base 49 2296 (0.125) 3 
HAZ 44 2850 (0.125) 3 

HAZ. After 190 s, the cleavage probability is similar for both materials, which then contribute simi- 
larly to the combined probability of cleavage. The time of around 190 s is a clear transition from 
steady and rapid rise with time ofp in both phases to an approximately constant and high combined 
probability throughout the rest of the test. At the critical time of t = 190 s the combined probability 
is 0.975, with a slightly greater contribution from the HAZ than from the base material. Figure 8 
shows the prediction for the region of crack border where interesting effects are predicted to happen. 
The predicted cleavage comes from a region where prior ductile crack growth is predicted, with the 
pre-cleavage growth being a definite function of distance along the crack border from the inner sur- 
face of the cylinder. 

This pre-test prediction compares well with the preliminary results obtained from the NESC spin- 
ning cylinder test, which was performed on 20 March 1997. Strain gage data from the test indicate a 
rapid change in surface strain at t = 213 s into the thermal transient. This is consistent with a crack 
growth event, most probably cleavage. The close proximity of the test time of 213 s and the time, 190 
s, of qualitative change~in the predicted history of the cleavage probability p is very encouraging in 
its implied support for the use of transitional cell models of the type described here. 

Discussion 

The approach to combining ductile and cleavage cell models that has been presented in this paper 
began with the belief that the fundamental scales for ductile fracture and for cleavage of steels dif- 
fered by about an order of magnitude. The tools for carrying out this approach were developed in 
studies of how to remove the mesh-dependence in the continuum part of the crack-tip field that is im- 
posed by identifying the finite-element mesh with the microstructural cell size. In principle, the tech- 
nique allowed arbitrary mesh refinement everywhere that had not yet been overwhelmed by a ductile 
damage cell in its phase of significant damage and subsequent rupture. One could then produce an 
apparently realistic combined ductile-cleavage model by identifying the refined mesh with suitably 
sized cleavage cells. In these, the probability of cleavage can be calculated (through the relations of 
Eqs 1 and 2) as it changes naturally as the component or structure suffers deformation and crack 
growth by the successive failure of the crack-tip ductile damage cells. 

That thinking produced the Type II combined model. As a matter of historical fact, the Type II model 
was developed shortly after the simpler Type I model. The latter had been conceived as an engineer's 
"pragmatic" attempt to bring the Beremin and ductile damage models together in the easiest way in or- 
der to interpret the ductile-to-brittle transition curve. At the time, the Type II model appeared to contain 
essential aspects of the micromechanics of the two competing processes and therefore should be treated 
as a much more physically realistic test-bed on which to judge the performance of the Type I modeling. 
The inability of the Type II model to produce qualitatively more accurate predictions than those from 
the Type I model was, at the time, something of a disappointment. Since then, that inability has gradu- 
ally shed, with other considerations, useful light on the provenance of the Type I modeling, whose prac- 
tical usefulness has proved itself in the predictions of the SC4 and NESC tests. 

Firstly, it is now apparent that our original estimates (based on microstructural information) of the 
size of the ductile damage cell was too large for the assessment of ductile crack growth from initially 
sharp cracks. For example, contemporary studies [14,15] have reported successful two-dimensional 
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FIG. 8 Details of the predictions of ductile crack growth and probability of cleavage in the sim- 
ulation of the NESC experiment. (a) The segment of the crack border where growth is predicted. (b) 
Schematic of the detailed prediction of the Type I modeling. 
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analyses predicting the performance of common structural steel with ductile cell sizes in the range 50 
to 200/xm. This is consistent with observed values of crack tip opening displacement (CTOD) for 
such steels. Since any simple model of cell failure predicts that the CTOD is about the cell size, this 
consistency is unsurprising. 

Secondly, the finite elements used to represent the cells in our (and others') models are four-noded 
isoparametric elements in two dimensions. Stress (and other) data are stored at the four Gauss points 
in these elements. Hence, the volume element in calculating the Weibull stress is that associated with 
each Gauss point, that is, approximately one-quarter of that of the finite element. In other words, the 
cleavage cell size is about one half of the length of the finite element used to calculate the stresses from 
which the Weibull stress, O-w, is obtained. (Others [16,17[ have also noted this point.) With a com- 
bined-model cell size of 125/xm, this makes the size of the fundamental cleavage integration volume 
slightly greater than 50/xm. This is consistent with recent metallurgical studies, for example [18]. 

The upshot of all this is that, for the pressure vessel steels simulated in these studies, the simpler 
combined model Type I now appears to be much closer m the underlying physics than was originally 
imagined. This heartening conclusion should be tempered by the thought that the underlying cell size 
for ductile damage is likely to be much less of a constant than that for cleavage in ferritic steels. Re- 
call that contemporary work suggests that the ductile cell size can range from 50 to 200/zm. At the 
upper extreme, there is a 2:1 mismatch in the ductile/cleavage cell representation. At the lower ex- 
treme, this ratio reverses. These observations suggest that cell modeling of the type reported here 
should still be treated as a potentially fruitful exercise in engineering pragmatism. This note of cau- 
tion comes from several dark areas in the practicalities of cell modeling. Some of them are discussed 
below. 

The NESC cylinder was composed of three main material phases, the base material, the austenitic 
cladding, and the HAZ. The model, described above, that was used to simulate the test used a cell size 
that was the same for all three phases. This is forced on the physics by the need to compute with con- 
ventional finite elements. For these, elements that are of constant size in each phase, but differ phase- 
to-phase, are incompatible at the phase boundaries. The apparent success of the NESC simulation is 
strong evidence that there is value in this level of pragmatism. It is significantly reinforced by other 
work [19,20] using uniform cell sizes where simulation of a transition weld between a ferritic and an 
austenitic steel successfully reproduces the complex (nonplanar) patterns of ductile crack growth. 
Even so, there is important research to be done in this area. 

In tuning the local approach parameters for the material of SC4, we initially used only notched bar 
data. This was successful for the ductile regime, as the tuned model then reproduced the experimen- 
tal CTS resistance curve. This success was not repeated in the cleavage regime, leading us to the con- 
clusion, as others have found, that cleavage data tuned on notched bar tests cannot straightforwardly 
reproduce the results of tests on precracked specimens, using the methods set out in Eqs 1 and 2. As 
a result, the Weibull parameters for the base material were tuned directly from the precracked test 
data. This raises another open question on the subject. Is it possible to transfer cleavage data from one 
specimen type to another, and, if so, how is it to be done? The question concerns practical matters as 
well as the fundamental mechanics of the subject. If we are to use the local approach in more so- 
phisticated assessments than the ones already undertaken, where the simulated crack should auto- 
matically find its own nonplanar path through the component, we need to be able to deal with differ- 
ing balances between hydrostatically dominated deformation and that dominated by shear. 
Confidence in transferring cleavage data from one specimen type to another would be an enormous 
help in underpinning attempts of this kind. 

Conclusions 

The fundamental scales for ductile and cleavage fracture of steels are different. This suggests that 
cell models of these processes should have different sizes. 
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Complex models using different cell sizes for each process did not predict transition data that was 
significantly better than that derived from simpler, uniformly sized cell models. 

The first validation of the uniform cell modeling was derived from comparison with the results of 
the fourth spinning cylinder test (SC4). Confidence derived from this allowed a detailed analysis and 
blind prediction of the seventh spinning cylinder test, the NESC experiment. The prediction was sub- 
sequently shown to compare well with the initial test data. 

Further successful research on the transferability of cleavage data from one specimen type to an- 
other is essential if nonplanar crack growth is to be simulated with confidence. 
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ABSTRACT: The modified crack closure method is combined with finite element analysis to study the 
damage mode of facesheet-from-core disbond of honeycomb core sandwich structure. Explicit panel 
models containing an initial disbond region are analyzed to better understand this type of failure. Cal- 
culation of energy release rates is used to determine loading conditions that will cause disbond propa- 
gation. The edge peel-off case is used as an example, and parameter studies are performed to determine 
the importance of key properties with regard to damage tolerance of the panels. 

KEYWORDS: honeycomb core sandwich panel, disbond, energy release rate, facesheet, damage tol- 
erance, fracture mechanics, modified crack closure method 

Honeycomb core sandwich panels are being considered for use as primary structural members in 
the high-speed civil transport due to their high stiffness-to-weight ratios [1-7]. Composite panels are 
relatively light weight and high-temperature tolerant compared to their solid metallic predecessors, but 
are still able to withstand the same or greater levels of loading, making them an attractive alternative 
to their heavier, but more conventional counterparts. Since the use of these panels as primary structure 
for civilian aircraft is a fairly new concept, little is known regarding their damage tolerance during nor- 
mal sub- and supersonic flight and under unexpected severe loading conditions. Therefore, a compre- 
hensive understanding of the failure modes associated with damage of these panels is an essential pre- 
requisite for their widespread use as primary structure. In particular, this paper addresses the damage 
mode of facesheet-from-core disbond. A comprehensive literature review for this project can be found 
in the final project report to the sponsor, the Boeing Commercial Airplane Company [8]. 

Honeycomb core sandwich panels consist of a honeycomb core attached to two facesheets with an 
adhesive (Fig. 1). Manufactur ing defects or in-service loads can cause a condition in which a 
facesheet is partially disbonded from the core (Fig. 2). This disbond region may spread and cause 
panel failure during subsequent loading. Continuum fracture mechanics, used for conventional dam- 
age tolerance assessments, does not provide a fully realistic account of disbond propagation between 
the facesheet and the core, and a detailed study of this failure mechanism is necessary. 
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honeycomb 
core 

/- 
lo 

FIG. 1 Honeycomb core sandwich panel. 

Finite element analyses with FRANC3D/STAGS [9,10] have been performed on panel models of 
various sizes and mesh configurations where the core and facesheet geometries were explicitly mod- 
eled. Through a combination of these analyses and fracture mechanics theory, disbond propagation 
was studied to better understand this mode of failure and to develop computer-based tools to aid in 
the analysis of this type of cracking. 

An across-the-width, edge peel-off configuration was chosen for these studies, since the cracking 
mode of disbond could be isolated and only Mode I-like fracture occurs. In addition, the project spon- 
sor, the Boeing Commercial Airplane Company, wanted to develop experimental methods to deter- 
mine adhesive properties, such as fracture toughness (conventionally, only the common lap shear test 
had primarily been used). The experimental tests to validate this computational model as a test con- 
figuration were performed as Phase 2 of this project [11]. The results of Phase 2 and comparisons 
with previous experimental methods [12,13] will be reported in a subsequent paper. 

Modified Crack Closure Theory 

The modified crack closure method combined with finite element analysis, as developed by Ry- 
bicki and Kanninen [14], is used to calculate an energy release rate at the disbond front. This calcu- 
lated value is then compared with the critical energy release rate of the adhesive, which bonds the face 
sheet to the core, to determine whether or not the disbond will propagate. This method has been suc- 
cessfully applied to the study of delamination of composite materials [15] and will be further ex- 
tended in this paper to study the propagation of disbond regions in honeycomb core sandwich 
structure. 

Crack closure theory, as introduced by Irwin [16], states that the energy released as a crack prop- 
agates from Length a to Length a + Aa is equivalent to the amount of work required to close a crack 
from Length a + Aa to Length a. Therefore, the energy required to propagate a crack in a material of 

Disbond ( E x a g g e r a t e d ) - ' - - - - - ~ ~  

adhes iv~ . .A  [ core 

FIG. 2 Embedded disbond region. 

~sheet 
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Aa-x x Aa-x 
FIG. 3--Pic tor ia l  representation o f  the stresses and displacements used in crack closure calcula- 

tions. 

unit thickness in Mode I by an amount Aa is 

W = ~ trz(r = x, 0 = O,a)uz (r = Aa - x, 0 = r + Aa)dx (1) 

where o- z represents the normal stress at the front of a crack of Length a. In crack closure theory, this 
stress is caused by closing the crack from Length a + Aa to Length a. In addition, Uz is the normal 
displacement or opening of a crack of Length a + Aa (Fig. 3), and r and O are the usual polar coor- 
dinates centered on the crack front. 

Evaluation of the work integral (Eq 1) requires two analyses, one to determine stresses ahead of 
the crack front, and one with a virtual crack extension to determine the corresponding relative open- 
ing displacements in the region of the virtual extension. However, Irwin postulated that the crack 
front does not change shape for very small increments of crack growth. Therefore, the displacements 
immediately behind the crack front for a crack of Length a are the same as those behind the crack 
front for a crack of Length a + Aa when Aa is infinitesimally small (Fig. 4). 

a 

z 

Uz(r = Aa-x, 0 = O, a - Aa-x, 0 = ~, a+Aa) 

~ X  ~ ~ X  

<a I Aa r 

a+Aa 
FIG. 4--Pic tor ia l  representation o f  self-similar crack propagation. 
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Under the assumption of self-similar crack growth 

uz(r = A a  - x , O =  7r, a) = Uz (r = A a  - x , O  = 7r, a + Aa) 

Therefore, the new integral to be evaluated is 

1 fAa 
W =  ~Jo  ~rz(r = x , O =  O,a)u~(r = A a  - x , O  = 7r, a )dx  

(2) 

(3) 

Thus, this assumption of self-similar crack growth greatly reduces computation time, since this mod- 
ified work integral (Eq 3) requires only one analysis. 

The energy release rate, G, is expressed in terms of crack closure integrals as 

W G = lim (4) 
• -~ o tAa  

where t is the thickness of the material. Therefore, the energy release rate for self-similar propagation 
as determined by the modified crack closure method is 

G = l i m  1 f~Xa aa~0 Ztzxa o-z(r = x , O  = O,a)uz (r  = Aa -- x , O  = ~r,a)dx (5) 

Finite Element Approach 

The stresses and displacements in Eq 5 will be determined by a finite element analysis. It is there- 
fore useful to express this equation in terms of nodal displacements and forces that are readily ex- 
tracted from STAGS, the finite element program to be used for the analyses. 

For this problem, the stresses in Eq 5 are developed in the adhesive, which attaches the facesheet 
to the core. Viewing a typical interface region (Fig. 5), the desired stresses are those along the 
facesheet-core interface between Nodes 1 and 2. 

f a c e s h e e t ~  node 2 

Z n ~  ~ interface 

] t "---~ ] core _--- 

FIG. 5 - - T y p i c a l  connec t ion  be tween  f a c e s h e e t  and  f o u r - n o d e d  e lement  in core. 

For four-noded linear quadrilateral elements, the nodal stresses in the required direction are ex- 
pressed in terms of nodal forces as 

r 

212Fzl - Fz2] 
tL 

212Fz2- Fzl ] 

tL  

(6) 
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Upon substitution of these stresses into Eq 3, and utilizing linear shape functions, the expression for 
work along the interface connecting one core element to the facesheet in terms of nodal forces and 
displacements in the required direction becomes 

FzlUzl + Fz2uz2 
Wel . . . .  t - 2 (7) 

Thus, for the modified crack closure formulation using finite element results, the energy release rate 
becomes 

#elements 
~.~ Fzi+AaUzi 
i-1 

G -  
2 (#eli=~lents tiI~) (8) 

where uzi is the nodal displacement in the normal direction behind the disbond front, while Fzi+~x,, is 
the corresponding nodal force in the normal direction in front of the disbonded area. The sum in the 
denominator is the area of core that becomes separated due to the disbond propagation. 

Application to Honeycomb Sandwich Structure 

The correlation between the locations of nodal forces and displacements (with and without the as- 
sumption of self-similar growth) on the honeycomb core sandwich panels is shown for the across-the- 
width edge peel-off case in Figs. 6 and 7. The important difference is that only one finite element so- 
lution is required in the former case, while two are required for the latter. In the figures, black nodes 
represent nodal displacements and white nodes depict nodal forces. 

When determining the energy release rate using self-similar crack propagation (Fig. 6), the forces 
at the white nodes (in front of the disbond area) are multiplied by the displacements at the black nodes 

initial disbond front------~ extension 

~ A a  

FIG. 6--Correlation between locations of nodal forces (white nodes) and displacements (black 
nodes) assuming self-similar crack propagation. 
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initial disbond front - ~ disbond front after virtual extension 

/ 

- - /  ~ K / r - - / k . J  - . / - . ~ / - - . /  

/ ' -  ~ r  ~ - 4 /  / / I  

--_iA 
II 

FIG. 7--Correlation without assuming self-similar propagation (forces and displacements as co- 
incident nodes). 

(behind the disbond front). If  the energy release rate is calculated from two separate analyses with- 
out the assumption of self-similar crack propagation, the forces from the analysis of disbond Length 
a (white nodes from Fig. 6) are multiplied by the displacements from an analysis of disbond Length 
a + Ad (black nodes from Fig. 7). 

Implementation to Across-the-Width Peel-Off Case 

Four-noded quadrilateral shell elements were used to model the facesheets and core (Fig. 8) of the 
honeycomb sandwich panel. The geometry of the core was e• modeled as a honeycomb, con- 
sisting of regular hexagons rigidly attached to two facesheets. The adhesive stiffness was neglected. 
The geometrical properties of the panel were as follows: 

1. Thickness of facesheet = 0.254 cm. 
2. Thickness of honeycomb cell walls = 0.00508 cm. 

FIG. 8--Finite element model of  panel. 
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I line load 

" ~ "  \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ ~ " ' ~  

FIG. 9--Boundary conditions on finite element model. 

3. Depth of core = 1.27 cm. 
4. Cell size of hexagons = 0.47625 cm. 

Both the facesheets and core were initially modeled as titanium. For the edge peel-off case, the upper 
facesheet was detached from the core in the disbond area (2 hexagons in length), the bottom of the 
panel was fixed, and an out-of-plane load of 17.5 N/cm was applied along the disbonded edge (Fig. 9). 

Mesh Convergence 

Three meshes were created to determine the effects of mesh refinement on the analysis. Linear four- 
noded quadrilateral shell elements were used for all meshes. The core was divided into three sections 
through the depth for all meshes. The main concern in the meshing process was the top facesheet, since 
it was expected that core determinations would be minimal and would therefore contribute negligibly 
to the change in strain energy as the disband propagated. Therefore, to determine the facesheet ele- 
ment density required for convergence, three levels of facesheet mesh refinement were studied. The 
first mesh (Mesh 1) consisted of two elements per hexagon on the facesheets (Fig. 8). The second mesh 
(Mesh 2) differed from the first in that the sides of each hexagon were divided into two, resulting in 
eight elements per hexagon (Fig. 10a). This mesh was then further refined such that each hexagon edge 
on the facesheet was divided into three (Mesh 3), resulting in 18 elements per hexagon (Fig. 10b). 

FIG. l O--Mesh refinements of  facesheets. 
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TABLE 1--Forces at disbond front. 

Mesh Total Force at Disbond Front, N 

1 68.15 
2 55.78 
3 52.18 

In preliminary studies, significant free edge effects were noted in the results due to the small size 
of the panel. To eliminate all free edge effects, periodic boundary conditions were applied to oppo- 
site sides of the panel, These conditions constrain opposite panel edges to exhibit exactly the same 
deformations, thus causing the model to behave as though it were a much larger panel. 

To test for convergence, the total force between the facesheet and core at the disbond front was de- 
termined for each mesh (Table 1). Based on the nature of the convergence for these three meshes, it 
was determined that Mesh 3 was adequate for this study, as a larger number of elements would not 
have yielded a significantly more accurate result worthy of the substantial increase in computation 
time. 

Calculation of the Change in Strain Energy for Disbond Growth 

To verify the finite element method for calculating the change in strain energy due to disbond 
growth (Eq 7), models were created and analyzed with disbond lengths of two and three cells in or- 
der to study a growth increment of one cell. The deformed shapes resulting from these two analyses 
are shown in Figs. 11 and 12. 

The deformed panels appear as expected. Note that there is significant core displacement near the 
disbond front, so the amount of crack opening is equal to the facesheet displacement minus the core 
displacement. This relative displacement, not the facesheet displacement, is used in the strain energy 
calculations. 

Based on these models, several values of W for the disbond growth of one cell were determined by 
different means. The work calculated using the crack closure method was computed in two basic 
ways, one assuming self-similar propagation and one where the disbond was propagated and the ac- 
tual displacements used. Next, since STAGS computes the internal strain energy as part of a routine 
finite element analysis, a value of W was computed as the difference in internal strain energy be- 

III1t111111 f i l l  III �9 
IIIIIIIll .... IIIII I lllll 
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FIG. 11--Deformedpanelfor  initial disbond of 2 cells (Mesh 3). 
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FIG. 12--Deformed panel after an additional cell of  disbond growth (Mesh 3). 

tween the two analyses. Finally, comparison was made to the simple analytical model shown as Eq 
9 (the strain energy in a beam due flexure from basic mechanics). 

1 fL M 2 
E = ~ Jo ~ ds (9) 

Table 2 shows the values of W computed by the different methods. The crack closure theory is able 
to obtain the same value as the change in strain energy computed by STAGS. Furthermore, beam flex- 
ure theory predicts an acceptably close estimate, showing that the crack closure results are reason- 
able. Based on these results, it can be concluded that the crack closure theory accurately accounts for 
the change in strain energy due to disbond propagation. It can also be deduced that self-similar crack 
growth is not an accurate assumption for this particular model and growth increment. It is believed 
this assumption did not hold since the amount of crack propagation is not small relative to the other 
panel parameters (such as the initial disbond length). This aspect of disbond propagation will be ex- 
amined in the next section. 

Study of  Self-Similar Assumption 

When applied, the assumption of self-similar growth saves substantial computation time. There- 
fore, studies were performed on different growth increments to determine when this assumption 
becomes valid. It was believed that the self-similar growth assumption did not hold in the previous 
studies due to the fact that the disbond growth increment was not small relative to panel size. In ad- 
dition, since the disbond front was near the edge of the panel, the growth was most likely experi- 
encing free edge effects, and steady-state propagation had not yet been achieved. To determine 
when the self-similar assumption holds, a panel model 2 cells wide and 41 cells long was created 
using an element density equal to Mesh 3, with periodic boundary conditions on the opposing 
edges. 

Disbonds of various lengths were placed in the model, and the growth was incremented by one el- 
ement. Errors in accuracy based on self-similar growth versus performing two analyses were as large 

TABLE 2--Results from strain energy calculations. Change in strain 
energy as disbond propagates by one cell (J). 

Crack Closure S T A G S  Beam Flexure Theory Self-Similar 

0.000207 0.000206 0.000226 0.000150 
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Aa = one elemenF_ ~ _ _  

facesheet-core interface 

J 

1--initial disbond front 2--disbond front after propagation 
(facesheet attached to core (facesheet attached to core 

along an edge) at only two points) 

FIG. 13--One element increment of growth. 

Direction of 
Propagation 

as 40%, occurring when the growth began or ended on an edge of a hexagon (Fig. 13). (Before prop- 
agation, the facesheet was constrained along an edge, whereas after it was held to the core at only two 
points and vice versa.) This finding led to the discovery that, in addition to requiring steady-state 
propagation and small increments of growth relative to panel size, the disbond front must also be self- 
repeating for all growth increments. In other words, the same pattern along the honeycomb lattice 
must be exhibited by the disbond front before and after propagation. 

To explore self-repeating propagation, a growth increment of one cell (hexagon) was studied (Fig. 
14a) with a disbond length of 20 cells (so that steady-state would be achieved). The error was found 
to be only 6%, a substantial improvement in accuracy although the growth increment was six times 
as large. Then, a self-repeating growth increment of 1/2 cell was studied (Fig. 14b). The error for a dis- 
bond length of 10 cells was only 5%, while for a disbond length of 20 cells the error was reduced to 
1.7%, an acceptable value for accuracy. 

initial disbond front 
(facesheet attached to core 
along an edge) ~ \ / /  

. . . .  

~ f r o n t  after p r o [ L  ~ ~  
(facesheet attached to core 
along an edge) 

a--One Cell Increment of Growth b--l/2 Cell Increment of Growth 

FIG. 14--Self-repeating increments of growth. 
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Therefore, for disbond growth that is self-repeating, relatively small, and sufficiently far from free 
edges, the self-similar assumption can be applied with reasonable accuracy. 

Calculation of Energy Release Rate 

The above verification shows that the modified crack closure method coupled with finite element 
analysis accurately predicts the strain energy released as a disbond propagates. Furthermore, the self- 
similar assumption has been validated for small, self-repeating growth increments sufficiently far 
from the edges. These findings will now be utilized to calculate energy release rates for across-the- 
width disbond regions in panels modeled in edge peel-off configurations. 

The model analyzed is the same as that used in the self-similar growth studies (2 cells wide and 41 
cells long, with periodic boundary conditions enforced on opposing edges). A disbond length of 20 
cells was placed in the model and propagated by '/2 cell using an edge load of 12.52 N/cm. This load 
was chosen because it produces an energy release rate equal to the critical energy release rate of a typ- 
ical adhesive (2000 J/m2). This critical energy release rate is the value at which the disbond will be- 
gin to propagate. 

Under the assumption of self-similar growth, the change in strain energy is calculated as 
0.001115 J (G = 2000 j/m2). The actual change in strain energy as computed by two analyses is 
0.001133 J (G = 2028 j/m2). Therefore, the error resulting from the self-similar assumption is 1.7%, 
as previously computed. Next, a geometrically nonlinear analysis was performed to determine 
whether linear analysis yielded sufficient accuracy. The resulting change in strain energy under self- 
similar growth assumptions was calculated as 0.001113 J (G = 1993 j/m2), a difference of only 
0.1% from the linear analysis. Therefore, geometrically linear analysis was deemed adequate for this 
particular problem. 

Parametric Studies 

To determine the importance of key properties, parametric studies were performed to study the in- 
fluence of core thickness, tc, facesheet thickness, tf, and facesheet material (in terms of Poisson' s ra- 
tio, u, and Young's modulus, E)  with regard to damage tolerance. These parameters were varied one 
at a time, and the load at which the disbond would propagate, Lp, was computed. 

Comparing facesheet thickness versus the load to propagate the disbond, it was determined that Lp 
was approximately proportional to t J  2 (Fig. 15). Meanwhile, the core thickness affected the load ap 
proximately proportional to t~/2 (Fig. 16). 

Next, the effects of facesheet material were studied. First, Poisson's ratio was varied. As shown in 
Table 3, it can be expected that for small variations around 0.31, disbond propagation is not very sen- 
sitive to changes in v; however, if extreme deviations from this value are anticipated, a higher v will 
significantly improve performance. However, it is most likely that the facesheet material chosen for 
this type of panel will have a v around 0.3 (typical for the materials under consideration for use in the 
high speed civil transit). Therefore, the effects of Young's modulus were studied for a representative 
range of v varying from 0.26 to 0.33. As seen in Table 4, the load to propagate the disbond is almost 
linearly related to facesheet stiffness. 

Variations in any of the parameters will effect the load required to propagate a disbond; however, 
facesheet thickness and stiffness appear to display the greatest significance in determining when the 
disbond will propagate. While higher values of these two properties will increase panel resistance to 
disbond, they also have the added benefit of reducing the possibility of faeesheet buckling. Although 
not a topic discussed in this paper, disbond propagation is often coupled with facesheet buckling (par- 
ticularly when the panel is loaded in compression or flexure). 
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FIG. 16--Ef fect  o f  varying core thickness on load required to propagate disbond. 

TABLE 3--Effect of varying Poisson's ratio on load required to 
propagate disbond. 

Poisson's Ratio, u Load to Propagate Disbond, N/cm 

0.20 12.22 
0.31 12.52 
0.50 13.56 

TABLE 4---Effect of varying facesheet stiffness on load to propagate 
disbond (N/cm) for different values of Poisson ' s ratio. 

Facesheet Stiffness (•  106 Pa) 

V 6.9 17.2 34.5 

0.26 9.86 i5.34 21.61 
0.30 9.95 15.48 21.63 
0.33 10.04 15.62 21.82 
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Conclusions 

The modified crack closure method combined with finite element analysis was studied to deter- 
mine its possible use as a computer-based tool for modeling and predicting disbond growth in hon- 
eycomb core sandwich structure. The preliminary results from disbond analyses performed using this 
method are promising (although further computational analysis and experimental work are required 
for full development of this method). 

To save computation time, the self-similar assumption can be utilized when the disbond growth in- 
crement is self-repeating, relatively small, and sufficiently far from free edges. As with most finite 
element analyses, results are mesh dependent, so adequate mesh refinement to ascertain convergence 
is essential. While disbond growth exhibits sensitivity to variations in all panel properties, facesheet 
thickness and material appear to carry the most influence. Increasing facesheet thickness and stiff- 
ness has the additional advantage of  decreasing the facesheet's tendency to buckle, another phe- 
nomenon often coupled with disbond propagation. 

The method presented in this paper for studying disbond propagation appears to be an effective and 
efficient means to study this type of damage. With further research, this method may be applied to 
the general case of an arbitrarily shaped disbond region under arbitrary loading. 

Acknowledgments 

This material is based upon work supported under a National Science Foundation Graduate Fel- 
lowship and a grant from the Boeing Commercial Airplane Company. The authors thank Dr. Matthew 
Miller, Dr. Elaine Worden, Eric Cregger, Dr. Scott Burton, and Dr. Walter Dauksher for their assis- 
tance with this project. 

References 

[1] Miller, M., Rufin, A., Westre, W., and Samavedam, G., "High-Speed Civil Transport Hybrid Laminate 
Sandwich Fuselage Panel Test," Fatigue and Fracture Mechanics: 29th Volume, ASTM STP 1321, T. L. 
Panontin and S. D. Sheppard, Eds., American Society for Testing and Materials, 1998. 

[2] Schultz, P., et al., "High-Speed Research Airframe Technology~Metals Durability," Boeing Document 
D6-81884, Final Report for NASA Contract NAS 1-20220, Task 15, March 1996. 

[3] Samavedam, G. and Hoadley, D., "Fracture and Fatigue Strength Evaluation of Multiple Site Damaged Air- 
craft Fuselages--42urved Panel Testing and Analysis," Final Report for FAA Contract DTRS-57-89-D- 
00()09 Task VA9007, Foster-Miller, Inc., May 1991. 

[4] Roebioeks, G., Toward~ GLARE--The Development of a Fatigue Insensitive and Daniage Tolerant Air- 
craft Material, Delft University, 1991. 

[5] Lawcock, G., et al., "Novel Fiber Reinforced Metal Laminates for Aerospace Applications~A Review," 
SAMPEJournal, Vol. 31, No. 1, 1995, pp. 23-31. 

[6] Hoggatt, J. T., "Structural Reinforced Thermoplastic Laminates and Method for Using Such Laminates," 
U.S. Patent Number 3,939,024, 1976. 

[7] Litzkow, M. A., "Foster-Miller 'Panel 30' Material Constant-Amplitude Fatigue Tests," Boeing Prelimi- 
nary Test Report D122X850TR Number 1, September 1995. 

[8] Ingraffea, A., TerMaath, S., and Ferguson, K., "An Investigation into Damage Tolerance of Honeycomb 
Structural Members," Final Report to Boeing Commercial Airplane Company, Purchase Contract Numbers 
ZA0079 and JG7634, November 1997. 

[9] Carter, B. J., Chen, C.-S., Ingraffea, A. R., and Wawrzynek, P. A., "A Topology Based System for Model- 
ing 3D Crack Growth in Solid and Shell Structures," Advances in Fracture Research, Vol. 4, Ninth Inter- 
national Congress on Fracture, Sydney, Australia, Elsevier Science Publishers, New York, 1997, pp. 
1923-1934. 

[10] Brogan, F. A., Rankin, C. C., Cabiness, H. D., and Lodenlu, A., STAGS User Manual Version 2.3, Lock- 
heed Martin Missiles and Space Co., Inc., Advanced Technology Center, Palo Alto, CA, July 1994. 

[11] Ural, A., Han, T., Chen, C., Zehnder, A., Ingraffea, A., and Wawrzynek, P., "Continuing Investigations into 
Damage Tolerance in Honeycomb Structural Members," Final Report to the Boeing Commercial Airplane 
Company, Purchase Contract Numbers ZA0079 and JG7634, January 1999. 

[12] ASTM Standard Designation D5528-94a, "Standard Test Method for Mode I Interlaminar Fracture Tough- 
ness of Unidirectional Fiber-Reinforced Polymer Matrix Composites," 1994. 

Copyright by ASTM Int'l (all rights reserved); Tue Dec 15 13:13:15 EST 2015
Downloaded/printed by
University of Washington (University of Washington) pursuant to License Agreement. No further reproductions authorized.



182 FATIGUE AND FRACTURE MECHANICS: 30TH SYMPOSIUM 

[13] Devitt, D. F., Schapery, R. A., and Bradley, W. L., "A Method for Determining the Mode I Delamination 
Fracture Toughness of Elastic and Viscoelastic Composite Materials," Journal of Composite Materials, 
Vol. 14, 1980, pp. 270-285. 

[14] Rybicki, E. F. and Kanninen, M. F., "A Finite Element Calculation of Stress Intensity Factors by a Modi- 
fied Crack Closure Integral," Engineering Fracture Mechanics, Vol. 9, 1977, pp. 931438. 

[15] Mukherjee, Y. X., Gulrajani, S. N., Mukherjee, S., and Netravali, A. N., "A Numerical and Experimental 
Study of Delaminated Layered Composites," Journal of Composite Materials, Vol. 28, No. 9, 1994, pp. 
837-870. 

[16] Irwin, G. R., "Fracture," Handbuch der Physik VI, 1958, pp. 551-590. 

Copyright by ASTM Int'l (all rights reserved); Tue Dec 15 13:13:15 EST 2015
Downloaded/printed by
University of Washington (University of Washington) pursuant to License Agreement. No further reproductions authorized.



S e s s i o n  III 

Copyright by ASTM Int'l (all rights reserved); Tue Dec 15 13:13:15 EST 2015
Downloaded/printed by
University of Washington (University of Washington) pursuant to License Agreement. No further reproductions authorized.



J. Keith Donald, t Guy M. Connelly, 2 Paul C. Paris, 3 and Hiroshi T a d a  4 

Crack Wake Influence Theory and Elastic 
Crack Closure Measurement 
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Theory and Elastic Crack Closure Measurement," Fatigue and Fracture Mechanics: 30th Volume, 
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Conshohocken, PA, 2000, pp. 185-200. 

ABSTRACT: Experimental and analytical evidence indicates that "closure" or interference of crack 
faces does not entirely isolate the crack tip from damaging strains. To account for the contribution of 
the cyclic crack tip strain below the opening load, a new analysis technique has been developed for es- 
timating AKejy. This technique is based on crack wake influence theory (the relationship between the 
effect of crack wake interference on a displacement or strain measurement location and the corre- 
sponding effect at the crack tip). Solving the distribution and position functions provides a method of 
equating remote compliance measurements to reduction in crack tip elastic strain. The experimental 
method involves determining the ratio of the compliance of the shielded crack to that of the fully open 
crack (CR). This relationship remains elusive until it is recognized that 1 - CR is directly related to the 
influence of the closure mechanism on both the measurement location and the crack tip. The verifica- 
tion of this method includes experimental measurements of a large center crack panel with multiple dis- 
placement and strain gage measurement locations. The standard crack has been replaced with a milled 
slot, allowing precision blocks to be inserted at specific positions to simulate crack wake interference. 
Finite element analysis and theory of elasticity are linked to the experiment to better understand the 
measurement requirements for crack tip closure. The estimation of AKeyf using the ratio of influences 
from the theory of elasticity can be directly compared with other approximation techniques such as the 
adjusted compliance ratio or opening load. 

KEYWORDS: crack wake influence, effective stress intensity, crack closure, compliance ratio 

In 1970, the understanding of fatigue crack growth was enhanced with the discovery of crack clo- 
sure by Elber [1,2]. However, correlating stress ratio effects using closure has been hampered by non- 
repeatable measurements of closure and contradictory results [3-10] is experimental and analytical 
evidence indicating that closure or interference of crack faces does not entirely isolate the crack tip 
from damaging strains. In an attempt to account for the contribution of the cyclic crack tip strain be- 
low the opening load, a new analysis technique has been recently proposed for estimating AKef f 
[11-14]. This method is referred to as the adjusted compliance ratio (ACR) technique. An extensive 
evaluation of the method on 6013-T651, 2324-T39, and 7055-T7511 aluminum alloys shows an im- 
proved correlation of fatigue crack growth rate stress ratio effects under steady-state conditions and 
at near-threshold growth rates [15]. However, the analytical understanding of the ACR concept has 
until now been limited. If  the ACR concept is to be used, proper modeling will be necessary to vali- 
date it, to identify its limitations, and to incorporate adjustments based on theory. 

In this investigation, finite element (FEM) analysis and theory of elasticity were linked to the ex- 
perimental compliance measurements of a large center crack panel with multiple displacement and 
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strain gage measurement locations. A milled slot replaced the traditional crack to allow crack closure 
or crack wake interference to be simulated by locating precision steel blocks of varying heights, 
lengths, and positions in the wake of the crack (or slot). Attempts to model the ACR method remained 
elusive until it was recognized that the compliance ratio (CR) is an indirect result of the closure mech- 
anism. But influence (1 - CR) is the direct result of the closure mechanism and is the true correlat- 
ing parameter that relates modification of the crack tip elastic strain magnitude with the correspond- 
ing displacement (or strain) modification of a remote measurement location. It is this realization that 
set the stage for crack wake influence (CWI) theory. 

Solving the influence functions provides a method of equating remote compliance measurements 
to reduction in crack tip elastic strain, where there is a direct impact on the magnitude of the "dam- 
aging" cyclic plastic crack tip strains. The experimental method involves determining the ratio of two 
compliances, that of the shielded crack to that of the fully open crack, then subtracting this from 1 to 
obtain influence (1 - CR). The complete solution for estimating AKdy from influence functions re- 
quires knowledge of the distribution of the crack wake forces. Measurement of the magnitude of the 
crack forces is not necessary since the influence relationships derived are non-dimensional functions 
that depend only on the crack wake interference position. Evidence to date suggests that CR is a key 
parameter for experimental estimation of AKef f. However, further effort is required to model distri- 
bution using both predictive models and experimental techniques. 

Technical Approach 

Certainly a long-term goal is to characterize both the extrinsic and intrinsic nature of the long crack 
fatigue crack growth rate (FCGR) curve, especially in the near-threshold regime. An intrinsic or "clo- 
sure free" relationship should provide a basis for a better understanding of the small crack phenom- 
ena and the transition from small-crack behavior to long-crack behavior. To this end, an experimen- 
tal and analytical verification program has been conducted to enhance the understanding of  
crack-wake influence. Consideration of crack-wake influence is necessary to relate a remote compli- 
ance measurement to near-crack tip elastic strain behavior. Since experimental measurement proce- 
dures can only provide an estimate of AKefy, proper modeling of crack-wake influence should im- 
prove the accuracy of these measurements. 

AK~ff Estimation Method 

The estimation of AKeff from opening load implies that the crack progressively "peels open" as 
load is applied. The opening load is defined as the minimum load at which the fatigue crack is com- 
pletely open to the tip during the increasing-load part of a fatigue cycle. AKef f is assumed to be based 
on the cyclic load range above the opening load. In this case, the compliance below opening load is 
generally neglected. Consequently, a "true" measurement of the opening load would provide a lower 
boundary on the determination of AKeff simply because the strain contribution below the opening 
load is ignored. 

The estimation of AK~ft- using either crack wake influence theory or the ACR method is based on 
an interpretation of crack closure as a stress redistribution (or load transfer) using a different model. 
Therefore, the opening load marks a transition point where the applied load is no longer directly pro- 
portional to the magnitude of the local crack tip strain field. However, the calculation of AKdy in- 
cludes the full range of the applied load and therefore does not depend upon a precise determination 
of the opening load. The AK<ty computed from this interpretation will be larger than that based on 
opening load since additional crack tip strain is included below the opening load. 

The interpretation of the load versus displacement/strain records is illustrated in Fig. 1. From this 
figure it can be shown that the reduction in elastic strain magnitude due to crack wake interference is 
based on the ratio between the secant compliance (or actual strain/displacement magnitude) to the 
fully open compliance (or strain/displacement magnitude that would have occurred in the absence of 
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closure) as follows: 

Cs 
CR = ---C (1) 

where: 

CR = compliance ratio, 
Cs = Vs/P (compliance of secant drawn between minimum load-strain/displacement and maxi- 

mum load-strain/displacement), and 
C = V/P (compliance of load-strain above opening load). 

However, this relationship would be useful only if near-crack tip elastic strain could be monitored. 
Since measurement of local crack tip strain is not practical, an alternative method, the ACR tech- 
nique, has been devised to accomplish the same end using remote compliance measurements. ACR 
is determined by substracting the compliance prior to the initiation of a crack (Ci) from both the se- 
cant compliance (Cs) and the compliance above the opening load (C) as follows: 

C~ - Ci 
ACR - C -  C~ (2) 
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where: 

ACR = adjusted compliance ratio, and 
Ci = VilPi (compliance of load-displacement with notch but no crack). 

This results in a compliance that is due solely to the presence of the crack extension beyond the notch. 
The adjustment parameter, Ci, is the compliance of the specimen (including the notch) as measured 
from a remote location and compensates for much of the measurement location sensitivity. 

Experimental Procedure and Finite Element Analysis 

The primary motivation behind the experimental approach was to provide a means of verifying for- 
mulations for crack wake influence. Proposed methodologies could then be tested against experi- 
mental data. For this purpose, a center crack panel was prepared from 6.40-ram (0.252-in.)-thick 
2024-T351 aluminum plate having a width (2W) of 305 mm (12.0 in.) and a total height (2H) of 787 
mm (31.0 in.). After allowing for fixturing, the total ungripped height of the plate was 610 mm (24.0 
in.). The sample included a 2.54-mm (0.100-in.) milled slot having a length (2a) of 152 mm (6.0 in.) 
and a notch tip radius of 1.27 mm (0.050 in.). The sample stresses were applied using a servo-con- 
trolled, hydraulically actuated, closed-loop mechanical test machine interfaced to a computer system 
for control and data acquisition. 

A close-up photograph of the displacement and strain gage measurement locations is shown in Fig. 
2. Five measurement locations were recorded as a function of applied load for various interference 
configurations. Of these, only the centerline displacement gage (No. 5) and the near-notch tip strain 
gage (No. 3) were thoroughly investigated. However, the remaining measurement locations will pro- 
vide future verification of both experimental and predictive models for crack wake force distribution. 
For each displacement measurement location, the average response of two clip gages (one on each 
side of the sample) increased sensitivity and linearity. Gage Location 5 used a gage length (2y) of 27.9 
mm (1.10 in.) for most measurements. However, a gage length extension fixture provided a gage 
length of 305 mm (12.0 in.) for some of the measurements. This additional measurement location pro- 
vided vital verification of the principles of the crack wake influence theory. A pair of strain gages 

FIG. 2--Close-up photograph of M(T) sample showing measurement locations. 
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(one on each side at Gage Location 3) having a square grid measuring 0.81 mm (0.032 in.) per side 
was located 2.54 mm (0.10 in.) from the notch tip. 

Custom software was prepared to record simultaneous load versus displacement/strain curves for 
each measurement location. Each record consisted of 500 digitized data pairs from a single loading 
and unloading interval. Measurements were recorded while the sample was cycled to between 0.31 
kN (70 lb) and 31.14 kN (7000 lb) using a sinusoidal waveform with a frequency of 0.1 Hz. The load 
was selected to be just below the elastic limit at the notch tip. The interference blocks (one or more) 
were installed while the specimen was at maximum load. A summary of selected compliance mea- 
surements is shown in Table 1. The measurements were selected on the basis of being representative 
of both point load and distributed load. Most of the measurements are based on loading the specimen 
with asymmetric placement of the interference block. Two measurements were based on a centerline 
gage length of 305 mm. 

A finite element (FEM) analysis of the center-notch specimen was performed using FRANC2D/L 
[16]. Two distinct types of FEM grids were employed, one grid representing the plate specimen with 

TABLE 1--Selected compliance measurements with interference. 

Thickness: 
Total width (2W): 
Total slot length: 
Notch (slot) tip radius: 
Pmax: 
Pmin~ 
Modulus of elasticity 
Method of interference 
Symmetry 
Centerline gage length (GL) 

6.4 mm (0.252 in.) 
305 mm (12.0 in.) 
152 mm (6.00 in.) 
1.27 mm (0.05 in.) 
31.14 kN (7000 lb) 
0.31 kN (70 lbs) 
71.02 GPa (10.3 • 106 psi) 
Steel blocks 
Asymmetric loading unless otherwise noted 
27.9 mm (1.10 in.) unless otherwise noted 

Interference Parameters ~ (position and height of blocks) 

Record No. Initial b, mm Final b, mm Height, mm Comments 

MT2 72 -4.4 4.4 2.565 
MT2 82 46.6 55.2 2.540 
MT4 11 -4 .4  4.4 2.565 
MT4 25 -4.4 4.4 2.591 
MT5 11 8.3 17.1 2.565 
MT5 25 8.3 17.1 2.591 
MT6 11 21.0 29.8 2.565 
MT6 25 21.0 29.8 2.591 
MT7 11 33.7 42.5 2.565 
MT7 25 33.7 42.5 2.591 
MT8 11 46.4 55.2 2.565 
MT9 17 59.1 67.9 2.560 
MT10 1 46.4 55.2 2.560 
MT10 13 35.8 65.8 2.591 
MT12 4 0.0 68.8 2.540 
MT12 5 0.0 68.8 2.558 
MT12 7 0.0 59.9 2.558 
MT12 9 0.0 59.9 2.565 
MT12 11 30.0 59.9 2.565 
MT12 13 0.0 30.0 2.565 
MTI2 15 0.0 30.0 2.591 

GL = 305 mm (12.0 in) 
GL = 305 mm (12.0 in) 

Symmetric 

Foil shim added 
Foil shim added 
Brass shim added 

Final initial gives block width; position is measured from centerline. 
b Pm~x = 22.24 kN (5000 lb), Pn~i. = 2.22 kN (500 lb), position of shims--symmetric. 
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a machined slot, the other representing a plate of the same overall dimensions with a crack rather than 
a slot. When analytical predictions of the slotted specimen compare favorably with experimental dis- 
placement and strain measurements, extension of this method to an analysis of a cracked specimen is 
more reliable, in particular values at other locations, such as very near the crack tip. An analysis was 
also made to investigate the effects of both point and finite-width crack wake interference for the 
notched and cracked specimens. 

Closed-Form Solutions 

The primary thrust of this investigation was to link the experimental observations and FEM anal- 
ysis with theory of elasticity. From the Stress Analysis of  Cracks Handbook [17], closed-form solu- 
tions are available for stress intensity and remote centerline displacements as a function of remote 
stress and a concentrated force on the crack surface. These solutions are shown for the infinite and fi- 
nite width plate in a slightly modified form in the Appendix. The solutions for applied K and AK are 
based on remote stress and are relatively straightforward. However, solutions for AK~ H or K~:ff (R = 
0.0) require that the stress intensity (Kcwi) due to a force on the crack surface be subtracted from the 
applied K as follows: 

K e f f = K - g c w i  (3) 

For a concentrated force at a given position in the wake of the crack (assuming R = 0.0), the cen- 
terline displacement, Vcwi, and the corresponding K,.wi at the crack tip are readily available as fol- 
lows: 

 cwi= a t ~-E ' a '  W (4) 

K,.wi= 2P . f  .fb- a) (5) 

where: 

Vcwi 

Kcw i 

E =  
p =  
a ~ 

b =  
y =  

W =  
f O  = 

displacement at centerline due to concentrated force P on crack surface, 
stress intensity due to concentrated force P, 
modulus of elasticity, 
concentrated force per unit thickness. 
crack length, 
distance from centedine of concentrated force P, 
lk gage length (for Vcwi), 

1/2 panel width, and 
a function of geometry (subscript related quantities, see Appendix). 

Combining terms yields a relationship for Kcwi as a function of Vcwi as follows: 

Kcw i = 

b a 

(6) 
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From the remote load versus displacement curve, gcw i represents the offset from the linear response 
of the closure-free crack and is computed as follows: 

Vcwi = V(1 - CR) (7) 

If no remote stress were to be applied, Vcwi would simply represent the offset or change in dis- 
placement due to the concentrated force P on the crack at Position b. The entire relationship between 
the remote load versus displacement response and the modification of crack tip stress field can be eas- 
ily normalized by including the relationships for V and K for remote stress as follows: 

where: 

(y a)) v=  T y+2/v  a ' ~  (8) 

V = displacement at centerline due to remote stress, 
K = stress intensity due to remote stress, and 
o- = remote stress. 

Combining terms yields a relationship for K as a function of V as follows: 

K =   1o, 

Combining Eqs 6 and 10 results in the non-dimensional relationship between a remote load dis- 
placement curve and the crack tip stress intensity as follows: 

2a 
-  11, 

I F R -  K ~ i  y + 2 f v  , " fK,-~i a '  

K 

This equation is referred to as the influence ratio (IFR). It represents the relative impact of crack wake 
interference on the displacement measurement compared to the effect of  this same interference on the 
crack tip. The non-dimensional nature of this expression eliminates the need for knowing the magni- 
tude of concentrated forces. From Eqs 7 and 11: 

K,.wi _ 1 - CR 
K 1FR 

(12) 

From Eqs 3 and 12, either K~ff or AKefy can be solved for a known value of K or AK. 
The above method works for crack wake interference at a known position. For a given crack size 

and measurement location influence, 1 - CR, is a function of the height and stiffness as well as the 
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position of the interference. However, the influence ratio, IFR, depends only on position. By itself, a 
concentrated load solution for crack wake influence is not very useful. Closure is typically a dis- 
tributed force effect over part of or the entire wake of the crack and depends on stress ratio, load his- 
tory, and other considerations. However, numerical integration of the above solutions allows incor- 
porating a force distribution effect. The distribution might be successfully modeled and predicted 
keeping in mind that distribution, not magnitude, needs to be determined. 

Comparison Between Closed Form Solutions and the ACR Method 

Since previous work on 6013-T651, 2324-T39, and 7055-T7511 aluminum alloys shows an im- 
proved correlation of FCGR stress ratio effects at near-threshold growth rates [12,15], it makes sense 
to compare the ACR method to the closed-form solutions. The first step is to re-arrange the terms of 
the ACR relationship to be compatible with CWI, as in Eq 2 and repeated here: 

Cs - Ci 
ACR = C -  C------~ (13) 

It has been postulated that ACR represents an approximation of the ratio of AKeff to AKapp or of 
Keff to K. This assumption, in addition to removing P from all compliance terms, results in: 

Keff Vs - Vi 
K -- V - V i  

(14) 

From influence relationships: 

gef  f : K -  gcw i (15) 

and: 

V s = V -  Vcw i (16) 

therefore: 

K -  g c w  i V -  Vcw i - V i 
K V - V i  

(17) 

or: 

Kcwi Vcwi 
1 ~ - - 1  v - v i  (18) 

or: 

gcwi Vcwi 
- -  ~ - -  ( 1 9 )  

K V - V /  

An equivalent form of the IFR function as shown in Eq 11 will now be derived as follows: 

Vcwi 
V Vcwi V - V i  V - V i  

Kcwi V Vcwi V 

K 

(20) 
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Vi 

y+ 2f~ 
(21) 

This equation is referred to as the ACR equivalence of the IFR. This allows a comparison between 
the closed-form solutions and the approximate ACR solutions. For Aa < ai (in this case, ai represents 
the notch length) the ACR method is equivalent to the CWI method for a concentrated force located 
midway between ai and a, or a distributed force starting from ai that linearly tapers to zero at the crack 
tip. Obviously, with knowledge of how ACR behaves, improvements to the ACR method for deter- 
mining AKeff may be practical. 

Results  

Given the above background on three evaluation methods of CWI, it is appropriate to compare the 
experimental, finite element, and closed-form solutions. For the centerline clip gage (gage length = 
27.9 and 305 mm) under remote stress, experimental data, FEM analysis, and theory agree within 2%. 
Three positions of influence and two measurement locations (centerline clip Gage 5 and near-notch 
tip strain Gage 3) were plotted as a function of shim height in Fig. 3. The expected linear relationship 
between shim height and influence was confirmed. 

Figure 4 shows the ratio of the influence of the centerline clip gage to the influence of the near- 
crack tip strain gage using both experimental measurements as depicted in Fig. 3, and other experi- 
mental measurements to simulate point loading. FEM analysis of a notch and a crack is also included 
using the same measurement locations as in the experiment. The theory curve as depicted in Eq 11 
represents the influence of the centerline clip gage divided by the crack tip stress intensity influence. 
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FIG. 3--1nfluence versus shim height for two measurement locations and three influence positions. 
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FIG. 4--Influence ratio versus position showing experimental data, FEM analysis, and theory. 

This influence ratio is position-sensitive only and is thus independent of the height or stiffness of the 
shim. Figure 5 shows the same theory curve compared to FEM analysis with strain measurements ei- 
ther at the crack tip or 0.25 mm (0.01 in.) in front of the crack tip. These observations are in excel- 
lent agreement with the theory curve. Figure 6 shows the theory curve shifted 2.5 mm (0.1 in.) to the 
right (the same distance as strain Gage Location 3 from the notch tip). The experimental and FEM 
analysis data from Fig. 4 are now in good agreement with the theory curve. This provides strong ev- 
idence that the closed-form solutions have been properly interpreted. 

Having establish a link between experiment, FEM and theory, the selected compliance records of 
Table 1 were analyzed to see how the three methods of AKdf estimation compare. In all cases, the 
centerline clip gage (Gage Location 5) was used to predict the measured strain range of the near-notch 
tip strain gage (Gage Location 3). The three methods are: the closed form solutions, the ACR method, 
and the 2% ASTM opening load method. These results are presented as a ratio of AKeff]AKap p for the 
measured value of the near-notch tip strain as well as predicted values of near-notch tip strain using 
the centefline clip gage and three methods of evaluation in Table 2. For the closed-form solutions, the 
position of the interference blocks was offset 2.5 mm (0.1 in.), consistent with the observations de- 
picted in Fig. 6. All distributed forces were considered uniform except for the instances where the 
contact surface length included most of the slot. In this case, an arbitrary assumption was made that 
the force exerted by the blocks on centerline would be 50% of the force exerted near the notch tip. 

The normalized AKeff[AKap p from Table 2 are plotted in Fig. 7 showing how closely each method 
predicts the measured values of the near-notch tip gage. Perfect agreement is represented by a bar 
height of 1.0, with over-predictions above 1.0, and under-predictions below 1.0. Clearly, opening 
load substantially under-predicts the true elastic strain range near the notch tip. The ACR method is 
an improvement over opening load, but it fails to account for the intricacies of CWI. Finally, the 
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TABLE 2--Summary of test results. 

/~ K e#./ zl Kc, pp, A K eff/ A Kapp b 

Record No. Measured (G3) CWI (theory) ACR 2% OP 

Normalized AKe#./AKapp c 

CWI (theory) ACR 2% OP 

MT2 7 0.886 0.875 0.785 0.305 
MT2 8 0.905 0.915 0.853 0.568 
MT4 11 0.912 0.907 0.745 0.444 
MT4 25 0.842 0.835 0.546 0.137 
MT5 11 0.895 0.897 0.773 0.438 
MT5 25 0.820 0.822 0.607 0.128 
MT6 11 0.877 0.874 0.792 0.415 
MT6 25 0.789 0,783 0.641 0.090 
MT7 11 0.850 0.840 0.788 0.336 
MT7 25 0.743 0.729 0.634 0.050 
MT8 11 0.798 0.771 0.746 0.223 
MT9 17 0.762 0.710 0,734 0.123 
MT10 1 0.804 0.799 0.638 0.299 
MTI0 13 0.646 0.642 0.701 0.111 
MTI2 4 0.865 0.874 0.899 0.589 
MT12 5 0,695 0.694 0.754 0.266 
MT12 7 0,767 0.757 0.758 0.377 
MT12 9 0.682 0.668 0.669 0.175 
MT12 11 0.704 0.697 0.713 0.160 
MT12 13 0.839 0.835 0,692 0.428 
MT12 15 0.712 0.705 0.449 0.084 

0.988 0.886 0.344 
1.011 0.942 0.628 
0.994 0.817 0.487 
0.992 0.648 0.163 
1.002 0.864 0.489 
1.002 0.740 0.156 
0.997 0,903 0.473 
0.992 0.812 0.114 
0.988 0.927 0.424 
0.981 0.853 0.067 
0.966 0.935 0.279 
0.932 0.963 0.161 
0.994 0.794 0.372 
0.994 1.085 0.172 
1.010 1.039 0,681 
0.999 1.084 0.383 
0.987 0.988 0.492 
0.979 0.981 0.257 
0.990 1.013 0.227 
0,995 0.825 0.510 
0.990 0.631 0.118 

"Values determined from measured CR of near-notch tip strain Gage 3. 
b Values predicted from centerline gage using CWI theory, ACR, or ASTM 2% OP. 
c Normalized by dividing AKeff]AKapp 2 by AKeff/AKapp ~. 
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FIG. 7 - - S u m m a r y  of  test results and analysis. 
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closed form solutions (CWI) give the best prediction of  near-notch tip behavior over the widest range 
of conditions, in particular, the 305-mm centerline gage length (Records MT2-7 and MT2-8), the 
point load simulations (Records MT4 through MT9), and the distributed force cases (Records MT 12). 

Summary and Conclusions 

The experimental and analytical evidence shows that crack wake influence (CWI) is a method of 
linking the interpretation of remote load-displacement curves to crack tip strain behavior. If the dis- 
tribution of crack wake forces is known, the method provides a direct measure of the reduction in 
strain at the crack tip due to closure. If the distribution is not known, estimates of the distribution com- 
bined with CWI theory should provide better estimates of AKeyy than do either opening load or the 
ACR method. 

The development of closed-form solutions for measurement locations other than the centerline lo- 
cation should provide the means of experimentally determining an estimate of the crack wake force 
distribution through the use of influence relationships between two strategically placed measurement 
locations. For example, the influence relationships for clip Gage Location 4 and strain Gage Location 
2 should provide valuable information of near-crack tip force distribution as long as the area of  in- 
terest lies between the measurement locations. 

The experimental approach includes fairly large gaps near the notch tip. This tends to exaggerate 
the mismatch associated with the opening load method. However, even small gaps, both near the 
crack tip and throughout the crack wake, can have a pronounced effect that the CWI theory can cap- 
ture. Examples of this are: 

1. Mismatch associated with roughness-induced closure can produce large gaps. The rougher the 
surface, the less the contact area. 

2. Plasticity-induced closure may only be a surface effect under plane-strain. Therefore, a large 
gap may exist in the interior of the sample. 

3. Crack tip stretch may result in a gap near the crack tip. 
4. The ASTM procedure for decreasing K to determine threshold has its limitations. If the test is 

started at a K level that is too high, a false threshold may occur due to plasticity in the crack wake. 
This also creates a large gap near the crack tip. 

5. Interference associated with overloads eventually ends up in the wake creating a gap near the 
crack tip. 

6. Residual stresses may cause the crack to clamp shut at the notch but not necessarily near the 
crack tip. 

7. The notion that small cracks and long cracks behave differently because of wake effects 
strongly suggests that CWI is important. 

The experimental and analytical procedures have so far focused on stress ratios near zero (R = 0.0). 
But CWI should work at any stress ratio, including negative ones. In all cases, the basis for deter- 
mining influence is the minimum load of the fatigue cycle. Of course, the force distribution in the. 
wake of the crack will be modified by stress ratio since the crack profile will be influenced by the re- 
mote stress. This has to be considered in any attempts to model force distribution. The knowledge 
gained during this phase of research should enhance our ability to interpret remote load versus dis- 
placement records and provide better experimental estimates of AK~ff. 
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APPENDIX 

Closed Form Solutions 

Terminology:  

V = displacement  at centerline due to remote  stress, 

K = stress intensity due to remote  stress, 
Vcwi = displacement  at centerl ine due to concentrated force P on crack surface, 
Kcwi = stress intensity due to concentrated force P, 

cr = remote  stress, 

E = modulus of  elasticity. 
P = concentrated force, 
a = crack length, 
b = distance f rom centerl ine of  concentrated force P, 
y = 72 gage length (for V and Vcwi), 

W = 72 panel width,  and 
v = Po isson ' s  ratio. 

Infinite plate, remote  stress 

K ~X/gg~a 

y2 
a y2 -a'Y 1 V(O,y) = ~ -  + ~ -  

1 
A = ~ - ( 1  + v) 

Infinite plate, concentrated force (symmetr ic)  

2P 1 
K'wi= ~ " ~V/1 _ (b/a) 2 

V,.~i(0,y) = ~E-E (tanh- 1 a 2 ~  -be ~ / ~ + a - -  y2 
b 2 + y 2  ~ /a  2 + y 2 ]  

A = 1 ( 1  + v) 

Finite width, remote  stress, horizontal edge  constraint 

o-k/--~a �9 2 / ~  7ra K = ~ / ~ - a  �9 t a n ~  

C o p y r i g h t  b y  A S T M  I n t ' l  ( a l l  r i g h t s  r e s e r v e d ) ;  T u e  D e c  1 5  1 3 : 1 3 : 1 5  E S T  2 0 1 5
D o w n l o a d e d / p r i n t e d  b y
U n i v e r s i t y  o f  W a s h i n g t o n  ( U n i v e r s i t y  o f  W a s h i n g t o n )  p u r s u a n t  t o  L i c e n s e  A g r e e m e n t .  N o  f u r t h e r  r e p r o d u c t i o n s  a u t h o r i z e d .
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V(O,y) = o-y + _ _ . _ _  
E 

20- W 
E 

cosh ~ ~Y smh 

cosh -1 - - - -  - A . . . . .  (1 - A)y  

t (  t 
�9 ,h.a 2 . ~.y 2 

sm - ~  + smh 

A = 1 ( 1  + v) 

Finite width, concentrated force (symmetric) ,  horizontal edge constraint  

/ 
= 2P . / T r a .  tan ~ - a .  Kcwi ~/2W 2W 

,n-b 
cos 

2W 

ts'n - tsm ) 

4P 
V<.w,(O,y) = 

, / 
t anh  1 
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ABSTRACT: An experimental investigation of load interaction effects in Ti-6AI-2Sn-4Zn-2Mo is 
presented. Simple variable amplittide loading spectra were applied to test samples, and the crack 
propagation stress intensity factor, KpR, was subsequently measured. The data were condensed to two 
equations ("master curves") that describe the influence of an unloading cycle after constant amplitude 
loading and a single overload cycle, respectively. The results suggest that load interaction effects are 
caused by residual compressive stresses ahead of the crack front, whereas the influence of crack closure 
is minor. 

KEYWORDS: fatigue crack propagation, crack closure, residual stresses, titanium, load interaction, 
life prediction 

Nomenclature 

Kmax,OL 
KpR, FpR 

KpR,C, KpR,OL 

Kop, Fop 
Kuj 

Kw, Fw 
R 

RBL 
Rtip 
UR 
AK 

AKB 
Ageff 
A~p 
AKT 

6 

Maximum stress intensity factor of an overload 
Crack propagation stress intensity factor (-load) 
Crack propagation stress intensity factor after unloading following constant 
amplitude loading and an overload, respectively 
Crack opening stress intensity (-load) 
Unloading stress intensity factor 
Stress intensity factor experienced by the crack tip at minimum load 
Stress intensity factor ratio (R = Kmin/Kmax) 
Stress intensity factor ratio of base loading 
Stress intensity factor ratio experienced by the crack tip 
Unloading ratio 
Stress intensity factor range 
Cyclic amplitude during the CPLM procedure 
Effective part of AK 
Stress intensity amplitude experienced by the crack tip 
Intrinsic threshold value 
Incremental step in mean stress intensity factor during the CPLM procedure 

The design of dynamically loaded engineering structures would be relatively easy if there were no 
load interaction phenomena. These are irregularities in the growth rate of a fatigue crack caused by 
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variations in the maximum and minimum load. A tensile overload retards the crack growth rate, while 
a compressive overload accelerates it. In contrast, fatigue crack propagation under constant ampli- 
tude loading (CA) is relatively easy to understand, since the crack growth rate is constant (K-con- 
trolled test) or continuously accelerates from crack initiation to final failure (stress-controlled test). 
A life management program for any kind of irregularly loaded structure needs the capability of 
predicting load interaction effects due to variable amplitude loading, the most common loading 
pattern in aircraft, cars, offshore structures, and so forth. 

The discovery of load interaction effects around 1960 [ 1 ] triggered extensive research activities in 
many countries. Much progress has been made in understanding the consequences of load interaction, 
i.e., the retardation or acceleration of a crack after a tensile or compressive overload, respectively. It 
was demonstrated that the retardation period increases with magnitude [2-5] and number of tensile 
overloads [6, 7] as well as with decreasing sheet thickness [7,8]. Those are only a few examples of 
publications that present the variations in crack growth rate with the number of load cycles or time 
after one or more overloads. Numerous attempts also addressed the problem from a crack closure 
[9,10,11] perspective and the effective part of the amplitude (AKetf) after an overload was studied 
[12-14]. These investigations quantified specific overload cases and contributed to the understand- 
ing of the phenomenon but did not yield a generalized description of the problem. Consequently, no 
complete methodology yet exists that reliably predicts fatigue crack propagation due to the general 
case of variable amplitude loading. Many industrial organizations, therefore, conduct extensive and 
costly test programs and develop their own crack growth prediction codes to solve specific problems. 
Consequently, when we try to characterize load interaction effects, we should keep the term gener- 
ality as primary requirement in view of a later implementation in a life prediction method. A solution 
for the problem would be of great value to damage-tolerant life management of aging aircraft and en- 
gine structures, an important issue in the United States [15,16] and many other countries. 
Critical decisions, e.g., whether an aircraft structural part should be replaced or can continue to 
operate safely, are based on crack growth predictions due to expected loading conditions. The need 
for improved spectrum-load life prediction methods is certain to grow, considering the increasing 
number of older commercial and military aircraft to be managed and additional industries that are 
adopting damage-tolerant design philosophies. 

It is sufficient to investigate simple loading sequences, such as a single overload, since it can be 
assumed that a general mechanism is responsible for the mechanical response of metallic materials 
to changes in loading. If the condition after the sequence is independent of the loading history before 
that sequence and if is possible to describe those simple cases on a general basis, it should be possi- 
ble to describe complicated loading sequences, since they consist of an array of simple sequences. 
This paper presents an experimental program wherein simple loading sequences are investigated in 
the titanium alloy Ti-6A1-2Sn-4Zn-2Mo (Ti-6242). This is a continuation of the work in Refs 17-20, 
where different experimental studies of load interaction effects in an aluminum alloy were presented. 
These studies resulted in a new approach and a set of simple equations that describe load interaction 
effects. Moreover, it was asserted that the form of those equations is qualitatively valid for all homo- 
geneous metallic materials. This paper supports this assertion. Some immanent conceptual details are 
explained in the following section. Then, the experimental program for Ti-6242 is presented and the 
results are discussed. 

Conceptual Approach 

The approach used here is the same as explained in Refs 17 and 18. For the sake of self-consistency 
of the present paper, the approach shall be briefly explained. 

Crack Closure 

In contrast to Elber's way to implement crack closure into the AKeff concept [9-11], crack closure 
is treated as proposed in Ref 21, which is itself a further development of Ref 22. Crack surface con- 
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tact, which can be caused by a variety of mechanisms, shields the crack tip and therefore increases 
the minimum stress intensity factor experienced by the crack tip at minimum remote load. This is 
illustrated in Fig. 1, where the relation between the applied load F and the stress intensity factor 
K (Fig. lb) is plotted for the respective compliance curve (Fig. la). If we insert an artificial rigid 
shim at Fmax (that fills the space between the crack halves) and unload the specimen to Fmin,  the 
crack tip still "sees" Kmax, even though the remote load of the specimen is Fmin. Inserting a shim at 
any other load level would result in similar behavior. The surplus wake material between the crack 
flanks is a "natural wedge" that conserves the stress intensity factor Kw (w stands for wedging action) 
at the applied load Fmin- Therefore, at Fmi  n the crack tip region does not experience Kmin, but 
the higher Kw. The amplitude and the R value that are "seen" by the crack tip are determined 
by 

aKup =Kmax - K w  (1) 

| | 

FT "T Fr,oax 

V 

F ~  ......... K~ 

" / ~  C M O D  Fmin 

ACMOD 

Kmax 

V 
......  PRJ 

T 
/ . . . . . . .  

/ ,  

/ /  :F w i Fmax 

1/2 load cycle 

F 
r 

FIG. 1--Determination of A Ktip and Rap. (a) A compliance curve of  a crack that exhibits crack clo- 
sure and (b) the respective relation between the applied load F and the stress intensity factor K ex- 
perienced at the crack tip. 
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and 

Rtip = (Kw/K~.x) (2) 

respectively. Any compliance curve representipg the behavior of the whole specimen body (clip gage 
remote from the crack tip or back face strain (BFS)) directly yields Kw as the intersection point of a 
vertical line through Kmin and the elongation of the linear part of the compliance curve (see Fig. la). 
Note that Kop is not the term of interest, but Kw. See Refs 17-21 for a full explanation of this point. 
All following test results are treated accordingly. 

The Effective Amplitude, AKeyy 

To determine the effective part of the load amplitude, a simple criterion is employed: The load 
level above which a crack propagates during the loading cycle determines the lower bound of the ef- 
fective amplitude, AKeff. The respective stress intensity factor level is called KpR, the crack propa- 
gation stress intensity factor [17-19]. KpR can be determined experimentally by measuring the onset 
of crack growth after any loading sequence of interest. The procedure is called crack propagation load 
measurement method (CPLM) and goes back to Refs 23 and 25. After the sequence being investi- 
gated is applied (Fig. lc), the specimen is cycled with a small amplitude AKB (which must be greater 
than the intrinsic threshold stress intensity factor range, AKx) above the last minimum load before 
CPLM (gmin, i in Fig. lc), and sufficiently below the expected KeR. If the crack does not propagate 
during the first loading block (i.e., da/dN < 1 • 10 -7 mm/cycle), the mean load of the small ampli- 
tude cycles is increased by a small amount 6 (e.g., 0.2 MPaVmm in terms of K). This procedure is re- 
peated until the crack starts to grow in the k th block (shaded block in Fig. lc). It shall be noted that 
the result of the CPLM technique is independent of AKB, as long as its minimum is above Kmin (K~n,i 
in Fig. lc) of the sequence to be investigated [21,23,24]. Once the onset of crack growth is detected, 
KpR can be calculated as 

KpR = (grnax,k + grnax,k 1)/2 - AKT (3)  

With a correction for the intrinsic threshold value AKT [25] (material dependent), which is the 
"elastic resistance of the crack tip," the effective amplitude is determined by 

A K , .  = Kmax - KpR - AKT (4) 

Even though the right side of Eq 4 differs from Elber's expression, AKeff is still used in the concep- 
tual scope of the similarity approach proposed by Elber [9-11], which predicts equal crack growth 
increments for the same AKeff. The application of AKeff tO constant and variable amplitude loading 
requires the determination of KeR on a cycle by cycle basis. 

Experimental Program 

The titanium alloy Ti-6AI-2Sn-4Zn-2Mo (O-y = 1067 MPa, O-u = 1112 MPa) was used in this in- 
vestigation. C(T) specimen (W = 40 mm, B = 10 mm) were cut out of rolled plates in the LT direc- 
tion. Three categories of tests were conducted. First, KpR was measured after different constant am- 
plitude loading sequences (Table la). Then a series of tests was conducted where Kr, R was determined 
after sequences where the last minimum load (Kul) was either above or below Kmin,BL (see Table lb). 
In the third part of the test program, KeR was measured after single overload cycles with different sub- 
sequent unloading level, Kul, as shown in Table lc. Note that all parameters such as R values or over- 
load maxima, were varied. After these sequences, the CPLM procedure was performed as shown 
schematically in Table 1 and Fig. 1 (AKB = 3 MPaN/m, 6 = 0.2 MPaN/m). Each loading block con- 
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sisted of 200 000 cycles. The onset of crack growth was detected by a potential difference measure- 
ment system and monitored by a computer program. A second computer controlled the loads of the 
test machine. Prior to an overload or unloading cycle, the specimens were precracked for 1 mm with 
the base-loading sequence to establish steady-state conditions (CA loading with RBI~ and Kmax,BL, see 
Table 1). Crack extension during precracking was monitored optically, and the loads were adjusted 
after every 0.125 mm to keep K constant during precracking. During all tests a clip gage was mounted 
at the mouth of the C(T) specimens, and the compliance curves were recorded. The frequency during 
base loading was 10 to 50 Hz (depending on the amplitude), 0.05 Hz during an overload or unload- 
ing cycle (recording compliance curves), and 50 Hz during the CPLM procedure. All tests were run 
in controlled laboratory air environment at room temperature and approximately 30% relative 
humidity. The specimen temperature was continuously monitored during the CPLM procedure to 
distinguish an increase in potential difference due to physical crack extension from an increase due 
to a rise in specimen temperature. 

Results 

KpR after CA Loading and a Subsequent Unloading Cycle 

The Kpr~ data due to the tests from Table la  and lb were normalized by the respective Kmax value 
of the prior CA loading sequence and plotted in Fig. 2a v e r s u s  R t i  p of the unloading cycle, Rtip,ul , 

which is called the unloading ratio, UR (the expression UR is used for consistency with the nomen- 
clature used in Refs 17,18, 20, where the tension and compression range was investigated for A17475- 
T7351 and UR was used to unify different scales). UR (= Rtip ,u l )  is the R value of the last unloading 
cycle that is experienced by the crack tip. This correction is necessary to account for the increase in 
minimum stress intensity factor from Kmin to Kw due to crack closure shielding (Eq 2). In those cases 
where closure was detected, the parameter Kw, and consequently UR, was determined as described 
previously. The data can be seen in Table 2. The KpR data from the tests with constant amplitude load- 
ing in Fig. 2a (Table la)  are marked by filled circles; those from tests with different unloading 
levels above or below Km~x,Bl~ (Table lb) are marked by open diamonds. As obvious from Fig. 2a, all 
data points fall upon a single curve. This is the same observation as in Ref 17 for an aluminum alloy. 
The consequences that arise from this agreement are discussed later in this paper. 

KpR after a Single Overload with Different Subsequent Unloading Level 

The KpR data from the overload experiments in Table lc  are treated analogously to those from 
Table la, b. The K1,R data are divided by the respective Kmax,OL value and plotted versus the crack 
closure corrected unloading ratio, UR. It should be stressed that UR is the R value of the unloading 
cycle following the peak of the overload. Adjustments for crack closure were necessary only for Rul 
< 0.15 and K < 3.5 MPa%/m (that applies also for all the other tests, see Table 2). Kw was 0.2 to 0.8 
M P a V ~  above K u l  , which is a minor correction. Figure 2b shows that all normalized K p R  data points 
lie along a single curve, as observed in Ref  18 for an aluminum alloy. 

Discussion 

The results of the entire test program (Table 1) can be expressed by two simple functions. KpR af- 
ter constant amplitude loading, Kpa,c, is given as 

KpR,C = (0.433 + 0.311 �9 UR + 0.09 �9 UR 2 + 0.16 �9 [JR 3) �9 K m a  x [0 ----- UR >-- 1] (5) 

and gpR after a single overload, KpR,OL, is given as 

KpmoL = (0.391 + 0.393 �9 UR + 0.03 �9 U R  2 q- 0.184 �9 U R  3) �9 grnax,OL [0 ----- UR >-- 1] (6) 
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It is obvious that Eqs 5 and 6 are of the same form, namely 

gpR = f ( U R ) "  Kma x (7) 

where  Kma x is the last maximum stress intensity factor. It is obvious that KpR after any of the 
sequences investigated depends only on two variables: the maximum and minimum stress intensity 
fac tor  o f  the last unloading cycle. This is illustrated in Fig. 3 where Eqs 5 and 6 are shown along with 
some examples that visualize their significance. 

The diagonal line connecting the point ( KpR /Kma x = 1)/( UR = 1) with ( KpR/K ..... = O )/( UR = O) 
in the graph in Fig. 3 represents the stress intensity factor experienced at the crack tip (normalized by 
Km~) during an unloading cycle in any of the respective sequences. Sequence (1) consists of a CA 
loading block with a high RBL, followed by a single unloading cycle to nearly zero. Sequence (2) is 
pure CA loading. Since Kmax and Kul (probably Kw due to closure at low Ru0 of the last unloading cy- 
cle in Sequences (1) and (2) are identical, the same KeR value is yielded. Sequences (3) and (4) 
contain the same CA loading block as Sequences (1) and (2) but with an insufficient last unloading 
cycle reaching only to Kul,3,4. Cases (3) and (4) result in the same KeR, since Kmax and Kul,3,4 are iden- 
tical. However, KpR,3,4 is higher than KpR, I,2, according to Eq 5. Equation 6 for the single overload 
has identical conceptual consequences. Sequences (5) and (6) have different CA sequences but the 
same overload sequence in the sense that Km,• and Kul.6,7 (and Kw) are idbntical. Consequently, 
KpR is the same. Sequences (7) and (8) have again the same CA loading part as sequences (5) and (6) 
but a higher unloading level after the peak. Accordingly, Kpk is the same after Sequences (7) and (8) 
but higher than after (5) and (6). 

These examples demonstrate the significance of the test results and their impact on the conceptual 
view of fatigue crack propagation. KpR after a single overload or a single unloading cycle following 
CA loading (Table lb, c) is independent of the prior RBL and AKBL value. Therefore, the "history" 
before these events is wiped out by the last unloading cycle. The extent of cyclic plasticity in front of 
the crack tip due to different AKBL, the crack growth rate, or the level of K1,R before these events are 
without impact. The KpR value is set solely by the last unloading cycle and is uniquely described by 
Eqs 5 and 6 using only Kmax and UR. Equation 5 is the master curve for the case of unloading during 
and after CA loading, and Eq 6 is the master curve for a single overload. This confirms the results 
and conclusions in Refs 17 and 18 where the same properties were observed for the aluminum alloy 
A1 7475-T7351. The only differences between Eqs 5 and 6 and the respective equations in Refs 17 
and I8  are the constants (the two curves are also further apart in A1 7575-T7351 ). The qualitative 
form of the equations, given by Eq 7, is identical. It should be noted that Eq 6 yields KpR directly 
after a single overload. The changes in Ker~ due to subsequent loading, e.g., multiple overloads 
(a transitional increase in Kpr~) or the case where the same amplitude continues after the overload (the 
decline in KeR, while the overload effect fades away) can be described in the same general way as the 
loading cases here. However, these issues are beyond the scope of this paper. 

Another important result is that Eqs 5 and 6 describe a dynamic process. The upper curve in Fig. 3 
(Eq 5) describes the level of KpR at any stage during an unloading cycle after constant amplitude load- 
ing. The curve is practically followed starting from the point (KpR/Kma~ = 1)/(UR = 1) (which refers 
to Kmax) down to the respective unloading ratio UR (or Kul). As a further consequence, Eq 5 
describes the unloading process for every unloading cycle during constant amplitude loading, 
beginning at Kmax and ending at Kmin- It also describes the unloading process below the minimum 
load of a constant amplitude sequence (an undefload), only Km,x must be the same. 

As mentioned above, the criterion for plastic crack extension during the loading cycle is that K 
exceeds Kek (KpR + AKT if we implement the threshold value, Eq 4). This KpR value, though, is set 
by the previous unloading cycle. In the case of a single overload, the lower curve in Fig. 3 (Eq 6) is 
"dynamically" followed during the unloading cycle after the peak of the overload. Equation 6 is the 
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master curve for a single overload that directly yields KpR after any single overload sequence in the 
Ti-6242 alloy investigated. 

Equations 5 and 6 directly predict acceleration and retardation. If the CA loading in Sequences (5) 
and (6) in Fig. 3 would resume after the overload, the same overload would cause crack arrest in Se- 
quence (5), while it would cause acceleration in Sequence (6). Please find the KvR levels in the CA 
sequences indicated as horizontal lines in Fig. 3. Additionally, it is easy to calculate UR necessary to 
establish the same KvR after sequence (6) (Fig. 3) as before the overload. There are various 
combinations of K ..... OL and Ku~ that produce this Kp~ value. In this case we have no load interaction, 
and the crack continues growing unaffected. This demonstrates the capabilities of Eqs 5 and 6 for 
implementation in life prediction methodologies. 

The immediate changes in KpR are an important indication for attempting a mechanistic explana- 
tion of the experimental results. As already mentioned, the data in Fig. 2 were modified for crack clo- 
sure, and this correction was not necessary for R > 0.15 and K > 3.5 M P a ~ / ~ .  Therefore, crack clo- 
sure can not be the physical reason for the changes in KpR, especially at high R values where crack 
closure is absent. For example, an overload at a high R value increases KpR according to Eq 6 (see, 
for example, Sequence (8) in Fig. 3), which can not be explained by crack closure. The authors are 
subscribers of the idea that such immediate changes in KpR can only happen if the responsible mech- 
anism is a stress-governed process. In Refs t 7  and 18 residual compressive stresses (RCS) in front of 
the crack tip were claimed responsible for variations in KvR after overloads and compressive loads. 
This idea, however, is not new; it was the original explanation for load interaction effects in the 1960s 
[1,2], long before crack closure was discovered. 

Figures 2 and 3 demonstrate another property of fatigue crack propagation, namely that KpR dur- 
ing any load cycle is always higher than the last Kmin (or Kw if closure occurs). 

KpR ~ Kmin (8) 

This is easy m see in Figs. 2 and 3. The minimum load (dashed line between ( K p R / K m a  x = 1)/(UR = 
1) and (KpR/Kmax = O)](UR = 0) is always lower than KpR (or KprdKmax). As a result, AKeff must al- 
ways be smaller than the applied AK, even at very high R values (see also Refs 17 and 18). This is 
different in the crack closure concept [11 ], where the absence of closure at high R values would force 
AK~ff to be equal to the applied AK, which is disproved by the current results. 

The difference between Kul and KpR is thought to be proportional to the magnitude of residual com- 
pressive stresses in front of the crack tip, such that 

A K ~  = KpR -- Kul (9) 

or AKr~s = K p R  - -  K w  if closure occurs. The lower a specimen is unloaded, the more it must be 
reloaded in the next cycle to propagate the crack (KpR -- Kul increases). The absolute value of KpR, 
though, decreases during the unloading process. 

We can conclude that we have separated the processes occurring behind and in front of the crack 
tip, i.e., crack face closure and residual compressive stresses, respectively. Crack closure is an ex- 
trinsic effect that can be present or not. There are several factors that can enhance crack face closure, 
as can be found in any textbook in this field. The relation between KpR and the loading parameters of 
the last unloading cycle for the cases investigated (Eqs 5 and 6) reflects an intrinsic response of the 
material. The level of crack face closure decides only the "window" or range that is used in Eqs 5 and 
6 (Fig. 3). However, Eqs 5 and 6 are still valid and the material reacts intrinsically to the load range 
it experiences, as explained in Fig. 3. 

In Refs 17 and 18 the qualitative form of the equivalent equations to Eqs 5 and 6 was claimed to 
be valid for all homogeneous metallic materials. This investigation supports this statement. If resid- 
ual compressive stresses govern fatigue crack propagation, Eqs 5 and 6 must exist for all metal al- 
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loys, even though they might be quantitatively different (other constants in the equations). Residual 
stresses in general, compressive or tensile, are based on the elastic-plastic interaction in metallic ma- 
terials. Most engineering alloys for damage tolerant applications are designed to exhibit substantial 
elastic and plastic deformation and will consequently be susceptible to the introduction of residual 
compressive stresses. Even more "brittle" alloys show some plastic deformation and will, therefore, 
follow the same functional description. 

Summary 

An experimental investigation of load interaction effects in Ti-6242 is presented. The parameter 
Kp~ (crack propagation stress intensity factor) was measured after various load sequences involving 
constant amplitude loading and a subsequent unloading cycle, as well as single overload sequences. 
The CPLM method was used to measure KpR. The experimental results yield two equations (master 
curves) that describe the general case of the unloading process after constant amplitude loading and 
a single overload, respectively. The master curves are of a simple nature and quantitatively valid for 
the Ti-6242 alloy investigated. The qualitative form of the master curves is considered valid for all 
homogeneous metallic materials. The investigation also shows that load interaction effects are 
controlled by residual compressive stresses in front of the crack tip where as the influence of crack 
closure is small. 
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Fatigue Analysis of Multiple Site Damage in 
Lap Joint Specimens 

REFERENCE: Wang, H.-L. and Grandt, A. F., Jr., "Fatigue Analysis of Multiple Site Damage in 
Lap Joint Specimens," Fatigue and Fracture Mechanics: 30th Volume, ASTM STP 1360, American 
Society for Testing and Materials, West Conshohocken, PA, 2000, pp. 214-226. 

ABSTRACT: This paper describes research to determine the influence of multiple-site damage on the 
fatigue life of lap joint specimens. Multiple-site damage is an important concern in aging aircraft and 
deals with determining failure conditions for multiple crack configurations. The goal of this paper is to 
determine the fatigue life for a mechanically fastened joint with multiple fatigue cracks located along 
one row of rivet holes. A predictive model for the fatigue life is evaluated with the results of several pre- 
cracked specimens tested to failure under constant amplitude loading. Predictions for the growth and co- 
alescence of individual cracks in specimens with various initial crack configurations and applied stress 
levels agree well with the experimental results. 

KEYWORDS: lap joints, load transfer mechanism, hole expansion, rivets, multiple site damage, fa- 
tigue crack propagation, life prediction 

The multiple site damage (MSD) issue [1-7] deals with assuring structural integrity after extended 
periods of service when many small cracks have formed at multiple locations. The MSD problem is 
of particular concern in lap joint structure where the many fastener holes provide likely locations for 
MSD to form, propagate, coalesce, and finally lead to catastrophic failure. Predicting failure involves 
complicated analysis of load transfer through the fasteners [3, 7-11], residual stresses from rivet in- 
stallation [12], interface contact [7,8], bending due to fuselage curvature [13,14], and biaxial loading 
[15]. One must also consider crack formation at the fastener holes [15], crack propagation, interac- 
tion between adjacent crack tips [2-7,16], and residual strength criteria to reach the final life predic- 
tion [2-7]. 

This paper demonstrates analysis procedures developed to evaluate MSD in single lap joint struc- 
ture. The approach includes formulating a load transfer model that considers MSD in the lap joint, 
determination of stresses associated with rivet installation and bending, and computation of stress in- 
tensity factors. Residual strength and fatigue crack growth lives are then computed for the joint. The 
analysis procedure is experimentally evaluated with a set of fatigue tests. The particular experiments 
discussed here involve 2.29-mm-thick 2024-T3 aluminum sheets joined with three rows of eight 
4.76-mm-diameter countersunk aluminum rivets. As discussed later, the rivets are installed with a 
force-controlled riveting process that results in 1.15 % hole expansion. Five such specimens are pre- 
cracked along one row of holes to simulate MSD and then cycled to failure under constant amplitude 
loading. (Details of the precracking procedure are described in a later section.) A fracture mechanics 
analysis is then used to predict the growth, coalescence, and final fracture resulting from the initial 
MSD in the lap joint. 

i Former graduate research assistant and professor, respectively, School of Aeronautics and Astronautics, 1282 
Grissom Hall, Purdue University, West Lafayette, IN 47907-1282. 
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Analysis 

This section briefly summarizes the procedure used to determine the stress intensity factors and 
subsequent fatigue life of a lap joint that contains MSD. Further details of the analysis procedure are 
given in Ref 7. 

Load Transfer Analysis for a Riveted Lap Joint 

The analysis begins with an elastic load transfer solution proposed by Barrois [17] to determine 
the force applied by individual fasteners in a mechanical joint. There are two assumptions in this 
model. First, beam theory is used to determine the deformation of a rivet lying on elastic foundation, 
and, second, there is no interference or clearance between the rivet and the foundation contact sur- 
faces. The load transferred by two adjacent rivets can be determined by considering displacement 
compatibility associated with changes in the dimensions 6 and A shown in Fig. 1. 

6 i  - -  ~ i + 1  ~--- Aai - Aoi  (1) 

Two boundary conditions are used to account for two extremely different deflections on the con- 
tact surface between the rivet head and panels. One approach is to assume a perfectly clamped rivet 
head, and the other is to assume a pinned head that allows rotations at this location. These two bound- 
ary conditions induce different fastener flexibilities and result in different rivet load transfer ratios. 
The benefit of the Barrois analysis over other empirical load transfer models is that it provides an an- 
alytical method to extend load transfer calculations to more complicated structural geometries and 
different types of rivet heads (including countersinks). Several empirical load transfer solutions [11] 
for an uncracked lap joint are compared with the Barrios model in Fig. 2. This particular case is for a 
three-row, single-lap joint with equal sheet thicknesses and a rivet / panel stiffness ratio (Erivet/Epanel) 
of 3. Note that all of the empirical load transfer ratios for this case are encompassed by the two ex- 
treme boundary conditions considered in the Barrois model. Load transfer experiments conducted 
with "neat fit" pins indicate that the Barrois model gives good results for the pinned end condition 
[7]. 

The relative displacement terms, 6i, given in Eq 1 are based on an analytic solution for a beam on 
an elastic foundation and do not allow interference or clearance between the rivet and the elastic foun- 
dation contact surfaces. In reality, installation of practical countersink rivets involves interference fit 
during the rivet-squeezing process and creates plastic deformation that invalidates the elastic as- 
sumptions. In order to apply the Barrois analysis to the interference fit countersunk fasteners em- 
ployed in the experimental program, the joint flexibility was determined experimentally with the 
setup described below. 

Single-lap joint specimens with a single rivet (Fig. 3) were tested, and an extensometer (MTS Model 
632.11B-20) was used to obtain the load-deflection curve across the joint. The relatively long (102-mm) 
gage length was selected to minimize bending effects in the single lap joint. Four different squeeze 
forces were used to install the rivets (17.80, 15.58, 13.35, and 11.13 KN) in order to determine the in- 

FIG. 1--Displacement compatibility of two adjacent rivets. 
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FIG. 2--Load transfer ratio (elastic solution) and boundary conditions. 

fluence of fastener interference. (As discussed later, hole expansion was experimentally related to the 
rivet installation squeeze force.) In addition, the displacement was measured on both sides of replicate 
specimens (front side with countersunk head and rear side with driven head) to ensure that consistent 
behavior was obtained from the load-displacement tests. The specimens were loaded in tension in a 90- 
KN (20-kip) servo-bydraulic MTS test machine until the force-displacement curve slightly exceeded 
yield, and then the specimen was unloaded. The specimen was then reloaded and unloaded ten more 
times in the elastic regime. The average slope of the deflection-force curves is the joint flexibility and 

FIG. 3--Setup for joint flexibility measurement. 
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TABLE 1--Joint flexibility versus deformed rivet head. 

Rivet Squeeze Force 

KN Kip D/Do Joint Flexibility (JF), mm/MN 

17.80 4.0 1.186 54.39 
15.58 3.5 1.257 53.94 
13.35 3.0 1.321 52.80 
11.13 2.5 1.386 58.11 

217 

is reported in Table 1 for the four-rivet squeeze forces. Note that joint flexibility initially decreases as 
the squeeze force is increased (and the lap faces are held more tightly together), resulting in a stiffer 
joint. The flexibility increases again, however, for large squeeze forces, indicating that there is an opti- 
mum value of squeeze force with respect to joint stiffness. Similar behavior has been reported in Ref 18. 

A parametric study for a three-row, countersunk, single-lap joint structure was conducted to de- 
termine the influence of squeeze force on load transfer. For higher rivet-squeezing forces, the plastic 
deformation becomes more severe and the joint flexibility is smaller (less flexible). It is, therefore, 
plausible that more load can be transferred from this "tighter" clamping condition. Figure 4 shows 
the load transfer ratios for rivet rows installed with different rivet squeeze forces. As shown by Case 
I, if rivets in all three rows are squeezed with the same force (15.58 KN = 3.5 kip), the top and the 
bottom rivet rows transfer the same load, while the middle row carries less force. Case II considers 
different squeeze forces for all three rows, with the top row installed with the largest force (15.58 KN 
= 3.5 kip) and the middle with the smallest force (11.13 KN = 2.5 kip). Note that in this example the 
load transfer ratio for the top row increases, while the middle row decreases. If, as in Case III, the 
middle row rivets are installed with the highest squeeze force and the top row has the lowest instal- 
lation force, the changes in load transfer ratios are reversed from Case II. 

Another load transfer issue is associated with the growth of cracks at various fastener holes. As 
these cracks grow, the structural compliance will increase (i,e., become less stiff), inducing additional 
displacement in the joint. This effect can cause load shedding from cracked to uncracked rows of riv- 

FIG. 4---Load transfer ratio f o r  a 3-row riveted joint. 
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ets and change the load transfer mechanism. In order to analyze this load-shedding effect, the dis- 
placement compatibility given by Eq 1 can be rewritten as 

~i - -  ~ i+1  = A a i  - Abi --  ~due_t . . . . . . .  k (2) 

Here 6d,etocr, ck is the product of the applied force P and the structural compliance C for the 
cracked member. The structural compliance is a function of the load transfer ratio, the stress inten- 
sity factor, and geometry [4,7,19]. The SIF solutions used here are from Ref 20 and employ the so- 
lutions for a plate with a row of through-cracked holes (case TCO5) and for a crack at an offset hole 
in a plate (Case TCO3). Reference 7 presents example results for the change in load transfer associ- 
ated with crack growth and provides more details about the calculations. 

Stress Intensity Factor for  Interference Fit Rivets 

Interference fit fasteners are often used to increase fatigue life since hole expansion produces resid- 
ual stresses that delay fatigue crack formation and growth. As discussed later, interference fit can also 
affect the load transfer in a riveted joint. Two interference fit models proposed by Rich and Impel- 
lizzeri [12] and by Hsu and Forman [21] are used for this study. The major difference between the 
Rich-Impellizzeri and the Hsu-Forman stress analyses is that the former assumes elastic-perfectly 
plastic material behavior, while the latter applies work-hardening plasticity. Comparison of residual 
stresses predicted by these two models for various interference levels are given in Ref 7. 

Residual stresses created by the interference fit can reduce the effective hoop stress at the fastener 
hole and cause significant improvement in fatigue life. Cathey and Grandt [22] showed that stress in- 
tensity factors obtained by a relatively simple weight function method could be used to obtain rea- 
sonable fatigue crack growth lives for open, cold-worked holes in 7075-T6 aluminum specimens. The 
SIF KR due to the residual stresses can be calculated from a tabulated weight function [23] if  the un- 
cracked stress distribution is known. The total SIF Ktot associated with load transfer and the interfer- 
ence-fit plasticity analysis of the riveted structure is given by superposition as 

gtot  = gby-pass loading ~- gpin-loading "+- KR (3) 

Here the Kby-pass loading and the Kpin_loading t e r m s  are the stress intensity factors from Ref 20 for the by- 
pass and pin-loading cases and employ the load transfer analysis described previously. The + / -  KR 
term in Eq 3 adds or subtracts the interference fit SIF depending on whether the residual stress field 
is tension or compression. Thus, when the interference fit results in compressive residual stresses, the 
SIF due to remote loading is reduced, and crack formation and propagation are delayed. Example cal- 
culations for these stress intensity factors are reported in Ref 7. 

An experimental program was conducted to determine the appropriate hole expansion for the in- 
stalled rivets employed for the present work. Once the interference fit level is established, the plastic 
deformation and the compressive stress around the rivet hole can be estimated and stress intensity fac- 
tors computed by Eq 3. A controlled squeeze force riveting procedure was employed here to ensure 
consistent quality of the riveted specimens [18]. Since inconsistent installation will affect the level of 
interference fit and corresponding stress field around the rivet holes, force-controlled riveting pro- 
cesses are commonly recommended for aviation manufacturing [18,24-25]. The current work em- 
ployed a controlled squeeze-force rivet apparatus based on a 22-KN (5-kip) MTS testing system. 

Hole expansion measurements were performed on the specimen shown in Fig. 5. Here three rows 
of 9 rivets were used to join two 2.29-mm (0.09-in.)-thick 2024-T3 aluminum sheets. The distance 
between holes and free edges was five times the 4.87-mm (0.192-in.) rivet diameter to avoid interac- 
tion during the riveting process. The countersunk rivets (100 ~ flush head) were made from 2117 alu- 
minum alloy, had a shank diameter Do = 4.76 mm (0.187 in.), and had the following identification 
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FIG. 5--Specimen setup for hole expansion measurement (dimension in mm). 

number: MS20426-AD-6-6 [25]. Four different squeezing forces were examined (11.13, 13.35, 
15.58, and 17.80 KN), with all 27 rivets in a given specimen installed with the same squeeze force. 

Nine of the twenty-seven installed rivets were cut from each assembly, sectioned, carefully pol- 
ished, and measured to determine the expansion diameters at three locations [7]. Table 2 and Fig. 6 
give results for the average expansion D measured at the three locations shown in Fig. 5: A = the root 
of countersink head, B = the interference between two plates, and C = driven head. Note that the ex- 
pansion level increases with the applied rivet squeeze force. 

Secondary Bending Effect 

Secondary bending considerations also play a role for SIF calculations in single-lap joint speci- 
mens. A bending stress calculation proposed by Schijve [26] is given by Eq 4 in the form of an esti- 
mated bending ratio k. 

O'bend 6 012 
k = - -  x (4) 

O'remote tl Oll T2 
1 + - - - -  

012 T1 

Here, as shown in Fig. 7, 

tl = plate thickness, mm, 
e = eccentricity of two jointed plates, 
fl = rivet rotational angle, 
P = Remote load, KN, 

TABLE 2--Deformed rivet diameter and height versus squeezing force. 

Squeezing Force Standard 
Development, 

KN Kip D, mm mm D/Do H, mm 

Standard 
Development, 

mm 

17.80 4.0 6.6 0.00127 1.386 2.48 0.00194 
15.58 3.5 6.29 0.00141 1.321 2.69 0.00199 
13.35 3.0 5.99 0.00153 1.257 3.00 0.00248 
11.13 2.5 5.65 0.00115 1.186 3.33 0.00278 
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FIG. 6--Hole expansion measurements as a function of rivet squeeze force. 

Ei, li = Young's modulus and moment of inertia of i th plate, 

OLi = P / ( E i l i ) ,  

Li = the distance between the rivet to the boundary or the spacing between the rivets, mm, and 

Ti = Tanh(c~iLi). 

With the aid of Eq 4, the bending stress O'bend can be calculated, and the SIF due to secondary bend- 
ing can be estimated by the following equations [14]. 

g b e n d  = f lbenkO'remote  V'~rar 

[ a e f f  \ 2 \  . ~ 
/3be, = 0.39 • 1.0 + 0.16 [ ~ - e e /  /Wlth v = 0.3 

\ e : : / /  

(5) 

FIG. 7--Schematic representation of the secondary bending (rivet rotation) model. 
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FIG. 8 Schematic of the ligament yield criterion proposed by T. Swift [ 1 ]. 
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Here Weff is the hole spacing and 2aeyy is an effective crack length that includes the hole diameter 
and radial crack lengths. Rewriting Eq 3, the total SIF for a single lap joint specimen is: 

g t o t  = Kby-pass loading q- gpin-loading q- K R  -[- gbend  (6) 

Failure Criteria 

While several failure criteria have been proposed for the MSD problem, this research employs the 
net section yield and Swift's ligament yield criteria [1]. The net section yield criterion states that fail- 
ure will occur when the failure load Po, et causes the net section stress to equal or exceed the tensile 
yield stress (O-y A. This condition may be expressed as follows: 

P c n e t  = ~ ( W  - n D  - nMsDaavg -- 2a lead) t  

= OrysWnett 

(7) 

Here W is the panel width, n is the total number of rivet holes, D is the average rivet hole diameter, 
nMSD is the number of MSD cracks, aavg is the average crack length, aL is the half-crack length of the 
central lead crack, and t is the panel thickness. 

The Swift ligament yield failure criterion [1] states that the failure occurs when the plastic zones 
of two approaching crack tips "touch" each other as shown schematically in Fig. 8. This failure load, 
PCLY, is given by Eq 8. 

i . 2b 1 PCLY = O-ystWnet r a t~2t'~2 2 ~. MSDIOhlOiMSD -}- alead[~ilead) (8) 

In Eq 8, Wnet is the net width of the specimen, defined in Eq 7, aMso and aleaa are the two approach- 
ing MSD and lead crack lengths, [3ilead and fliuso are the Kamei-Yokobori [16] interaction factor for 
two approaching cracks, [3h is the TC05 SIF solution [20], and b is the crack tip separation shown in 
Fig. 8. 

Fatigue Tests of Lap Joint Specimens and Life Predictions 

Five lap joint fatigue tests were conducted to evaluate the ability to predict the growth and coales- 
cence of MSD cracks. The single lap specimens were joined by three rows of eight countersunk riv- 
ets as shown in Fig. 9. All specimens were precracked along the top rivet row where experience (and 
the load transfer model) indicates that the most severe cracking occurs. The specimens were then 
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FIG. 9--Schematic of single lap joint specimen. 

~,06 mm 

tested under constant amplitude loading, and the growth, coalescence, and final fracture resulting 
from individual cracks were recorded and compared with the numerical analysis. 

All specimens were made from 2.29-mm (0.09-in.)-thick 2024-T3 bare aluminum alloy loaded in 
the T-L rolling direction. Specimen preparation consisted of two steps. First, 812-mm long by 406- 
mm (32 by 16-in.)-wide panels were constructed with a "dogbone" test section that was 228.6 mm (9 
in.) wide. A single row of eight 3.97-mm ( %2-in.)-diameter holes were then drilled in these specimens, 
and a jeweler 's  saw (blade thickness = 0.33 mm = 0.013 in.) was used to cut a pair of small notches 
on the opposite sides of each hole (average length = 0.381 mm = 0.015 in.). The two outside holes 
were not notched, however, since it is known that more load is taken by rivets located near free edges 
than by other rivets in wide lap joint specimens [18,27], and it was desired to prevent premature fail- 
ure at those locations. The panels were then cyclically loaded to develop cracks at the saw cuts. This 
precracking was conducted at a frequency of 5 Hz and employed a load-shedding procedure that 
ended when the SIF for the longest crack tip reached 6.6 MPaN/-m (6 k s i V ~ . ) .  The lengths of these 
cyclic MSD cracks ranged from 4.57 mm (0.18 in.) to zero (including the saw cut). 

The next step was to cut each panel in half, leaving one member of each pair with the precracked 
row of holes. These two halves Were then drilled to the desired 8 • 3 rivet hole pattern, reamed to a 
final hole diameter of 4.85 mm (0.191 in.), and countersunk on one side. This final drill and ream re- 
moved the initial saw cuts, leaving only small fatigue cracks in one panel at the initial row of holes. 
Finally, 4.76-mm (0.187-in.)-diameter countersunk rivets (MS20426-AD-6-6) were installed with a 
fixed 15.58-KN (3.5-kip) squeeze force. Since the specimens were riveted after precracking, some of 
the shorter cracks were contained within the residual stress field formed during the rivet crimping 
procedure. In addition, portions of some cracks were removed by the countersinking, leaving an in- 
ternal crack that was hidden from view by the rivet head. The average radial precracks were typically 
on the order of 0.34 to 1.12 mm (0.0134 to 0.044 in.) long and emanated from both sides of the coun- 
tersunk rivet holes. The average MSD precrack lengths and the applied fatigue loads are summarized 
in Table 3 for the five experiments reported here. 

Comparison of Analysis and Experiment 

Cyclic extension of all MSD cracks resulting from the R = 0.05 constant amplitude fatigue load- 
ing were measured by means of a traveling microscope and were recorded as a function of elapsed 
cycles. Fatigue crack growth lives were then computed by a fracture mechanics-based algorithm that 
incrementally grows individual cracks based on their current stress intensity factor and the fatigue 
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TABLE 3--Summary of ~pecirnen initial conditions and failure data. 

223 

Avg. Crack Max Applied Stress Total Life/ 
Test Length, Prediction Life, Delayed Difference, 

Specimen ID mm KN ksi Cycles Cycles % 

Slap 1 0.98 55.1 8 99 143/126 281 56 000 27.4% 
Slap 2 1.00 96.5 14 9028/7801 0 13.6% 
Slap 3 0.34 68.9 10 50 489/42 629 10 000 15.6% 
Slap 4 1.12 55.1 8 97 655/109 266 40 000 11.9% 
Slap 5 0.82 55.1 8 160 024/147 350 70 000 8.0% 

crack growth rate behavior for the test materials (see Ref 7 for the fatigue crack growth properties of 
the 2024-T3 material tested here). The initial growth, coalescence, and final fracture is predicted in 
this manner, and the algorithm has been quite successful in predicting fatigue lives for other MSD 
specimens that contain open holes in stiffened and unstiffened panels [2,4-6]. The predictive algo- 
rithm was modified in the present case to include the stress intensity factor and load transfer solutions 
described previously for the lap joint configuration. Since the current life prediction model is based 
on through-cracked stress intensity factor solutions and does not consider three-dimensional effects 
associated with part-through cracks or the countersink, the average hole diameter and through-crack 
length were used as input for the MSD life prediction program. 

SLap#4 

- -  Predicted �9 Experimental] 
Panel failed at 97,655 cycles 
Program predicted 109,266 cycles 

120000 

~D 

100000 

80000 

60000 

40000 

20000 

0 , ~ 1  2 3 
�9 0 
4 5 

P 

Rivet Hole Crack Tip Distance from Left Edge of Panel (inch=25.4 mm) 

FIG. lO--Comparison of experimental and predicted fatigue crack propagation for a single lap 
joint specimen SLap 4 (3 rows of 8 rivets) tested at a cyclic stress level of  55.1 MPa (8 ksi) (the size 
of  rivet hole is not to scale). 

(. .~. m l  

6 7 8 9 
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As mentioned previously, some of the small precracks were hidden under the rivet heads or con- 
tained in the plastic zone around the installed rivet and did not immediately grow, resulting in a pe- 
riod of "crack retardation." (The measured delay cycles are listed in Table 3.) Note that specimen 
SLap 5 exhibited significant delay, and the observed fatigue crack growth period is relatively long 
compared to SLaps 1 and 4, which were also tested at the same 55.1-MPa (8-ksi) cyclic stress level 
(note, however, that the average MSD size was smaller for this specimen). Since the algorithm as- 
sumes MSD cracks at all hole locations, and a few of the smaller precracks were removed following 
the final ream and countersink, it was decided to assume a small 0.127-mm (0.005-in.) crack length 
at those locations. Figure 10 plots crack tip position versus elapsed cycles for SLap 4 (see Ref 7 for 
similar plots for the other specimens), mad Fig. 11 summarizes the measured and predicted fatigue 
crack growth lives for all five lap joint tests. The average difference between the measured and pre- 
dicted lives for these five fatigue tests is 15%, varying between 8.0 and 27.4%. 

As indicated previously, the initial fatigue crack growth was "retarded" by two mechanisms--the 
clamping pressure between the cracked plates and plasticity-induced compressive stress around the 
rivet holes. If the crack lengths are long enough, or the applied remote stress is large enough, the 
cracks will propagate immediately upon applied cyclic loading, and the life prediction agrees well 
with the experimental results. Specimen SLap 2, for example, contained relatively short precracks, 
but was tested to the largest applied cyclic stress (96.5 MPa = 14 ksi), and the cracks began growing 
immediately without a delay period. The predicted and measured lives agreed within 14% for this 
case. In the other tests, it was necessary to start computations after the cracks were observed to begin 
growing in the fatigue test in order to obtain a reasonable fatigue life. The experimental data do indi- 
cate, however, that it is possible to obtain excellent life predictions once the cracks have started to 
grow. Thus, the load transfer analysis and stress intensity factor solutions developed for the lap joint 
problem give reasonable crack growth lives when the crack retardation effect is experimentally ac- 
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FIG. 11--Measured and predicted fatigue panel failure lives for tests. 
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counted for. Continuing research is focusing on developing techniques to predict the delay period for 
analysis purposes. 
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ABSTRACT: The significance and even the existence of crack closure is being questioned by several 
researchers. The objective of this study was to determine if crack closure occurs and to quantify its sig- 
nificance. An approach combining experimental measurement techniques with finite element analysis 
techniques was utilized. For two values of compact tension specimen thickness, a series of tests were 
conducted to determine the effect of maximum stress intensity, load ratio, constraint, and single tensile 
overload on the crack closure and fatigue crack growth behavior of a modified 1070 steel. Test results 
indicated that constraint has a significant influence on crack closure and crack growth rate behavior. 
Thin specimens exhibited consistently lower crack growth rates and higher crack closure levels than the 
thick specimens, except for tests conducted at a high load ratio, where crack closure did not occur. The 
thin specimens also exhibited a more significant overload effect. A new finite element modeling tech- 
nique, which uses substructuring techniques to model the load cycling and crack propagation of an en- 
tire compact tension specimen, was developed. Comparison of stationary crack and propagating crack 
finite element models revealed that plasticity-induced crack closure produces a significant amount of 
crack tip shielding, which effectively reduces the strain range and mean strain experienced at the crack 
tip. 

KEYWORDS: crack propagation, crack closure, finite element model, substructuring, crack tip shield- 
ing, strain range, mean strain, overload effects 

The phenomenon of crack closure has been intensely studied for over two decades. Most re- 
searchers have addressed the problem either purely experimentally, through a variety of measurement 
techniques, or purely numerically, through finite element techniques or analytical approaches. There 
have been very few studies that have attempted to combine experimental and numerical techniques 
into a more comprehensive investigation of crack closure. This study was initiated to help fill this 
void in fracture mechanics research. The objective of this study was to determine if crack closure oc- 
curs and to quantify its significance. 

Traditional means of experimentally measuring crack closure, such as the crack mouth opening 
displacement (CMOD) and the back face strain gage (BFSG) methods, are relatively insensitive, re- 
sulting in difficulty extracting the crack closure and opening loads from the load versus deflection (or 
strain) data. More recently, surface strain gage (SSG) techniques have been developed that are more 
sensitive to crack closure, but only when the strain gage is a small distance from the crack tip. Sur- 
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face strain gages need to be located outside of the crack tip plastic zone to avoid a nonlinearity in 
stress-strain behavior overshadowing the nonlinearity due to crack closure. A new combined surface 
strain gage technique, called the SSGC method, was developed to overcome the above limitations. A 
series of surface strain gages are mounted on the compact tension (CT) specimen at a vertical loca- 
tion outside of the plastic zone created by the advancing crack tip. Combining the output of this se- 
ries of strain gages enables relatively sensitive measurement of crack closure and opening loads over 
a wide range of crack lengths. 

The application of finite element (FE) methods for modeling plasticity-induced crack closure re- 
quires solution of a nonlinear material problem with contact. A fine mesh is needed to accurately de- 
pict the material behavior near the crack tip, and small crack extensions must be used to adequately 
model crack propagation. Computational limitations result in most researchers simplifying the model 
to a small region near the crack tip, with approximated boundary conditions being applied to simu- 
late the behavior of the entire structure. For this study, a new 2-D FE method was developed that uti- 
lizes substructuring techniques to reduce the number of degrees of freedom required in the elastic- 
plastic contact solution, while accurately modeling the stiffness and behavior of the entire structure. 
FE models of entire CT specimen experiments, including precracking, were performed to provide di- 
rect comparisons with experimentally measured values of displacement, strain, and crack closure and 
opening loads. 

The Crack Closure Controversy 

Crack closure reduces the amount of the applied stress intensity range (AK) that is experienced 
by the crack tip, resulting in a reduction in crack growth rate. Crack closure was discovered by E1- 
ber [1], who attributed the phenomenon to the mechanism of plasticity-induced crack closure. Other 
closure mechanisms have been introduced by various researchers. Oxide-induced and surface- 
roughness-induced crack closure mechanisms were introduced by Ritchie and Suresh [2]. Viscos- 
ity-induced and phase-transformation-induced crack closure mechanisms were introduced by 
McEvily [3]. 

Experimental studies have identified and quantified the impact of several of these crack closure 
mechanisms. The level of closure has also been shown to be affected by intrinsic microstructural ef- 
fects, specimen geometry, crack geometry, loading conditions, and environmental conditions. For the 
sake of brevity, the interested reader is referred to the following papers, which cover various aspects 
of crack closure in detail. 

1. Mechanisms of crack closure---McEvily [3]. 
2. Significance of crack closure near threshold--Liaw [4]. 
3. Crack closure measurement techniques--Schijve [5]. 
4. Results of experimental studies---Dougherty, Srivatsan, and Padovan [6]. 
5. Application of FE methods--Dougherty, Srivatsan, and Padovan [7]. 

Recently, the significance and even the existence of crack closure has been the subject of much de- 
bate. The significance of plasticity-induced crack closure, except for cases of overload, was ques- 
tioned by McEvily [3], who based his view on the testing of specimens with different thickness not 
having shown significant changes in crack growth rates. Due to the thickness effect (plane strain ver- 
sus plane stress) on plastic zone size, slower crack growth rates would be anticipated for the thin spec- 
imens, which have larger plastic zone sizes and thus should experience more plasticity-induced crack 
closure. For overload cases where predominantly plane strain conditions prevail, Suresh [8] further 
questioned the significance of plasticity-induced crack closure due to the reduced plastic zone size 
associated with plane strain. Vasudevan, Sadananda, and Louat [9] went as far as to suggest that plas- 
ticity-induced crack closure does not occur at all unless aided by oxide formation. 
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Finite Element  Model  

A new finite element modeling technique for simulating plasticity-induced crack closure was de- 
veloped that utilized substructuring techniques to enable modeling an entire CT specimen in a com- 
putationally efficient manner. The finite element code used in this study is the commercially avail- 
able general purpose FE code called ABAQUS, which is a product of Hibbitt, Karlsson, and 
Sorensen. The pre- and post-processing package used to create the FE mesh and process the model 
results is the commercially available software program called FAM, which is a product of FEGS, 
Limited. A detailed study of the impact of mesh density, crack advance scheme, crack closure mod- 
eling method, element type, and crack plane element aspect ratio was conducted. Details of the de- 
velopment of this new FE technique are available elsewhere [7]; therefore, only a brief summary will 
be presented here. 

A new crack plane spring modeling method was developed that utilizes a constant element edge 
stiffness approach as opposed to a lumped nodal stiffness approach. For each element along the crack 
plane, a constant stiffness per unit area was selected. This element edge stiffness was divided up 
among the nodes along the element edge based on the element edge area associated with each node. 
For each node along the crack plane: (a) tension-only springs are used to restrain nodes, at and ahead 
of the crack tip, from moving away from the crack plane during loading, and (b) compression-only 
springs are used to prevent overclosure along the crack plane during unloading. Crack advance is 
achieved by eliminating all of the tension-only springs attached to the element edge being released 
and reducing the spring forces to zero. This is done at constant load so the redistribution of stresses 
and strains are accurately represented. Utilizing this crack advance scheme results in each load cycle 
consisting of three steps. 

1. Loading up to maximum load. 
2. Advancing the crack at maximum load. 
3. Unloading from maximum load to minimum load. 

The mesh refinement and element aspect ratio studies were performed to assure that the mesh used 
in the CT specimen FE models would appropriately capture the plasticity behavior of the advancing 
crack tip. A study of the impact of element type was conducted using four-node bilinear (Q4) and 
eight-node biquadratic (Q8) elements. The Q4 element type was selected because the displacement 
functions used for the Q8 element results in the element stiffness not being uniform along the element 
edge, which resulted in a nonuniform residual stress pattern in the wake of the advancing crack. Com- 
parison of analyses conducted using 2-D plane strain and 2-D plane stress formulations revealed that 
crack closure occurred in both cases. The 2-D plane stress formulation was selected for use in the CT 
specimen FE models because it resulted in Kc~ values that were in much closer agreement with ex- 
perimentally measured values. 

The material model selected for the FE model was a rate-independent isotropic hardening plastic- 
ity model. The Von Mises yield criterion was used, with the normality principle being used to define 
the expansion of the yield surface. Comparison of FE model results of analyses conducted using 
isotropic and kinematic hardening plasticity models revealed that the isotropic hardening model 
matched the experimental data more closely. The kinematic hardening plasticity model resulted in 
large differences between Kcl and Kop values, while experimentally measured Kcl and Kop values were 
nearly identical. Cyclic stress-strain tests revealed that the steady-state response of this material was 
indicative of isotropic hardening behavior. The stress-strain material behavior, used in the FE model, 
was based on a combination of the monotonic and cyclic stress-strain curves. For low strains (up to 
0.0175), the stress-strain behavior was approximated from the cyclic stress-strain curve. For strains 
above cyclic stress-strain data points, the stress-strain behavior was approximated using the mono- 
tonic stress-strain curve. 
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C o m p a c t  T e n s i o n  S p e c i m e n  F E  M o d e l  

The CT specimen was split into a near field crack tip region, which must be included in the main 
model, and a far field region, which can be accurately represented by a super element. The near field 
crack tip region is where the material behavior such as elastic-plastic, nonlinear elements such as ten- 
sion-only and compression-only springs are utilized, and crack advance is modeled by elimination of 
tension-only springs. The far field region exhibits purely elastic material behavior; therefore, a super 
element can be created that accurately depicts the linear stiffness behavior of the entire far field re- 
gion. A super element is constructed by forward eliminating the global stiffness matrix down to a re- 
duced stiffness matrix associated with only the degrees of freedom corresponding to the retained 
nodes of the super element. The retained nodes were as follows. 

1. All nodes which connect to the main model. 
2. All nodes along the loading pin hole that come into contact with the loading pin. 
3. All nodes associated with the locations of the CMOD, BFSG, and SSGC gages. 

The boundary condition, used for the super element, was that all nodes along the crack plane were 
constrained from moving normal to the crack plane. The boundary conditions used for the main 
model were as follows: (a) the node located at the top dead center of the loading pin hole was con- 
strained to move only normal to the crack plane, and (b) the tension-only and compression-only 
springs along the crack plane were between a crack plane node and a fixed node. 

The cyclic loading of the CT specimen was accomplished by performing Hertzian contact analy- 
ses of the loading pin/hole interaction [7]. The total load used in the Hertzian contact model was ob- 
tained using the CT specimen relationship between load and stress intensity (see Eq 1). 

p (2 + c~) 
K = B �9 W lk " (1 - o03/2 " (0.886 + 4.64 �9 a - 13.32 �9 c~ 2 + 14.72 �9 o~ 3 - 5.6 �9 c~ 4) (1) 

where 

K = applied stress intensity, 
P = applied load, 
B = specimen thickness, 
o~ = ( a / W )  crack length ratio, 
W = specimen width, and 
a = crack length. 

The results of these contact analyses provided the nodal forces that were applied to the upper por- 
tion of the loading pin hole in the main model. A FORTRAN computer program was written to per- 
form the above calculations and automatically write all of the ABAQUS loading step input data re- 
quired to cycle the loads and propagate the crack for an entire test simulation. 

Material and Specimen Processing 

The material selected for this investigation was modified 1070 steel, denoted as 1070M. The chemi- 
cal composition of this steel, in weight percent, is presented in Table 1. All specimens were machined 
from hot-forged blanks. Forging preforms were machined from 63.5-mm-diameter hot-rolled solid 
rounds, heated to 1218~ hot forged to a 50% reduction in height, and then air cooled to ambient tem- 
perature. These hot forgings were then subjected to a quench and temper process consisting of: (a) heat- 
ing to 843~ for 1 h, (b) quenching in oil, and (c) tempering at 709~ for 3 h. The above processing re- 
suited in a fine-grained tempered martensitic microstmcture with slight spheroidization of the carbides 
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TABLE 1--Chemical composition of the 1070M steel. 

231 

C Mn P S Si Cr Ni Mo Cu A1 Sn Ti Fe 

0.680 0.950 0.009 0.022 0.170 0.130 0.110 0.050 0.190 0 .035 0.009 0.001 Balance 

present in the microstructure. X-ray diffraction measurements revealed that the microstructure con- 
tained a negligible amount of retained austenite. The grain size ranged from 0.01 l to 0.022 mm, and the 
resulting hardness ranged from 96 to 98 HRB. The CT specimens were machined such that the crack 
plane was perpendicular to the rolling direction. All material property specimens were machined ac- 
cordingly to evaluate the material behavior perpendicular to the crack plane of the CT specimens. 

For this material, the monotonic tension test properties, cyclic stress-strain behavior, low-cycle fa- 
tigue properties, and fracture characteristics have been previously reported [10]. The monotonic ten- 
sile test properties are summarized in Table 2. Tests conducted under fully reversed total strain con- 
trol revealed the material to exhibit significant amounts of cyclic strain-softening behavior at low 
strain amplitudes, small amounts of cyclic strain softening at intermediate strain amplitudes, and a 
combination of cyclic strain hardening followed by cyclic strain-softening behavior at high strain am- 
plitudes. The cyclic yield point is estimated to be 328 MPa. 

The CT specimens were designed and manufactured in accordance with ASTM Test Method for 
Measurement of Fatigue Crack Growth Rates (E 647) specifications. A specimen width of 50.8 mm 
was used with the length of the machined notch being 15.24 mm. Specimen thickness values of 3.175 
and 12.70 mm were selected for this study, both of which fall within the range specified in the above 
standard. For the CMOD method, the displacement gage was located in a V-notch at the mouth of the 
machined notch in the CT specimen. For the BFSG method, the strain gage is positioned in the geo- 
metric center of the back surface of the CT specimen. For the SSGC method, a series of four strain 
gages were placed on the side of the CT specimen at a vertical distance of 1.5 mm from the expected 
crack plane. The four gages were positioned at crack lengths corresponding to 16.26, 19.51, 24.89, 
and 30.40 mm. The displacement and strain data obtained by the above gages enable direct compar- 
isons with the results of the FE models. 

Experimental  Procedures  

All tests were conducted in accordance with ASTM E 647 specifications using a fully automated 
closed loop servohydraulic structural test machine. The test conditions chosen were a cyclic fre- 
quency of 20 Hz, a sinusoidal waveform, and a room temperature (23~ lab air environment with 
50% relative humidity. All tests were conducted under load control with a PC-based computer pro- 
gram being used to conduct the test and store test results of: (a) cycle number, (b) maximum load, (c) 
minimum load, and (d) crack length. This software calculates crack length based on CMOD gage dis- 
placements and automatically adjusts the minimum and maximum loads in accordance with the type 

TABLE 2--Monotonic tensile test results for the 1070M steel. 

Yield Strength Ultimate Strength 
Elongation to Failure, Reduction in Area, RA 

MPa ksi MPa ksi ej~ (%) (%) 

589.0 85.5 721.0 104.6 25.9 59.7 
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of test being conducted. Visual crack length measurements were periodically taken to verify that 
crack front curvature was within acceptable limits. 

A two-level factorial test matrix was set up to study the influence of  the following parameters on 
crack closure and crack growth rate behavior. 

1. Specimen thickness (T = 3.175 and 12.70 mm). 
2. Maximum stress intensity ( g m a  x = 16.5 and 33.0 MPa.ml/2). 
3. Load ratio (R = Km,x/Kmin = 0.10 and 0.55). 
4. Overload (0 and 100%). 

These tests, conducted under constant Kma x and R conditions, enable crack closure measurement 
comparisons between the CMOD, BFSG, and SSGC methods under constant test conditions. Con- 
ventional fatigue crack propagation (FCP) tests were also conducted at load ratios of R = 0.10 and 
0.55 to establish the crack growth rate (daMN) versus stress intensity range (AK) curves for this ma- 
terial. All of the CT specimens were precracked under constant load and constant R = 0.10 condi- 
tions such that the final value of Kmax was 16.5 MPa 'm I/2 at the crack length of 17.53 ram. 

A four-channel PC-based data acquisition system was used to periodically store the output from 
the load cell and the CMOD, BFSG, and SSGC gages for complete load cycles. The data acquisition 
rate was 100 kHz, which results in 1250 data points per channel for each load cycle. Despite every 
effort to minimize noise, the impact of noise on the signal was of sufficient magnitude that it could 
not be neglected during data analysis. The ability to readily discern the value of  Kci is dependent on 
the competing influences of the sensitivity and the signal-to-noise ratio. For the CMOD and BFSG 
methods, this ability is expected to slightly increase with crack length because only the signal-to- 
noise ratio is increasing with crack length. For the SSGC method, each strain gage has two distinct 
regions of crack length where both the sensitivity and signal-to-noise ratio are high. Therefore it is 
expected that each gage will result in Kcl values that have a bimodal appearance when represented as 
a function of crack length. By having a series of strain gages for which these regions overlap, the 
value of Kd can be readily determined for a wide range of crack lengths. 

Several existing methods are available for objectively determining the point in the load-displace- 
ment or load-strain curve that corresponds to the stress intensity at closure (Kcl). These methods have 
been shown to be effective for analysis of data obtained from the CMOD and BFSG methods. How- 
ever, these methods are not sufficiently robust for surface strain gage methods, where: (a) the adverse 
effect of noise on the signal can not be neglected, and (b) the slope can change from positive to zero 
to negative in a single interval of load range. Based on these concerns, a new method was developed 
[11] that utilizes a combination of the following statistical approaches: 

1. Statistical methods to minimize noise impact. 
2. Linear least squares regression to calculate local slopes for each data point. 
3. A probability test of  statistical significance to assure that the local slop variation is outside of 

the population of normally distributed slope variations. 

This new method was compared to the existing slope offset methods and found to be a quite robust 
data analysis technique for the CMOD, BFSG, and SSGC methods. The use of the same method for 
determining Kd and Kop also provided an objective comparison to rate the relative sensitivity of each 
crack closure measurement technique under various test conditions. 

Results: Experimental 

For the crack mouth opening displacement (CMOD) method, the shape of the load-displacement 
curves varies only slightly over a wide range of crack lengths. However, the curves resulting from the 

Copyright by ASTM Int'l (all rights reserved); Tue Dec 15 13:13:15 EST 2015
Downloaded/printed by
University of Washington (University of Washington) pursuant to License Agreement. No further reproductions authorized.



DOUGHERTY ET AL. ON MODIFIED 1070 STEEL 233 

surface strain gage method change shape considerably, depending on whether the strain gage is po- 
sitioned ahead of, or behind, the advancing crack tip [6]. The crack closure results, obtained from the 
CMOD and BFSG methods, were virtually identical. Also, no significant difference between crack 
closing (/(cO and crack opening (Kop) values were found. 

A comparison of the Kd results from the CMOD and SSGC measurement methods is presented in 
Fig. 1 for two levels of Kmax (16.5 and 33.0 MPa" m 1/2) and two specimen thickness values (T = 3.175 
and 12.70 mm). These four tests were all conducted under constant Kmax and R = 0.10 test condi- 
tions. To facilitate ease of comparison, the results are plotted as load ratio of crack closure (Rd = 
gcl/Kmax) versus crack length (a). Comparison of these results enable the following observations of 
crack closure behavior and measurement to be made: 

1. The SSGC method provided consistently higher Rcl values. 
2. The Rd values exhibited an increasing, then decreasing behavior versus crack length. 
3. The R~l values were higher for the high/(max tests. 
4. The CMOD Rd results exhibit a greater dependence on specimen thickness, particularly at 

high Km~x levels and longer crack lengths. 
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FIG. 1--Comparison of measured Rd values for the constant Km,x and R tests. 
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FIG. 2--Comparison ofda/dN values for  the constant Km,x and R tests. 

The fatigue crack growth rate data, obtained from these four tests, are compared in Fig. 2. For both 
Kmax levels, the thin specimen exhibited consistently lower crack growth rates than the thick speci- 
men. Also, for both Kmax levels and both specimens, the da/dN values exhibited a decreasing, then 
increasing behavior versus crack length. Since the crack growth rate is related to the crack closure be- 
havior by Eqs 2 and 3, these crack growth rate behaviors qualitatively agree with the experimentally 
measured crack closure behavior, which showed higher Re1 values for the thin specimens and an in- 
creasing, then decreasing behavior of Rd versus crack length. 

da/dN = C(AKeff) n (2) 

AKeff = (1 - Rcl) " Kma• (for Rd > R) 

AKeff = (1 - R) " gma x (for Rd --< R) 
(3) 

Further evidence of the significance of crack closure was obtained from the constant Kmax = 33:0 
MPa.m 1/2 and R = 0.55 test, for which the value of K is identical to that of the constant Kmax = 16.5 
M P a ' m  ~/2 and R = 0.10 test. The value o f R  = 0.55 is at or above the level of Re1 measured during 
tests conducted at R = 0.10. Therefore, the effect of closure on the crack growth rate of the R = 0.55 
tests is minimal, and any difference in da/dNvalues between these tests arises as a direct result of the 
closure behavior of the R = 0.10 test condition. For both the thin and thick specimens subjected to 
the R = 0.55 test, a crack growth rate of approximately 2.0 �9 10 - s  m/cycle was exhibited for all crack 
lengths. The da/dN values for the R = 0.10 tests were consistently less than this and showed a de- 
pendence on both specimen thickness and crack length. 

Single Tensile Overload Tests 

The crack closure results obtained from the single tensile overload tests are presented in Fig. 3. 
Here, the results are plotted as Rcl versus distance from the overload. This test is conducted at con- 
stant Kmax = 16.5 MPa.m jh and R = 0.10, with a single tensile overload of 100% being applied at the 
start of the test. The CMOD method was found to be relatively insensitive to any overload effect on 
closure. The SSGC method was found to be much more sensitive to the overload effect and was able 
to capture the subtle features of crack closure behavior following application of the single tensile 
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FIG. 3--Comparison of measured Rd values for the overload tests. 

overload: 

1. The values of Rcl initially decrease immediately following the tensile overload. 
2. As the crack grows further into the plastic zone created by the overload, the values of Rcl pro- 

gressively increase to a level higher than that of the baseline test. 
3. As the crack grows out of the overload plastic zone, the value of Rcl gradually decreases to a 

level at or below that of the baseline test. 
4. The thin specimen exhibited both a more substantial initial reduction in Rc~ values, and the sub- 

sequent increase in Rd values occurred over a greater distance. 

The crack growth rate results of the overload tests are compared to the baseline tests in Fig. 4. Both 
the thin and the thick specimens exhibit accelerated crack growth rates immediately following the 
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FIG. 4---Comparison of da/dN values for the overload and baseline tests. 
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overload. The distance over which the increased da/dN values occurred was greater for the thin spec- 
imen. Both specimens exhibit decelerated growth rates as the crack tip advances further into the plas- 
tic zone created by the overload. The distance over which the decreased da/dN values occurred was 
greater for the thin specimen. As the crack grew beyond the overload plastic zone, the growth rates 
became equal to or greater than that of the baseline test. All of these observations of crack growth rate 
behavior directly correspond to the previously discussed observations of measured crack closure be- 
havior following the overload, thus providing further evidence of the significance of crack closure. 

Crack Closure Mechanisms 

After each test, the crack was propagated until specimen fracture under constant load and constant 
R test conditions. This enabled visual observation and scanning electron microscope (SEM) exami- 
nation of the fatigue fracture surfaces. Inspections of the crack curvature and the crack plane angle 
were made to verify that the test conformed with ASTM E 647 specifications. No indication of wet- 
ting of the fracture surfaces was observed, which eliminates viscosity-induced closure as an opera- 
tive mechanism. The microstructure contained a negligible amount of retained austenite, thus elimi- 
nating the mechanism of phase transformation-induced closure. For all test conditions, the fracture 
surfaces were found to be relatively smooth, planar, and featureless. Oxidation of the fracture surface 
was detected only in the near-threshold region just prior to crack arrest. No oxide debris were ob- 
served in the region of stable crack growth. No appreciable influence of Km~x on surface roughness 
was observed. The above SEM observations indicate the following material and test condition char- 
acteristics, which are pertinent to the mechanisms of closure operative in this microstructure. 

1. Crack path meandering only occurred during crack initiation at the notch root. 
2. Oxide-induced closure was only significant in the near-threshold region, where low crack 

growth rates and small crack tip opening displacements occur. 
3. Surface roughness was not appreciably affected by Kmax level; therefore, this mechanism does 

not explain the effect of Kmax on Re1 observed in this study. 
4. By process of elimination, plasticity-induced closure is the sole closure mechanism that dom- 

inates the Region II crack closure behavior of this microstructure. 

Results: Finite Element Model 

The starting point for all test simulations was the final load step of the FE model used to simulate 
the precracking sequence. For the constant Kmax = 16.5 MPa 'm ~h and R = 0.10 test simulation, the 
first load cycle is identical to the final precracking cycle. For the other two test simulations, the first 
load cycle is identical Km~ = 33.0 MPa 'm 72 and R = 0.10. For the constant Kmax and R test simula- 
tion, this condition is held constant throughout. For the overload test simulation, this condition rep- 
resents the single tensile overload, after which the loading is reduced to Kmax = 16.5 MPa-m '/2 and R 
= 0.10. The FAM pre/post processing software package enables results from different load steps to 
be combined in equation form. This capability was used to combine results from Pm~ and Pmin con- 
ditions into the cyclic parameters of strain range and mean strain. Comparisons of results between 
propagating crack FE models and the corresponding stationary crack FE models were made to high- 
light the impact of crack tip shielding produced by plasticity-induced crack closure. Note: no crack 
closure occurs for the stationary crack model under positive R loading because there is no crack wake 
plasticity to produce closure. Therefore, comparisons between stationary crack and propagating crack 
models enables the impact of crack closure to be quantified. 

For the constant Kmax = 16.5 MPa'm 72 and R = 0.10 test condition, the strain range results for the 
stationary crack and propagating crack FE models were 0.0051 and 0.0036, respectively. This indi- 
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cates that a 30% reduction in the strain range was produced by closure-induced crack tip shielding. 
Comparison of mean strain values revealed a 16% reduction, from 0.0099 to 0.0083. For the constant 
Kmax = 33.0 MPa-m ~/~ and R = 0.10 test condition, a similar comparison revealed a 56% reduction 
in strain range, from 0.0161 to 0.0070, and a 7% reduction in mean strain, from 0.0337 to 0.0315. The 
load ratio values of crack closure (Rd) and crack opening (Rop) were identical, which qualitatively 
agree with the experimental measurements previously discussed. For both of the these test simula- 
tions, crack closure was continuous starting immediately behind the crack tip and gradually pro- 
gressing along the crack wake. 

For the single tensile overload test, the changes in strain range and mean strain as the crack tip 
propagates into and out of the overload plastic zone were monitored to quantify the overload effect. 
The baseline conditions in terms of Rd, strain range, and mean strain were 0.41, 0.0036, and 0.0078, 
respectively. Immediately following the single tensile overload, the value of R~ decreased, while the 
strain range and mean strain increased to values of 0.0055 and 0.0243, respectively. As the crack tip 
propagates into the overload plastic zone, the value of Rcl increases above the baseline level, which 
results in an increased amount of crack tip shielding and corresponding reduction in strain range 
(0.0018) and mean strain (0.0040). As the crack tip emerges from the overload plastic zone, the val- 
ues of Rd, Aeyy, and o~ steadily approach those of baseline conditions. These findings agree with 
measured crack closure results, which exhibited: 

1. A reduced crack closure level immediately following the overload. 
2. An increased closure level as the crack propagated into the overload plastic zone. 
3. Crack closure levels returning to baseline levels, as the crack propagated out of the overload 

plastic zone. 

Direct Comparisons with Experimental Results 

Comparison of the load ratio of crack closure (gcl) between the FE model and experimental results, 
obtained using the SSGC method, revealed excellent agreement for the constant Kmax and constant R 
tests. For the Kmax = 16.5 MPa.m ~/~ and R = 0.10 test, the FE model resulted in a constant value of 
Rcl = 0.41. The experimental results in the region of high gage sensitivity, for both the thin and thick 
specimens, were in the range of 0.37 -< Re1 --< 0.43. For the Kmax = 33.0 MPa'm I/2 and R = 0.10 test, 
the FE model resulted in Rd = 0.59, while the experimental results were in the range of 0.53 ----- Rcl 
--< 0.58. 

Figure 5 provides a direct comparison between FE model and experimental results of strain ratio 
versus load curves for the surface strain gage located at a = 19.51 mm. For the SSGC method, the 
measured strain versus applied load behavior changes as the crack propagates. When the strain gage 
is ahead of the crack tip, the slope of the strain versus load curve decreases when crack closure oc- 
curs, while, for a strain gage in the wake of the crack, the slope increases as closure occurs. A direct 
comparison of CMOD versus crack length results revealed that the FE model results fell between the 
experimental results of the thin and thick specimens. These comparisons reveal that the FE model re- 
suits match the experimental results quite well both qualitatively and quantitatively. 

Use of FE results for the total strain range and the mean strain has been shown to be an effective 
means of elucidating the fatigue conditions at the crack tip. Traditional fatigue life calculations, such 
as the Coffin-Manson strain-life relationship, utilize these two cyclic strain parameters. Combining 
experimental results of crack growth rate with experimentally verified FE simulations would enable 
future crack growth rate laws to be based on the strain range (Aeyy) and mean strain (eyym) instead of 
the traditional fracture mechanics approach, which uses the effective stress intensity range (AKeff). 
Adopting this approach would enable a merging of data from strain controlled low cycle axial fatigue 
tests and load-controlled CT specimen crack propagation tests. 
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C o n c l u s i o n s  

1. For this microstructure, the existence of crack closure was verified through CMOD, BFSG, 
and SSGC experimental measurements, and crack closure was found to have a significant impact on 
crack growth rates. 

2. A specimen thickness effect on crack closure behavior and crack growth rate behavior was ob- 
served. 

3. The single tensile overload effect on crack growth rates was readily explained by the measured 
crack closure behavior. The thin specimen exhibited a more significant overload effect. 

4. The crack closure behavior and the crack growth rate behavior exhibited a slight dependence 
on crack length under constant Km~x and R = 0.10 test conditions. 

5. The SSGC method resulted in consistently higher Rd values than the CMOD and BFSG meth- 
ods. Part of this is attributed to the SSGC method measuring closure at the specimen surface where 
Rc] is highest. The SSGC method was shown to be particularly superior for the overload test. 

6. By process of elimination, plasticity-induced closure dominates Region II crack closure be- 
havior in this microstructure. Crack path meandering, oxide-induced, and surface roughness-induced 
closure are significant only during crack initiation at the notch root and/or at near-threshold crack 
growth rates. 

7. Plasticity-induced closure results in a significant amount of crack tip shielding that effectively 
reduces the cyclic strain range and mean strain occurring at the crack tip. 

8. Comparison of FE model and experimental results revealed excellent agreement. 
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ABSTRACT: The Society of Automotive Engineers Fatigue Design and Evaluation (SAEFDE) Com- 
mittee has been conducting a long-term program aimed at the development of a predictive capability for 
fatigue life of SAE 1045 induction-hardened shafts. As a part of a larger-scale investigation provided 
by the SAEFDE committee, this research provided an analytical model capable of predicting the total 
fatigue life, both crack initiation and crack propagation, of an induction-hardened shaft under applied 
bending stress. The analysis procedure incorporated the effects of residual stresses. Total stress inten- 
sity factors were calculated and superimposed using applied bending stress intensity factors and resid- 
ual stress intensity factors along the subsurface elliptical crack front. Fatigue tests were conducted us- 
ing SAE 1045 induction-hardened shafts to verify the analytical models of subsurface fatigue crack 
growth. The total fatigue life calculations of subsurface failure showed a factor from 0.6 to 0.8 com- 
pared with the experimental results. The analytical model and experimental data confirmed that the ma- 
jority of the total fatigue life is spent in the crack propagation phase. 

KEYWORDS: 1045 steel bars, induction hardening, residual stresses, elliptical subsurface crack, 
cyclic bending, stress intensity factor, fatigue crack initiation, fatigue crack growth 

In some industries, fatigue critical components such as axle shafts, transmission shafts, and hy- 
draulic cylinder pins are induction hardened [1]. By the primary processes of induction hardening, 
namely, heating and quenching, hardened components can be created that exhibit a hard, phase- 
changed, and property-changed case, as well as the most important development of large surface 
compressive residual stresses combined with a tough core with tensile residual stresses. SAE 1045 
induction-hardened solid steel bars of many sizes are used in the ground vehicle industry. As shown 
in Fig. 1, these shafts often have an induction case depth from 1 to 6 m m  with a Brinell hardness of 
563 (Rockwell C is 55) in the case, and a Brinell hardness of 192 (Rockwell C is 11) in the core. Load- 
ing conditions of these shafts can be bending, torsion, or a combination of bending and torsion. Both 
surface and subsurface cracks have been found during service and experimental tests [2-3]. However, 
most of the fatigue failures of induction-hardened shafts are due to subsurface cracks, which are as- 
sociated with a longer fatigue life than surface cracks. The SAEFDE committee has been conducting 
a long-term program aimed at the development of a predictive capability for fatigue life and fracture 
behavior of SAE 1045 induction-hardened round shafts. As a part of a larger-scale investigation pro- 
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z Professor, Mechanical Engineering Department, The University of Iowa, Iowa City, IA 52242. 
3 Professor, Mechanical Engineering Department, University of Waterloo, Waterloo, Ontario, Canada. 
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FIG. 1 Induction-hardened 1045 steel bar geometry. 

vided by the SAEFDE committee, the goal of this research is to analytically, numerically, and ex- 
perimentally investigate the fatigue behavior of induction-hardened round shafts under the effects of  
residual and applied bending stresses in order to construct fatigue life prediction procedures to aid in 
the design of cheaper and more dependable components in their service lives. Accordingly, subsur- 
face crack initiation and propagation behavior of induction-hardened shafts under bending load were 
investigated and analytically predicted. Discriminating three-point bending fatigue tests were per- 
formed to verify the usefulness of the analytical fatigue life prediction methods. 

As is well known, the total fatigue process is normally divided into two parts, an initiation phase 
where microcracks form and grow through the first few grains, and a propagation phase where the 
crack has grown through many grains and formulae for fracture mechanics apply. Five aspects were 
considered in modeling the fatigue life of induction-hardened shafts under bending load in this re- 
search as follows: (a) estimation of the initial subsurface crack size, site, and initiation life; (b) deriva- 
tion of accurate stress intensity factors under linear bending stress and nonlinear residual stresses for 
subsurface cracks; (c) integration of the fatigue crack propagation life; (d) determination of the final 
critical subsurface crack sizes; and (e) discriminating experimental verification of subsurface fatigue 
crack growth behavior of SAE 1045 induction-hardened shafts. 

Materials/Specimens 

The material used in this study is SAE 1045 steel and was provided by the SAEFDE committee. 
This is a medium carbon steel and is widely used in the ground vehicle industry for round bars of  
many sizes, which in many cases experience bending loads. The composition of the SAE 1045 steel 
includes as few as two primary elements, iron and 0.46% of carbon. The normalized 1045 material 
provided by the SAEFDE committee was formed by hot rolling bar stock to a diameter of approxi- 
mately 63.5 mm. The normalizing temperature was 900~ followed by air-cooling. The microstruc- 
ture of the normalized 1045 steel consisted of 80% lamellar pearlite in a 20% ferrite matrix. 

The round shaft specimens used in this research have a diameter of 35 mm and a nominal induc- 
tion-hardened case depth of 6 mm. As shown in Fig. 2, fiats (machined prior to the induction-hard- 
ening process) at the ends of the shafts were added to facilitate the test setup and to eliminate point 
loads that would occur between the specimen and support rollers if no fiats were present. The fiats 
were not modeled in the analyses, nor was this required since the fiats decrease the specimen volume 
by less than 0.1% and since the material was removed in areas remote from the critical region, Sec- 
tion A-A. The specimens were first machined from the hot-rolled bar stock to a diameter of approx- 
imately 35 mm and a length of  390 mm, and then the fiats were machined. Then, the machined 1045 
steel specimens were induction hardened. After induction hardening, the specimens were tempered 
at 180~ for 1 h, which gave a nominal Rockwell C hardness of 55 to 60 in the case. The specimens 
were oil polished after the induction heat treatment to remove the surface roughness and microcracks 
caused by the hardening process. 
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FIG. 2--Dimensions and specifications of the specimens. 

Figure 3 shows a typical hardness profile that presents the hardness distribution versus normalized 
radial distance of an induction-hardened shaft specimen. Three areas are defined in this figure for the 
cross section of the induction-hardened shaft, as normalized core, transition zone, and hardened case. 
Table 1 presents the corresponding monotonic, cyclic, and low-cycle fatigue properties for the SAE 
1045 normalized material (exists as core in an induction-hardened shaft), four levels of through-hard- 
ened material, Rc = 29, 36, 44 (exists as the transition zone in a induction-hardened shaft) and Rc = 
55 (exists as the hardest case in the induction-hardened components) [4]. 

The exact pattern of the residual stress distribution depends on the size of the component, the heat- 
treating temperatures employed, the depth of hardening, and the type of quench and tempering. In 
fact, no prototype residual stress distribution exists. For the convenience of analysis, the actual resid- 
ual stress distribution of a particular component was usually obtained from a component of measured 
residual stresses with similar size and hardness. The typical residual stress distribution [5-7] of SAE 
1045 induction-hardened shaft specimens is given in Fig. 4. 
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FIG. 3--Hardness profile of an SAE 1045 induction-hardened shaft specimen. 
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FIG. 4--Typical residual stress distribution of SAE 1045 induction-hardened shaft specimens. 

Analyt ical  Life Predict ion Procedures  

Crack Initiation 

The fatigue process is commonly generalized as consisting of a "crack initiation (formation or nu- 
cleation)" stage followed by a "crack propagation" stage. A major concern in both experimental and 
modeling aspects of fatigue is the definition of "crack initiation." The reason for this concern is due 
to the fact that fatigue crack propagation is usually analyzed using fracture mechanics with the as- 
sumption that cracks already exist in the components. So, the following questions are raised. Under 
what loading conditions will a subsurface crack initiate, where exactly will the subsurface crack ini- 
tiate, what is the subsurface crack initiation life, and most importantly, what is the size of the initial 
subsurface crack at the beginning of crack propagation. 

Three conclusions were obtained from the literature review [8-10] on subsurface crack initiation 
studies of hardened shaft specimens: (1) cracks tended to initiate in the subsurface for the surface- 
hardened components in long-life "high-cycle-fatigue" situations; (2) a surface-hardened component 
with subsurface crack initiation would have longer fatigue life than with surface crack initiation; and 
(3) subsurface cracks initiate at the core and case interface. These conclusions qualitatively interpret 
the subsurface fatigue failure in a surface-hardened component, but do not quantitatively answer the 
specific questions that need to be solved in this research for the fatigue crack propagation study. 

Assumptions~The local strain-life approach was used to predict fatigue initiation life of induction- 
hardened shafts in this research. The shafts were considered as having radial hardness layers with 
each layer having unique cyclic stress-strain and low-cycle fatigue properties, as given in Table 1. 
The procedure incorporated the effects of residual stresses to analyze and determine fatigue initiation 
life and damage. 

The basic assumption of the analysis procedure in this research is that if the stress-strain history at 
the subsurface crack initiation site of an induction-hardened shaft and that applied to a smooth labo- 
ratory specimen under uniaxial tension load are the same, then the fatigue life of the smooth labora- 
tory specimen will be equal to the fatigue crack initiation life at the subsurface initiation site (illus- 
trated in Fig. 5). This assumption may somewhat underestimate the initiation life of a subsurface 
crack at the core and case interface because of different boundary conditions between the smooth 
specimen and the subsurface initiation site. 
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TABLE 1--Monotonic and cyclic properties of SAE 1045 steel a 

Property Core Transition Zone Case 

Hardness Rc = 11 Rc = 29 Rc = 36 Rc = 44 Rc = 55 
Converted Brinell hardness 192 277 336 410 563 
ASTM grain size 9 7.5 7.5 7 8 
Elastic modulus, E (GPa) 207 206 209 205 204 
Ultimate tensile strength, S. (MPa) 718 942 1323 1516 2297 
Yield strength, Sy0.2% (MPa) 424 619 787 865 1636 
Fatigue (limit) strength, ~rf (MPa) 250 400 560 600 860 
Cyclic yield strength, O-y' (MPa) 390 510 755 865 1724 
Fatigue strength coefficient, o-f' (MPa) 1439 2978 3902 4593 5786 
Fatigue strength exponent, b - 0 . 1 3  - 0 . 1 6  - 0 . 1 6  - 0 . 1 7  - 0 .  l 5 

Fatigue ductility coefficient, Ef' 0.54 0.70 0.56 0.38 1.57 
Fatigue ductility exponent, c -0.53 -0.58 -0.60 -0.59 -0.99 
Cyclic strength coefficient, K' (MPa) 1325 1743 2051 2381 3702 
Strain hardening exponent, n" 0.203 0.189 0.163 0.172 0.100 

c, SAEFDE 1045 Data, Ref4. 

For a smooth induction-hardened round shaft specimen under an applied bending load, the com- 
plete local stress analysis shows a triaxial stress state because residual stresses are triaxial. Since a lo- 
cal triaxial condition in the induction-hardened specimen exists, one might argue that a multiaxial fa- 
tigue life analysis is needed. Fortunately, however, since the subsurface crack is mostly initiated in 
the interface between the core and case, where the hoop residual stress is nearly equal to zero and the 
radial residual stress is negligible compared with the total stress in the axial direction, uniaxial fatigue 
analysis for the crack initiation study in the interface of core and case is still applicable. 

Stress Mapping--Figure 6 is an example of stress mapping for an induction-hardened shaft that un- 
dergoes constant amplitude R = 0 cyclic bending stress of o-b = 743 MPa. The stress fluctuation be- 
tween residual stress and bending cyclic stress constitutes the unique cyclic stresses at each subsur- 

I p 
Fatigue life of  the specimen, Nf,  
is equivalent to the initiation life of  the shatt N i 

o 

FIG. 5--Assumption of  local stress-strain approach to fatigue initiation life prediction based on 
smooth specimen data. 
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FIG. 6--Cyclic stress at each position fluctuating between axial residual stress and total stress for 
applied o-b = 743 MPa. 

face position of the shaft cross section, and this unique cyclic stress at each position on the specimen' s 
cross section is also shown in Fig. 6. 

From this stress mapping figure, three points were specifically examined for crack initiation based 
on the following engineering judgment: 

1. The surface of the shaft should be examined to see if the crack would initiate on the surface. 
Although cyclic-applied compressive stresses are not very important for crack propagation, 
they are of importance to crack initiation. 

2. Location B in Fig. 6 should be examined because it has the largest cyclic stress range. The ax- 
ial residual stress in this location nearly equals zero. 

3. Location A in Fig. 6 should be examined. Although the cyclic stress range is not as large as 
the one at Location B, it has the highest mean tensile stress. 

Morrow and Smith-Watson-Topper (SWT) mean stress correction models were used with the lo- 
cal strain-life approach to determine the initiation lives at the above three locations. 

Subsurface Crack Initiation Life and Initiation Site--The calculated crack initiation lives Ni are 
listed as follows: 

1. Surface N~ = 3.9 • 107 cycles (Morrow) 
N / =  3.0 X 101~ cycles (SWT) 

2. Location A at Normalized radius, 2r/D = 0.6 
Ni = 6.6 X l0 s cycles (Morrow) 
N / =  7.6 X 104 cycles (SWT) 

3. Location B at Normalized radius, 2r/D = 0.7 
Ni = 4.6 X 105 cycles (Morrow) 
Ni = 8.9 X 104 cycles (SWT) 

The initiated crack will first form on the point where the fatigue life calculation shows the lowest 
number of cycles. Therefore, from the above example, (1) a crack will not initiate on the surface of 
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the induction-hardened shaft under the applied bending load of O'b = 743 MPa at R = 0; (2) a crack 
will initiate at Location B by using Morrow's approach, and the initiation life is 4.6 • 105 cycles; (3) 
a crack will initiate at Location A by using SWT's  approach, and initiation life is 7.6 • 104 cycles. 

Estimation oflnitiated Crack Sizes--A major concern in both experimental and modeling aspects 
of fatigue is the definition of "crack formation" because of the fact that fatigue crack propagation is 
analyzed using fracture mechanics with the assumption that cracks already exist in the components. 
For an induction-hardened shaft used in the ground vehicle industry, there is no regular nondestruc- 
tive crack inspection for subsurface cracks. The safe and effective usage of induction-hardened shafts 
can depend upon the relatively accurate analytical fatigue propagation life prediction, which will 
strongly rely on the initiation size investigation. 

Two criteria were considered to determine the initiation crack sizes for SAE 1045 induction-hard- 
ened shafts, such as intrinsic crack size of the material at the fatigue crack initiation site and ASTM 
LCF smooth laboratory specimen size. 

If considering crack initiation and propagation as two connected phases in one process under the 
lowest critical stress such as fatigue limit stress range Ao-f, there is a transition point where the crack 
goes from A~rf control to AKth control. Kitagawa and Takahashi defined the crack size at such a tran- 
sition point as the intrinsic crack size [11]. Therefore, the following relation can determine the in- 
trinsic crack size: 

where 

= z { aK, h )2 
aintrinsic "11" ~ • (1) 

F = the dimensionless stress intensity correction factor. 

For a subsurface elliptical crack in an induction-hardened shaft, F (will be described in the next sec- 
tion) is a function of specimen and crack geometry a/D, a/b, t/D, and 05 (a, b, t, 05, and D are defined 
in Fig. 7). The threshold stress intensity factor, AKth, for SAE 1045 core material at R = 0 was de- 
termined by Werner and Stephens [12]. Fatigue limit o-f for SAE 1045 core material given in Table 
1 was obtained at R = - 1. The Goodman relation of correcting the mean stress effect was used to de- 
termine the fatigue limit o-f for other R ratios. 

For SAE 1045 induction-hardened shafts with a diameter of 35 mm, the calculated intrinsic crack 
size for a subsurface elliptical crack under bending load at R = 0 is 

1 {AKth)2= 3 ~ (  4.8 )2 
aintfinsic = ~ ~ ~ f F ~  530 • 0.4925 (2) 

= 0.000106 m ~ 0.1 mm (forD = 35 mm shaft) 

This result was calculated based on the assumption that the crack aspect ratio is a/b = 0.8. Stress in- 
tensity factor at 05 = 90 ~ was chosen for the representative stress intensity factor of the subsurface 
crack. For terms and calculation details of intrinsic crack size, refer to Ref 13. 

It can be seen from Eqs 1 and 2 that the intrinsic crack size of SAE 1045 core material is indepen- 
dent of different applied loading levels, but depends on size of the shaft through the dimensionless 
stress intensity factor, F. 0.1 mm was set as the low boundary of the estimated initiation crack sizes 
for induction-hardened shafts with a subsurface elliptical crack at a normalized radius of 0.7. 

It is also reasonable to assume that the initiated subsurface crack size in the induction-hardened 
shaft is equal to the final crack size (before breaking into two pieces) of the ASTM standard labora- 
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FIG. 7--Definition of  an elliptical subsurface crack in a round shaft. 

tory e-N specimen. The diameter of 6 to 8-mm smooth laboratory specimens are used for the deter- 
mination of the e-N curve. Often, 80 to 95% of the specimen lives are spent to create a crack size of 
0.5 to 1 mm deep. Knowing that crack initiation size is smaller than the crack size, and for the pur- 
pose of finding the smallest crack size as the high boundary of crack initiation size, 0.5 mm was set 
for the high boundary of the estimated crack sizes for induction-hardened shafts. 

From the above two methods, therefore, the initiation crack sizes ai for SAE 1045 induction-hard- 
ened shafts with a diameter of 35 mm, the calculated intrinsic crack sizes for a subsurface elliptical 
crack (located at 2r/D = 0.7) under bending load at R = 0 can be assumed to be within the range of 

aintrinsi c (=0.1)  < ai < 0 .5  m m  (3) 

Crack Propagation 

Stress Intensity Factor Solutions of  Elliptical Subsurface Cracks The subsurface crack geometry 
considered, and as shown in Fig. 7, is defined by the main axes of the ellipse, 2a and 2b. The crack cen- 
ter is situated at a distance t from the closest boundary in the minor axis direction. A parametric angle, 
05, was defined to present the different positions along the crack front. Points A, B, and C in Fig. 7 are 
the characteristic positions of the subsurface ellipse, with 05c = - 9 0  ~ 058 = 0 ~ and d~a = 90 ~ It was 
assumed that the elliptical subsurface crack in the induction-hardened shaft was fully open under the 
bending load, so the superposition technique was used to determine the total stress intensity factors. 

The basic equation of stress intensity factor KI for the subsurface elliptical crack under bending 
load is defined as Eq 4, and FI is a function of a/D, a/b, t/D, and 05. 

KI = o-bF~ ~ (4) 

Numerical calculations were made for a wide range of all available geometric parameters that in- 
fluence the location and shape of the elliptical crack using K-solver software [14-16]. For that pur- 
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pose, Mode I stress intensity factor solutions for the subsurface elliptical crack were calculated using 
K-solver at various points along the crack front for crack depth a/D ratio from 0.005 up to 0.15, crack 
location t/D ratios of 0.15 and 0.2 (the subsurface crack will be initiated at this position for the com- 
ponents studied in this research). These stress intensity factors for subsurface elliptical cracks under 
bending load have been compared with Chen, Nisitani, and Mori 's solutions [17], who used a body 
force method at the limited crack depth of a/D <-- 0.08 and limited crack front of Points A and C. The 
differences are less than ---0.5%. For a/D > 0.08, however, there are no available solutions for com- 
parison. A selection of stress intensity factor results were plotted and given in Fig. 8 and Fig. 9 under 
a bending load. 

Stress intensity factors for residual stresses in the induction-hardened round shaft with an ellipti- 
cal subsurface crack, see Fig. 7, were also calculated using the K-solver software [14-16]. Nonlinear 
distributed axial residual stresses, as given in Fig. 4, were expressed up to three order double-power 
series under the Cartesian coordinate system in the K-solver software. The Taylor two-dimensional 
expansion technique was used to transform the residual stress from the polar coordinate system to the 
Cartesian coordinate system at the center of the ellipse (x~ = 0, x2 = 0). The calculated Mode I resid- 
ual stress intensity factors expressed as S (MPa) = gre s [ ~  along the crack front were obtained for 
various combinations of elliptical crack ratios. A selection of these results were plotted and given in 
Fig. 10 and Fig. I1. They are plotted against the crack front from r = - 9 0  ~ to 0 ~ to 90 ~ as C to B 
to A in Fig. 7. There are no available residual stress intensity factor solutions for the elliptical sub- 
surface crack in the round shaft from the literature; therefore, the comparison of the results from K- 
solver with the others can not be done. 

It was assumed that the elliptical subsurface crack in the induction-hardened shaft was fully open 
under the bending load, so the superposition technique was used to determine the total stress inten- 
sity factors calculated based on the linear elastic fracture mechanics. 

I'~ 0.85 

? ?  + 

t ~  - , x r  ~ ~ ' ~ I K  ~ - - ~  " ~  - ~ ' o "  - -  - . . , o -  - - - , 0 .  - - . . . ~  - - - 

0.25 
-90 -60 -30 0 30 60 90 

Parametric Angle, r ~ 

FIG. 8--Dimensionless stress intensity factor (FI) of  an elliptical subsurface crack as a function 
of  the parametric angle (r for  different crack sizes with a/b = O. 9, and t /D  = O. 15 and O. 2 (round 
shaft under bending load). 
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F I G .  9--Dimensionless stress intensity factor (F I )  of an elliptical subsurface crack as a function 
of  the parametric angle (oh) for  different aspect ratios with a/D = 0.025, and t /D = O. 15 and 0.2 
(round shaft under bending load). 
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F I G .  l O--Mode I residual stress intensity factor (expressed as St)  of an elliptical subsurface crack 
as a function of  the parametric angle (oh)for different crack sizes with a/b = 0.9, and t /D = 0.15 
and 0.2. 

Copyright by ASTM Int'l (all rights reserved); Tue Dec 15 13:13:15 EST 2015
Downloaded/printed by
University of Washington (University of Washington) pursuant to License Agreement. No further reproductions authorized.



250 FATIGUE AND FRACTURE MECHANICS: 30TH SYMPOSIUM 

200 . . . .  . . . . .  , . . . .  , . . . .  , . . . .  , . . . .  

100 

l I . 

8 
-100 . , /~ . / , , aw 7 " a/b = 0.6, a/D = 0.025 

j ~ " ~ " / t Y "  " a/b = 0.8, a/D = 0.025 
�9 = 0 . 0 2 5  

----o- 

-200 _ ~ . - " ~ J " ~ / "  -----o-- a/b = 0.6, a,'D = 0.1 
~ ~. a/b = 0.8, a/D = 0.1 

/~ ~ a/b = 0.9, a/D = 0.1 r ~  

-300 . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
-90 -60 -30 0 30 60 90 

Parametric Angle, ~ o 

FIG. 11--Mode I residual stress intensity factor (expressed as SI) of an elliptical subsurface crack 
as a function of  the parametric angle (~b) for  different aspect ratios with t /D  = 0.15, and a/D = 
0.025 and O. 1. 

Fatigue Crack Growth Rates of SAE 1045 Steel in the Induction-Hardened Specimens--The fa- 
tigue crack growth rates of the SAE 1045 through hardened material (Rockwell C = 56) that existed 
as the case in the induction-hardened shafts were obtained in this research [13] and are given in Fig. 
12 for R = 0.05 and 0.5. The fatigue crack growth properties of SAE 1045 normalized material that 
existed as the core in the induction-hardened shafts were available from the study by Werner and 
Stephens [12] and are listed in Table 2. 

1 0  - 3  . . . . . . .  , . . . . . . . .  

10"4 n#** ~I* 

10 -5 . ~ -  .,,, 

" ~  ] 0 - 6  

10 -7 = 0.05 

10 -8 

1 0  - 9  ~ , -  _ ~  

1010 r '  . . . . . . . . . . . . . . .  

10 100 
AK, MPa4"~ 

FIG. 12----da/dN-AK for  SAE 1045 through hardened material (Rockwell C = 56)for R = 0.5 and 
R =0.05. 
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TABLE 2--Threshold stress intensity values and Region H fatigue crack growth for SAE 1045 normalized 
steel. 

R = 0.05 R = 0.5 

AKth (MPa ~/~)  = 3.5 AK, h (MPaN/~) = 2.4 

da/dN Range, AK Range, Paris Equation Paris Equation 
R ratio m/cycle MPaN/~ Coefficient Exponent 

R = 0.05 10 - 9 -  10 _6 9-40 8.2 X 10 -13 3.5 
R = 0.5 l0 9_ 10-6 6--40 6.4 X 10 -12 3 

Material fatigue and fracture properties are usually studied on standard specimens with through- 
the-thickness cracks for which the stress state is characterized by a single fracture mechanics param- 
eter, stress intensity factor. For a standard specimen under cyclic loading with a constant stress ratio, 
there is usually a one to one relationship between the stress intensity factor range (AK) and the fa- 
tigue crack growth rate (daMN). In two-dimensional surface or subsurface crack growth analyses, 
such as semi-elliptical surface cracks or elliptical subsurface cracks, where the stress intensity factor 
varies along the crack front, different approaches are used to establish the da/dN and AK relation. 

Analytical Model of Subsurface Fatigue Crack Growth-~The detailed mechanism of the residual 
stress effect on fatigue crack growth in induction-hardened shafts is very complicated. As a conse- 
quence, to model the fatigue crack growth in the induction-hardened round shaft, assumptions were 
made in order to simplify the problem. The basic assumption was that the crack propagation occurred 
due to the combined action of residual stresses and applied bending stress. The most important as- 
sumption was that, for the induction-hardened shaft under bending, Mode I crack growth caused by 
the opening mode stresses in the axial direction tended to dominate the crack growth. The crack 
growth was calculated by assuming that each local point along the crack front grew independently by 
obeying the local material fatigue crack growth rates. The local effective stress intensity factor ranges 
were calculated at each applied loading level to predict the local crack growth pattern through the use 
of the SAE 1045 core and case fatigue crack growth rate properties (Table 2 and Fig. 12). The con- 
cept (called "Non-Self-Similar" growth) is shown in Fig. 13 as 

Calculate local crack growth: d a  i ~ l  i = - ~  d N  (5) 

ANcycles 

\ ~ / Initial Crack Front 

I t  =i~'aafion site 

FIG. 13--"Non-self-similar" crack growth. 
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where 

da = f(AKeyf,  R~ff)i (6) 
d N i  

A new elliptical crack front automatically advanced to the new position. This sequence was repeated 
in an iterative manner, thus modeling the progression and development of the initial elliptical sub- 
surface crack. The process was repeated incrementally, and the size and shape of the initial elliptical 
crack was changed as a function of residual and applied bending stress intensity factors. 

Crack growth was assumed to take place only for the positive part of the range of the stress inten- 
sity factor, as 

1. If (Kres, i + Kmin,i) > 0 AKeff.i = AKext.i (7a) 

If (K~e~.i + Kmin,i) < 0 

2. AKeff.i = Kres, i + Km.. . i  (7b) 

and ( K ~ . i  + Kmax,i) > 0 

3. If (Kre~,i + Kma,,.i) < 0 AKeff,~ = 0 (7c) 

Because Mode I is operative under the bending load, the crack grew at Points A, B, and C during 
AN cycles by an increment AaA, AaB, and A a c  in the directions orthogonal to the starting elliptical 
crack contour. The new crack contour was again approximated by an ellipse with the Vertices A, B, 
and C points, the axes of the new ellipse crack and location are: 

a = a + (Aaa + A a c ) / 2  (8a) 

b = b + AaB (8b) 

t = t + ( A a c  - Aaa) /2  (8c) 

The crack growth calculations at any point on the elliptical crack front were based on the stress in- 
tensity factors calculated, at a total of n = 9 points equally spaced with A~b = 22.5 ~ 

The current algorithm for computing subsurface crack propagation life and patterns for an induc- 
tion-hardened shaft under the bending load was based on the above propagation model and the fol- 
lowing failure criteria: 

1. Th e  Km~x + gres is greater than the fracture toughness KQ value 59 MPa~/-m for core material 
or the fracture toughness Kic value 38 MPaX/m for case material [18]. 

2. The AKeyy is greater than 40 M P a X / ~  for core material because the available fatigue crack 
growth rates of core material are for Region I and Region II only (Table 2). 

3. The crack has grown so near the surface that a penetration of the crack through the surface may 
be realistic. In this case, the distance between the boundary of the crack and the boundary of the 
free surface is less than 2 mm. 

The critical size of the crack was then determined from the occurrence of either of the three cases. 
Excerpts from the analytical calculation output of  the given initiated subsurface crack growth anal- 

yses are presented in Table 3. Five calculation steps were used. Information shown in this table are 
nine rows of data for each propagation step, which represent the data for each point on the crack front 
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TABLE 3--Sample output of predicted subsurface crack growth of SAE 1045 induction hardened shafts 
D = 35 mm. 

starting subsurface  el l ipt ical  crack  and loading  condition: 
t = 6.55 sam, a 0 = 0.1 nasa, b 0 = 0 .125  m m  

Ob = 743 M P a  Appl i ed  stress ratio R = -1 

Kbending 

Degrees  M P a ~  

KI.I~ 

MPaq'~ 
Effective 

Reff 

Kmax+Kres 

MP~x~ 
After N = 510 000 cycles 

Predicted 

Cn'ow~ A(mm) 

Accumulated 
Crack Size 

(mm) 

-90 5.0 
-67.5 4.9 
-45 4.7 

-22,5 4.5 
0 4.4 

22.5 4.5 
45 4.7 

67.5 4.9 
90 4.9 

0.5 
0.5 
0.5 
0.5 
0.5 

0.5 
0.5 
0.5 
0.5 

-0.8 
-0.8 
-0.8 
-0.8 
-0.8 
-0.8 
-0.8 
-0.8 
-0.8 

5.5 
5.4 
5.2 
5.0 
4.9 
5,0 
5.2 
5.4 
5.4 

0.34 
0.32 
0.29 
0.25 
0.24 

0.25 
0.29 
0,32 
0.33 

0.44 
0.42 
0.40 
0.37 
0.36 

0.37 
0.39 
0.42 
0.44 

After N = 535 000 cycles 
-90 
-67.5 
-45 
-22.5 

0 
22.5 
45 
67.5 
90 

11.3 
11.5 
11.9 
12.1 
13.4 
13.2 
12.6 
11.9 
11.2 

0.4 
0.4 
0.5 
0.7 
0.9 
1.0 
1.1 
1.1 
1.2 

-0.9 11.7 
-0.9 12.0 
-0.9 12.4 
-0.9 12.8 
-0.9 14.2 
-0.9 14.2 
-0.8 13.7 
-0.8 13.0 
�9 .0.8 12.4 

After N = 545 000 cycles 

0.II 0.55 
0.12 0.50 
0.13 0.50 
0.15 0.51 
0.21 0.59 
0.21 0.59 
0.18 0.57 
0.16 0.59 
0.13 0.51 

-90 16.2 
�9 -67.5 16.1 
-45 15.9 
-22.5 15.6 
0 15.3 

22.5 15.2 

45 15.1 
67.5 15.2 
90 15.2 

-0.9 
-0.8 
-0.5 
0.0 
0.5 
1.0 

1.5 
1.7 
1.8 

After N 

-I.I 15.3 
-I.I 15.3 
-I.I 15.4 

-I.0 15.5 
-0.9 15.8 
-0.9 16.2 

-0.8 16.6 
-0.8 16.9 
-0,8 17.0 

= 550 000 cycles 

0.19 0.90 
0.19 0.76 
0.19 0.77 
0.20 0.78 
0.21 0.78 
0.22 0.80 

0.24 0.81 
0.26 0.79 
0.26 0.84 

-90 18.0 
-67.5 18.0 
-45 18.0 

-22.5 18.0 
0 17.8 

22,5 17.5 
45 17.2 

67.5 16.9 
90 16.8 

-0.6 
-0.5 
-0.1 
0.4 
1.1 

1.7 
2.2 
2.6 
2.7 

-I.I 17.4 
-I.I 17.6 
-I.0 17.9 
-L0 18.4 
-0.9 18.9 
-0.8 19.2 

-0.8 19.4 
-0.7 19.4 
-0.7 19.4 

After N = 557 000 cycles 

0.25 1.12 
0.25 1.15 
0.27 1.17 
0.29 1.19 
0.31 1.20 
0.32 1.21 
0.33 1.22 
0.33 1.20 
0.33 1.22 

-90 23.4 
-67.5 23.4 
-45 23.4 
-22.5 23.4 
0 23.1 

22,5 22.7 
45 22.3 

67.5 21.9 
90 21.8 

-0.5 
-0.4 
-0,1 
0,4 
I.I 
2.4 
3.1 
3,6 
3.7 

-1.0 
-L0 
-1.0 
-1.0 
-0.9 
-0.8 
-0,8 
-0.7 
-0.7 

22.9 
23.0 
23.4 
23.7 
24.2 
25.1 
25.4 
25.5 
25.5 

1.97 
1,42 
0,73 
0.76 
0.80 
0.88 
0.90 
0.91 
0.91 

3.15 
2,61 
1.93 
1.96 
1.99 
2.07 
2,69 
2.08 
2.10 

of the ellipse, starting with Point C (~  = -90~ through B (~ = 0 ~ to A (~b = 90 ~ (refer to Fig. 7 
for the definition being used). The first column identifies the position of the crack front. The second 
column identifies the maximum positive linear elastic stress intensity factor under bending at each 
point of the crack front using K-solver. The third column presents the computed residual stress in- 
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tensity factor at each point of the crack front using K-solver. The fourth column presents the resultant 
Kmi  n -}- Kre s 

effective stress ratio R e f  f - -  K ..... ~-K--~r~s" The fifth column identifies the resultant maximum stress in- 

tensity factors by adding the maximum applied bending stress and residual stress components. By as- 
suming only the positive part of the stress intensity factor will contribute to crack growth, Column 6 
presents the calculated crack growth at each point along the crack front. Crack growth was integrated 
based on the material crack growth rates given in Table 2 and Fig. 12. Since the loading is of constant 
amplitude in this research, the integration was carried out sequentially in small steps. A crack incre- 
ment of 10% of the current crack size was taken as the step size until the next crack size was reached. 
Finally, Column 7 identifies the accumulated crack growth at each point along the crack front. 
It should be noted that the evolution of the crack shape was determined only by Points A, B, and 
C to model the next ellipse. The growth data listed for other points along the crack front were for 
references. 

The complete crack growth simulation results from the case just described are given graphically in 
Fig. 14 to show the growth pattern. It is evident from this figure that the initiated subsurface crack 
grew both toward the center of the shaft and the hardened case. The shape of the ellipse tended to be 
a circle. It was also noted that about 90% of the fatigue propagation life occurred to grow the crack 

I 

FIG. 14---Predicted fatigue crack growth of  subsurface elliptical crack in an SAE 1045 induction- 
hardened shaft o fD  = 35 mm under bending load. 
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up to a = 0.5 mm. The crack growth rate increased significantly with the increasing crack size. Af- 
ter 5.57 • 105 cycles, Point A (t h = 90 ~ becomes critical due to the resultant final Kmax d- Kres of 60 
MPa'X/m exceeded fracture toughness of the core material of K o = 59 MPa~v/m. 

It was found from the above analysis that the time from the formation of the subsurface crack to a 
t 

crack size of a = 0.5 mm could consume about 90% of the total fatigue life. The remainder of the fa- 
tigue life was the growth from a = 0.5 mm to the final fracture size of around a f  = 2 mm. 

Discriminating Fatigue Crack Growth Testing 

Testing Procedures 

Three-point bending fatigue crack growth tests were performed using a computer-controlled 100- 
kN closed-loop electrohydraulic test system with sinusoidal constant amplitude loading waveform at 
about 5-Hz frequency. All fatigue crack growth tests were conducted in load control under loading 
stress ratio of R = Pmin/Pmax = 0.05, and in laboratory air at room temperature. 

The experimental procedure consisted of the investigation of crack growth patterns under a de- 
signed loading history. For the purpose of verifying the analytical fatigue crack growth calculations 
of induction-hardened round shafts in the testing, the "beach mark technique" was used with the load- 
ing cycles in order to create underload markings during fatigue crack growth and to facilitate later 
measurement of the crack size during the fatigue crack growth. The undefload markings can be ob- 
tained by dividing the constant amplitude loading cycles at several stages using the much lower load- 
ing cycles, which will leave underloading marks from the previous test loading cycles. For this pur- 
pose the load amplitude was reduced by 15 to 30%, while applied stress ratio R was kept the same; 
depending upon the fatigue crack growth rate, the beach mark procedure used N = 3000 to 10 000 
cycles. After final fracture, the crack shape, size, and growth rate were determined based on the mea- 
surements from the fractographic and SEM studies. The resulting fatigue crack growth of this inves- 
tigation was compared to the numerical/analytical analysis for verification. 

Testing Results and Discussions 

Two specimens with a 6-mm induction-hardened depth showed subsurface crack growth beach 
marks on the fracture surface. The detailed information of these test results is given in Table 4. In- 
formation included in these tables are the depth of the crack initiation site (t), testing load range (APz), 
marking load range (APm), the total fatigue life cycles (Nt) (neglects marking load cycles), and a brief 
description of the apparent cracked surface. Fracture surface of Specimen Bar-D35-6#2 was selected 
for failure analysis and for verifying the fatigue crack growth model in this paper. 

Figure 15 presents the complete section of a fractured shaft of a specimen identified as Bar-D35- 
6#2 with a 6-ram hardening depth. This is a macroscopically flat fracture. The fracture originated at 
a subsurface location in the core region near the transition zone (induction-hardening heat effective 
area) between the core and the case. The subsurface fatigue crack resulted in the formation of a 

TABLE 4--Test results of speciments with a 6-mm induction-hardened depth. 

Loading Marking Loading 
Surface Range, Range, Fatigue Life, a 

Specimen Initiation Site Appearance AP 1 (kN) APm (kN) N, (cycles) 

Bar-D35-6#1 t = 6.25 mm One beach mark 68-72-74 52 1.55 • 106 
Bar-D35-6#2 t = 6.5 mm One beach mark 70 56 1.18 X 10 6 

Marking load cycles were not included. 
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FIG. 15--Macrofractograph of Specimen Bar-D35#6-2 (2x). 

smooth-textured, light-colored surface. No clear indication of an existing inclusion or a flaw was ev- 
ident in the center of the initiation site. A higher magnification of the fatigue surface of the same spec- 
imen is given in Fig. 16. One beach mark is visible in this figure and is labeled. 

The final fracture occurred at P = 70 KN, and the total loading cycles (excluding the beach-mark- 
ing cycles) were Ntot~ = 1.18 • 106. Figure 17 shows the detail loading history. By tracing back the 
loading history from the final fracture, it was determined that the beach mark was obtained under P 
= 56 KN for 20 000 cycles (the last beach marking load that was performed on the specimen). This 
beach mark provided two analytical verification opportunities for comparing the experimental results 
with the provided fatigue crack growth model for a subsurface crack in the SAE 1045 induction-hard- 
ened shaft specimen; one is the beach mark caused under P = 56 KN for 20 000 cycles, and the other 
is after the beach mark to the final fracture caused under P = 70 KN for 17 790 cycles. For detailed 
information of the analytical verification refer to Ref 13. 

FIG. 16--Macrofractograph of fatigue surface of the Specimen Bar-D35-6#2 (5 X). 
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FIG. 17--Loading history of Specimen Bar-D35-6#2. 

Comparison of Calculated and Experimental Fatigue Lives of SAE 1045 Induction-Hardened 
Specimens 

The calculated total fatigue lives (initiation and propagation) of SAE 1045 induction hardened 
specimens (with a 6-mm induction-hardened depth) were compared with the experimental test re- 
suits. The initiation crack sizes and sites used in the analytical calculations were measured from spec- 
imens under a microscope. Table 5 shows the comparison. SWT's approach was used to calculate the 
fatigue initiation life. Included in Table 5 are the applied bending stress (~b), measured initiation site 
(t), calculated fatigue crack initiation life (Ni), measured crack initiation size (ao), calculated fatigue 
crack growth life (Np), calculated total fatigue life (Nt), experimental total fatigue life (Art), and the 
comparison factor between calculated and experimental total fatigue life. As can be seen from the 
table, the analytical models of fatigue crack growth agree with the experimental fatigue life of in- 
duction-hardened shafts very well. A general factor of 0.6 to 0.8 was obtained in the total fatigue life 
calculations in this research compared with the experimental results. Calculations were conservative. 

It was demonstrated from the experimental verification results that the fatigue crack growth model 
developed in this study is capable of predicting fatigue crack propagation life in the SAE 1045 in- 
duction-hardened shafts under the bending loads. The total fatigue life calculations with a factor from 
0.6 to 0.8 are quite encouraging. It was also found from the above table that fatigue crack propaga- 
tion life dominated the total fatigue life for the SAE 1045 induction-hardened shaft specimens. The 
crack propagation could consume about 95% of the total fatigue life. 
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Conclusions 

An analytical procedure for the fatigue life prediction of induction-hardened shafts under the ef- 
fect of residual and applied bending stresses has been developed. It has been demonstrated that the 
fatigue crack propagation life dominated the total fatigue life for the SAE 1045 induction-hardened 
shaft because of the large surface compressive residual stresses. It is clear from the experimental ver- 
ification results that the fatigue crack growth model developed in this study is capable of predicting 
fatigue crack propagation life in the SAE 1045 induction-hardened shafts under the bending loads. 
The total fatigue life calculations with a factor from 0.6 to 0.8 are quite encouraging. 
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Richard W. Hertzberg 1 

Estimation Procedure for Determination of 
Fatigue Crack Propagation in Metal Alloys 

REFERENCE: Hertzberg, R. W., "Estimation Procedure for Determination of Fatigue Crack 
Propagation in Metal Alloys," Fatigue and Fracture Mechanics: 30th Volume, ASTM STP 1360, P. C. 
Paris and K. L. Jerina, Eds., American Society for Testing and Materials, West Conshohocken, PA, 
2000, pp. 261-277. 

ABSTRACT: Estimation of closure-corrected fatigue crack propagation (FCP) data in monolithic 
metal alloys was reported recently by the author, using a simple computational method. The quantity 
E"~b, where E = the modulus of elasticity, and b, the dislocation Burgers vector, is used to define a 
stress intensity factor, corresponding to an FCP rate of b/cyc. The remainder of the FCP curve at higher 
FCP rates (where da/dN > b) is found to follow a relation of the form: da/dN = (AK/E)3(1/N/b ). Good 
agreement is found between computed FCP data and recently reported experimental test results for var- 
ious aluminum, titanium, and steel alloys. Such computations allow for a rapid and inexpensive way to 
estimate the FCP response of metals under both long and short crack growth conditions. 

KEYWORDS: fatigue crack propagation, crack closure, fatigue calculations, KCax test methods 

For the past 40 years, the use of fracture mechanics concepts in the design of structural components 
has led to their improved safety and reliability. Of particular note, the dynamics of fatigue crack prop- 
agation (FCP) were greatly clarified by Paris et al. [1], who demonstrated a strong relation between 
FCP rates and the prevailing stress intensity factor range at the advancing crack tip, wherein 

d a / d N  = A A K  m (1) 

where 

da /dN  = crack growth increment/ loading cycle, 
2xK = stress intensity factor range (Km,x - g m i n ) ,  and 

A,m  = f (material, test, and environmental variables). 

Various investigators determined that the fatigue response of different metallic alloy groups varied 
greatly from one another (e.g., aluminum versus steel versus titanium alloys) and that major differ- 
ences in FCP behavior could exist within a particular metal group. Regarding the role of material vari- 
ables, investigators determined that the fatigue resistance of metal alloys was dependent on both mi- 
crostructure-sensitive and microstructure-insensitive properties. Regarding the latter, early success in 
reconciling substantial differences in FCP behavior between different classes of metals (e.g., alu- 
minum, titanium, and ferrous alloys) involved the normalization of AK values for each alloy by the 
material 's respective modulus of elasticity (E) [2]. In parallel fashion, Bates and Clark [3] determined 
that fatigue striation spacings, found on the fracture surfaces and relating to the incremental advance 

1 New Jersey Zinc professor of Materials Science and Engineering, Department of Materials Science and En- 
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Copyright* 2000 by ASTM International 

263 

www.astm.org 

Copyright by ASTM Int'l (all rights reserved); Tue Dec 15 13:13:15 EST 2015
Downloaded/printed by
University of Washington (University of Washington) pursuant to License Agreement. No further reproductions authorized.
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of the crack with each loading cycle, also could be normalized by E with a relation of the form 

striation spacing ~ 6 ( - ~ )  2 (2) 

Equation 2 has proven useful in post-failure analyses of structural failures as well as in the under- 
standing of fundamental material behavior. 

Reconciling the FCP response of a particular metallic system in terms of microstructure-sensitive 
material properties and/or deformation characteristics has proven to be a more challenging task. For 
example, large differences in FCP rates for a given alloy system have been reported to depend on 
grain size; the size, chemistry, and distribution of second phase microconstituents, and changes in slip 
character [4]. Based on concepts proposed by Elber [5,6], the influences of these material variables 
on FCP response often have been reconciled by the extent of crack closure at the advancing crack tip. 
Regarding the latter, it has been shown that the crack may be partially closed during the loading cy- 
cle, even though the mean stress is greater than zero. Crack closure has been attributed to crack sur- 
face interference in association with residual tensile displacements from the plastic deformation pro- 
cess, oxide layer interference, and/or interference between mating fracture asperities [7]. Elber 
demonstrated that crack closure measurements may be used to define an effective crack tip stress in- 
tensity factor range, AK4f (where AKeff = Kmaximum - Kopen), that characterizes the intrinsic fatigue 
crack growth response of a given alloy. Indeed, improved correlations in FCP data were found in nu- 
merous alloy systems when FCP data were compared, based on closure-corrected AKeffvalues rather 
than on  Agap p values [4]. 

Accelerated Experimental Test Methods 

To date, uncertainties persist regarding the determination of the most correct method needed to de- 
termine AKeff. These difficulties involve the precision of crack closure measurements, the identifica- 
tion of the relevant data for the determination of the closure event, and the proper definition of clo- 
sure itself [8]. Work is continuing to resolve these experimental and analytical difficulties. For 
example, Donald and others [9,10] suggest that AKefymay be determined in terms of certain load- 
strain compliance ratios without the need to define a specific Kop value. Alternatively, this author and 
co-workers [11] have determined that a convenient approximation of closure-free FCP data can be 
obtained when tests are conducted under constant Kmax conditions. This so-called K~a~x test proce- 
dure leads to increasing load ratios (i.e., R values) which, in turn, result in decreased levels of crack 
closure. Accordingly, the K~ax test rapidly generates a closure-free test environment as the crack 
lengthens, wherein AKap p rapidly approaches AKeyf. As such, this test procedure provides for a rapid 
and convenient method by which AKeff data may be generated. For example, estimates of AKeff data 
can be generated in half a day's testing time as compared with Several days of testing time needed for 
more conventional constant-R ratio test procedures; also, the difficulties of obtaining reliable crack 
closure data are eliminated. It should be noted that some uncertainties remain as to the most appro- 
priate value of Km~x to use in the K~max test method, but both experimental and analytical progress is 
being made in this regard [9,10,12]. 

KCax testing procedures also provide a rapid and inexpensive method by which an upper bound es- 
timate of short crack growth rate behavior may be identified [13,14]. Several examples of the use of 
K~ax testing for the estimation of short crack behavior has been reported by the author (e.g., see Fig. 
1). Meaningful AKeff data can be generated in even less time through use of a step-down procedure 
[15]. Here, a small block of FCP data is generated at a high AK level and then gmin is raised abruptly 
to produce a sharply lower level of AKeff (Fig .  2a). Since Kmax remains the same, no overload inter- 
action effect is experienced such that additional FCP data may be generated at a much lower AKlevel. 
As such, a few such blocks of data under KC~ test conditions provide the investigator within a very 
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FIG. 1--FCP data reveals that K~.~ data provide upper bound agreement with short crack results 
in 1020 steel [14]. 

short period of time an outline of the material's closure-free FCP response (Fig. 2b). In a closely re- 
lated manner, such KCax testing blocks introduce clearly defined marker bands on the fracture sur- 
face, while at the same time not interfering with the dynamics of the fatigue crack propagation pro- 
cess (Fig. 2c) [15,16]. 

C o m p u t a t i o n a l  M e t h o d s  

Proceeding further, the author [17,18 ] previously reported a simple computational method to esti- 
mate certain closure-corrected FCP data using only two fundamental microstructure-insensitive ma- 
terial constants--Young's modulus, E, and the dislocation Burgers vector, b. For the case of closure- 
corrected data, it was found that when AK+h values for several alloy systems (determined by ASTM 
Standard Test Method for Measurement of Fatigue Crack Growth Rates (E 647-95a) test procedures 
and corresponding to a growth rate of 10 -1~ m/cycle) were normalized by the respective material's 
modulus of elasticity, values of (AKth/E) 2 (units of m) were found to be comparable to the magni- 
tude of the respective material' s Burgers vector, b (see Ref 17, Table 1). Accordingly, this author sug- 
gested the existence of a closely related AK level near AK, h, AKb, where the macroscopic fatigue 
crack growth rate was equal to the size of the material's Burgers vector. (For the case of most com- 
mercial metallic alloys, b has numerical values in the range of 2.5 - 3+0 • 10-a~ Therefore, 
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FIG. 2--Influence of block loading on FCP response and fracture surface appearance in Astroloy 
nickel-base alloy [15]: (a) Block loading profile. Note that Kmax remains constant; (b) agreement be- 
tween FCP results based on continuous and block loading test conditions; (c) macroscopic fracture 
surface appearance revealing distinct marker bands corresponding to discrete load blocks (unstable 
fracture at left). Note dark fracture surface appearance in conjunction with both low and high AK 
loading conditions. 
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where 

AKb = A K  level near threshold where da/dN = b 

E = modulus of elasticity 
b = Burgers vector 

It follows from Eq 3 that a data point on the d a / d N - A K  plot (Point A) possesses coordinates of da/dN 

= b and AKb = EX/b, respectively (Fig. 3). This datum defines the point above which crack growth 
is continuous and equal to nb (where n >- 1) and below which crack growth is discontinuous (where 
n < 1). In the latter instance, at any particular location along the crack front, growth does not occur 
with every loading cycle. 

Further analysis of K~,ax-generated closure-corrected FCP data reveals a third power crack growth 
rate dependence on AK with the form 

da/dN = b (AK[AKb)  m = b (AK/AKb)  3 (4) 

When Eqs 3 and 4 are combined, it follows that 

da/dN = b (AK/E~k /b )  3 = (AK/E)3(1/N/ /b)  (5) 

Equation 5 can then be used to estimate the da /dN-AK plot for closure-corrected FCP data for crack 
growth rates --> b/cycle. Several examples of experimental and computed data for several alloys are 
shown in Fig. 3. 

Note the agreement between the essentially closure-free K',~I,,, experimental test results and the 
computed data (see Line A-B), where Point B corresponds to 10 AKb. It is also encouraging to note 
that Eq 5 serves as an upper bound estimate for short crack behavior and agrees well with K,~nax test 
results. For example, Fig. 1 is replotted along with computed data and shown in Fig. 3c. 

In a recent publication, McClintock [19] examined a different group of data and arrived at a similar 

relation, with AKb being empirically approximated by ~ and the growth rate relation given as 

da /dN  = b ( A K  / E N / ~  ) 35 (6) 

Minor differences are found when Eqs 5 and 6 are compared; McClintock's relation contains an ad- 
ditional factor of N/2  in the determination of AKb and the estimation of the power dependence (m) is 
3.5 versus 3 in the present study. These discrepancies may be related to the fact that much of Mc- 
Clintock's database pertained to  AKapp information, whereas AKdf  data were used in earlier publica- 
tions by this author. Since AK~#.data are believed to be a better reflection of a material's intrinsicifa- 
tigue response, their use in fundamental calculations is believed to be more meaningful. Nonetheless, 
these differences are considered to be minor, especially when compared with the fact that the two re- 
lations are of the same form and both offer a simple means by which experimental fatigue crack prop- 
agation data may be estimated. 

Equations 5 and 6 provide a means by which fatigue crack propagation data near AKin and above 
may be estimated prior to experimental verification. Many instances can be envisioned where FCP 
information is unavailable for needed design purposes, such as in estimation of sh0rt crack behavior 
in an alloy for which only long crack data exist and in material selection where FCP data are simply 
not available. To illustrate, it was the author's intent to estimate the fatigue response of a Cu-Be al- 
loy prior to conducting experimental verification of the material's FCP behavior. Curve A-B, shown 
in Fig. 3d, represents data computed based on Eq 5. Excellent agreement is found between experi- 
mentally determined AK~#test results, based on K ~ x  test methods, and the computed data. In this in- 
stance, the average value of "m" was found to be 3.0, as predicted from Eq 5. 
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Additional Computational Results 

To further verify the utility of Eq 5 in the computation of closure-free FCP data, this author iden- 
tified additional AKeff data from the recent literature for comparison [9,10,12,16,20-25]. Several ex- 
amples of experimental versus computed test data are shown in Figs. 4 and 5 where the computed data 
are noted by a solid line A-B, corresponding to a range of AK values between AKb and 10 AKb, ex- 
cept where noted. Two examples for the case of 7075-T6 and AF42 cast aluminum alloys are shown 
in Figs. 4a and 4b. Due to the limited range of experimental data for the 7075-T6 alloy and the asso- 
ciated truncated plot, the computed data are shown between AK values of 4 and 20 MPa~,/-m. The 
agreement is excellent at AK values of approximately 6 MPaN/~  and above. For the case of the AF42 
cast alloy, agreement is reasonably good when computed values are compared with experimental 
data, based on K~ax test methods as compared with R = 0.1 data. This is to be expected since, as dis- 
cussed above, the K ~ x  data closely mirror AK~ff results. 

Excellent agreement between experimental and computed data is shown in Figs. 4c and 4d for two 
closely related titanium alloys. The data shown in Fig. 4d are based on AKapp test results. It should be 
noted, however, that since Albertson et al. [22 ] reported essentially no crack closure in their tests, the 
AKapp data are essentially equal to AKefftest results. Also note that in Fig. 4d the computed line is 
truncated at AK = 15 MPaX/m since the value of 10 AKb (i.e., 20 MPaN/-m) extends well beyond the 
axes of the original plot. 
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FIG. 4~Comparison between AK~ff test results and computed FCP data (Line A-B) derived from 
Eq 5: (a) 7075-T6 aluminum alloy 120]; (b) AF42 cast aluminum alloy [12]; (c) Ti 6246 titanium al- 
loy [21]; (d) Ti-6222 titanium alloy 122/; (e) various steel alloys 123]; (f) dual phase steels con- 
taining continuous martensitic phase (M-C) and discontinuous martensitic phase (M-D) [24]; (g) 
HY 80 steel alloy [16]; (h) medium carbon steel 125]. 
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(b) 

Proceeding further, several additional experimental/computational comparisons are presented in 
Figs. 4e-h for various steel alloys. Equation 5 provides good agreement in Fig. 4e for ten steel alloys 
tested in ambient air at 20 Io 50 Hz, based on data published by Petit et al. [23]. Figure 4freveals that 
computed FCP data using Eq 5 serves as an upper bound for fatigue data from Nakajima et al. [24] 
for dual-phase steel alloys possessing both continuous (M-C) and discontinuous (M-D) martensitic 
phases. Encouraging comparisons are also found for two medium-strength steel alloys, based on re- 
suits reported by Soboyejo and Knott [16] and Tsukada et al. [25] and shown in Figs. 4g and 4h, re- 
spectively. 

Finally, recent  AKef f test results for three different aluminum alloys from the work of Donald and 
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FIG. 5--Comparison between A K e f  f t es t  results, based on the adjusted compliance ratio tech- 
nique, and computed FCP data derived from Eq 5 (Line A-B) and Eq 6 (Line C-D). Good agreement 
is noted between experimental and both sets of computed data for: (a) 2324; (b) 6013; and (c) 7055 
aluminum alloys [ 9]. 

Copyright by ASTM Int'l (all rights reserved); Tue Dec 15 13:13:15 EST 2015
Downloaded/printed by
University of Washington (University of Washington) pursuant to License Agreement. No further reproductions authorized.



HERTZBERG ON FATIGUE CRACK PROPAGATION 2 7 5  

! 0  -1 

10 -2 

~ . ~ O  - 5  

g lo-6 

10 -7 

10 -8 

FATIGUE CRACK GROWTH RATES 

Test ID R O 0 
o. o 

[3*7055-3 0.30 ~ ~ ( 
,,.?o55-4 o.~ . ,~.,~#'- . . ,~i~ 
o.,o55-5 o.,o 

* LiNE A-B RWH . . ,~. .e l~ l l~a e~ 

I I I i I I l I I i I I ~ I ' L I I 

10 100 

AKeff ( M P a ~ )  

FIG. 5--Continued 

co-workers [9] are shown in Fig. 5, based on their adjusted compliance ratio (ACR) technique for the 
determination of AKe~r conditions. Computed results are shown for both Eqs 5 and 6. As before, the 
simple computational method provides a useful and convenient method by which closure-corrected 
FCP data may be estimated. 

Summary and Conclusions 

Closure-corrected fatigue data provide an important means by which the fatigue crack propagation 
response of different metal alloys may be compared. Such data may be approximated by test results 
derived from time-saving KC, ax test methods. In a further simplification, closure-free fatigue data may 
be approximated by a simple calculation involving two fundamental material properties, E and b. A 
closure-corrected datum near AKth may be computed at a crack growth rate of b/cycle in association 
with a stress intensity factor range, AKb, equal to E ~ .  Additional data at da/dN > b/cycle are found 
to depend on AK 3, with the relation given by: 

daMN = (AK/E)3(1/N/b) 

Good agreement is found between computed data and recently published AKe//test results for vari- 
ous aluminum, titanium, and steel alloys. This relation provides a means by which fatigue crack prop- 
agation data near 2~Kth and above may be estimated prior to experimental verification. This may prove 
of value where FCP information is unavailable for needed design purposes, such as in estimation of 
short crack behavior in an alloy for which only long crack data exist and in material selection where 
FCP data are simply not available. 
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ABSTRACT: The micromechanisms of fracture and fatigue crack growth are elucidated for a new class 
of damage-tolerant niobium aluminide Nb3Al-xTi intermetallics. Fatigue crack growth in alloys con- 
taining 10 and 25 at% Ti is shown to occur primarily by cleavage, while alloys containing -40 at% Ti 
are shown to exhibit similar fracture and fatigue crack growth behavior to ductile metals and their al- 
loys. Slower elevated-temperature (750~ crack growth rates in the Nb3A1-40Ti alloy are attributed 
largely to the effects of oxide-induced crack closure. The transition from cleavage fracture (in the 
Nb3A1-10Ti and Nb3Al-25Ti alloys) to ductile fracture in the Nb3A1-40Ti is correlated with the onset of 
significant levels of crack-tip plasticity, which is predicted using atomisdc simulations. 

KEYWORDS: fatigue, fracture, niobium aluminide, atomistic simulation, toughness 

The development of increased specific thrust in future aeroengines requires the use of new mate- 
rials with lower density than existing nickel-base superalloys, which have typical densities in the 
range between 8 and 10 g/cm 3 [1-3]. The new materials must also have the combination of oxidation 
resistance and damage tolerance required for safe operation in future aerospace vehicles. Unfortu- 
nately, however, most of the alternative ceramic and intermetallic alloys have been shown to have 
limited damage tolerance [4-6].  High melting point refractory alloys have also been shown to have 
limited oxidation resistance at elevated temperature. There is, therefore, a need for new high-tem- 
perature structural materials with the potential to replace existing materials systems. 

This paper represents the results of a recent study of fracture and fatigue crack growth in a new 
class of damage tolerant Nb3Al-xTi (x = 10, 25, and 40Ti) intermetallics that was developed by Fraser 
and co-workers [1]. The transition from brittle cleavage to ductile dimpled fracture (in the 10 and 
25Ti alloys) is associated with the onset of significant levels of  crack-tip plasticity under monotonic 
loading. The onset of crack-tip plasticity is also predicted using atomistic simulations of crack-tip de- 
formation via the embedded atom method. Similarly, the paper reports a transition from cyclic cleav- 
age in the 10 and 25Ti alloys to ductile fatigue crack growth mechanisms in the 40Ti alloy. The Paris 
exponents in the 40Ti alloy are also shown to be comparable to those in ductile metals and their al- 
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loys. Slower fatigue crack growth rates in the 40Ti alloy are attributed largely to the effects of oxide- 
induced crack closure. The results suggest that alloys based on the 40Ti composition may soon be- 
come candidates for intermediate-temperature (700 to 800~ structural applications. 

Material 

Processing and Microstructure 

The Nb3Al-xTi (x = 10, 25, and 40Ti) alloys that were examined in this study were produced by 
Teledyne Wah Chang, Albany, OR. Nominal and actual ingot compositions are listed in Table 1. 
Triple-melted ingots were produced by vacuum-arc casting in a 11.4-cm-diameter by 25.4-cm-high 
mold. Ingots of the 40Ti alloy were reduced to billet form by conventiona! upset forging processes. 
However, the 10 and 25Ti alloys cracked during conventional forging. These alloys were, therefore, 
processed using isothermal forging at 1250~ and a constant strain rate of 0.25 s 1. 

The resulting microstructures of the forged products are presented in Figs. la-ld. The forged 10Ti 
and 25Ti have microstructures consisting of A15 precipitates in a matrix of B2. Also, the composi- 
tion of the B2 phase in the 10Ti and 25Ti alloys were Nb-6AI-10Ti and Nb-12A1-33Ti, respectively 
[10]. The compositions of the A15 phases in the 10Ti and 25Ti alloys were Nb-18A1-9Ti and Nb- 
21A1-24Ti, respectively [10]. An orthorhombic phase was also detected in the 25Ti alloy after an- 
nealing at 750~ for 25 h. The orthorhombic phase in the 25Ti alloy was distributed into star-shaped 
clusters in the B2 matrix. However, the 40Ti alloy contained only B2 grains in the as-forged condi- 
tion. The amounts of A15 and orthorhombic phases present in these alloys were quantified using au- 
tomated image analysis techniques. The results of the analysis are summarized in Table 2. The chem- 
ical composition of the orthorhombic phase was Nb-25A1-43Ti, while the B2 phase had a 
composition of Nb-10A1-34Ti in the 40Ti alloy [10]. All the alloys were tested in the as-forged con- 
dition and after annealing at 750~ for 25 h (DA). The behavior of the 40Ti alloy was also examined 
after solution treatment at 1150~ for 8 h and aging at 750~ for 25 h (STA). The 750~ anneal was 
used to stabilize the microstructure at the potential oxidation-temperature limit for the uncoated 40Ti 
alloy [10]. 

The as-forged microstructures of the 10Ti and 25Ti alloys consisted of elongated B2 grains. The 
grains are elongated in the direction perpendicular to the forging direction (Figs. la  and lc). Some 
needle-like orthorhombic grains were also identified to nucleate from the B2 grain boundaries in the 
25Ti alloy. It is important to note here that the 10Ti and 25Ti alloys retained their elongated grain 
structure, along with a small fraction of A15 precipitates, following the 750~ stabilization anneal 
(Figs. la - ld) .  However, the B2 structure of the 40Ti alloy was not fully retained after annealing at 
75d~ for 25 h, followed by a furnace cool (DA). This resulted in the formation of a two-phase mi- 
crostructure, consisting predominantly of Widmanst~tten orthorhombic platelets in a matrix of B2 
(Table 2). 

Typical optical and transmission electron micrographs of the heat-treated 40Ti alloy are presented 
in Figs. le and l f ,  respectively. Unlike the 25Ti alloy (Fig. ld), the orthorhombic grains in the 40Ti 
alloy do not arrange themselves into star-shaped clusters (Fig. l f ) .  Instead, they form predominantly 
Widmanstatten structures that completely fill the prior B2 grains. The structure and composition of 

TABLE 1--Actual compositions of niobium aluminide alloys in atomic percent. 

Alloy Nb A1 Ti O N H C Cu 

Nb- 15AI-10Ti Bal 12.54 8.71 0.131 0.033 0.040 0.016 0.008 
Nb-15A1-25Ti Bal 15.12 25.12 0.250 0.021 0.085 0.016 0.004 
Nb-15A1-40Ti Bal 14.55 40.20 0.146 0.01 0.058 0.038 <.01 
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FIG. 1--Typical microstructures offorged lOTi (~b), 25Ti (c,d), and 40Ti (e,f) (750~ h) (Figs. 
la, lc, and le are optical micrographs; Figs. lb, ld, and I f  are bright field TEM micrographs). 
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TABLE 2--Volume fraction of phases present in niobium aluminide alloys. 

281 

10Ti Alloy 25Ti Alloy 40Ti Alloy 

Phases Present As Forged DA As Forged DA As Forged DA 

A15 7 • 1.5% 7 • 1.5% 9 • 2% 9 • 2% 0 0 
Orthorhombic 0 1 • 0.5% 0 18 • 2.5% 0 85 • 5% 

the orthorhombic phase in the 25 and 40Ti alloy were similar to those reported in earlier studies of 
cast niobium aluminides [7]. The chemical composition of the orthorhombic phase 'was Nb-25A1- 
43Ti, while the B2 phase had a composition of Nb-10A1-34Ti in the 40Ti alloy [7-9]. The or- 
thorhombic phase was formed in both the 25 and 40Ti alloys after annealing at 750~ for 25 h (Figs. 
l c - l f ) .  However, the as-forged 40Ti alloy had a purely B2 structure. 

Tensile Properties 

The tensile properties of 10Ti, 25Ti, and 40Ti alloys are summarized in Table 3. Tension tests were 
performed on dog-bone specimens with 25.4 mm and a 3-mm-by-12.7-mm cross section. The results 
show that the 10Ti and 25Ti alloys exhibit limited ductility and low ultimate tensile strengths at room 
temperature. The 10Ti and 25Ti alloys also failed before bulk yielding. Fracture of these alloys oc- 
curred by brittle cleavage fracture modes in the as-forged and annealed conditions. However, the 40Ti 
alloy exhibits extensive ductility ( -4  to 30%) and high yield strengths (695 to 904 MPa) at room tem- 
perature. The yield strengths of the 40Ti alloy also increased significantly upon annealing at 750~ 
for 25 h (DA). Furthermore, unlike most intermetallic materials, tensile fracture of the as-forged and 
annealed 40Ti alloy occurred by ductile dimpled fracture (Fig. 2). Similar behavior has been observed 
in the cast 40Ti alloy [1]. 

The 40Ti alloy also exhibited strain-softening behavior, and hence it does not have an ultimate ten- 
sile strength in the as-forged or heat-treated conditions. A typical stress-strain curve of the 40Ti al- 
loy is shown in Fig. 3. Note that the as-forged alloy exhibits a plastic strain to failure of ~30% at room 
temperature. However, the ductility of the 40Ti alloy decreases to -40% after annealing at 750~ for 
25 h (DA). Also, almost zero ductility was observed after 1150~ h + 750~ h (STA) treatment, 

TABLE 3--Room temperature tensile properties of forged Nb-12Al-x Ti alloys. 

10Ti 25Ti 40Ti 

Tensile Property AF DA AF DA AF DA 

Young's Modulus, E 125 • 3.0 77.4 _+ 1.5 106 • 1.5 71.4 -+ 1.1 64.6 + 0.7 101 • 1.0 
(GPa) 

0.2% offset yield ...a ...c, ...a ..a 695 • 18 904 • 14 
stress, Sy (MPa) 

Ultimate tensile 200 • 19 98 • 17 193 • 21 377 + 50 . . . . . .  
strength, SuTs (MPa) 

Fracture strength, 200 -4- 19 98 + 17 193 • 21 377 --+ 50 1080 -+ 37 951 • 15 
SF (MPa) 

Total strain to failure, 0.17 • 0.08 0.15 • 0.07 0.19 _+ 0.08 0.51 • 0.1 29.5 _+ 0.6 3.9 _+ 0.9 
~max (%) 

a Material fractured before yield (AF = As-forged, DA = As-forged + 750~ h). 
Note that the above tensile properties refer to engineering stress and engineering strain. 
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FIG. 2--T37)ical tensile fracture modes in: (a) as-forged lOTi; (b) as-~?~rged 25Ti; (c) as-forged 
40Ti; and (d) as-J~rged +1150~ h +750~ h heat-treated 40Ti. 
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FIG. 3--Elongation-engineering stress curves obtained for the Nb-15A1-40Ti alloy. 

which resulted in an intergranular fracture mode. A summary of room-temperature tensile properties 
of all the three alloys is presented in Table 3. 

Experimental Procedure 

Fracture Toughness 

Fracture toughness tests were performed on single-edge-notched (SEN) bend test samples (2.54 by 
2.54 by 10.16 cm). The relatively large specimen dimensions were selected to promote plane strain 
conditions and to ensure that at least 50 grains (average grain size -250/xm) were sampled by the 
through-thickness crack fronts during stable crack growth. The samples were precracked under far- 
field compression loading [11 ] prior to fracture toughness testing under three-point bend loading. The 
fracture toughness tests were performed in accordance with the ASTM E 399 specifications [12]. A 
loading rate corresponding to a stress intensity factor increase rate of 1 MPaV'-m - s -~ was used in 
these tests. The stress intensity factors were calculated using an expression provided in the ASTM E 
399 code [12]. 

Fatigue Crack Growth 

Fatigue crack growth studies were carried out on 6.25-cm-long single-edge-notched (SEN) bend 
specimens with square (25.4 by 25.4 mm) cross sections and lengths of ~6.25 cm. The initial notches 
were -11 mm deep. The SEN specimens were produced by electro-discharge machining (EDM). All 
the fatigue crack growth experiments were carried out in a closed-loop servohydrallic testing ma- 
chine. The SEN specimens were pre-cracked in air using computer-controlled load-shedding tech- 
niques under three-point bend loading. A cyclic frequency of 10 Hz and a stress intensity factor range, 
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AK, of -20 to 25 M P a V ~ ,  were employed in the precracking. A load-shedding rate, C, of -0 .08  
(mm -1) or - 2  (in. - l )  was used in the fatigue crack growth testing, where C is given by [12]: 

Kmax = Kmaxoexp[C(a - ao)] (1) 

Note that Kmax is the current stress intensity, Km~x0 is the initial stress corresponding to ao, C is a con- 
stant with dimensions of 1/length, which is the controlling load shedding/increasing rate, a is the cur- 
rent crack length, and ao is the initial crack length. 

After pre-cracking, the fatigue crack growth experiments were also conducted under three-point 
bend loading at a cyclic frequency of 10 Hz. A stress ratio, R = Kmin/K . . . .  of 0.1 was used. Fatigue 
crack growth was also monitored using a high-resolution (2.5-/xm) telescope connected to a video 
monitoring unit. This was used to verify the actual crack lengths during the tests. The fatigue thresh- 
olds were determined by load shedding. Note that the threshold was taken to correspond to a AK level 
at which no crack growth was detected after -10 7 cycles. 

After testing, the polished sides of the specimens were examined under a scanning electron mi- 
croscope. The interactions between the fatigue cracks and underlying microstructures were thus 
elucidated. The SEN specimens were then deformed continuously to failure under monotonic load- 
ing. Finally, the fracture surfaces of the specimens were studied under a scanning electron micro- 
scope. 

Atomistic Simulations 

Atomistic simulations were carried out in an effort to identify the fundamental reasons for the im- 
proved toughness of 40Ti alloy. The simulations were carried out using molecular statics (embedded 
atom method). Details of the potentials and simulations procedure are provided in Ref 13. The simu- 
lations employed aniotropic crack-tip fields for linear elastic solids developed by Sih and Liebowitz 
[141. 

The criterion for dislocation emission (in single crystals) versus brittle fracture (cleavage) will be 
based on the work of Rice [15 ] and Zhou et al. [16 ]. The conditions for the onset of dislocation emis- 
sion will be obtained by equating the critical loading for dislocation emission to that required for 
cleavage. The following critical condition for cleavage is given by Ref 15: 

KIc = ~/-4~---_Y v (2) 

The critical condition required for dislocation emission is also given by Rice [8] to be: 

----- F. 2~[a~ ~US 8 ] 1/2 
Kic [ 1 - v (1 + cos0)sin 2 0cos 2 ~b (3) 

where/x is the shear modulus, v is the Poisson's ratio, Ys is the stacking fault energy, Yus is the un- 
stable stacking fault energy, 0 is the inclination angle of the slip plane, and ~b is the angle between the 
Burgers vector and the slip line. The condition for dislocation emission may thus be obtained by 
equating Eqs 2 and 3. This gives: 

Yu~ = (1 + cos0)sin 2 0cos 2 ~b 
% 4 (4) 

Similar expressions have also been developed by Zhou, Carlsson, and Thomson [16] to account for 
the effects of ledges at the crack-tip. Under such conditions, Kic remains unchanged. However, Kie is 
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now given by: 

where b is the Burgers vector. 

(1 + cos0)sin20 

The transition from brittle to ductile behavior is then given by: 

'Yus (1 + cos0)s in  2 0 

~b  100(1 - v) (6) 

Atomistic simulations of the crack-tip deformation behavior in the 40Ti alloy were carried out for 
external Mode I loads o f K  = 1.6 MPaX/m.  The atomistic blocks used were quasi 3D. In this scheme, 
the boundary conditions along the direction of the crack front are periodic with a periodicity distance 
equal to that of the lattice in that direction. In the other two directions, fixed boundary conditions are 
used, with sizes of at least 30 nm. The blocks typically contain 25 000 to 30 000 atoms. This size was 
chosen after determining that a simulation cell of this size is sufficient to ensure that the relaxations 
obtained were independent of the cell size. 

We constructed a polycrystalline array that contains different ~ = 5 grain boundaries. This array 
was generated by periodic repetition of four grains. These grains had two different orientations and 
created four variants of ~ = 5 grain boundaries, differing in their translational states. All the grains 
had the [001] axis in common, and this direction was chosen as the direction of the crack front for our 
simulations. The crack plane was oriented in various directions and positions with respect to the grain 
boundaries. The simulation cells were constructed starting with a block of Nb atoms and replacing 
40% of them by Ti at random sites in both sub-lattices. Following the substitution of Ti for Nb, 15 % 
of the niobium atoms were replaced by A1 in only one sub-lattice, as indicated by the ordered B2 
structure. The above criteria (Eqs 2-6) were used to determine whether dislocation emission occurs 
prior to the onset of cleavage fracture. 

Resu l t s  

Fracture Toughness 

The fracture toughness data obtained from the forged alloys are summarized in Table 4. Fracture 
toughness increases from 10 to 20 M P a V ~  in the 10Ti and 25Ti alloys to levels as high as ~100 to 
110 M P a V ~  in the 40Ti alloy. The latter values are some of the highest fracture toughness levels 
ever recorded for any ordered intermetallic alloy. The test conditions also generally satisfied the 

TABLE 4---Summary of fracture toughness values and fracture modes. 

Fracture 
Processing/ Toughness 

Material Heat-Treatment Phase(s) (MPa X~mm) Fracture Mode 

Nb-15AI-10Ti As-Forged B2 + A15 17 -+ 3 Cleavage 
As-forged + 750~ h B2 + A15 27 4- 5 Cleavage 

Nb-15AI-25Ti As-Forged B2 + A15 18 _+ 4 Cleavage 
As-forged + 750~ h B2 + A15 + O 29 4- 5 Cleavage 

Nb-15A1-40Ti As-Forged B2 110 _+ 10 ~ Ductile dimpled 
As-forged + 750~ h B2 + O 102 4- 13 a Ductile dimpled 

a Specimen did fully satisfy ASTM E 399 specification for plane strain fracture toughness testing. 
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ASTM E 399 requirements. However, it is important to note that the specimen dimensions (25.4 by 
25.4 by 100 mm) of the direct-aged 40Ti alloy did not fully satisfy all the ASTM E 399 criteria. Nev- 
ertheless, the fracture toughness of 100 to 110 M P a X / ~  that was obtained in the direct aged condi- 
tion was essentially independent of specimen thickness for specimen thicknesses between 12.5 and 
25.4 ram. The effects of thickness on fracture toughness therefore appear to be relatively small in this 
thickness regime. 

Similar improvements in fracture toughness have also been obtained from a Nb-I 3Cr-37Ti alloy 
[17-19] that has fracture toughness levels between -65 to 85 MPaX/-m. As in the case of the 40Ti al- 
loy, the improved fracture toughness in the Nb-13Cr-37Ti alloy was associated with the onset of sig- 
nificant levels of crack-tip plasticity. These will be discussed later. In any case, the 750~ h (DA) 
treated 10Ti and 25Ti alloys exhibit a significant increase in fracture toughness, from about 18 to 28 
MPaX/m. Fracture in the 10Ti and 25Ti alloys occurred by transgranular cleavage (Figs. 4a-d). In 
contrast, the as-forged and DA-treated 40Ti alloys exhibit predominantly ductile dimpled fracture 
modes (Figs. 4e, 4j'). Ductile dimpled fracture was observed to occur in the forged 40Ti alloy along 
with secondary splitting along the grain boundaries of the forged direct-aged material (Fig. 4f). 

Atomistic Simulations 

The results of the atomistic simulations are presented in Figs. 5a-5d. Figure 5a shows the simula- 
tions of a crack running parallel to a grain boundary, along a (120) type plane within a grain. In this 
and subsequent figures, only the immediate region around the crack tips is shown in the figures, the 
actual simulations being larger. We show the results for a loading of 1.6 MPaX/m, which is well 
above the Grifflth cleavage value computed from Eq 2. Significant blunting and dislocation emission 
was observed in the crack/microstructure interaction for the 40Ti alloy. 

Similar results were observed for the case where the crack propagates along a grain boundary. An 
example is shown in Fig. 5b, where significant blunting is observed, despite the fact that the crack is 
actually running along the grain boundary and encountering a perpendicular grain boundary along its 
path. In this case, the crack actually was more blunted as it encountered a region with a larger local 
concentration of Ti atoms. These results are consistent with increased ductility with increasing Ti 
content, as shown in previous work on Nb3Al-xTi with Ti levels up to 33% Ti [13]. Similar behavior 
was observed for cracks along a cube plane, and for alloys the A1 atoms were distributed randomly 
in both sub-lattices. Figure 5c shows an example of these simulations. The improved fracture tough- 
ness in the 40Ti alloy is, therefore, associated with the onset of crack-tip plasticity and crack-tip 
blunting, as shown in Figs. 5a-5d. 

Past simulations of crack-tip deformation in alloys containing lower Ti levels (-16 at%) have 
shown that cleavage fracture is favored over dislocation emission and crack-tip blunting in such cases 
[13]. Previous simulations of B2 NiA1 intermetallics have also indicated the preference for cleavage 
fracture over dislocation emission. In both cases, the relatively low fracture toughness of the low Ti- 
containing Nb3Al-xTi alloys (17-29 MPa'X/m) and the low fracture toughness levels of NiAI (~4 to 
6 MPaX/m [20]) were associated with brittle fracture modes and sharp crack tips that are predicted 
by the atomistic simulations [21]. 

In contrast, the current atomistic simulations of the 40Ti alloy indicate very high levels of Ti plas- 
ticity and crack-tip blunting, as shown in Figs. 5a-5d. The results of the simulations of the 40Ti alloy 
are also consistent with the experimental observations of ductile fracture modes in the 40Ti alloy (Fig. 
4e). The results of the atomistic simulations therefore predict the occurrence of crack-tip dislocation 
motion as observed in the fracture toughness experiments. This suggests that further atomistic simu- 
lations may be used to guide the development of more complex niobium aluminide-based alloys with 
the potential for improved toughness via crack-tip dislocation activity. Hence, the use of atomistic 
simulations could result in a significant reduction in the alloy development cost that is required to op- 
timize niobium-aluminide-based intermetallics for potential structural applications. 
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FIG. 4~Typical./?acture modes in SEN [?aeture toughness specimens: cleavage in Forged lOTi 
alloy (a) as-j~rged and (b) as-J?)rged + 750~ h cleavage in forged 25Ti alloy (c) as-forged and 
(d) as-forged +750~ h; ductile dimpled fracture in 40Ti Alloy (e,f). 
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FIG. 5~Results of the atomistic simulations ofNb-15A1-4OTi (a), (b), and (c) (small darker sym- 
bols represent A l; larger light gray symbols represent Ti ): (a) crack along a (210) type plane within 
a single grain at a stress intensity; (b) crack along a (210)[001] symmetrical tilt grain boundary; (c) 
crack along a (lO0)[O01] plane within grain; (d) crack along a (lO0)[O01] plane fi)r 10% Ti alloy. 

Room-Temperature Fatigue Crack Growth and Thresholds 

The room-temperature fatigue crack growth rates (for a stress ratio of 0.1) of the forged Nb-15A1- 
xTi alloys are compared with those of forged mill annealed Ti-6A1-4V [22] and IN718 [23] and pure 
Nb [24 ] that were examined in this study (Figs. 6a and 6b). Stress ratios of 0.1 and 0.5 appear to have 
only a limited effect on fatigue crack growth rates in all of the alloys (Figs. 6c and 6d). The exponents 
of AK and Kma• [da/dN = C(AK)'(Km,x) n] are presented in Table 5. Note that the relative values of 
m and n provide an indication of the relative contributions from cyclic and static fracture modes. The 
10Ti and 25Ti alloys exhibit faster crack growth rates and higher Paris exponents than the 40Ti al- 
loy. The fatigue crack growth rates in the 40Ti alloy are faster than those of IN718 in the as-forged 
condition. However, the crack growth rates in the 40Ti alloy are comparable to fatigue crack growth 
rates in mill-annealed Ti-6AI-4V. It is particularly important to note that the 40Ti alloy has a Paris 
exponent of -2, which is close to values of ~2 to 4 that are typically reported for ductile metals and 
their alloys [23]. 
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FIG. ~-Summary of fatigue growth rate data obtained for: (a) forged lOTi and 25Ti alloys and 
(b) forged Nb-15A1-4OTi alloy; (c) effects of  R ratio on lOTi and 25Ti; (d) effects of  R ratio on 40Ti. 
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TABLE 5--Summary of Paris constants in Nb-15Al-xTi Alloys'. 

Alloy C mm/cycle m n 

Nb-15AI-10Ti 10 22.6 14.1 4.66 
Nb-15A1-25Ti 10-13.7 8.65 0.47 
Nb-I 5A1-40Ti 10 7.~,3 1.63 0.93 

The fatigue crack growth threshold, AKth, levels in the as-forged 25Ti and 10Ti alloys (-6.4 and 
-7.1 MPaX/m-, respectively) are greater than those of the 40Ti alloy (-5.1 MPa~,/m) in the as-forged 
condition. However, the fatigue crack growth rates in the 40Ti alloy are generally slower than those 
obtained for the 10Ti and 25Ti alloys in the Paris regime. The DA treatment also appears to have only 
a small effect on the fatigue crack growth behavior of the 10Ti and 25Ti alloys. However, DA treat- 
ment has a significant effect on the 40Ti alloys in which the fatigue threshold drops from -8.6 
MPaX/~- to ~6.7 MPa~/m- after DA treatment. 

Inspection of the fracture surfaces of the fatigue samples revealed faceted cleavage fracture modes 
in the 10Ti and 25Ti alloys (Figs. 7a and 7b). However, the DA-treated 40Ti alloy exhibits crystal- 
lographic fracture modes in the low- and mid-AK regimes, and fatigue striations in the high AK 
regime at a stress ratio of 0.1 (Fig. 8b). However, a faceted crystallographic fracture mode was ob- 
served in the DA 40Ti alloy at a stress ratio of 0.5 (Figs. 8c and 8d). The lower Paris exponents and 
slower fatigue crack growth rates in the 40Ti alloy were, therefore, associated with a transition from 
cyclic cleavage (in the 10Ti and 25Ti alloys) to fatigue crack growth mechanisms that are compara- 
ble to those observed in ductile metals and their alloys [25]. 

Elevated-Temperature Fatigue Crack Growth and Thresholds" 

The fatigue crack growth rate data obtained for the DA heat-treated 40Ti alloy at 750~ in air are 
presented in Fig. 9. The near-threshold crack growth rates obtained at 750~ were slower than those 
obtained in air at 25~ Higher fatigue thresholds were also obtained at 750~ (-8.2 MPaX/m) com- 
pared with corresponding fatigue threshold values of-5 .1  MPa~,/m at 25~ The high elevated-tem- 
perature fatigue thresholds were associated with the presence of thick oxide layers that were observed 
on the fracture surfaces of the 40Ti specimens that were tested at 750~ 

X-ray analysis of these fracture surfaces was carried out in a Scintag Pad-V X-ray diffractome- 
ter. The results (Fig. 10) revealed that the oxides on the fracture surface consisted predominantly 
of rutile (TiO2). Evidence of fracture surface oxidation was also obtained from the microstructural 
and fractographic examination of  the crack profiles shown in Figs. 1 l a  and 1 lb. These show 
clearly that oxide debris (Fig. 1 la)  and an oxide layer (Fig. 1 lb) are formed on the fracture sur- 
faces of the fatigue specimen that were tested at 750~ Such oxide layers and debris can induce 
crack closure/wedging when the excess debris/oxide thicknesses are comparable to crack-tip 
opening displacements. 

To explore this possibility, oxide-induced closure levels were estimated using a modified Dngdale- 
Barenblatt closure model [26]. The model accounts for the wedging induced by an oxide layer that 
forms behind the crack tip. Since the composition and thickness of the oxide layer must be known in 
any detailed oxide-induced closure analysis, the oxide layer on the fracture surfaces was character- 
ized using X-ray and energy dispersive X-ray spectroscopy. The oxide layer was shown to consist 
solely of TiO2. The excess oxide thicknesses and the wedge lengths of the oxide films were used in 
the estimation of the closure stress intensity factor, Kc~, which was estimated from the following ex- 
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FIG. 7--Cleavage modes in as-forged lOTi alloy (a), 25Ti alloy (b); as-forged + 750~ h (DA) 
treated lOTi alloy; (c) R = O. 1 and (e) R = 0.5 and 25Ti alloy: (d) R = O. 1 and (f) R = 0.5. 
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FIG. 8--Typical fatigue fracture modes in as-forged 40Ti: (a) low AK; (b) high AK; and (c) sec- 
ondary cracking in 40Ti (DA) at R = 0.1 and (d) R = 0.5. 

pression due to Suresh and Ritchie [24]: 

dE 
Kol = 4(,z.1)lh (1 -/.s (7) 

where d is the excess oxide thickness, 2l is the wedge length of the oxide film,/z is Poisson' s ratio of 
~0.3, and E is the Young's modulus of -105 GPa. The excess oxide thickness was estimated from the 
crack profiles of the 40Ti specimen. An average oxide of thickness of ~5 /zm was measured in the 
40Ti alloy following the threshold test. The wedge length, 2/, was also measured at the end of the test. 
This was shown to be -4.3 mm. With Young's modulus, E = 105 GPa, and Poisson's ratio assumed 
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(c) 

e layer 

,I 
FIG. 11--Fatigue crack growth in the 40Ti alloy at 750~ (a) oxidation debris and striations on 

the fracture surface; (b) crack profile showing evidence of oxide layer and secondary splitting along 
intersecting grain boundary; (c) schematic illustration of oxide-induced crack closure. 

to be 0.3, the closure stress intensity level, Kd, is thus estimated from Eq 7 to be -1.8 M P a V ~  at the 
threshold condition in the 40Ti alloy at 750~ Hence, the effective fatigue threshold, AK = AKapp 
- AKcl, was estimated to be -6.6 M P a V ~  at 750~ This is close to fatigue threshold obtained for 
the 40Ti alloy at room temperature. This suggests that the differences between the fatigue thresholds 
and near-threshold crack growth rates at 25 and 750~ are due partly to the effects of oxide-induced 
closure. 
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Consistent with the above arguments, the fatigue crack growth rates in the mid-AK and high AK 
regimes were comparable to those obtained at room temperature where oxide-induced closure was 
not observed. This suggests that oxide-induced closure does not occur in mid-AK and high-AK 
regimes where the crack opening displacements are much greater than the excess oxide thickness lev- 
els. The ineffectiveness of oxide-induced closure in this regime may also be attributed partly to higher 
crack-tip opening displacements, and the limited time available for fracture surface oxidation to oc- 
cur in mid- and high-AK levels where the fatigue crack growth rates are relatively fast. 

Discussion 

Fracture Toughness 

It is of interest to discuss the improvements in fracture toughness within the context of ongoing 
work on niobium base intermetallics. First, it is important to note that the significant improvements 
in fracture toughness of the 40Ti alloy are associated with the onset of significant levels of crack-tip 
plasticity and crack-tip blunting (Figs. 5a-5d). This is consistent with previous results of atomistic 
simulations of crack-tip plasticity by Farkas [13]. Her analysis shows that dislocation emission is fa- 
vored over cleavage, as the Ti content is increased from 16 to 33 at%. Dislocation and crack-tip blunt- 
ing were predicted by atomistic simulations of crack-tip deformation in { I l 0 } crystals oriented for 
crack growth in (100) and (111) directions. In contrast, the analysis of Farkas predicted that cleavage 
fracture was more likely to occur before dislocation emission occurred in an alloy containing lower 
amounts of Ti (16%). 

The measured fracture toughness levels of 40 to 110 M P a V m  are clearly much higher than those re- 
ported previously for other intermetallic system such as gamma-based titanium aluminides [5] and 
MoSi2 [6]. However, recent work on Nb-Cr-Ti alloys and in-situ composites [17,19] has shown that sig- 
nificant improvements in fracture toughness (-65 to 80 MPaX/~)  can also be engineered in these body- 
centered cubic alloys by the addition of ~40 at% Ti. The beneficial effect of ~40% Ti was correlated 
with the lower number of d + s electrons per atom in the Nb-Cr-Ti system [17]. In contrast, alloying el- 
ements that increase the number of d + s electrons per atom were shown to have lower ductilities. In 
any case, the Nb-Cr-Ti and Nb-A1-Ti alloys with -40 at% Ti additions are of scientific and technolog- 
ical interest due to their high fracture toughness levels. These two alloy systems also appear to have the 
balance of properties required for structural applications at temperatures up to ~700 to 750~ 

Finally, it is of interest to compare the measured fracture toughness levels to those reported by 
other workers for niobium base alloys/intermetallics (Fig. 12). The Laves phase (Nb-Cr-Ti) inter- 
metallics and composites generally have fracture toughness levels between ~8 to 20 M P a V ' ~  at 
room temperature [17,18]. However, the fracture toughness levels may be as high as 65 to 85 
MPaX/m in the body-centered cubic Nb-Cr-Ti alloys, which have lower elevated-temperature oxi- 
dation limits (-700~ than the Laves phase intermetallics (~1000 to 1200~ The fracture tough- 
ness levels in the Nb-Cr-Ti alloys also increase with increasing Ti content up to 40 at% Ti, while those 
of the Laves phase intermetallics decrease with Cr2Nb content [17]. Fracture toughness data have 
also been reported for Nb-Si and Nb-Cr-Ti-Hf-Si alloys [27]. The niobium silicides have fracture 
toughness levels that are typically below ~35 MPaV'm. The fracture toughness levels in these oxi- 
dation-resistant systems are due to the protective nature of complex mixed oxides [27] that are 
formed on exposed surfaces of Nb-Si and Nb-Cr-Ti-Hf-Si alloys. Typical fracture toughness levels 
for the toughest of the oxidation-resistant Nb-Cr-Hf-Ti-Si alloys are -20 to 26 M P a X / ~  [27]. 

The fracture toughness levels of 40 to 110 MPaN/m reported in this paper for the 40Ti alloy are, 
therefore, greater than those reported for other high-temperature niobium-base intermetallics. How- 
ever, the toughness levels in the 40Ti alloy are comparable to those reported for the Nb-13Cr-37Ti 
alloys. The latter alloy has a density of ~6.7 g/cm 3 [18] compared to the Nb-15A1-40Ti, which has a 
density of -6.1 g/cm 3 [1 ]. Furthermore, the other properties of the Nb-13A1-37Cr and Nb-15A1-40Ti 
are generally comparable. 
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FIG. 12--Comparison of fracture toughness values. 

Fatigue Crack Growth 

The fatigue crack growth resistance of the 40Ti alloy is also attractive. Unlike most intermetallics, 
the Pads exponent of this alloy is close to 2. These relatively low (comparable to other interrnetallics) 
Paris exponents are comparable to typical values for conventional structural metals and their alloys 
[25]. Standard damage-tolerant design philosophies [28] may, therefore, be used in the analysis and 
design of 40Ti structures and components. In contrast, most of the brittle intermetallics systems re- 
quire initiation-based design concepts to prevent catastrophic failure due to fast fatigue crack growth 
rates [29] and short crack phenomena [29]. Such initiation-based methodologies may limit the struc- 
tural benefits that can be achieved by the use of alternative high-temperature materials such as 
gamma-based titanium aluminides [29]. 

Finally, it is of interest to note that the slower fatigue crack growth rates at 750~ (Fig. 9) sug- 
gest that niobium aluminides may be used in the temperature regime between 25 and 750~ How- 
ever, further work is needed to fully explore possible creep-fatigue crack interactions that can oc- 
cur in this temperature regime. Detailed studies of the effects of environment on fatigue crack 
initiation and fatigue crack growth are also needed. Nevertheless, the attractive combinations of 
fracture toughness and fatigue crack growth resistance reported in this paper suggest that niobium 
aluminides may soon become strong candidates for intermediate-temperature structural applica- 
tions. 

Conclusions 

1. Fracture in the brittle 10Ti and 25Ti alloys occurs by brittle cleavage fracture modes under 
monotonic loading. These alloys have relatively low fracture toughness levels of ~10 to 20 MPaN/-~ 
at room temperature. In contrast, the tougher (40 to 100 MPaX/-m) 40Ti alloys exhibit ductile dim- 
pled fracture modes (similar to those in metallic materials) in the as-forged and direct-aged condi- 
tions under monotonic loading. However, the 40Ti alloy fails by intergranular fracture after solid so- 
lution treatment and annealing. Reasons for the transition to intergranular fracture in the STA 
condition are unknown at present. 
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2. The fatigue crack growth rates in the 40Ti alloy are comparable to those in IN718, pure Nb, 
and Ti-6A1-4V at room temperature. The Paris exponents obtained for the 40Ti alloy is ~2. This is 
comparable to values reported for conventional structural metals and their alloys. However, the fa- 
tigue crack growth rates in the brittle 10Ti and 25Ti alloys are also much faster than those in the 40Ti 
alloy. 

3. Fatigue crack growth in the 40Ti alloy occurs by a "faceted" fracture mode in the near-thresh- 
old regime. Fatigue striations are observed in the mid- and high-AK regimes in the 40Ti alloy. Fa- 
tigue crack growth in the 10Ti and 25Ti alloys occurs by cyclic cleavage in the low-, mid-, and high- 
AK regimes. 

4. At 750~ thick oxide (TiO2) scales (excess oxide thickness ~5-/zm thick) are formed on 
the fracture surfaces of the 40Ti alloy in the near-threshold regime. The slower fatigue crack growth 
rates in the regions closest to the fatigue threshold are due partly to the effects of oxide-induced clo- 
sure, which occurs when the crack opening displacements are comparable to the measured oxide 
thicknesses. 
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tigue and Fracture Mechanics: 30th Volume, ASTM STP 1360, P. C. Paris and K. L. Jerina, Eds., Amer- 
ican Society for Testing and Materials, West Conshohocken, PA, 2000, pp. 299-312. 

ABSTRACT: Biaxial fatigue tests were performed on thin-walled tubular 1045 steel specimens in a test 
fixture that applied internal and external pressure and axial load. There were two test series, one in 
which constant amplitude fully reversed strains were applied and another in which large periodic com- 
pressive strain cycles causing strains normal to the crack plane were inserted in a constant anlplitude 
history of smaller strain cycles. Ratios of hoop strain to axial strain of A = - 1 (pure shear), A = - 0.625, 
A = - v (uniaxial straining), and A = + 1 (equibiaxial straining) were used in each test series. A confo- 
cal scanning laser microscopy (CSLM) image processing technique that gave a resolution of 0.25 p,m 
was developed and used to obtain three-dimensional images of small cracks as they were opened under 
load. The information in the images was used to construct cross sections of cracks from which crack 
depth, shape and crack opening stress were obtained. 

For pure shear straining tests (A = - 1 )  and for tests at a strain ratio of A - 0.625 surface cracks 
rapidly initiated on planes of maximum shear in both constant amplitude and overstrain tests but did not 
increase significantly in length until near the end of the tests. Instead they grew into the specimen until 
they were semi-circular in shape. This phase occupied approximately 90% of the fatigue life. Then they 
began to grow in length as well as depth and linked up to cause failure. 

In the uniaxial and equibiaxial straining tests, crack growth initiated on planes of maximum shear at 
45 ~ to the surface of the specimens (Stage I crack growth) before changing to Stage II growth perpen- 
dicular to the applied stress. The cracks once initiated grew continuously in both the length and depth 
direction until failure took place. 

The magnitude and frequency of application of the periodic compressive overstrain cycles in the sec- 
ond test series was chosen to reduce the crack opening stress level below the minimum stress level of 
the constant amplitude cycles so that they experienced closure-free crack growth. The compressive 
overstrains significantly increased crack growth rates and decreased the threshold strain intensity for the 
smaller constant amplitude cycles. They also caused a large decrease in the small cycle fatigue resis- 
tance as measured by their equivalent strain-life curves. 

KEYWORDS:  biaxial fatigue, crack growth mechanism, periodic compressive overstrain, confocal 
scanning laser microscopy technique, effective fatigue life and crack growth rate 

C o m p a r e d  to the  large v o l u m e  of  in format ion  on the  g rowth  o f  fat igue cracks unde r  uniaxial  load-  

ing condit ions,  exper imenta l  s tudies on fa t igue crack ini t iat ion and  propaga t ion  in biaxial  fa t igue  

straining are compara t ive ly  rare in the literature. S ome  s tudies  have  been  done on  crack init iation and  
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initial growth under biaxial fatigue loading, for instance, Parson and Pascoe [1 ] showed that crack 
initiation and the direction of initial crack growth were dependent on the applied strain and biaxial- 
ity ratio. Brown and Miller [2] provided a comprehensive review of the literature on crack initiation 
and crack growth planes under biaxial loading. They considered nucleation and initial growth of fa- 
tigue cracks under torsion and biaxial tension and suggested the terms Case A and Case B cracks. In 
Case A (torsion), the initial crack growth was along the specimen surface. However, in Case B (bi- 
axial tension), cracks grew into the specimen. Socie [3] reviewed the cracking behavior for different 
materials subjected to tension and torsion. 

To the best of our knowledge, there has been no quantitative study of the progress of a crack as it 
grows into the interior of the material. This study provides quantitative information concerning crack 
growth rates and shapes as a crack grows into the interior of the specimen under biaxial strain ratios 
(hoop strain/axial strain) of A = -1 ,  -v ,  -0.625, and + 1 obtained using a confocal scanning laser 
microscopy (CSLM) image processing technique. CSLM also provided accurate measurements of the 
height of asperities for constant amplitude straining and for periodic compressive overstrain histories. 
In this paper the effect of periodic compressive overstrains on fracture surface asperities, crack 
growth rate, and fatigue life for uniaxial and biaxial fatigue straining conditions are studied. 

Experimental Procedure 

Material, Properties, and Specimen Design and Preparation 

The material examined in this investigation was an as-rolled 1045 steel with the following chemi- 
cal composition (wt%): 0.46 C, 0.17 Si, 0.81 Mn, 0.027 P, 0.023 S, and the remainder Fe. This ma- 
terial is a medium carbon heat treatable steel that is widely used in the automotive industry. The mi- 
crostructure of 1045 steel after final polishing showed pearlitic-ferritic features (average grain size of 
50 ~m) containing up to 30/xm long sulfide inclusions in the rolling direction. The modulus of elas- 
ticity is 206 GPa, and the cyclic yield stress is 448 MPa. 

Figure 1 shows the solid uniaxial and tubular biaxial fatigue specimens used in this study. The 
specimens were machined from a 65 mm diameter bar with the axial loading axis parallel to the 
rolling direction. After machining, the specimens were polished using emery cloth of grit 240, 400, 
and 600. Final polishing was done with a diamond paste of 5/xm, and alumina particles of 1 and 0.25 
/~m. 

Fatigue Crack Tests 

Uniaxial Fatigue Tests--Uniaxial fatigue crack growth rate tests were performed in axial strain 
control in a servo-hydraulic test machine with a load-cell capacity of 111 kN. The crack growth tests 
under uniaxial constant amplitude straining (CAS) were performed with a strain amplitude of 
-+0.075%. Periodic axial compressive overstrain crack growth tests were performed with compres- 

Flat part of specimen R=19 mm 

~=.]'2.5mm thick I 
L lOmm 100mm J 

2.5"-16UN~., = R--36 mn 

45 ~ 90ram > 

FIG. 1--(a) Uniaxial plate specimen, and (b) biaxial tubular specimen. 
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FIG. 2---Straining histories for various uniaxial and biaxial CAS and PCO conditions. 

sive overstrains of -0 .17,  -0 .24,  and -0 .381% followed by numbers of small cycles n equal to 50, 
200, 500, and 1000 [4]. Figures 2a-b illustrate the crack growth test strain histories for uniaxial con- 
stant amplitude straining and a uniaxial strain history containing periodic compressive overstrains. 
Smooth specimens were used to determine the crack initiation plane and to measure Stage I crack 
growth rate under uniaxiai straining. The same uniaxial specimen but with a crack starter notch with 
a radius of 0.25 mm was used to monitor the crack growth in Stage II. 

Biaxial Fatigue Tests--Thin-walled tubular specimens were cyclically strained in the axial direc- 
tion in the strain frame while pressure was alternately applied to the inside and outside of the speci- 
men during each cycle. The biaxial fatigue machine is described in Ref 5. Three biaxial principal 
strain ratios (hoop strain/axial strain) were used: A = - 1 (pure shear straining), a biaxial strain ratio 
of A = -0.625,  and A = + 1 (equibiaxial straining). 

Constant amplitude biaxial fatigue tests and tests with strain histories containing periodic com- 
pressive overstrains (PCO) were performed in strain control at a frequency of 0.5 Hz. The axial strain 
(ea) and transverse (hoop) strain (~h) were controlled to provide the 180 ~ out-of-phase biaxial strain 
ratio of A = - 1 and a strain ratio of -0.625.  The strain histories used for biaxial shear fatigue tests 
for strain ratios of - 1 and -0.625,  respectively, are shown in Figs. 2c-d and 2e-f  One of the strain 
histories for each strain ratio is constant amplitude straining, and the other has blocks of a periodic 
compressive overstrain followed by n small cycles. Equibiaxial fatigue ()t -- + 1) tests were per- 
formed under strain control for both constant amplitude straining and for strain histories containing 
periodic overstrains. The axial strain and hoop strain were controlled to provide an in-phase biaxial 
strain ratio of A = + 1. The strain histories used in equibiaxial fatigue are shown in Figs. 2g-h. The 
number of small cycles per block at each strain level was chosen so that the overstrain damage was 
about 20% of the total damage [4]. 

Uniaxial and Biaxiat Crack Depth and Crack Opening Measurements 

Under uniaxial straining, a confocal scanning laser microscopy (CSLM) image processing tech- 
nique was used to measure the crack depth of small cracks in the early stage of growth (Stage I) as 
the number of cycles increased. The CSLM system which is described in detail in previous studies 
[6-7] has a resolution of 0.25/xm. Crack growth in Stage II was measured on the surface of the plate 
specimen shown in Fig. la  using an optical microscope with a • 500 magnification. Similarly, shear 
and equibiaxial fatigue crack lengths were measured using an optical microscope at the same inter- 
vals as the depth measurements were performed using CSLM. 

Using a tensometer (tension machine) and a pressurizing device, respectively, for uniaxial and bi- 
axial cracked specimens, cracked specimens were pulled to open the crack mouth under the CSLM 
system [7]. Then a laser beam was centered on the crack by direct observation through an attached 
optical microscope. The cracked specimen was scanned by the laser beam which was then reflected 
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to a detector. Images from different levels of crack depth were obtained by changing the specimen 
height using a piezo-electric stage. A set of confocal image slices at depth steps of 1 /.~m were ac- 
quired. Post-image processing was later used to combine all the images. Optical sectioning using 
post-image-processed crack data provided the crack depth and the crack mouth width at every point 
along the crack length for each tensile stress/internal pressure. Fatigue crack growth tests under strain 
histories presented in Fig. 2 were performed by measuring the crack depth and crack length at inter- 
vals of 1000 to 5000 cycles. 

Fracture Surface Asperity Height Measurements 

A fractographic examination of the fracture surface of short fatigue cracks was carried out after 
breaking the 1045 steel specimens in liquid nitrogen. The fracture surface and the variation in the 
height of asperities on the fracture surface were observed using a confocal scanning laser microscope. 
First, the laser beam was centered on the area of the fracture surface adjoining the crack tip by direct 
observation through an attached optical microscope. An area of 1 mm 2 of fracture surface at the crack 
tip was scanned by the laser beam and reflected to the detector. In order to make a three-dimensional 
profile of fi'acture surface asperities, a piezo-electric stage was used. The piezo-electric stage controls 
the distance between specimen and microscope. This provides successive images of level contours of 
the asperities from their peaks to their valleys. All images were combined to create an image of the 
configuration of the fracture surface profile. Taking different slices through this profile and deter- 
mining an average value of fracture surface asperity height in each slice revealed that the asperity 
height is dramatically influenced by the magnitude of the compressive overstrain. In this study the 
fracture surface asperity heights of specimens under both constant amplitude straining and strain his- 
tories containing periodic compressive overstrain cycles were measured. The CSLM measurements 
of the fracture surfaces of small cracks revealed that there was little variation of asperity heights 
across the fracture surfaces. The maximum variation of asperity height in an area of 1 mm 2 did not 
exceed 10%. The fracture surface asperity heights reported in the results section of this study are the 
average values of asperity height measured on a 1-mm 2 area of the fracture surface. 

Results and Discussion 

Optical Sectioning to Construct a 3D Image of a Crack using the CSLM 

Figure 3 shows an optical sectioning of a small crack and gives the crack cross section at Point i 
(where L = Li/~m) from the left hand end of the crack. Each optical cross section is parallel to the X-Z 
plane (see Fig. 3). The difference in height between the peak and the valley in the X-Z plot gives the 
crack depth at that slice. The peak value in each slice was considered to be the average of peaks at the 

FIG. 3--An optical section obtained from the 3D crack profile along the crack length. 
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FIG. 4--Profile of crack depth. 

crack mouth. Using images obtained at successive static strain levels of the pulling/pressurizing device 
provided crack mouth displacement measurements in the X-direction. Figure 4 presents the crack front 
shapes for two A = - 1 microcracks (Crack 1 and Crack 2) and an equibiaxial fatigue crack (Crack 3). 
The cracks all developed an approximately semi-elliptical front. Each datum point on this semi-ellipti- 
cal crack front corresponds to deepest point at an optical slice such as that shown in Fig. 3. 

Crack Growth under Constant Amplitude Straining 

Uniaxial Fatigue Straining (A = - v)--Under a uniaxial straining condition, cracks first initiated 
and grew into the specimen on the maximum shear plane at 45 ~ to the specimen surface (Stage I 
growth). After growing through one or two grains into the specimen (in the depth direction) in Stage 
I, the crack plane (in the depth direction) rotated to become normal to the axis of straining (Stage II 
growth). The plane of crack growth in Stage II was observed from the fracture surface of the speci- 
men after failure. Figure 5a illustrates the plane and direction of initial growth of a crack under uni- 

A x i ~ ' ~ . . ~  (b) 

FIG. 5--Crack initiation plane and initial growth under (a) uniaxial straining, (b) equibiaxial 
straining, and (c) shear straining. 
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axial straining. The ratio of crack depth to half crack length (a/c) was obtained in 1045 Steel for short 
fatigue crack lengths of the order of 125 to 250 mm using CSLM [5]. Aspect ratios (a/c) of cracks 
that experienced fatigue straining just above the fatigue limit stress were found to be approximately 
0.80. Using the CSLM technique, the crack depth profile (in Stage I crack growth) was also found to 
be semi-elliptical in shape. 

Equibiaxial fatigue cracks (A = + / ) - - In  equibiaxial (in-phase biaxial) fatigue tests on tubular 
specimens, cracks initiated and grew along the specimen surface on the two maximum shear planes 
parallel and vertical to the specimen axis and propagated into the specimen on planes at 45 ~ to the 
specimen axis. Figure 5b shows the plane of crack initiation and initial growth of an equibiaxial fa- 
tigue crack (A = + 1). About two thirds of the equibiaxial fatigue cracks initiated in the axial direc- 
tion of the tubular specimen. The greater number of cracks in this direction that coincides with the di- 
rection of rolling is attributed to elongated sulfide inclusions parallel to the rolling direction. 
Equibiaxial cracks initiated on the planes of maximum shear strain at fractions of specimen fatigue 
life (N/Nf) of 0.074, 0.088, 0.086, 0.083, and 0.085 at biaxial strain amplitudes of 0.10, 0.135, 0.15, 
0.22, and 0.30%, respectively. 

Vertical equibiaxial cracks initiated at several points on the tubular specimen and propagated along 
and into the specimen. In most tests, failure defined by oil leaking through the specimen thickness oc- 
curred when the crack length exceeded 2 mm. Figure 6 shows photos of initial growth and failure of 
equibiaxial fatigue cracks. Figure 7a presents the crack depth measurement results on the plane of 
maximum shear strain as the number of cycles increase. These results show that as the magnitude of 
the strain amplitude increases, cracks grow faster into the specimen surface. The variation of aspect 
ratio (a/c) with crack depth for equibiaxial fatigue cracks (A = + 1) is given in Fig. 7b. 

Biaxial shear cracks of ( A = -1)  and ( A = -0. 625)--In 180 ~ out-of-phase biaxial straining tests 
on tubular specimens, cracks initially nucleated on an active slip band system that coincided with the 
maximum shear planes at +-45 ~ to the axial direction of the specimen. Microcracks (shear planes) 
propagated into the surface of the specimen while their length remained unchanged. Under pure shear 
straining, microcracks of 3/xm initiated along slip bands on the crack plane at fractions of specimen 
fatigue life (N/Nf) of 0.05, 0.11, 0.095, and 0.09 at shear strain amplitudes of 0.3, 0.4, 0.6, and 1.0%, 
respectively. Similarly, initiation of cracks (3/~m) under a biaxial strain ratio of -0.625 occupied a 
fraction of specimen life (N/Ny) of 0.088, 0.074, 0.078, and 0.068 at axial and hoop strain amplitude 
pairs of (0.128%, -0.08%), (0.16%, -0.10%), (0.20%, -0.125%), (0.24%, -0.15%), and (0.29%, 
-0.18%), respectively. Figure 5c shows the plane of maximum shear strain and the direction of ini- 
tial growth of microcracks (A = - 1 and -0.625). 

To measure the depth of microcracks, fatigued tubular specimens were pressurized internally us- 
ing a hydraulic device in the confocal scanning laser microscope. Hoop and longitudinal stresses due 

FIG. 6--Micrographs of(a) initial growth, and (b) failure under equibiaxial fatigue straining. 
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FIG. 7--(a)  Early crack growth results under equibiaxial CAS fatigue straining, and (b) crack as- 
pect ratio versus the crack depth for h = +1. 

to a progressive increase in the static internal pressure opened the crack along the maximum shear 
plane and three-dimensional images of the crack were acquired. The crack opened and the crack depth 
increased with internal pressure until it was fully open. Figure 8 shows a family of curves of the depth 
of a typical shear crack (A = - 1) at its deepest point versus the hoop stress due to internal pressure. 
The crack opening stress was defined as the static hoop stress at which the crack depth reached its 
maximum value (crack fully opened) during a progressive increase in internal pressure. The maxima 
of the curves (in Fig. 8) give the crack depths at various numbers of cycles for a shear microcrack 
formed under a cyclic shear strain amplitude of 0.3%. 

Under both shear straining (h = - 1) and a biaxial straining of A = -0.625,  many microcracks ini- 
tiated and grew into the specimens. In each specimen, about 10 microcracks were marked and the 
depth and length of these microcracks were measured as the number of cycles progressed. Then the 
average crack length and depth of the ten microcracks at given cycle numbers from initiation to fail- 
ure were calculated. The scatter in the measured length and depth of cracks in a specimen did not ex- 
ceed 15%. The propagation of microcracks can be characterized as R-system crack behavior using 
the terminology introduced first by Marco and Starkey [8]. In this system, cracks start at many points 
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FIG. 8--Crack depth measurements versus static hoop stress as the number of  cycles increases. 
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FIG. 9 Microphotographs of shear cracks from initiation to failure. 

on a specimen and progress toward the interior of the material (depth direction). The number of mi- 
crocracks increased as cycling progressed. Once a crack initiated it grew into the specimen as the 
number of cycles increased but, its surface length did not increase much until the specimen reached 
about 90% of its fatigue life. The microcracks were uniformly distributed on the surface of specimen. 
At 60 to 70% of the fatigue life, linking up of a few microcracks was observed (Fig. 9a). At 90 to 95% 
of the fatigue life when the shape ratio of crack depth to half crack length reached unity, the micro- 
cracks began to grow in the length as well as in the depth direction and began linking up on shear 
planes (Fig. 9b). This linking up of microcracks led to failure shortly thereafter (Fig. 9c). Typically 
during failure, inclined microcracks linked up in the longitudinal direction of a specimen to form a 
2.0 to 5.0-mm crack. 

Figure 10a shows crack depth versus cycles data for constant amplitude tests of the tubular 1045 
steel specimen under pure shear straining from initiation (a slip band crack of 3/xm) to failure (a crack 
size of 1 mm). The solid part of the curves corresponds to crack growth on the plane of maximum 
shear strain and the dashed part of the curves corresponds to the period of rapi d linking up of micro- 
cracks (shear planes) at the end of a test. The variation of aspect ratio (a/c) with crack depth for dif- 
ferent shear strain amplitudes as a pure shear microcrack grew in the depth direction, with almost no 
increase in surface crack length (up to 90% of fatigue life), is given in Fig. 10b. 

The growth mechanisms of shear fatigue cracks and equibiaxial fatigue cracks are schematically 
shown in Fig. 11. Under biaxial shear straining, the initiation and initial growth of cracks on planes 
of maximum shear strain occupied up to 90% of the fatigue life, and then failure occurred by a rapid 
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FIG. 10---(a) Shear crack growth results from initiation to failure, and (b) shear crack aspect ra- 
tio versus the crack depth. 

Copyright by ASTM Int'l (all rights reserved); Tue Dec 15 13:13:15 EST 2015
Downloaded/printed by
University of Washington (University of Washington) pursuant to License Agreement. No further reproductions authorized.



VARVANI-FARAHANI AND TOPPER ON CRACK GROWTH 

( a )  ( b )  - -  

FIG. 11--Crack growth mechanisms under (a) shear, and (b) equibiaxial fatigue straining. 

307 

linking of cracks on shear planes. However, in equibiaxial fatigue straining (A = + 1), once a crack 
initiated, it grew in the length and depth directions until failure took place. 

The Effects of Periodic Compressive Overstrains on Fracture Surface Asperities, Crack Growth 
Rate and Fatigue Life 

Uniaxial Fatigue Straining (A = -u) - -An examination of the growth of short fatigue cracks un- 
der constant amplitude straining and during strain histories having periodic compressive overstrains 
of various magnitudes revealed that the fracture surface near the crack tip and the crack growth rate 
changed dramatically with the magnitude of the compressive overstrain. The height of the surface ir- 
regularities reduced as the compressive overstrain increased, progressively flattening fracture surface 
asperities near the crack tip. 

CSLM image processing of the fracture surface in an area immediately behind the fatigue crack tip 
was used to measure the height of asperities for constant amplitude straining and for periodic com- 
pressive overstrains of -0.17, -0.24, and -0.38% (followed by 50 small fatigue cycles). Asperity 
height decreased from 28/xm in constant amplitude straining to 18, 13, and 8/~m for -0.17, -0.24, 
and -0.38% overstrains, respectively. A complementary investigation using a scanning electron mi- 
croscope (SEM) revealed compression-induced abrasion marks. The abrasion marks corresponded to 
the region close to the crack tip location when the compressive overstrains were applied. Figure 12b 
is a scanning electron micrograph of an asperity immediately behind the crack tip showing the area 
flattened due to a compressive overstrain of -0.38%. This is compared to the height of an asperity in 
constant amplitude straining and a stress amplitude of 0.075% in Fig. 12a. 

Figure 13a shows crack depth versus number of cycle plots for cracks for various magnitudes of 
the compressive overstrains. Figure 13b shows that as the magnitude of periodic compressive over- 
strain increases the height of fracture surface asperity reduces significantly. 

The crack growth rate of short fatigue cracks in 1045 steel increases dramatically as the magnitude 
of compressive overstrain increases. A compressive overstrain led to a flattening of roughness asper- 
ities and therefore a reduction in closure stress. In this regard, Henkener et al. [9] reported that the 
crack growth rate increased as the magnitude of a compressive overload increased. The increased 

FIG. 12--Fracture surface asperities before and after the application of uniaxial PCO. 
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FIG. 13--(a) Crack growth behavior under CAS and various PCO histories, and (b) asperity 
height versus various PCO magnitudes. 

compressive overload led to an increase in the range of the effective intensity factor. Herman et al. 
[11] and Hertzberg et al. [10] also showed that a low closure stress (due to compressive loads) is as- 
sociated with the crushing of asperities in the crack wake. 

The crack growth behavior of short fatigue cracks under three periodic compressive overstrains 
(Fig. 13a) shows that the increase in crack growth rate from -0 .17  to -0 .24% compressive over- 
strain is much higher than that for an interval from -0 .24  to -0 .38% compressive overstrain. 

For a 1-mm increase in crack depth in this figure, a test at a -0 .17% overstrain requires 8000 
blocks (50 • 8000 = 400 000 cycles) while the tests with -0 .24  and -0 .38% overstrains correspond 
to about 1800 and 1500 blocks, respectively. In this regard, Kemper et al. [12] and Tack and Beevers 
[13] observed a similar saturation effect in which increases in compressive overstrain beyond a cer- 
tain level did not result in additional increases in crack growth rate. Figure 14a plots fatigue lives ver- 
sus maximum shear strain for uniaxial CAS and PCO histories. This figure shows that the fatigue 
strength reduced by a factor that ranged from 1.50 at short lives (104 cycles) to 2.0 at long lives (107 
cycles) when periodic compressive overstrains of -0 .38% were applied. 

Biaxial Fatigue Straining--Figures 14b-d plot fatigue lives versus the maximum shear strain for 
biaxial strain ratios of - 1, -0.625,  and + 1. These figures show a significant decrease in the biaxial 
fatigue strength of specimens that were subjected to the in-phase periodic compressive overstrains of 
-0.30%. The fatigue strength reduction due to the overstrains for A = - 1 straining varies from 1.40 
at short lives (10 4 cycles) to 1.75 at long lives (10 7 cycles), for biaxial tests with a strain ratio of A = 
-0 .625 the reduction varied from 1.50 at short lives (104 cycles) to 1.90 at long lives (107 cycles); 
and for equibiaxial tests the reduction varied from 1.75 at short lives (104 cycles) to 2.80 at long lives 
(107 cycles). 

CSLM measurements and SEM examination of crack fracture surfaces, which had experienced in- 
phase periodic compressive overstrains, revealed that for all strain ratios the fracture surface asperi- 
ties at the crack tip were severely flattened, suggesting that the decreases in fatigue lives are mainly 
due to the crushing of fracture surface asperities by in-phase compressive overstrains. A typical SEM 
fractograph of a specimen subjected to in-phase biaxial compressive overstrains of - 0 . 3% followed 
by 19 small A = - 1 (shear straining) tension-compression cycles of +0.15% strains is shown in Fig. 
15. A noticeable feature of the flattened asperities on the fracture surface of the in-phase PCO tests 
is the parallel abrasion lines. The deduction, that these lines are induced by the abrasion between 
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FIG. 15----SEM microphotograph of flattened fracture surface asperity under PCO shear strain- 
ing history. 
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pressive overstrain crushed the fracture surface asperities and resulted in fully open crack growth with 
no crack face interference. Thus, the full range of applied strain intensity was effective. For equibi- 
axial straining (A = + 1), in-phase PCO cycles increase the portion of fatigue cycle that is effective. 
Small cycle numbers were chosen so that the crack opening stress remained below the minimum 
stress and the whole strain cycle was effective. For PCO biaxial fatigue straining of -0 .625,  there is 
both a decrease in crack face interference in the shear mode and an increase in the effective portion 
of the opening mode due to overstrains. Again small cycle numbers were chosen so that the crack face 
did not touch and the whole strain cycle was effective. 

Closure Free Fatigue Lives and Crack Growth Rates under various Biaxial Strain Ratios 

Various critical shear plane parameters have been used to correlate fatigue lives at different strain 
ratios [14]. All of them involve some combination of the shear strain range on the plane of maximum 
shear strain (Ayr~ax) and the normal strain range (Aen) acting on this plane. Reference 14 showed that 
these parameters could also be adapted to describe the strain intensity factor range. All of them 
showed roughly the same ability to correlate fatigue lives and crack growth rates. As mentioned in 
the previous section closure free crack growth was achieved in PCO tests by choosing a number of 
small cycles that maintained the measured crack opening stress below the minimum stress of small 
cycles. Figure 16 plots the fatigue lives versus the Brown and Miller parameter (ATmax/2 + 0.3A~n) 
for various strain ratios. The upper curve gives fatigue lives under constant amplitude straining and 
the lower curve gives equivalent small cycles for strain histories containing periodic compressive 
overstrains in which the small cycles had no crack closure. Both fatigue lives obtained under constant 
amplitude straining and closure free fatigue lives for the various strain ratios are correlated within a 
factor of 3 in life by the parameter. Reference 14 showed that other critical plane theories gave sim- 
ilar correlations. 

The effective strain intensity equivalent to the Brown and Miller fatigue life parameter is given 
[14] by AKefy = QG (FiiA'ymax + 0.78 FlAsh) ~ a ,  where G is the shear modulus, FI and Fn are ge- 
ometry shape factors in tensile mode and shear mode respectively, and Q is a strain concentration fac- 
tor for short cracks. 

Crack growth rates for biaxial strain ratios of - v, -0 .625,  - 1, and + 1 versus the effective strain 
intensity factor range (AKeff) values are plotted in Fig. 17. 
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FIG. 16---Fatigue lives for tests at various strain ratio versus the Brown and Miller parameter for 
constant amplitude straining and periodic compressive overstrain histories. 
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C o n c l u s i o n s  

In this paper crack growth mechanisms and crack growth rates under constant amplitude straining 
and periodic compressive overstrain histories were studied. Four principal strain ratios of - v ,  
-0 .625,  - 1, and + 1 were chosen. 

1. In uniaxial straining (h = - v), cracks initiated along the maximum shear plane at 45 ~ to the 
surface of the specimen (Stage I growth) and failure then took place by Stage II growth perpendicu- 
lar to the axis of the specimen. In equibiaxial fatigue straining (h = + 1), cracks nucleated on the two 
maximum shear planes parallel and perpendicular to the specimen axis and initially propagated into 
the specimen on planes at 45 ~ to the specimen surface (Stage I growth). They then propagated nor- 
mal to the stress axis (Stage II growth). In both uniaxial and equibiaxial fatigue straining, a crack, 
once initiated, grew in the length and depth directions until failure took place. 

2. In tests with biaxial strain ratios of h = - 1 and h = -0.625,  surface cracks initially nucle- 
ated on slip bands at 40 ~ to 45 ~ to the axis of the specimen. Then the growth of microcracks on shear 
planes into the specimen occupied up to 90% of the fatigue life during which time the surface length 
of the microcracks remained nearly constant. The microcracks started increasing in length after the 
crack became semi-circular (a/c = 1) at about 90% of fatigue life. Failure then occurred by a rapid 
linking of microcracks. 

3. CSLM measurements and an SEM examination of the growth of short fatigue cracks under 
uniaxial and biaxial constant amplitude straining and during strain histories having periodic com- 
pressive overstrains revealed that the crack growth increased dramatically with the magnitude of the 
compressive overstrain. The height of the fracture surface irregularities reduced progressively as the 
compressive overstrain increased and flattened fracture surface asperities near the crack tip. This re- 
suited in a reduced crack closure stress and a faster crack growth. 

4. The magnitude and frequency of application of the periodic compressive overstrain cycles in 
the second test series was chosen to reduce the crack opening stress to a level below the minimum 
stress level of the constant amplitude cycles so that they experienced closure free crack growth. The 
compressive overstrains significantly increased crack growth rates and decreased the threshold strain 
intensity for the smaller constant amplitude cycles. They also caused a large decrease in the small cy- 
cle fatigue resistance as measured by their equivalent strain-life curves. 
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ABSTRACT: Most of the assessment equations for Ct, which is a well-known fracture parameter char- 
acterizing creep and creep-fatigue crack growth rates, have limited applicability to constant load condi- 
tions. However, crack growth due to creep can also occur under varying load conditions when the load 
rate is slow enough such that accumulated creep deformation near the crack tip can't be neglected. An 
estimation equation of the Ct-parameter that can be applied to the case of slow load rising was derived 
by the authors and denoted as (Ct)r. 

In this paper, correlation between (Ct)r at the end of the load-rising period and Ct at the beginning of the 
succeeding load hold period is shown. And a new Ct estimation equation that can be applied to the load 
hold period following a slow load rising period is derived using the relation between (Ct)r and Ct. Finite- 
element analyses of several cases with various load-rising conditions were performed. The results support 
accuracy of the proposed Ct estimation scheme. General applicability of the equation is also discussed. 

KEYWORDS: creep, fatigue, crack, time dependent fracture mechanics, Ct-parameter, C*-integral 
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C*, C* (t), C(t), Ct 

(Ct)r 
E 
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FcXO, n), ec(O,n) 

I.  
K, K~, Kt( t ) 

P, P(t)  

tTR 

Crack length, mm 
Coefficient of Norton's creep law, MPa -n �9 h-1 

Exponent of Norton's creep law 
Thickness and width of specimen, mm 
Coefficient of loading equation, N/S e 
Exponent of loading equation 
Creep fracture parameters, MPa �9 m / h  
Ct - parameter under load-increasing condition, MPa �9 m/h 
Modulus of elasticity, MPa 
Calibration factor of stress intensity factor 
Dimensionless shape function of creep zone size under load increasing con- 
dition and under load hold condition 
HRR integration constant 
Stress intensity factor, MPaX/m 
Applied load, N 
Transition time under the load rising condition, s 

1 Ph.D. candidate and professor, respectively, Department of Mechanical Engineering, Sungkyunkwan Uni- 
versity, 300 Chunchun-dong, Jangan-gu, Suwon 440-746, Korea. 

2 Associate professor, Department of Mechanical Engineering, Chung Ang University, 221, Huksuk, Dongjak, 
Seoul 156-756, Korea. 

Copyright �9 2000 by ASTM International 

313 

www.astm.org 

Copyright by ASTM Int'l (all rights reserved); Tue Dec 15 13:13:15 EST 2015
Downloaded/printed by
University of Washington (University of Washington) pursuant to License Agreement. No further reproductions authorized.



314 FATIGUE AND FRACTURE MECHANICS: 30TH SYMPOSIUM 

tr Transition time under the constant load condition, s 
lrs Characteristic time, s 
~ Load-line displacement rate due to creep, mm/s 

a, ar Material-dependent constant under load-increasing condition and under load 
hold condition, respectively 

/3, /3r Irwin's crack length correction factor under load increasing condition and 
under load hold condition, respectively 

r/ Geometry factor 
u Poisson's ratio 

As high-temperature equipments are operated under a cycle of startup, steady operation, and shut- 
down, cracks existing in the components usually experience fatigue loading of trapezoidal wave- 
shapes [1,2]. To simplify modeling of the creep-fatigue crack growth behavior, it was common to as- 
sume the trapezoidal waveshape as one with instantaneous loading and unloading. Under the 
assumption of this loading type, a cracked body will show only cycle-dependent fatigue crack growth 
during the load rising and decreasing period and will show only time-dependent creep crack growth 
during the load hold period. Hence, for this simplified waveshape, the stress intensity factor range AK 
has been used for characterizing the cycle-dependent fatigue crack growth rate, and the Ct-parameter 
has been used for characterizing the time-dependent creep crack growth rate [3-7]. However, when 
the load-rising period is long enough for allowing considerable creep deformation, crack growth be- 
havior during the load-rising period can't be characterized just by AK. Additional crack growth due 
to creep during the load rising period also should be considered by introducing another characteriz- 
ing parameter such as the Crparameter during the load-rising conditions. The authors derived an es- 
timation equation of the Ct-parameter which can be applied to the case of slow load rising and de- 
noted it as (Ct)r in the previous papers [8,9]. 

In this study extending the previous work, Ct behavior during the load hold period after slow load- 
ing is investigated. Correlation between (Ct)r at the end of the slow loading period and Ct at the be- 
ginning of the succeeding load hold period is shown. And a new estimation equation of the Ct-pa- 
rameter reflecting the effect of the load rising time is proposed. In deriving the new estimation 
equation of Ct, the previous (Ct)r equation and the relation between ( C t )  r and Ct are utilized. Finite- 
element analyses of several cases with various load-rising conditions were performed to show appli- 
cability and accuracy of the proposed estimation equation. 

Background 

For elastic-secondary creeping materials, Riedel derived estimation equations of C(t)-integral for 
the case with the load hold period following a slow load-rising period as well as the case with the slow 
load-rising period [10]. On the other hand, the authors [8,9] proposed (Ct)r as the Ct-parameter un- 
der the slow load-rising condition, and Yoon et al. [11] proposed an estimation equation of Ct-pa- 
rameter during the load hold time reflecting the effect of the load rising time using the concept simi- 
lar to the case of Riedel's C(t)-integral. In this section, these parameters are reviewed briefly. 

C( t)-Integral and Ct-Parameter Under Load-Rising Condition 

Riedel and Rice derived a C(t) equation during the load hold period after an instantaneous loading 
as follows [12]: 

1 (1 -- ~'2)K/2 
C(t) - - -  + C* (1) 

n +  1 Et 

where n is the exponent of Norton's power creep law, v is Poisson's ratio, E is Young's modulus, K1 
is the stress intensity factor, and C* is the C*-integral [13-15]. 
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Also Riedel [10] derived a C(t) equation for the load-rising condition as shown in Eq 3 when the 
applied load increases in proportion to the power, ~, of the time, t, as shown in Eq 2. 

P =  Cpt ~ (2) 

C(t) 1 (1 - v2)KZ(t) + C* (t) (3) 

In these equations, Ce and ~ are loading constants. And, Kl(t) and C*(t) are functions of time t. When 
the time elapses as long as the creep zone expands extensively throughout the whole specimen, C(t) 
becomes equal to C*(t). A characteristic time for the transition from small-scale creep to extensive 
creep is defined as the transition time under the load-rising condition, tTR, and is given by 

1 + 2~n  (1 - v2)KZ(t~R) 
trn -- n + ~  C*(t~R)E (4) 

As the applied load increases according to Eq 2, the authors denoted the Ct-parameter under the 
load rising condition as (C~),.. Estimation equations of (Ct)r were derived as follows [8,9]: 

4sC(n - 1) P( t )~ .F '  [.1 4st-( n - 1  ) F '  } 
(Ct)r= 4 ~ ( n -  1 ) - n + 3  BW F C*(t)~rl 4sr n -  1 ) - n + 3  ~ - -  1 (5) 

4art~rFcr(O,n) (1 - v2)K4(t) F'  2 n-3 
(Ct) r - -  (EA) n-i t n-1 + C* (t) (6) 

E ( n -  1) W F 

where B is the specimen thickness, W is the specimen width, Vc is the load-line displacement rate due 
to creep, F = K~B~-W-/P, F' = dFId(a/W), 71 is the geometry factor, A is the coefficient of Norton's 
power creep law,/3r is Irwin's crack length correction factor, and Fcr(O,n) is the dimensionless shape 
function of creep zone boundary under the load rising condition. C~r is the material-dependent factor 
defined as follows: 

n -  1 ~ ~{3~(n -  1 ) + 2 }  
c~r-  ~r 4 ~ n  ~ 1 - ) - - n + 3  (7) 

When the crack length and the applied load values are known, (C,)r can be calculated from Eq 6. 
Equation 5 can be used for the case when the load-line displacement rate due to creep is measured. 

C( t)-Integral and Ct-Parameter Under Load Hold Condition After Slow Loading 

When the load rising time is tr, the C(t)-integral at the end of the load rising period can be calcu- 
lated by substituting tr for t in Eq 3 [10]. Hence, when load waveshapes with the slow load-rising pe- 
riod and the succeeding load hold period are applied at the cracked body, the C(t)-integral during the 
load hold time can be derived by substituting t - tr + { 1/(1 + 2~n)}tr for t in Eq 1. The resulting 
equation is as follows [10]: 

C(t) - 1 (1 - v2)K 2 + C* (8) 

n + l  E t - t r +  1 + 2 ~ n  tr 
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Because the effect of the load-rising period is included in Eq 8, this equation may be used as a crack- 
tip fracture parameter under the load waveshape with the load hold period following a slow load-ris- 
ing period. 

Extending the concept of C* to the transient creep condition, Saxena [18] proposed the Ct-param- 
eter as a creep fracture parameter applicable to the wide range creep conditions. And Saxena et al. 
[18,19] proposed Eqs 9 and 10 as estimation equations of the Ct-parameter under the constant load- 
ing condition. 

Ct BW F C* - i f - -  1 (9) 

40t/3~e (O,n) (1 -- u2)K 4 F '  2 n-3 
Ct = -~n  - -D W V ( Ea ) "-I  t n--1  -]- C:~ (10) 

where/3 is Irwin's crack length correction factor, and ?c (O,n) is the dimensionless shape function of 
creep zone boundary under the constant loading condition. And c~ is the material-dependent factor de- 
fined as follows: 

2 1 ~ (n+ 1)ln ~,~-1 
-- t2-g-(i--  -2)j (11) 

where I, is the HRR integration constant. When time elapses until the creep zone expands extensively 
throughout the whole specimen, C, becomes equal to C*. A characteristic time for the transition from 
small-scale creep to extensive creep is defined as the transition time under the constant loading con- 
dition, tr, and is given by 

(1 -- p2)K 2 
tr = (12) 

(n + 1)EC* 

For slow loading, Yoon et al. proposed the following equation for C, estimation during the load 
hold time following a slow load-rising period [11]: 

4o~flfc(O,n) ( 1 -  v2)K 4 F' 2 (  ~ ~ n-3 
C t -  ~ n - - - - D  -lff F (EA)~--1 t - -  tr + ~ n--1 + C* (13) 

where 6 is the scaling constant and is assumed as 1 for convenience. In the above equation, Ct was 
derived by substituting t - tr + { 6/(1 + 2n)} tr for t in Eq 10 like the case of C(t). Because the effect 
of the load rising time is included in Eq 13 like Eq 8, this equation can also be used as a fracture pa- 
rameter characterizing creep crack growth under the load waveshape with the load hold period fol- 
lowing a load-rising period. 

Theoretical Derivation 

It has been a general practice to assume instantaneous loading. Hence, the creep deformation dur- 
ing the load-rising period that may cause additional crack growth could not be considered in the pre- 
vious models. However, if Eqs 5 and 6, which represent the Ct-parameter during the load rising time, 
(Ct)r, are used, it may be possible to assess the amount of crack growth due to creep during the slow 
load-rising period [8,9]. For the case of a trapezoidal fatigue loading, the total crack growth rate 
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(da/dN)tota~ can be expressed as the summation of the cycle-dependent fatigue crack growth rate, the 
time-dependent creep crack growth rate during the load-rising period, and the time-dependent creep 
crack growth rate during the load hold period as follows: 

da da da da  (14) 

In Eq 14, each term of the right-hand side can be characterized by different fracture parameters. 
That is, the first term, the cycle-dependent fatigue crack growth rate, can be characterized by the well- 
known stress intensity factor range AK. The second term, the time-dependent creep crack growth rate 
during the load-rising period, can be characterized by (G)~ proposed by the authors [8,9]. And the 
third term, the time-dependent creep crack growth rate during the load hold period, is known to be 
characterized by the G-parameter during the load hold period. The last parameter, Ct, however, 
should be estimated by considering the accumulated creep deformation during the preceding load ris- 
ing period. Therefore, the Ct estimation equation of this case is discussed further in this section. 

To consider the creep effect during the preceding load rising period, Yoon et al. employed t - tr 
+ { 6/(1 + 2n) } tr instead of t as shown in Eq 13 [11]. In this section, G equation during the load hold 
period after a slow loading is derived analytically by considering the relationship between (Ct)r at the 
end of the load rising period and Ct at the beginning of the succeeding load hold period. The relation 
was given as follows [9]: 

4 ~ ( n -  1) 
{(C')r - -  C*(t)}l'='r = 4~(n - 1) - n + 3 (Ct - C*)l,=/r (15) 

Then, the G-parameter at the beginning of the load hold period following a slow load rise, i.e., at 
t = tr, can be rearranged as follows: 

4 ~ ( n -  1 ) - n + 3  
Ct = {(Ct)r - C*(tr)} + C* (16) 

4~:(n- 1) 

By inserting Eq 6 into Eq 16, the G equation at t = t, is given by 

4t~(n - 1) - n + 3 I4O~rflrFcr(O,n) (1 - v2)K?(tr) F'  2 . - 3 }  
C, = ~l~-(n -- i) [ ~ n ~ ] )  W F (EA)-- '  tr ,,--=T + C* (17) 

By equating Eq 17 with Eq 10, we then obtain the following equation on time t when G values of 
both cases become equivalent. 

4~(n - 1) a~f~ (O,n) ~-~13 
t = 4~(n -~ i ; - -  n + 3 s ~ (-&-,n)J �9 tr (18) 

Equation 18 shows that the Ct values after the load-rising time of tr in the case of the loading condi- 
tion described by Eq 2 becomes equivalent to the G values after the hold time of t shown by Eq 18 
in the case of the instantaneous loading condition. In other words, stress relaxation due to creep at the 
characteristic time t defined by Eq 18 after instantaneous loading becomes the same as that which oc- 
curred during the load-rising time of tr. This characteristic time t is denoted as tr~ in this paper and is 
rewritten as shown in Eq 19. This characteristic time, then, becomes conceptually similar to the term 
{ 6/(1 + 2n) } tr proposed by Yoon et al. [11 ]. Hence, Eq 19 shows clearer functional form than { 3/(1 
+ 2n)}tr defined previously as an arbitrary scaling factor. 
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TABLE ImMaterial properties of the 1.25Cr-O.5Mo steel used for finite element calculation. 

Test Yield Tensile Young's Creep Coefficient, Creep 
Temperature, Strength, Strength, Modulus, A, Exponent, 

~ MPa MPa GPa (MPa n-h 1) n 

538 263 390 141 7.76 X 10 -36 13.63 

t r s = [ 4 ~ ( n - - 1 ) - - n + 3 0 L r J ~ r F c r ( O , n ) J  " t r  = l + 2 ~ n ' t r  (19) 

Therefore, a generalized Ct estimation equation which can be applied during the load hold time fol- 
lowing a slow load rising period is derived by employing the characteristic time tr,~ as follows: 

n - 1  
4 ~  (O,n) (1 -- p2)K4 F '  2 

Ct = - ~ n - - D  W F (EA)~-t  (t - t r Jr- trs ) n - - 3  Jr- C *  (20) 

The characteristic time tr., introduced in this equation reflects the reduction of Ct at the beginning of 
the load hold period, which occurs due to the creep deformation accumulated during the load rising 
period. Thus, the above equation can be used as a fracture parameter characterizing creep crack 
growth during the load hold period following a slow load-rising period like the generalized C(t)-in- 
tegral proposed by Riedel [10]. 

Finite-Element Analysis 

As the load waveshape with the slow load-rising period and the succeeding load hold period is ap- 
plied to a cracked body, the characteristic time trs should be determined in advance to calculate the 
C,-parameter reflecting the effect of the load rise time using Eq 20. Hence, finite-element analyses 
are performed to determine the value of trs. The material properties used in this analysis were mea- 
sured from a 1.25Cr-0.5Mo steel plate. The tensile and creep properties of the material are summa- 
rized in Table 1 [8, 9]. Two cases of analyses were carried out, one under the slow load-rising condi- 
tion and the other under the load-holding condition after the instantaneous load increased as described 
in Table 2. In the former analysis, the applied load is increased linearly from 0 to 42 kN for 8.4 h as 
described in Table 2. In the latter case, the load is held constant at the value of 15 kN for 1 • 105 h 
as described in Table 3. The applied load is distributed along the upper portion of the pin hole over a 
span of 45 ~ ABAQUS Version 5.7 package was used in the analysis. Figure 1 shows the finite-ele- 
ment mesh of the C(T) specimen type. Only the upper half of the specimen is modeled using the sym- 
metry. The finite-element mesh consists of 490 eight-node plane strain isoparametric elements and 
1580 nodes. A crack ratio (a/W) of 0.44 was used. At the crack tip, r 1-type singular elements were 
generated by collapsing three nodes along a side into one point. 

Another set of analyses was performed to assess the accuracy of the Ct estimation scheme shown 

TABLE 2--Values for/3r" For (0,n) determined under a load rising condition. 

Pmax, Load Rising Time, Transition Time, Curve Fitting Range 
kN t~ (h) trR (h) (h) ~ 'F~  (O,n) 

42 8.4 8.1 0 to 3 1/10.4 
0 to 8.1 1/7.8 
Linear part 1/10.3 
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TABLE 3--Values of/3.7o (0,n) determined under a load holding condition. 

319 

Pm,x, Load Holding Time, Transition Time, Curve Fitting Range 
kN th (h) tr (h) (h) ft. ~ (O,n) 

15 1.0 • 105 8.01 X 10 4 0 to 3 1/14.0 
0 to 8.01 • 10 4 1/11.4 

Linear part 1/14.2 

in Eq 20. As shown in Table 4, several cases of finite-element analyses were carried out with various 
load-rising periods, crack lengths, and applied load levels. By comparing the Ct values obtained from 
finite-element analysis with those obtained by Eq 20, the accuracy of the proposed equation is shown. 

Results and Discussion 

Determination of  Characteristic Time L-s 

Values of c~r, c~,/3r,/3, Fcr(O,n), and ?c(O,n) should be known in advance in order to determine the 
characteristic time try, which is necessary to calculate the Ct-parameter of Eq 20. Values of ar and c~ 
can be determined from Eqs 7 and 11, respectively. However, more accurate definition is necessary 
for the values of/3r,/3, Fcr (O,n), and fc(O,n). By performing finite-element calculations, Bassani et al. 
[19] proposed/3 as 73 by assuming that f~(O,n) = ~. (90 ~ n) and that the creep zone expands in a self- 
similar manner. In order to use 1/3 as a value of/3, the value of fc(O,n) should be determined consis- 
tently according to Bassani's definition. On the other hand, the value of fc(O,n) defined by Riedel and 
Rice in 1980 [12] is obtained qualitatively and is different from that derived numerically by Riedel 
in 1983 [10]. Besides, the value of fc(O,n) derived by Riedel is known only for the case of s c = 0 and 
n = 5. The value of F~.r(O,n) is also known only for the case of ~: = 1 and n = 5 [10]. And the value 
of/3r previously proposed by the authors is not known yet. 

Therefore, at first we determined the value of/3r'Fcr(O,n) under the load-rising condition and also 
determined the value of/3" fc(0,n) under the load-holding condition following an instantaneous load- 
ing period. Efforts to determine each value of/3r,/3, F~.~(O,n), and f~(O,n) were not made. 

Figure 2 shows the analysis results when the applied load increases linearly as indicated in Table 
2. In Fig. 2, the (Ct)r values calculated from Eq 5 and ~'c determined by finite-element analysis are 
compared with those calculated from the analytic equation, Eq 6, with the values of ~ = 1 and/3r'Fcr 
(O,n) = 1/4.05. In this figure, (Ct)r is normalized by C*(tr) and time t is normalized by tvR. In order 
to determine the accurate value of/3r'F,.r(O,n), the average value of (G)r calculated by Eq 5 is com- 
pared with that calculated by Eq 6. Calculated results of/3r'F~r(O,n) are shown in Table 2. 

FIG. 1--Finite-element model of  a compact specimen. 
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TABLE 4--Finite-element analysis conditions for various load rising cases. 

Case 

Load Load trs by tr~ by 
Rising Holding Previous Model, Current Model, 

Time, tr, (h) Time, th, (h) Pmax. kN R a/W B, mm Eq 13, s Eq 20, s 

Case 1 1/6 1/6 15 0 0.44 20.05 21 34 
Case 2 3 1 15 0 0.44 20.05 382 618 
Case 3 5 1 15 0 0.44 20.05 637 1029 
Case 4 3 1 15 0 0.5 20.05 382 618 
Case 5 3 1 15 0 0.55 20.05 382 618 
Case 6 3 1 20 0 0.44 20.05 382 618 
Case 7 3 1 25 0 0.44 20.05 382 618 

Figure 3 shows analysis results when the load is applied instantaneously and is held constant as in- 
dicated in Table 3. In Fig. 3, the Ct values calculated from Eq 9 and ~ determined by finite-element 
analysis are compared with those calculated from the analytic equation, Eq 10, with the values of ~: 
= 1 and fl'fc(O,n) = 1/7.5. In Fig. 3, Ct is normalized by C* and time t is normalized by tr. The av- 
erage value of Ct obtained from Eq 9 was also compared with that obtained from Eq 10 to determine 
the value of [3"fc(O,n). The calculated results of  fl'fc(O,n) are also summarized in Table 3. 

As we can see from the tables, the values of ~r'Fer(O,n ) and fl'fc(O,n) vary according to the curve 
fitting range. Hence, in order to acquire reliable and reproducible values of flr'Fcr(O,n) and fl'?c(O,n), 
an appropriate curve fitting range should be carefully selected in which the characteristics of curves 
obtained from the finite-element results and the analytically calculated results are well represented. 
In Fig. 2, the analysis results show the fluctuation of (Ct)r in the initial part. Except in this part, the 
results show linear variation of (Ct)r until the transition time is reached. After the transition time, the 
results show nonlinear variation of (Ct)r. In Fig. 3, it can be seen that Ct shows the same trend a s  ( C t )  r 

l o  2 

10 ~ 
- - A n a l y t i c  re su l t s  

w h e n  = 1 /4 .05  
10 o �9 . F E M  resul t s  

, ~  1ffl 

lo 4 

1 #  

1 ~  ]o -~ lo 0 lO ~ 

LosO/ t~)  

FIG. 2--Comparison of  ( C t )  r value between finite-element analysis results and analytic results 
during load rising period. 
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FIG. 3--Comparison of  C t values between finite-element analysis results and analytic results dur- 
ing load holding period. 

of Fig. 2. The fuctuadon of the analysis results in the initial part occurs because the creep deforma- 
tion and the time increment in the initial part are too small to calculate accurately. 

The analytical results derived from Eqs 6 and 10 show the continuous linear variation of the (Ct)r 
and Ct values until the transition time is reached. After the transition time, (Ct)r and Ct show clear 
nonlinear behavior as indicated in Figs. 2 and 3. However, it usually takes very long for a cracked 
body to reach the transition time as shown in Tables 2 and 3. Since one cycle of fatigue loading is 
usually short in comparison with the transition time, it is considered to be appropriate to select the 
linear part of Figs. 2 and 3 as a curve fitting range of  assessing the values of  t~r "Fcr (O, n) and fl" fc (O,n). 

On the basis of the above arguments, we selected the linear variation part of (Ct)r and Ct values as 
the curve-fitting range and acquired 1/10.4 and 1/14.2 as proper values of flr'Fcr(O,n) and fl'fc(O,n), 
respectively. 

Accuracy of the Proposed Ct-Estimation Scheme 

To show the usefulness of the proposed Ct estimation equation that can be applied during the load 
hold period following a slow load rising, finite-element analyses of several cases were carried out and 
the analysis results discussed here. 

The finite-element analysis results and the analytic results for Case 1 of Table 4 are shown in Fig. 
4. In this figure, data plotted before 600 s show the variation of (Ct)r and data after 600 s show the 
variation of Ct as a function of time. The finite-element results for the trapezoidal waveshape with 
the load-rising time of 600 s are compared with those for the trapezoidal waveshape with the instan- 
taneous load rising. It was observed that the former showed considerably small C~ values in compar- 
ison with the latter, particularly in the initial part of the load hold period. This is because the creep 
deformation is accumulated near the crack tip during the load rising period and the crack-tip stress 
field is redistributed and relaxed. In Fig. 4, "previous model" [11 ] indicates the analytic results cal- 
culated from Eq 13 defined by Yoon et al., and "current model" indicates the analytic results calcu- 
lated from Eqs 19 and 20 newly proposed in this paper. 

Figure 4 shows some differences among the results of the previous model, the analytically calcu- 
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FIG. 4--Comparison between FEM results and analytic results for Case 1. 

lated results of the current model, and the results of finite-element analysis. Good agreement was ob- 
served between the results of the current model and the results of finite-element analysis. On the other 
hand, the previous model shows some difference. This difference occurs because 6 was arbitrarily as- 
sumed as 1 .6  should be calibrated properly by considering the effect of the accumulated creep de- 
formation during the load-rising period on crack-tip stress relaxation. 
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FIG. 6--Comparison between FEM results and analytic" results for Case 3. 

Figures 5 and 6 show the finite-element analysis results and the analytic results for Case 2 and Case 
3 in which the load rising time of Case 1 was changed to 3 h and 5 h, respectively. In these cases, 
good agreement was also observed between the results of the current model and the results of finite- 
element analysis. Figures 7 and 8 show the analysis results and the analytic results for Case 4 and 
Case 5 in which the crack ratio (a/W) of Case 1 was changed to 0.5 and 0.55, respectively. Good 
agreement was observed between the results of the current model and the results of finite-element 
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FIG. 7--Comparison between FEM results and analytic results for Case 4. 
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FIG. 8--Comparison between FEM results and analytic results for Case 5. 

analysis, too. Figures 9 and 10 show the analysis results and the analytic results for Case 6 and Case 
7 in which the maximum applied load of Case 1 was changed to 20 and 25 kN, respectively. Conse- 
quently, in all cases, good agreement was observed between the results of the current model and the 
results of finite-element analysis. 
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FIG. 9--Comparison between FEM results and analytic results for Case 6. 
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FIG. lO--Comparison between FEM results and analytic results for Case 7. 

From the overall finite-element analysis results of Case 1 through Case 7, it can be argued that the 
generalized Ct estimation scheme derived in this paper be used as a useful method for determining 
creep fracture parameter that can characterize the crack growth behavior by creep deformation dur- 
ing the load hold period following a slow load-rising period. 

Summary and Conclusions 

In this study, an estimation scheme for the C:parameter is investigated considering the effect of 
accumulated creep deformation during the load rising period. Several cases of finite-element analy- 
ses were carried out. The following conclusions are drawn from this study. 

1. The characteristic time try. is defined, which represents reduction of Ct due to the accumulated 
crack-tip creep deformation during the load-rising period. 

2. By using the characteristic time try, a new Ct estimation scheme that can be applied to the load 
hold period following a slow load-rising period is proposed. 

3. To evaluate the characteristic time trs, values of flr'Fcr(O,n) and ft. ~c(O,n) should be determined 
in advance. A method of determining reliable and reproducible values of ~r'Fcr(O,n) and fl'?c(O,n) is 
proposed. 

4. By performing finite-element analyses of several cases, it was shown that the Ct estimation 
scheme suggested in this paper gives accurate results. 

Acknowledgment 

The authors are grateful for the support provided by a grant from the Korea Science & Engineer- 
ing Foundation (KOSEF) and Safety and Structural Integrity Research Center at the Sungkyunkwan 
University. 

Copyright by ASTM Int'l (all rights reserved); Tue Dec 15 13:13:15 EST 2015
Downloaded/printed by
University of Washington (University of Washington) pursuant to License Agreement. No further reproductions authorized.



326 FATIGUE AND FRACTURE MECHANICS: 30TH SYMPOSIUM 

References 

[1] Martin, H. F., "Cyclic-Duty Turbine and Boiler Operating Practice and Guidelines," EPRI CS-3800 Final 
Report, 1984. 

[2] Saxena, A., "Fatigue Crack Growth in Elevated Temperature Power-Plant Materials and Components," Fa- 
tigue '96, Vol. II, 1996, pp. 729-740. 

[3] Saxena, A., "Remaining Life Estimation of Boiler Pressure Parts-Crack Growth Studies," EPRI RP 2253- 
7, 1986. 

[4] Yoon, K. B., Saxena, A., and McDowell, D. L., "Influence of Crack-Tip Cyclic Plasticity on Creep-Fatigue 
Crack Growth," Fracture Mechanics, ASTM STP 1131, 1992, pp. 367-392. 

[5] Yoon, K. B., Saxena, A., and Liaw, P., "Characterization of Creep-Fatigue Crack Growth Behavior Under 
Trapezoidal Waveshape Using Ct-Parameter," International Journal of Fracture, Vol. 59, No. 2, 1993, pp. 
95-114. 

[6] Adefris, N., Saxena, A., and McDowell, D. L., "Creep-Fatigue Crack Growth Behavior in 1Cr-1Mo-0.25V 
Steels. Part I: Estimation of Crack Tip Parameters," Fatigue and Fracture of Engineering Materials' and 
Structures, Vol. 19, No. 4, 1996, pp. 387-399. 

[7] Adefris, N., Saxena, A., and McDowell, D. L., "Creep-Fatigue Crack Growth Behavior in 1Cr-lMo-0.25V 
Steels. Part II: Crack Growth Behavior and Models," Fatigue and Fracture of Engineering Materials and 
Structures, Vol. 19, No. 4, 1996, pp. 401411. 

[8] Lee, J. H., Kim, Y. J., and Yoon, K. B., "A Study on the Creep Fracture Parameter for Characterizing Crack 
Growth Under the Load Rising Condition," Proceedings, KSME Materials and Fracture Division Meeting, 
February 1998, pp. 50-56. 

[9] Lee, J. H., Kim, Y. J., and Yoon, K. B., "Mechanics Interpretation of C,-parameter Under Load Rising Con- 
ditions," submitted for publication. 

[10] Riedel, H., "Crack-Tip Stress Fields and Crack Growth Under Creep-Fatigue Conditions," Elastic-Plastic 
Fracture, ASTM STP 803, 1983, pp. 1505-1520. 

[11] Yoon, K. B., Baek, U. B., and Suh, C. M., "Effects of Loading Rate on Creep Crack Growth During Suc- 
ceeding Load-Hold Period Under Trapezoidal Fatigue Waveshape," Elevated Temperature Effects on Fa- 
tigue and Fracture, ASTM STP 1297, 1997, pp. 102-116. 

[12] Riedel, H. and Rice, J. R., "Tensile Cracks in Creeping Solids," Fracture Mechanics, ASTM STP 700, 1980, 
pp. 112-130. 

[)3] Landes, J. D. and Begley, J. A., "A Fracture Mechanics Approach to Creep Crack Growth," Mechanics of 
Crack Growth, ASTM STP 590, 1976, pp. 695-700. 

[14] Nikbin, K. M., Webster, G. A., and Turner, C. E., "Relevance of Nonlinear Fracture Mechanics to Creep 
Cracking," Cracks and Fracture, ASTM STP 601, 1976, pp. 47-62. 

[15] Ohji, K., Ogura, K., and Kubo, S., Transactions ofJSME, Vol. 42, 1976, pp. 350-358. 
[16] Irwin, G. R., "Fracture," Handbuch der Physik VI, Springer, 1958, pp. 551-590. 
[17] Irwin, G. R., "Plastic Zone Near a Crack and Fracture Toughness," Proceedings, 7th Sagamore Confer- 

ence, 1960, p. IV-63. 
[18] Saxena, A., "Creep Crack Growth Under Non-Steady State Conditions," Fracture Mechanics, ASTM STP 

905, 1986, pp. 185-201. 
[19] Bassani, J. L., Hawk, D. E., and Saxena, A., "Evaluation of the Ct-Parameter for Characterizing Creep 

Crack Growth Rate in the Transient Regime," Nonlinear Fracture Mechanics, ASTM STP 995, 1989, pp. 
7-26. 

[20] Saxena, A., Han, J., and Banerji, K., "Creep Crack Growth Behavior in Power Plant Boiler and Steam Pipe 
Steels," Journal of Pressure Vessel Technology, Vol. 110, 1988, pp. 137-146. 

[21] Riedel, H. and Detampel, V., "Creep Crack Growth in Ductile, Creep Resistant Steels," International Jour- 
nal of Fracture, Vol. 33, 1987, pp. 239-262. 

Copyright by ASTM Int'l (all rights reserved); Tue Dec 15 13:13:15 EST 2015
Downloaded/printed by
University of Washington (University of Washington) pursuant to License Agreement. No further reproductions authorized.



A. B. O. Soboyejo, l M. A. Foster, 2 C. Mercer, 3 J. C. Papritan, 4 and 
W. O. Soboyejo 5 

A New Multiparameter Model for the 
Prediction of Fatigue Crack Growth in 
Structural Metallic Materials 

REFERENCE: Soboyejo, A. B. O., Foster, M. A., Mercer, C., Papritan, J. C., and Soboyejo, W. O., 
"A New Multiparameter Model for the Prediction of Fatigue Crack Growth in Structural Metal- 
lic Materials," Fatigue and Fracture Mechanics, 30th Volume, ASTM STP 1360, P. C. Paris and K. L. 
Jerina, Eds., American Society for Testing and Materials, West Conshohocken, PA, 2000, pp. 327-343. 

ABSTRACT: A multiparameter model is proposed for the characterization of fatigue crack growth in 
structural metallic materials. The model assesses the combined effects of identifiable multiple variables 
that can contribute to fatigue crack growth. Mathematical expressions are presented for the determina- 
tion of fatigue crack growth rates, da/dN, as functions of multiple variables, such as: stress intensity fac- 
tor range, AK; stress ratio, R; closure stress intensity factor, K,.t; and the maximum stress intensity fac- 
tor, Km~x. A generalized empirical methodology is proposed for the estimation of fatigue crack growth 
rates as functions of these variables. The validity of the new methodology is then verified by making 
appropriate comparisons between predicted and measured fatigue crack growth data obtained from ex- 
periments on selected structural metallic materials. The multiparameter predictions are shown to be in 
close agreement with experimental data. 

KEYWORDS:  fatigue, crack growth, life prediction, multiparameter models, fracture mechanics, 
probabilistic methods 

Since the pioneering work of Paul Paris and co-workers about 40 years ago, [1,2], the use of the 
Paris law has gained widespread acceptability in a wide range of industries. Paris '  early work [1] was 
particularly important because it was the first to recognize the relationship between the fatigue crack 
growth rate and linear elastic fracture mechanics parameters based on Irwin 's  stress intensity factor, 
K. For fatigue crack growth in the mid-AK regime, Paris and co-workers [2] later suggested that the 
fatigue crack growth rate, daMN, may be expressed as the following power law function 

da 
-dN = C(AK)m (1) 

In Eq 1, C and m are material constants, and for metallic structural materials, the values o fm are gen- 
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erally between 2 and 4. Following the work of Paris et al. [1,2], Forman and co-workers [3] proposed 
an alternative empirical crack growth law for the assessment of the combined effects of the stress in- 
tensity factor range, AK, and stress ratio, R, on fatigue crack growth rate, da/dN. Walker [4] also de- 
veloped a simple two-parameter crack growth law for the estimation of da/dN as a function of AK 
and the maximum stress intensity factor, Kmax. Most recently, sigmoidal and logarithmic expressions 
[5,6] have been used to describe the dependence of fatigue crack growth on AK in the near-threshold, 
Paris, and high-AK regimes. However, most of the existing fatigue crack growth laws [1-6] are re- 
stricted to cases where fatigue crack growth is dependent on only one or two variables. 

In this paper, we propose a multiparameter framework for the characterization of fatigue crack 
growth. Following an overview of the deterministic fracture mechanics framework for the assessment 
of the combined effects of multiple mechanical variables, a log-normal statistical distribution is pro- 
posed for the assessment of the possible variabilities in the fatigue crack growth behavior. The pro- 
posed multiparameter approach is validated for long fatigue crack growth in selected structural metal- 
lic materials (Inconel 718, HY80 pressure vessel steel, and Ti-6A1-4V). 

Theoretical Modeling 

(a) Multiparameter Modeling of Fatigue Crack Growth 

We start by assuming that the fatigue crack growth rate, Y, is a function of k random variables 
Xi, i = 1,2 . . . . .  k, with an initial value of Yo = re0. We also assume that the total fatigue crack 
growth rate, Y, is the contribution of the k random variables. These k random variables can be some 
or all of the following parameters that can contribute to fatigue crack growth rate in structural 
metallic materials: stress intensity factor range, AK, stress ratio R, crack closure stress intensity 
factor Kcl, specimen thickness t, microstructural and environmental conditions, composition of the 
material and temperature, among other essential physical, chemical, and environmental parameters 
of the problem. The assumption that can be justified experimentally is also made that the total crack 
growth rate Y = da/dN, which is due to these multiple factors, is essentially a multiplicative pro- 
cess with inputs from these factors. The methodology proposed here is a logical extension of the 
Paris crack growth rate law in which a new multiplicative law of the following form is hereby pro- 
posed: 

k 
da ~ X~ '~, 

k 

= ao I-I x,{, 
i = 1  

(2) 

where C~o t~o { l-~ i= 1 Xio } , Yo = ~o is a constant, which has the units of da/dN and also corre- 
sponds to the initial value }70 of the crack growth rate; t~i is the exponent of each corresponding vari- 
able Xi for i = 1, 2 . . . . .  k. X~o is the reference constant which corresponds to Xi and has the same phys- 
ical units of Xi. Therefore, (Xi/Xio) for i = 1, 2 . . . . .  k is dimensionless. Alternatively, in this 
formulation of a theoretical model, X~o can be taken as a constant with the value of unity, which has 
the same dimension as Xi. 

Figure 1 shows a schematic representation of the combinations of chemical, physical, and envi- 
ronmental factors, Xi for i = l, 2 . . . . .  k; with the states of the fatigue crack growth rates from the ini- 
tial value I1o = ao, through the step-by-step stages, to Y~, Y2 . . . .  and eventually to YK, the final state 
of the crack growth rate, Y. At each stage of the multiplicative process, see Fig. 1, a transfer function 
that is mathematically a function of the relevant factor Xi of interest, Fi(Xi), comes into play as 
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Xl--  I Y 
' 0  

X l  1 -  F 1 ( X l )  

r 

X i for i=l, 2 . . . . .  k 
input independent variabl~ 

F i = (x~Ci)for i=l, 2 . . . . .  k 
transfer functions 

Yi for i=l, 2 . . . . .  k 
output dependent variables 

[ - ~ Y 1  = Yo F1 (Xl) 
X2 ~ ~ =YoXll 

~ X2 ~z= Fz(X2) 

X 3 ~  Y2 I -YIX2 2- YoX1 1X2~2 

i X k . 1  ~ - -  Fk. 1 ( X k .  1) 

V 
X k m m ~  Y I  Yk.1 I k-l---- Yk-2  Fk-1 (Xk-1)  k-I 

Tk - -Yk-2Xk-1  ~k'l ---- Y 0  ~ X i  ~l 

OCk = F k (Xk) 

~tk,, ]Yk = Y = Yk-lFk(Xk) 
I -Vk'iXCk-Vo  Xi 
= Vo ~ Fi(Xi) 

FIG. 1--Diagramatic representation of the multiparameter model. 

follows: 

Yi _ F~(Xi)I for i = 1, 2 . . . . .  k (3) 
Y/-I 

Equation 3 is important because it shows that the state of the rate Yi depends only on the state of 
the rate Yi- l, when the inputs of the (i - 1) random variables, Xz . . . . .  X(i-j) have occurred. Yi also 
depends on the value of the function Fi(Xi), as shown in Eq 3, which is due to the effect of the ran- 
dom variable Xz. The effect of X~ can be expressed as F~(X~), a function of Xi. Considering the inputs 
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of the k random variables X1, X2 . . . . .  X~ in sequence, it can be shown that (see Fig. 1): 

Y1 = ~oFl(Xl) 

Y2 = Y1F2(X2) = o z o F I ( X I )  " F 2 ( X 2 )  

i (4) 

k 

F = YK = Y~:-IFK(X~) = ,~o l ' ]  F~(Xi) 

In the general, in Eq 4 it is important to note that the function Fi(Xi) needs to be carefully chosen in 
any fatigue crack growth problem, so that the mathematical form of this function represents, as 
closely as possible, the physical phenomenon of the fatigue crack growth rate process in any pm'tic- 
ular structural metallic material of interest. 

For some factors X,'s that affect fatigue crack growth in structural metallic materials, F/(Xi) can be 
assumed to be a function of X~, as follows: F/(X~) = X~', where the exponent cei is a constant that can 
be derived from experimental data, as will be demonstrated later on in this paper. In view of the 
above, Eq 4 can be expressed as follows: 

k 

da Olo I ' I  X~' (5) Y = ~ =  ~=~ 

For the use of Eq 5, care should be taken to ensure that appropriate form of the transfer function F~(Xi) 
is established for each of the random variables X/s.  

In order to satisfy this important condition, appropriate limits of the applicabilities of the variables 
Xg's can be determined from experimental data. The values of the (k + 1) constants, ao, at ,  c~2,..., 
aK can be determined from a multivariate linear regression analysis of the experimental of the fatigue 
crack growth rate data. 

By equating Eq 5 to Eq 1, it can be shown that the values of C, m, and AKin  the Paris Eq 1 are re- 
lated to the equivalent values in the multiparameter Eq 5 via: 

k 

C = ao[X~"] - t  H X ~  ~ (6) 
i = t  

where m = at  and AK = X1. 
Since Cro = Y0, Eq 5 can be linearized to give Eq 7 as follows: 

k 

y = lnY = lncro + H.= ozilnXi (7) 

(b) Regression Analysis 

When adequate experimental data are available for Y and Xi, for i, = 1, 2 . . . . .  k, multiple linear re- 
gression analysis can be used to determine the values of the (k + 1) constants; C~o, and o~i for i = 1, 
2 . . . . .  k. Furthermore, correlation coefficients can be used to determine the statistical correlations be- 
tween the dependent variable, Y, and the independent variables, Xi, for i = 1, 2 . . . . .  k. 

A detailed description of the multiple linear regression model is presented in Refs 7 and 8. How- 
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ever, for clarity, a brief overview of the multiple linear regression analysis procedure will be pre- 
sented in this section. First we note that Eq 7 can be expressed as: 

k 

Y = ao + Z aiXi 
i=1 

(8) 

where y = In Y, ~o = In ao or e "~ ao, xi = in Xi, and Xo = 1. The significance of Eq 8, which comes 
from Eq 7, is that when k = 1, we have the same result of the basic Paris law, as shown in Eq 1, where 
Ceo = C, X1 = AK, and al  = m. When k > 1, Eq 8 shows the contributions of only the effect of X1 = 
AK, the stress intensity factor range, expressed as ln(X1), but also the effects of other additional fac- 
tors, X2, X3 . . . . .  Xk, expressed as In X2, In X3 . . . . .  In Xk, respectively. Equation 8 can now be used to 
determine the values of the (k + 1) constants ~0, a j, a2, �9 �9 ak from known experimental data of size 
n. In order to achieve this, it is necessary to find a mathematical expression for Q of the total sum of 
squares of the errors of prediction. Q is given by: 

Q = yi -- OLpXpi 
p = l  "= 

(9) 

The desirable results ap for the estimated value of a are those that give the least value for Q in Eq 9. 
These can be obtained from the following equation: 

OQ 
0 ~ = 0  for p = 0 , 1 , 2  . . . . .  k (10) 

These give (k + 1) normal equations of the form: 

k  xqi(yi-  x i) o (11) 

In Eq 11, Xo = 1 also as stated earlier. Now let 

apq = E XpiXq i and Zp = Z yiXq i (12a) 
i i 

Then the normal equations can be represented by: 

k 

Z a p q ~  = Zq ( 1 2 b )  
p=O 

Inverting the matrix apq, w e  get a pq', hence, we have: 

~P = Z aPq" Zq ( 1 2 c )  
q 

Standard computer programs have been developed to estimate the above material constants via the 
analysis of actual experimental data. The standard error of the estimate, which can be derived from 
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Eq 9, measure the closeness with which the estimated values agree with the actual experimental data. 
Using the values of the &p' s, the estimated value of ~ can be expressed as the mean value of y. This is 
given by: 

k 

p=O 
(13) 

where Xo = 1. 
The maximum likelihood estimate of the variance of the variable y is: 

~ 2  = -H Yi - -  CtpXpi 
"= p=O 

(14) 

The probability density function (p.d.f.) for the variable y is obtained by assuming that the variable y 
is normally distributed. This should be so for large values of n, the size of the experimental data set 
used in accordance with the central limit theorem [12]. Hence, the p.d.f, is given by 

f(y)- ~ exp - , for y-->0 (15) 

Since y = In Y, Eq 15 is good only for y -> 0 and is zero for y < 0. This is so because the fatigue crack 
growth rate can only be real and positive. The mean value ~9 and the standard deviation, 6-, are as given 
by Eqs 13 and 14. The coefficient of multiple correlation may also be estimated from the above anal- 
ysis. This is a measure of the correlation between the experimental data and predictions based on the 
multiparameter equations (Eqs 4 and 7). A value of 1 indicates perfect correlation, and a value of 0 
indicates no correlation. Furthermore, partial correlation coefficients measure the correlation be- 
tween a dependent variable and each of the several independent variables. 

(c) Probability Density Functions 

The probability density function of the dependent variable, Y, which represents the fatigue crack 
growth rate, has a lognormal probability distribution function. This can be expressed as: 

f ( Y ) - y ~  exp - ; for Y > 0  (16) 

where A = E(ln Y) and 

~= ~ )  

are the mean and the standard deviation of In Y, respectively; and they are the parameters of the log- 
normal probability density function, f(Y), for Y > 0. 

These parameters can also be shown to be given by [12,25]: 

1 A = In/Xy - -~ ~2 (17) 

~ = Lln k ~ ) J  (17a) 
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where/z~, and o-r are the expected value of Y, and the standard deviation of Y, respectively. Y is the 
fatigue crack growth rate given by Eq 5. If (~rr//xr) is not large, say (--<0, 3), then in Eq 18, we have 

In [1 + Oy//Zr] ~ o'fl~y) 2. For such cases, Eqs 17 and 17a become, respectively, 

A ~-- in /xr  - ~- \~--~r/ (18) 

~: --~ ~ Y  (18a) 
/-~r 

(d) Error  Analys ts  

It is often useful to develop the relationship between the variation AY in Y, as a function of the vari- 
ation ~tXi in Xi in Eq 5. 

This has been done in this paper. The variations Ay can be evaluated from the following equation, 
which has been derived: 

(~y~)2 z ~ (O/i /~kXi)2 "~" 2/~ 1 ~ (Ogi-~)(Olj ~kxj 
i=1 "= j=i+l -~J] rij + (19) 

Xi } "'" 

where r 0 is the simple correlation coefficient between the variations &.Yi and zXXj associated with the 
variables Xi and Xj. The conditions for r o = 0 can occur when there are no correlations. Equation 19 
then becomes: 

i=1 \ Xi J + " '"  (20) 

The terms Ay and Y can be used to represent the estimates of the standard deviation and the mean of 
the fatigue crack growth rate, Y, while 2Ori and Xi can also be used to represent the corresponding es- 
timates of the standard deviation and the mean of the random variables that can affect the fatigue 
crack growth rate. 

(e) Predic t ion o f  Fat igue Crack  Growth  

The multiparameter model can be used directly to predict crack growth as a single function of mul- 
tiple variables. Separating variables in Eq 5 and integrating between the appropriate limits gives: 

k 
da I - I  x?', (21) Y = ~ =  aoi=  1 

da = ao X'ff' d N  
0 i=1 

(22) 

or a '  = ~Aa  = ~Y(z~V) where N'  = ]~(2uV). Equation 22 is, therefore, the integration of Eq 20 from 
an assumed initial crack size ao at N = 0, up to the value of crack size a = a '  when the number of cy- 
cles to failure is N = N' .  The determination of the total crack size, a = a ' ,  therefore, reduces to a sim- 
ple step-by-step numerical integration process. Hence, as indicated above, Eq 22 may be used to predict 
the magnitude of the combined effects of the k major variables, Xi, for i = 1, 2 . . . . .  k, that can affect fa- 
tigue crack growth. However, the required k + 1 model constants ao, C~l . . . . .  ak must be determined 
from experimental data using multiple linear regression methods described earlier in this paper. 
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TABLE l--Mechanical properties of mill-annealed Ti-6 Al-4V. 

0.2% Offset Ultimate Plastic 
Yield Stress, Tensile Stress, Elongation to 

Orientation MPa (ksi) MPa (ksi) Failure, % 

Longitudinal (LT) 881 (128) 887 (129) 7.5 
Transverse (TL) 825 (120) 885 (128) 7.1 

Validation of Multiparameter Fatigue Crack Growth Model 

(a) Introduction 

In order to confirm the validity of the multiparameter model, some of our previously reported fa- 
tigue crack growth data [16-23] were assessed within the same modeling framework presented 
above. Details of the experimental procedures and results are presented in Refs 16-23. The current 
paper will, therefore, focus primarily on the synthesis of some of the experimental data within a mul- 
tiparameter framework. The fatigue crack growth rate data were analyzed to determine the material 
constants in Eq 5. Data obtained from previous tests on Ti-6A1-4V [16,18,24], HY80 steel 
[16,19,20], and Inconel 718 [21,22] were used in the analysis. These were used to obtain multipa- 
rameter constants, error terms, and probability density functions within the same statistical frame- 
work. The multiparameter constants for Ti-6A1-4V, HY 80, and Inconel 718 will be presented in Sec- 
tions (b) and (e). Correlation coefficients and probability density functions will also be presented for 
Ti-6AI-4V in Sections (c) and (d), respectively, before discussing the general applicability of the mul- 
tiparameter approach in Section (e). 

(b) Experimental Fracture Mechanics Methods and Multivariate Analysis of  Results 

A mill-annealed Ti-6A1-4V alloy, whose mechanical properties are shown in Table 1, was used for 
the fatigue crack growth experiments. 

The fatigue crack growth experiments were carried out on standard compact tension specimens, as 
shown in Fig. 2 [24]. The specimens used in this study had nominal thickness of 12.7, 6.35, 3.18, and 

r-~25W. +.O05w 
2 HOLES 

.ot--x 

1.25 WZ.OiO~V-'----P 

DIA 

FIG. 2--Standard compact tension specimen geometry (ASTM E 399). 
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1.59 mm ('/2, 1/4, 1/8, and 1/16 in.). The fatigue tests were conducted under computer control using a soft- 
ware/hardware system supplied by Fracture Technology Associates, Pleasant Valley, PA. 

The stress intensity factor for compact tension specimens is expressed as [24]: 

K = BW~/2 f (23) 

where 

( 2 +  6 ) [ 0 . 8 8 6 + 4 . 6 4  ( ~ ) - - 1 3 . 3 2  ( ~ ) 2 +  14.32 ( 6 ) 3 - - 5 . 6  ( 6 ) 4 1  

and B is the specimen thickness, P is the applied load, and a and W are the crack length and specimen 
width, respectively, as shown in Fig. 2. 

The fatigue crack growth tests were carried out at stress ratios, R = Kmin/Kma x of 0.1, 0 . 2 5 ,  0 . 5 ,  and 
0.8. Crack growth was monitored using compliance techniques [24] that involved the use of crack 
mouth opening displacements. The crack mouth clip gage was also used to measure crack closure 
throughout the fatigue test. Using the crack mouth clip gage, the crack mouth opening displacement, 
3, was monitored and used to calculate the compliance of the specimen. This compliance, S, is de- 
fined as: 

E~B 
S -  p (24) 

where E is the modulus of elasticity, and P and B are the same as defined above. The ratio, a/W, is 
then calculated as a function of this specimen compliance using the formula: 

a = 1.00098 - 4.66951(u) + 18.4601(u) 2 - 236.825(u 3 + 1214.88(u) 4 - 2143.57(u) 5 
W 

where 

1 (25) 

u -  / ~ B +  1 
VP 

Using this a/W, and the applied load P, the computer is able to calculate the applied stress intensity 
factor K. 

The fatigue crack growth tests performed in this study were conducted using a K-decreasing, or K- 
shedding, procedure. The maximum stress intensity factor, Km~x, was decreased in such a way as to 
minimize the effects of retardation due to the plastic zone ahead of the crack tip. This was accom- 
plished by making fractional changes in the plastic zone size constant with increasing crack length, 
a, in accordance with the ASTM Test Method for Measurement of Fatigue Crack Growth Rates (E 
647) code. The following load-shedding condition was used: 

Kin,• = K . . . .  e[C(a--a~ (26) 

where Km~xo is the initial maximum stress intensity factor corresponding to the initial crack length, 
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at, a is the current crack length, and C is a constant called the K-shedding exponent. C is equal to 
1/K. (dK/da) and has the units of length- 1; for the present study, a value of C = - 0.08 m m -  1 (_  2.0 
in.-1) was used in compliance with ASTM E 647 conditions. 

In the calculation of Kd, the stress intensity factor at which crack closure is detected, a 1% offset 
procedure was used in the determination of the crack closure loads. This procedure was used to col- 
lapse the "closure-corrected" data from low-stress ratio tests onto data obtained at high-stress ratios, 
which is considered "closure-free." 

(b) Multivariate Analysis 

A multivariate analysis of Ti-6A1-4V fatigue crack growth rate data yielded the following results 
from the n -= 530 data points of da/dN [24] from 13 experimental tests. A single multiparameter re- 
lationship was obtained between da/dN and the stress intensity factor range, AK, stress ratio, R, spec- 
imen thickness, t, maximum stress intensity factor, Kmax, and closure stress intensity factor, Kd. This 
relationship is: 

d a  = 2.81 • 10 -11 (AK) 3m (R) ~ (0 -0.002 (gmax) 3'82 (gcl) 2.32, (mm/cycle) 
dN 

(27) 

where r 2 = 0.9433 (see Fig. 3). In this analysis, the data of ln(da/dN) or the natural logarithm of 
daldN were used. This relatively high value of the multiple correlation coefficient is an indication of 
the close agreement between the experimental data and the predictions of fatigue crack growth rates. 
It is important to note that when the experimental da/dN data were used for the n = 530 experimen- 
tal data points, the measured and predicted results showed a correlation coefficient of r 2 = 0.8886 
(see Fig. 4). Since the r 2 value of 0.8886 obtained for the da/dN data is less than the r 2 value of 0.9433 
obtained for the In (da/dN) data, the lognormal distribution should give a better prediction of errors 
(in the fatigue crack growth data) than the normal distribution. 

Equation 27 can only be used within the parametric field of input variables (XI = AK, X2 = R, X3 
= t,,X4 = Km~x, and X5 = Kcl) in the fatigue experiments. The variables, which are indicated in Eq 
27, have the following ranges of validities, which are shown in Table 2. 

Figure 5 shows the graph of fatigue crack growth rate Y = da/dN, against stress intensity factor 

-14 -13 -12 -11 -10 -9 -8 

-8 

"O 
o 

.= 
D,. 
i 

R z = 0 . 9 4 3 3  

-9 

-1O 

-11 

-12 

-13 

-14 

I n ( d a / d N )  - m e a s u r e d  

FIG. 3--Goodness of  f i t  between ln(da/dN) measured and ln(da/dN) predicted using the multi- 
variate method. 
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F I G .  4---Goodness of  f i t  between ( d a / d N )  measured and ( d a / d N )  predicted using the multivariate 
model. 

T A B L E  2--Multiparameter model variables and their ranges 
of validities. 

Variable  Range  o f  Val idi ty  

Y = da/dN, m m / c y c l e  
X1 = AK, M P a ~ / m  
X2= R 
X3 = t, m m  
X4 = gm~x, M P a ~ / m  
3(5 = K~l, M P a N / m  

1.21E - 06 < da/dN < 2 .35E - 04 
5.90 < AK < 26.700 
0.02 < R < 0.80 
1.590 < t < 12.700 
10.60 < Kmax < 54 .60  
3.30 < Kct < 43 .70  

F I G .  5--Fatigue crack growth rate versus stress intensity factor range, AK,  for all tests per- 
formed. 
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range X1 = AK, for all the experimental data generated in this study. Each experiment generated rel- 
evant data points for the five input variables, X1, X2, X3, X4, and Xs, and the output variable Y. Fur- 
thermore, each experiment was performed for fixed values of stress ratio, R, and specimen thickness, 
t. The fatigue crack growth rate data obtained in this study are summarized in Fig. 5 for the complete 
range of R and t. 

It is also apparent from Eq 22 that the most important factor contributing to fatigue crack growth 
in Ti-6A1-4V is Kmax, which has a positive exponent of 3.82. The second most important variable is 
the stress intensity factor range, AK, which has a positive exponent of 3.01. This is followed by the 
stress ratio, R, with the smallest positive exponent of 0.44. The factor of closure, Kcl, is also signifi- 
cant since it has a relatively high negative exponent ( -2.32) .  The specimen thickness, t, has the 
smallest effect on the fatigue crack growth rate in Ti-6A1-4V, with a negative exponent of (-0.002).  

(c) Correlation Coefficients 

Since the above variables, X,., are no t necessarily independent, correlation coefficients between 
these variables were calculated. These were used to determine any pair of cross-correlations between 
variables. The correlation coefficient pq between any pair of variables Xz and Xj is given by [25,26]: 

COV (Xiz~) 
pi~ - (28) 

O-xi O'Xj 

where Xi and Xj, for i 4: j, are any two of the five variables defined by ln(AK), ln(R), ln(t), ln(Kmax), 
and ln(K,.l), and where Cov(XiXj) is the covariance of Xz and Xj, i 4: j; while o-x, and o'xj are the stan- 
dard deviations of Xi and Xj, respectively. 

The correlation coefficients between the different variables may be used to assess the extent to 
which the variables are linearly related. Table 3 presents correlation coefficients that were obtained 
for Ti-6A1-4V. Note that large positive correlation coefficients suggest that when iarge values of one 
variable are observed, large values of the other variable will be observed. On the other hand, a large 
negative correlation coefficient suggests that when large values of one variable are observed, small 
values of the other variable will occur. 

The correlation coefficients in Table 3 provide some important new insights. For example, the cor- 
relation coefficients between ln(t) and the other variables are very small. This implies that thickness 
is linearly independent from the other variables. Also, the correlation coefficient between ln(Kmax) 
and ln(Kd) is very large. This implies that there is quite a strong linear relationship between K r ~  and 
Kcl. For the most part, all of the variables, except for thickness, are linearly correlated to some degree. 

(d) Probability Distribution Functions 

Another objective of the statistical analysis was to characterize the experimental distribution of 
crack growth rate, da/dN, as well as the distributions of the independent variables that were explored 
in this study. 

TABLE 3--Summary of correlation coefficients between variables 
used in multivariate modules. 

In(AK) In(R) In(t) In(Km~x) In(K~l) 

In(AK) 1 -0.781 -0.102 -0.263 -0.545 
In(R) -0.781 1 0.023 0.470 0.641 
In(0 -0.102 0.023 1 -0.112 -0.058 
In(Km~) 0.263 0.470 -0.112 1 0.926 
In(Kd) 0.545 0.641 -0.058 0.926 1 
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FIG. 6~Comparison of cumulative frequency diagrams for the experimental da/dN and the pre- 

dictions from the theoretical normal and lognolvnal distributions. 

From the central limit theorem of mathematical statistics [12,25,26], it can be shown that the dis- 
tribution of a quantity will tend toward a lognormal distribution for a large number of observations 
if  that quantity is equal to the product of a number  of factors [27]. In the above discussions, we have 
modeled the crack growth rate, da/dN, using a multi-variate expression that is multiplicative in na- 
ture. Such a model is only appropriate if da/dN has a lognormal distribution. 

Figure 6 shows the cumulative frequency diagram for crack growth rate, da/dN, as well as the the- 
oretical cumulative frequency diagrams for the normal and lognormal distributions. The theoretical 
cumulative frequencies for the normal distribution were calculated using the mean and standard de- 
viation of da/dN, while the theoretical values for the lognormal distribution were obtained using the 
mean and standard deviation of  the 530 ln(da/dN) data points. It is clear from Fig. 6 that the distri- 
bution for the crack growth rate is very close to the theoretical lognormal distribution. If  the crack 
growth rate was lognormally distributed, then ln(da/dN) would have to be normally distributed. Fig- 
ure 7 compares the cumulative frequency diagram for the natural logarithm of the crack growth rate, 
ln(da/dN), with the theoretical cumulative frequency diagram for a normal distribution. The distri- 
bution of in(daMN) is observed to fit the normal distribution very well. 

The Kolmogorov-Smirnov goodness-of-fit test [12] was also used to determine how closely the 
experimental distribution of da/dN fits a lognormal distribution. However, the Kolmogorov-Smirnov 
test is a normality test, which means that it compares an experimental distribution to a normal distri- 
bution, then determines how closely the experimental  data fits the normal distribution. Since 
in(daMN)was assumed to be distributed normally, the Kolmogorov-Smirnov test was used to com- 
pare ln(da/dN) to a theoretical normal distribution. 

Figure 8 shows the results from the Minitab statistics program for the Kolmogorov-Smirnov nor- 
mality test [12,25] for ln(da/dN). The test produced a value for the greatest discrepancy between the 
two distributions o f D ,  = 0.067. For a significance level of ce = 0.01 and n = 530 (there were a to- 
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F I G .  7--Comparison of cumulative frequency diagrams for the experimental ln(da/dN) and the 

prediction from the theoretical normal distribution. 

tal of 530 data points from the 13 fatigue experiments), the critical value Dff was calculated to be 
0.071. At the significance level of a = 0.01, the experimental distribution of ln(da/dN) was normally 
distributed since Dn < D~ (see Fig. 6). This implies that, to the same significance level, the crack 
growth rate, da/dN, was log-normally distributed. Therefore, the use of a multiplicative multivariate 
statistical model for the prediction of da/dN is clearly justified [12,25,26]. 
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FIG. 8--Use of the Kolmogorov-Smirnov normality test for the distribution of ln(da/dN ). 
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TABLE 4~Summary of multiparameter coefficients, exponents, and multiple correlation coefficients for some 
structural metallic materials. 

Multiparameter Multiple 
Coefficient Multiparameter Exponents Correlation References 

Multiple, Coefficient, in this 
Material 0/0 0/1 012 0/3 0/4 0/5 r 2 Paper 

HY 80 Steel 2.9 X 10 -9 3.24 0.357 . . . . . . . . .  0.92 [19,23] 
(Independent (AK) (R) 
Variables) 

HY 80 Steel 3.0 X 10 9 3.33 0.468 -0.124 . . . . . .  0.94 [19,23] 
(Independent (AK) (R) (K,.l) 
Variables) 

Incone1718 3.39 X 10 - l~ 3.63 0.52 . . . . . . . . .  0.98 [21,22] 
(Independent (AK) (R) 
Variables) 

Ti-6A1-4V 2.81 x 10 -11 3.01 0.44 -09.002 3.82 -2.32 0.94 [24] 
(Independent (AK) (R) (t) (Km~) (Kcl) 
Variables) 

(e) GeneraI Applicability 

The above discussion has focused largely on the analysis of extensive data obtained from a detailed 
experimental program on Ti-6A1-4V [24]. However, the general applicability of the multiparameter 
law has also been demonstrated for fatigue crack growth in HY80 steel [16,19,20] and Inconel 718 
[21,22]. The results are summarized in Table 4 along with the Ti-6A1-4V constants presented above. 
These include: the multiparameter coefficient, ao, the multiparameter exponents, ai's, and the mul- 
tiple correlation coefficients, r 2. The appropriate references are also listed in the right-hand colunm 
in Table 4. It is important to note here that, prior to normalization, the variables in Table 2 have the 
following units: AK, stress intensity factor range (MPaV'-~); R, stress ratio; Kmax, maximum stress 
intensity factor (MPaVm) ;  Kmin, minimum stress intensity factor (MPaV'm);  Kcl, stress intensity 
factor at closure (MPaV'm);  t, specimen thickness (mm); and daMN, fatigue crack growth rate 
(mm/cycle). Furthermore, the following letters represent the following variables, mentioned above 
in Table 4. X 1 : AK, X2 = R, X3 = t, X 4 : Kmax, and X5 = Kd. 

Two sets of results were reported for HY80 steel: in Table 4 the differences in the values of the 
multiparameter coefficient C~o and the multiparameter exponents arose because one set of data gave 
results for the effects of the independent variables AK and R, while the second set of data gave re- 
suits for the effects of the independent variables AK, R, and Kcl. 

Also, the data presented in this paper have been obtained primarily in the Paris (mid-AK) regime 
for long fatigue cracks. The data presented in this paper, therefore, suggest that the multiparameter 
framework may be used as a generalized method for the prediction of long fatigue crack growth in 
the Paris regime. Furthermore, it is interesting to note that the multiparameter law (Eq 5) reduces to 
the Paris law when one variable, X1, is considered within the multiparameter framework. This indi- 
cates that the constant, C, in the Paris law is as given in Eq 6. The multiparameter framework pre- 
sented in this paper is, therefore, a logical extension of the Paris law. 

It is also important to note that both the single parameter Paris formulation and the multiparame- 
ter approach proposed in this paper may be extended easily into a probabilistic fracture mechanics 
framework for the assessment of material reliability due to fatigue crack growth. Such an extension 
would require the integration of probability density functions within a multiparameter framework. 
Such integrations are beyond the scope of the current paper. However, it is clear from the statistical 
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analysis performed in this study that the variabilities in the fatigue crack growth data are best repre- 
sented by lognormal distributions. Future efforts to develop material reliability functions may, there- 
fore, assume lognormal distributions in the predictions of failure/survival probability as functions of 
multiple variables. 

Conclusions 

1. A multiparameter model has been presented for the characterization of fatigue crack growth. 
The model is essentially an extension of the single parameter Paris law for the mid-AK regime. It has 
been validated using long fatigue crack growth rate data obtained from mill-annealed Ti-6A1-4V, In- 
conel 718, and HY80 pressure vessel steel. Good agreement was demonstrated between the experi- 
mental data and predictions of the fatigue crack growth rate based on the multiparameter fatigue crack 
growth law. 

2. The relative contributions of each variable, Xi, can be assessed by comparing the relative mag- 
nitudes of the exponents, ai, in the multiparameter crack growth law. Such comparisons may provide 
useful insights into the susceptibility of materials and structures to fatigue. 

3. The Kolmogorov-Smironov goodness of fit test shows quite clearly that the lognormal distri- 
bution of In (da/dN) gives a better probabilistic distribution than the normal distribution of da/dN for 
fatigue crack growth rate in Ti-6A1-4V in the near-threshold and Paris regimes. 

4. The multiparameter model can be applied readily to the prediction of fatigue crack growth un- 
der the influence of multiple variables. It may also serve as a deterministic framework for the esti- 
mation of material reliability within a probabilistic fracture mechanics framework. 
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ABSTRACT: This contribution gives an overview of the early history of fracture mechanics and high- 
lights the contributions of Karl Wieghardt and Alfons Leon to the development of the basic analytical 
equations of fracture mechanics. It is shown that the work of these pioneers anticipated many of the later 
developments by several decades. It will also he shown that particularly the work by Wieghardt was in 
fact directly related to a practical failure case and the neglect of his fundamental paper is unjustified. 

KEYWORDS: history, fracture mechanics, crack tip stress field, crack initiation, damage, notch 
stresses 

In the western countries the first historically recorded study of fracture strength is due to Leonardo 
da Vinci [1,2], who studied the strength of iron wires of different lengths. The testing apparatus de- 
picted in da Vinci 's notebook in the Codex Atlanticus is explained, and the results are discussed in 
the paper by Irwin and Wells [3]. On the contrary, Galileo Galilei [4] studied the strength of wires of 
constant length and various thicknesses and, in addition, also studied the fracture of marble columns. 
Around 1650, E. Mariotte, the court engineer of Louis XIV of France, was entrusted with the con- 
stmction of a magnificent fountain to be built in the gardens of Versailles. This task required the con- 
tainment of substantial amounts of pressurized water, and Mariotte designed and conducted tests by 
measuring the deformation and burst pressure of cylindrical pressure vessels and observed a direct 
proportionality between pressure and circumferential stretch [5]. He noted that the vessels would 
burst if  the circumferential elongation increased by a certain fraction. 

The great demand for iron and steel that developed in the course of the industrialization of the 19th 
Century as well as the accelerated expansion of the engineering world was accompanied by a rather 
large rate of failure of engineering structures. This situation led to an increased public concern and 
awareness about safety of railway transport and bridges. As a result, the designers were forced to be- 
come more concerned with suitable steel for particular applications and required accurate determina- 
tion of relevant fracture-related material properties [6, 7]. A large number of  material-testing labora- 
tories were established in Europe. During the early history of fracture, the conditions of failure were 
only poorly understood. The viewpoints on strength of materials at the start of the 20th century are 
presented well by Love in his Treatise on the Mathematical Theory of Elasticity [8]; however, the 
sections dealing with applicability of linear-elastic concepts show no influence of fracture studies in 
the period 1900-1926. With regard to fracture, Love, as late as in the fourth edition of his book in 
1926 concludes "that the properties of rapture are but vaguely understood." 

1 Professor, Institute of Mechanics, Vienna University of Technology, Vienna, Wiedner Hauptstr. 8-10/325, A- 
1040, Austria. 
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Wieghardt--The Early Pioneer 

The first analytical investigation in fracture mechanics and application to a practical engineering 
problem (mixed-mode fracture of a roller-bearing case) seems to be due to K. Wieghardt [9] (Fig. 1). 

In 1907, while working at the Herzogliche Technische Hochschule in Braunschweig, Wieghardt 
published an elaborate study of the stress field in the vicinity of the tip of a wedge [9,10]. The paper 
consists of an introduction, two sections, and an appendix on the uniqueness of the solution. 

The theoretical development rests on a special stress function (in German also "Ansatz") by Som- 
merfeld for the solution of the Boussinesq problem for a point load P acting normally on the surface 
of a half space. Sommerfeld's idea is to transform the boundary value problem of the biharmonic 
equation AAF = 0 into a simpler boundary value problem for the function A49, where F is the Airy 
function and A denotes the Laplace operator. Sommerfeld's special ansatz is given by 

49 = AF = -P/(i~r) { 1/(~"- a) - l / ( r / -  a)} (1) 

where ~" = p exp(i49, 77 = p exp( -  i~b), and p and ~b are polar coordinates from the apex of the wedge. 
The quantity "a" is the distance of the load application point from the origin of the coordinate system 
(see Fig. 2). For the arbitrary wedge domain, Wieghardt generalizes this ansatz in the form: 

49 = AF = -aP/(i~r) { ~-l/(go,~ _ a,~) _ ,r/O,-l/(,qo~ _ aO,)} (2) 

FIG. 1--K. Wieghardt (born 21 June 1874, Bergeborbeck, Germany; died 10 June 1924, Dresden, 
Germany) published his early paper on fracture mechanics in 1907 entitled "On Splitting and Crack- 
ing of Elastic Bodies"; Professor of Mechanics in Vienna at the Technische Hochschule 1911-1920. 
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FIG. 2--The wedge problem (coordinate system) (Ref 9). 

where ~r/a defines the opening angle of the wedge domain and shows that this function satisfies the 
appropriate boundary conditions and solves the stress problem for those wedge regions with opening 
angles of 0 and 7r. 

After a discussion about the appearance of infinite stresses at the tip of the crack, Wieghardt de- 
rives the complete stress field in polar coordinates around a static crack subjected to a pair of split- 
ting forces P, thereby noting the important ~/-t~-singularity 

~rp + ~4, = - P / T r  1 /~ / (ap)  sin(~O/2) 

crp - ~o = - P h r  1 / ~ / - ~  V2 sin~O cos(~Ol2) (3) 

14 
Tp~o = P/~r l/(V~ap) ! sin~0 sin(~0/2) 

Wieghardt now suggests to use these equations to provide answers to questions on the strength of 
the crack against the action of the force P. Wieghardt asks: "Given the strength parameters of our 
elastic material, what is the magnitude of the force P necessary for material fracture? And further- 
more, at which place and in which direction will the fracture initiate?" 

Regarding the first question, Wieghardt admits that he--and at that time everybody else, too--was 
at a loss for an answer because of the unbounded stresses that appear at the crack tip for any arbi- 
trarily small load P. He puts the blame on the classical hypotheses of strength but concludes that frac- 
ture, if it occurs at all, will initiate at the crack tip. He then proposes to disregard the l/~'-p-infinite 
factor and suggests that the direction of crack initiation will occur on the basis of customary hy- 
potheses of strength. According to Mohr, there are essentially two hypotheses on the direction of frac- 
ture initiation in an elastic material: the shear stress hypothesis and the tensile stress hypothesis. 

Wieghardt details that the behavior of ductile materials such as wrought iron seem to be better de- 
scribed by the shear stress hypothesis, whereas the brittle behavior of cast iron is in better corre- 
spondence with the tensile stress hypothesis. 

Wieghardt then uses the expressions for the maximum shear and maximum tensile stress to derive 
the possible directions for crack initiation and, after some lengthy calculations, arrives at the conclu- 
sion that 

"Assuming the validity of the shear stress hypothesis for our cracked material, knowledge of the 
theoretical stress distribution does not allow the direction of crack initiation upon exceeding 
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loading to be evaluated with certainty, and it is not at all possible to determine the path of fur- 
ther cracking." And he continues to tell the reader: "If we assume the tensile stress criterion to 
be valid, the results turn out to be more enjoyable." 

In fact, he recognizes that the tensile stress criterion renders one single possible direction for 
crack initiation: ". . . . .  upon over-stressing the material, the crack will initiate in the direction 
parallel to the crack line and, furthermore, should the crack continue to propagate further, crack- 
ing occurs along the direction given by the crack because the same conditions prevail after 
cracking." 

At the end of this section, Wieghardt mentions that the stress function 

Ql(87r){ ('/2/(('/2 - a'/2) + n-'/2/( @ - a'/*) } (4) 

corresponds to the stress distribution for a crack problem with a force Q acting tangential to the 
boundary in place of P. 

In the second part of his paper, Wieghardt applies his new theory to a problem of fracture of roller- 
bearing cases. It was known from an earlier test series conducted by Bach [11 ] that in roller-bearing 
cases fracture occurred in the corners ' a '  and ' a "  (see Fig. 3a) upon sufficient over-stressing. 
Wieghardt argues that Bach's original ("customary") method of calculating the critical load for frac- 
ture as well as the direction of fracture initiation "was in bad agreement with reality." 

Wieghardt treats the essentially three-dimensional problem as a plane problem and focuses on the 
re-entrant corner problem shown in Fig. 3b. The stress system in the roller-bearing problem is also 
simplified by considering single forces at first. 

One highlight of the paper is the development of an alternating method for a nonsymmetrically 
loaded wedge domain loaded by a single normal force P. This method was later applied by various 
researchers for the derivation of the stress intensity factors for finite size cracked specimens includ- 
ing the famous edge crack and the cracked strips. The alternating technique, fortunately, converges 
very rapidly: a decisive computational advantage considering the tedious "bone" work required to ar- 
rive at solutions to problems of this sort at the turn of the last century with no computers whatso- 
e v e r - n o t  even slide rules were available. 

Several pages of lengthy calculations follow in Wieghardt's original paper until he arrives at still 
another highlight in fracture mechanics. 

In the chapter "On the Behavior of the Stresses in the Vicinity of the Apex," Wieghardt remarks 
that "it is awkward that the alternating method fails precisely where it is needed the most." 

He continues: "In all probability and at least for the wedge domains c~ < 1, the stresses in the vicin- 
ity of the corner may be factorized into a product of two functions, one of the angular coordinate ~b 
and the other of powers of the radial vector p." 

j/" "".... 

FIG. 3--Bach's roller-bearing problem: (a) mechanical model, (b) re-entrant corner. 
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F(p, 6) = P~ Function of 0 (5) 

F(p, 6) = pn [A 1 cos(n6  ) 4_ A2 cos((n - 2 )6  ) (6) 

+ B1 s in(n t )  + Be sin((n - 2) 6)] 

He adds, "At present, the author is lacking an exact proof of this decomposition . . . .  " 
Wieghardt then uses Eqs 5 and 6 for P as well as the analogue for the shear force Q and arrives at 

the following result: 

"In general, in the vicinity of a corner, the stresses generated by the action of a concentrated nor- 
mal force differ in their order of unboundedness from those stresses produced by the action of 
tangentially acting concentrated forces; the normal force is associated with the smaller value of 
the two roots. Thus, when compared with tangential forces, the normal forces are associated with 
a higher order singularity of the stresses at the apex. The situation becomes more pronounced 
for wedge domains between the half-plane and the formation characterized by the condition 
tan(Tr/~) = vrhx, where only those stresses generated by normal concentrated forces but not 
those due to tangential forces become infinitely large. In the case of a crack both stress systems 
become unbounded at the crack tip." 

In the section on the practical use of the alternating method, Wieghardt informs the reader that "for 
the case of the re-entrant corner the author has actually performed the calculations involved in the al- 
ternating method. A combined analytical and graphical approach proved to be most effective." The 
graphical part was concerned with integration. Wieghardt 's  calculations showed that in the case of 
the re-entrant corner subjected to a normal load P, the stress in the corner should tend to infinity in 
the order of p 0.45. He also discloses to the reader that exactly these calculations have led him to sug- 
gest the validity of Eq 5 ! 

Wieghardt closes this chapter with the question on crack initiation in the case of Bach'  s roller bear- 
ing problem, i.e., for the re-entrant corner. Similarly, as before, he employs the maximum shear stress 
hypothesis and the maximum tensile stress hypothesis and concludes his computations with the state- 
ment: "In any case, the results, which are valid for fracture initiation and based on the tensile stress 
hypothesis, are in agreement with the results of the tests by Bach [11]." 

The paper finishes with an appendix on the uniqueness of the solutions found and clarifies the con- 
ditions and requirements for the forces to decay appropriately at infinity. 

After Wieghardt's 1907 Paper 

The publication of Wieghardt 's  work on the splitting and fracturing of elastic bodies in 1907 was 
well appreciated at the time among the German-speaking scientists and engineers. However, it has 
not been adequately recognized by the fracture mechanics community. There seem to be several rea- 
sons for this: 

�9 The journal the paper was published in ceased publication in 1922, and this was certainly not 
favorable for the dissemination of his work. In contrast, the appearance of A. A. Griffith's pa- 
per in the famous Proceedings of the Royal Society of London has a tremendous advantage 
over Wieghardt 's  publication. 

�9 At the time Wieghardt 's  paper was published, German was a leading language in physics and 
mathematics ,  and therefore Wieghardt  published his paper in German.  Nevertheless,  
Wieghardt 's  paper is written in a German rather difficult to read for any non-German scientist 
or engineer, and this did and still does not contribute to its dissemination. 

�9 In addition; the fact that Wieghardt, a student of A. Sommerfeld and at times a coworker of 
Felix Klein, did not consider himself  a practical engineer challenged by industrial consulting 
projects did not earn him a reputation as a practitioner. 
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�9 Although there were numerous failures by fatigue and fracture around 1907, the decisive miss- 
ing item was the lack of accumulation of large-scale fracture failures in industry, which would 
have resulted in creating a driving force to develop the mechanics of fracture for solving such 
fracture problems. This happened only some 40 or 50 years afterwards when G. R. Irwin en- 
tered the stage of engineering characterized by "right" environment, which eventually pro- 
moted the development of fracture mechanics as an engineering discipline. 

An English translation of the Wieghardt paper was provided by H. P. Rossmanith and published in 
the journal FFEMS [10]. 

It is, however, interesting to note that Griffith's paper of 1920 very quickly became well known 
and several researchers in Vienna and elsewhere rapidly responded to its publication. On the other 
hand, German papers were being read by British researchers: Prandtl's paper [12] on the soap film 
membrane analogy was known and acknowledged by Taylor and Griffith [13]. 

Wieghardt' s pioneering paper of 1907 does not seem to have played any important role in the over- 
all development of fracture mechanics as an engineering discipline. Wieghardt did not publish fur- 
ther papers on fracture problems. One can only speculate what might have happened if the First In- 
tel'national Congress on Mechanics had taken place earlier, i.e., shortly after Wieghardt had finished 
his paper and if he had been able to present his paper to an international audience. Although his 
ground-breaking paper did not ignite the torch that led to the foundation of fracture mechanics, nev- 
ertheless Wieghardt 's  paper, and even more so his professorship in Vienna at the Technische 
Hochschule, was of importance to a string of Austrian professors including A. Leon, P. Ludwik, and 
K. Wolf, who worked in the field of materials testing and mechanics at the time. 

Affons Vincenz Leon 

A. V. Leon (Fig. 4) occupied various academic professional positions in the Habsburg Empire and 
in Austria. His first paper addressing the issue of fracture was devoted to thickness shapes of rotating 
disks leading to equal fracture danger. Leon calculates the stress field for the rotating full disk and 
sphere as well as for a disk with a central hole and a sphere with a central cavity [14]. The paper dis- 
cussed several fracture hypotheses including those based on a critical stress, strain, and work. A 
work-based fracture hypothesis is due to L. von Tetmajer, founder, in 1901, of the Laboratory for Ma- 
terials Testing and Research associated with the Technische Hochschule Wien. Tetmajer suggested 
the use of work capacity of the various materials as a measure of fracture resistance quality: the larger 
the work capacity of a material, the more work has to be supplied by the external forces to rupture the 
material. He further explains: "The absolute value of the work capacity is directly related to the 
toughness of the material; it is smallest for brittle materials and largest for tough materials" [14]. 

Leon' s contribution to the theory of notch stresses addressed at the time one of the most important 
questions in the theory of elasticity and strength of materials was of a lasting nature. It was known 
that abrupt changes of cross section and geometrical as well as material inhomogeneities in compo- 
nents would induce very large local stress elevations. These stress concentrations were regarded as 
responsible for fracture failures, particularly in connection with cyclic loading in ductile materials as 
well as in brittle materials subjected to static load levels far below the fracture stress. Design formu- 
las frequently used in practice did not take into account these stress concentrations. It is Leon's merit 
not only to have stressed the importance of these stresses but to have worked out solutions to a num- 
ber of important notch problems, either in closed form or in an approximate fashion. Leon solved the 
problem of the stress concentration in the vicinity of a spherical cavity [15,16] and in tensile bars 
weakened by holes [17,18 ]. 

A. V. Leon was a busy traveler. While working on problems associated with railways during the pe- 
riod 1906-08, Leon became confronted with the difficulties faced by the Swiss tunneling engineers in 
connection with primarily the Simplon tunnel. Based on his work on notch stresses in bodies with holes, 
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FIG. 4--A. V. Leon (born 9 September 1881 in Ragusa, Austria-Hungary; died 30 May 1951 in Vi- 
enna, Austria) worked on problems of the theory of elasticity and developed a criterion for combined 
tension-shear fracture; Professor of Materials Testing in Vienna and Graz. 

Leon studied the deformation and damage around a circular tunnel subjected to overburden pressure and 
lateral confinement stresses. Leon's early publications on the stresses induced by circular holes and 
spherical cavities [19-21] became internationally known and was very well accepted, and Leon become 
heavily engaged with tunneling and its problems. The construction of the twin tuimel at the Simplon 
posed unexpectedly serious difficulties with regard to stress stability in the region between the two tun- 
nels. In 1913, Leon carefully studied this problem theoretically and performed numerous accompany- 
ing experiments (Fig. 5). His publication of the damage formation in the region of twin tunnels [22-24] 
had a decisive influence on tunneling. It turned out that the decisive parameter is the relative distance 
between the two axes of the tunnels, and this parameter entirely controls the appearance of excessive 
compressive stresses in the wall between the tunnels and the sequence of damage inflicted. 

In his later work, Leon contributed to the clarification of the hypothesis of strength for concrete [25] 
by proposing a parabolic form of the enveloping limit state. This enabled Leon to combine the fact that 
brittle materials such as concrete fracture in tension when pulled and in shear when compressed. Leon's 
enveloping parabola agreed very well with practical data of his own experiments as well as from other 
researchers. This work was presented by Leon at the 4th International Congress for Technical Mechan- 
ics in Cambridge in 1934. Leon's work was highly appreciated and included in the book by Nadai [26]. 

Old Ideas Reinvented 

As the concept of toughness is associated with the breaking of materials the tougher a material, 
the harder it is to break--the original measure of toughness was the amount of work done in break- 
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FIG. 5--Regimes of  severe fracturing around a twin tunnel (Refs 22-23): Brittle regimes are in- 
dicated by " sprOde"; the numbers refer to compressive stresses with unknown reference level. 

ing a bar (the Tetmajer hypothesis), and, in 1975, toughness was still defined by ASTM as the abil- 
ity of a metal to absorb energy and deform plastically before breaking. It is usually taken to be the 
measured energy loss in a notched-bar impact test and corresponds to the area under the stress strain 
curve in tension testing. Consequently, a brittle-behaving material is one that absorbs little energy, 
while tough-behaving materials would require a large expenditure of energy in the fracture process. 

After WWI, engineers on both sides of the Atlantic Ocean developed renewed interest in notch ef- 
fects as they very soon realized that fracture and fatigue are greatly influenced by notches. One can 
tacitly say that the story of failure is a tale of notches, nicks, key-ways, oil holes, screw threads, 
scratches, rough surfaces, quenching cracks, grinding cracks, sharp changes in section, thin out- 
standing fins, poor fillets, tool marks, inclusions in the metal, corrosion pits, and the like, i.e., some 
localized nucleus from which failure started. The fact that only a tiny spot needs to be stressed above 
the critical limit in order for the entire piece to fail by a crack developing from that spot deserves 
emphasis. 

At that time, it was well known that the safety factors customarily used in design depended con- 
siderably upon judgment estimates of the possibilities of fracture; however, no attempts were made 
to replace the notch by a natural crack and measure the sensitivity of the steels to the presence of 
crack-like defects. In fact, at that time, in the 1940s, there was still inadequate recognition that cracks 
or crack-like defects were significant factors in reducing the load-carrying capacity of structures 
made from high-strength steels. The early work on notch sensitivity was rarely criticized because the 
notches were not sharp enough (Leon's work was on semi-circular notches!). If they resembled 
cracks, they were rather thought to be too sharp to represent any practical situation of high-stress con- 
centration that might he encountered in service. 

Following 1900, with the advent of automobiles followed by airplanes, the provision of adequate 
safety factors became increasingly more difficult and the need for better understanding of "rupture" 
more apparent. However, the response was directed mainly toward better materials, improved fabri- 
cation, and inspection. With these aids, the practice of fracture control consisting mainly of failure 
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experience, safety factors, and proof testing endured through the 1900-1950 period. As a guard 
against costs of (large) fracture failures, insurance was an available option. However, during this pe- 
riod several fracture investigations occurred that assisted the introduction of fracture mechanics. 

Conclusions 

This contribution highlights the development in mechanics and materials testing at the turn of the 
last century performed in Europe, particularly in the German-speaking countries. Particular empha- 
sis is given to the "first" paper on fracture mechanics by K. Wieghardt. Wieghardt' s appointment to 
professor of mechanics at the Technische Hochschule in Vienna started intensive research work in 
the field of notch effects and stress distributions around circular, elliptical, and crack-like openings 
and discontinuities. 

The pioneering work by Wieghardt and the impressive work by Leon anticipate many of the results 
in fracture mechanics that were derived decades later, e.g., the stress distribution at the apex of a 
wedge-type opening, a mixed-mode fracture criterion, and the direction of crack initiation under com- 
bined loading [27-28]. The fact that most of these contributions have been published in German in 
journals comparatively little known outside Germany, Austria-Hungary, etc., may partly be respon- 
sible for their having fallen into oblivion. Renewed interest in the historical development of the dis- 
cipline and a more subjective viewpoint might unveil the names of the other forgotten pioneers in 
fracture research and bring to light an appreciation of their early work. 

It should be pointed out that Wieghardt's publication appeared 13 years before Griffith's famous 
paper [29]. The interested reader is referred to the publications [30-31] for further information about 
the contributions of these early pioneers and the history of fracture mechanics [32] in general. 
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ABSTRACT:  Recent ASTM Subcommittee E08.08 on Elastic-Plastic Fracture Technology activities 
have concentrated on the development of a common fracture test standard that allows the evaluation of 
elastic and elastic-plastic fracture toughness properties from tests on a single specimen. Many technical 
changes have been made to allow this process to go forward, but one area in which progress has not been 
made is in clarifying the various specimen size requirements that were part of the earlier standards. In- 
stead, the size requirements in the new toughness testing standard E1820 have been extracted from the 
earlier standards, like ASTM E399 and ASTM E813 and extended to the new standard without change, 
in spite of their clear inconsistency. 

A review of the development of the E399 size criteria [1] seems to make it clear that the E399 size 
criterion was meant by its originators to represent only a requirement that allowed the 0.95 secant off- 
set method to adequately evaluate a consistent measure of crack initiation. The later J-integral-based 
size criteria of E813, E1152, E1737, E 1820, and the recent To Reference Temperature standard El 921 
are based on finite element analysis [2], which ensures that a minimal deviation from small-scale yield- 
ing (SSY) occurs. This is intended to generate consistent crack tip constraint as the specimen size de- 
creases or the crack length increases. 

In this work, specimens from three materials, a 6061-T651 aluminum, a 6AI-4V titanium alloy, and 
a 4340 steel alloy, were tested to investigate what the proper size criteria should be for a combined frac- 
ture mechanics test standard. Larger specimens from each material were tested to obtain K~ values 
meeting the stringent size criteria of ASTM E399. Smaller specimens of each material were tested that 
intentionally failed the E399 size criteria, but satisfied the less stringent criteria of ASTM E813 and 
El  820. The unloading compliance method has been used in the testing of the smaller specimens so that 
an estimate of the true crack initiation point on the specimen load displacement record can be measured. 

The fracture toughness at the onset of ductile crack extension is measured in terms of the J integral 
and converted to an equivalent stress intensity Kj value using the standard relationship. The fracture 
toughness at this crack initiation point can then be compared with the KQ obtained using the 0.95 secant 
offset initiation point specified by the E399 Ktc procedure, and the validity of  the various measures of 
initiation toughness can be determined with respect to the different size criteria. 

KEYWORDS: linear elastic fracture mechanics, elastic-plastic fracture mechanics, stress intensity, J 
integral, unloading compliance, constraint, size effects 
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specimen size requirements that were part of the earlier standards. Instead, the size requirements in 
the new toughness testing standard E18203 have been extracted from the earlier standards, like 
ASTM E3994 and ASTM E813 s and extended to the new standard, ASTM E1820, without change, 
in spite of  their clear inconsistency. 

A review of the development of the E399 size criteria [1] makes it clear that it was meant by its 
originators to represent only a requirement that allowed the 0.95 secant offset method to adequately 
evaluate a consistent measure of crack initiation. This criteria was developed based solely on exper- 
inaents that used the 0.95 secant method to match the crack initiation location on the load displace- 
ment record and hence corresponding to KO. Therefore, variation of the resulting K O in small speci- 
mens from the value measured in larger specimens could be due to a failure of the secant method to 
correctly locate the crack initiation point. Only later, for example in the very influential textbooks of 
Refs 3 and 4, was this experimental size requirement taken as a necessary condition for Ktc to be 
transferrable from the laboratory tests to the structural applications, that is, it became an accepted re- 
quirement for the transferability of the experimentally measured Klc to the structure and flaw geom- 
etry of interest. No real justification appears to exist in the literature for this philosophy except that it 
is a conservative requirement that has led to safe engineering practice. 

The more recent J integral-based size criteria of E813, E1152, 6 E1737, 7 E1820, and the recent To 
Reference Temperature standard E1921 s are based on finite element analysis [2], which ensures that 
a minimal deviation from small-scale yielding (SSY) occurs. This generates consistent crack tip con- 
straint as the specimen size decreases or the crack length increases. 

In this work, specimens have been machined from a 6061-T651 aluminum, 6A1-4V titanium alloy, 
and 4340 steel to determine the proper size criteria for a combined fracture mechanics test standard. 
Larger specimens have been machined for each material that meet the stringent size criteria of ASTM 
E399. These specimens were tested according to current E399 practices without sidegrooves and with- 
out elastic unloadings. Smaller specimens of each material were machined as well, but these specimens 
were tested using standard J integral procedures with unloading compliance to developed single spec- 
imen J-R curves where possible. Most of these smaller specimens fail the E399 criteria, but satisfy the 
less stringent criteria of ASTM E813/E 1820. The fracture toughness at the onset of ductile crack ex- 
tension is measured in terms of the J integral and converted to an equivalent stress intensity Kj value 
using the standard relationship. The fracture toughness at this crack initiation point is then compared 
with the KQ obtained using the 0.95 secant offset initiation point specified by the E399 procedure. 

Analysis 

The size requirement of ASTM E399 on in-plane specimen dimensions requires: 

a,b>--2.5(Kc212 (1) 
\ [Tys / 

where 

a = the crack length, 
b = the remaining ligament, 

3 Test Method for Measurement of Fracture Toughness (E 1820). 
4 Test Method for Plane-Strain Fracture Toughness of Metallic Materials (E 399). 
5 Test Method for Jl~, a Measure of Fracture Toughness (E 813). 
6 Test Method for Determining J-R Curves (E 1152). 
7 Test Method for J-Integral Characterization of Fracture Toughness (E 1737). 
s Test Method for Determination of Reference Temperature TO for Ferritic Steels in the Transition Range (E 

1921). 
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O-ys = the material yield stress, 
KQ = the stress intensity factor at the intersection of the load crack opening displacement record 

and the 0.95 secant line. 

The 2.5 factor was chosen, largely based on data sets presented in ASTM STP 463 [5-7], including 
the data sets shown in Figs. 1 and 2. For data sets like that of Fig. 1 [6], the Ke became elevated as 
the specimen thickness B was reduced, corresponding to a transition from plane strain conditions to 
plane stress conditions. This transition can be controlled through the use of side grooves, and this is- 
sue is not part of this study. 

The observation that KQ falls off in the Fig. 2 data set [7] as the crack length, a, is reduced implies 
that the crack initiation measurement point is no longer accurately inferred in these specimens. The 
loss of crack tip strain field constraint would elevate the apparent KQ initiation toughness as the crack 
size was reduced. The result shown in Fig. 2 indicates that the material becomes less tough as the 
crack tip constraint is reduced, which is contrary to current understanding of fracture and plasticity. 

Elastic-plastic fracture test standards like E813, E1152, and E 1820 have used a size requirement 
of the type: 

a,b>_M~i~--M( J~ l \ o-y~ / (2) 

where 

• i  = the critical crack tip opening displacement, 
Ji = the critical J integral value, and 
M = the size requirement factor. 

Since high-constraint conditions would dictate that the specimen in-plane dimensions should be 
much larger than the crack tip opening displacement at fracture or ductile initiation, it seems reason- 

I 

I 

G' 
v 

7o I 
60 

5O 

4O 

30 

0 

I I I 
Ti-6AI-6V-2Sn I in. plate 
Age II00 ~ F, 4 hr 

"~ ~ys: 174ksi 

, .  ! lJ 
=2.  

\~ ys/ 
"--:- ! 

I I I 

I I 

_i 

v ! 

I I 
. I  .2 .3 .4 .5 .6 

THICKNESS, B, IN. 
FIG. 1--Early KQ data showing effect of specimen thickness from Jones and Brown [5]. 

Copyright by ASTM Int'l (all rights reserved); Tue Dec 15 13:13:15 EST 2015
Downloaded/printed by
University of Washington (University of Washington) pursuant to License Agreement. No further reproductions authorized.



360 FATIGUE AND FRACTURE MECHANICS: 30TH SYMPOSIUM 

t -  

O 

t -  

O I -  

"5 
cl l  

I i  

100 

80 

60 

40 

I o 4 Point Loading I 
tl  3 Point Loading 

a = 1.0 (K/ay) 2 

0 

a = 2.5(K/ay) 2 ;o 
0 0 O~ 

0 v e ~  I D6AC STEEL 
~//45" o o 0 275ksiTENSlLE 0,o,,, 

o STRENGTH 
/ 

/ o I I  

o o  

0 0.1 0.2 0.3 0.4 

Crack Length, Inches 
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able that M be 10 or greater [8 ]. In fact, the following values of M are presently found in ASTM stan- 
dards: M = 25 in E813/E1820 for Jlc at ductile initiation; M = 20 in E1152/E1820 for the Janowed 
limit for the J-R curve; M = 200 for the onset of instability during ductile crack growth in E 1820; and 
M = 30 for Jc in the new To standard ASTM E1921-98. The instability requirement of E1820, which 
is generally cleavage in ferritic steels, was chosen based on two-dimensional finite element analysis 
of Dodds et al. [9]. More recent three-dimensional analysis by Dodds and Nevalainen [2] supports 
the use of M between 50 and 100 instead of the present M = 200 requirement. The stress-dependent 
nature of cleavage requires that small-scale yielding (SSY) conditions be present in the vicinity of the 
crack tip, and maintenance of such conditions is the basis of the Dodds et al. analysis�9 This require- 
ment is not essential for the ductile initiation or J-R curve standards, and the M = 20 and 25 require- 
ments are based largely on experimental verification�9 

The requirements o fEq  1 and Eq 2 can be compared using the small-scale yielding relationship be- 
tween J and K that: 

K = ~ (3) 

where E '  = E/(1 - v 2) is the material plane strain elastic modulus. Substituting this into Eq 1 pro- 
vides an equivalent J integral E399 size requirement as: 

b, a --> 2.5 (4) 

For typical metals 100 < E'ltrys < 1000, and hence the E399 size requirement translates to: 

b, a > 250--)2500 (~y~) (5) 
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This requirement is thus from 10 to 100 times more stringent than the equivalent J integral crack 
initiation requirements, depending on whether the initiation occurs by cleavage or by ductile crack 
extension. 

Description of the Experiments 

Specimen Details 

The experimental procedure involved tests on three structural materials, a 6061-T651 aluminum, 
a Ti-6A1-4V titanium alloy, and a 4340 steel. Initial tests were conducted on large specimens to ob- 
tain valid Ktc results using ASTM E399. Tests were then conducted using J-integral, unloading com- 
pliance procedures using smaller-size specimens with a/W ratios from 0.5 to 0.82, These tests were 
performed according to the new ASTM E1820 standard. All specimens were precracked according 
to E1820, which is more stringent than E399, and thus all specimens met both the E1820 and E399 
precracking requirements. Side grooves, cut with a standard Charpy cutter reducing the specimen 
thickness by 10% on each side, were machined after precracking in all cases in which they were used. 
All tests were conducted at room temperature in a displacement-controlled test machine using a dis- 
placement rate of 0.5 mm/min. Valid Kit measurements were made for each alloy using the 0.95 se- 
cant offset method of E399, which is now also a part of the combined standard E1820. All fracture 
mechanics tests were conducted in the TL orientation of E399. 

The ambient temperature, quasi-static mechanical properties of the three materials tested obtained 
from standard round 0.505-in.-diarneter tension specimens are presented in Table 1. All tension spec- 
imens were tested in the "T" orientation of E399. 

Titanium Alloy 

The titanium alloy was obtained as a 50-mm (2-in.)-thick plate and was tested in the mill-annealed 
condition. Kjc was evaluated according to ASTM E399 using the five 1.5T C(T) and SE(B) speci- 
mens with a/W = 0.5, as summarized in Table 2. Six additional 1.5T C(T) and SE(B) specimens 
were tested with a/W = 0.7 using the E399 test procedure. While the a/W = 0.7 results were not 
strictly valid according to E399, the KQ measurements obtained were clearly consistent with the 
valid results from the a/W = 0.5 specimens. Four IT  and fifteen %T C(T) specimens of the 
E1152/E1820 J-integral geometry were also prepared from this material. These specimens were 
prepared with a range of a/W ratios from 0.5 to 0.82, side grooved using a standard Charpy notch 
cutter to a total thickness reduction of 20%, and tested using the unloading compliance technique 
according to E 1152/E 1820 to obtain a J-R curve when stable ductile crack extension existed. All of 
these specimens had notches oriented in the T-L plane, as specified by E399, and they were all tested 
at approximately 18~ 

TABLE 1--Tensile mechanical properties of the materials 
investigated. 

Ti-6A1-4V 6061-T651 4340 Steel 

Yield stress, MPa 890.0 (130.0) 299.0 (43.7) 945.0 (138.0) 
(ksi) 

Ultimate stress, 952.0 (139.0) 307.0 (44.8) 1000.0 (146.0) 
MPa (ksi) 

% Elongation 11.0 (50 mm) 14.0 (50 mm) 10.0 (50 mm) 
% Reduction in 19.0 38.0 30 

area 
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TABLE 2--Ti-dA1-4V titanium ~pecimen test matrix nominal dimensions. All specimens except J-type C(T) 
specimens are ASTM E399 configurations. 

Specimen Type Width, W (ram) a/W Ratio Thickness, B (mm) Ligament, b (mm) Number of Tests 

ASTM C(T) 76.2 0.5 38.1 38.1 2 
ASTM C(T) 76.2 0.7 38.1 22.9 3 
ASTM C(T) 50.8 0.55 to 0.69 25.4 22.8 4 

J Type 
ASTM C(T) 25.4 0.5 to 0.82 12.7 15.7 15 

J Type 
ASTM SE(B) 76.2 0.5 38.1 38.1 3 
ASTM SE(B) 76.2 0.7 38.1 22.9 3 

Aluminum Alloy 

The 6061-T651 aluminum alloy specimen blanks were machined from 38-mm (1.5-in.)-thick plate. 
Large specimens for the evaluation of Klc were prepared according to the dimensions shown in Table 
3. Larger in-plane dimensions were used for the a / W  = 0.7 specimens to maintain the E399 size re- 
quirements, based on K1c estimates available for the plate. While the a /W = 0.7 specimens are not 
strictly valid according to E399, the results from all of these larger C(T) and SE(B) specimens were 
consistent. All cracks were oriented in the T-L plane as specified by E399. Four IT C(T) specimens 
were also prepared with side grooves as per the E l  152/E1820 J-type specimen drawing and tested 
according to E399 without elastic unloadings. While these specimens failed several E399 criteria, 
they still gave KQ results that corresponded to the valid results of the larger E399 C(T) and SE(B) 
specimens. 

Four IT and 16 'AT C(T) J-integral-type specimens were also machined from the center plane of 
the 6061-T651 plate according to E1820 and including side grooves cut to a total thickness reduction 
of 20% using a standard Charpy notch cutter. These two specimen types were tested using standard 
E 1820 procedures with the unloading compliance technique, up to the point of tearing instability. All 
cracks were oriented in the T-L plane as specified by E399. 

4340 Steel 

The 4340 steel specimens were machined from a 25 by 125-ram bar. All specimens were J-type 1T 
and ~/2T C(T) specimens according to E1152/E1820. All specimens were machined with notches in 

TABLE 3~061-T651  aluminum specimen test matrix--nominal dimensions. All specimens except J-type 
specimens are ASTM E399 configurations. 

Specimen Type Width W (mm) a/W Ratio Thickness, B (mm) Ligament, b (mm) Number of Tests 

C(T) 63.5 0.45 to 0.5 31.7 28.0 to 32.0 3 
C(T) 84.5 0.68 31.7 27.0 3 
C(T) 50.8 0.60 25.4 20.3 4 
J Type 
C(T) 25.4 0.52 to 0.82 12.7 6.0 to 12.0 16 
J Type 
SE(B) 62.9 0.45 31.7 34.6 3 
SE(B) 84.7 0.70 31.7 31.7 3 
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TABLE 4--Experimental results--Ti-6Al-4V Titanium alloy C(T) specimens. 

363 

Specimen ID W, mm a/W b, mm KQ, MPaX/m Jlc, k J/m2 Kj,,c, MPa~X/m 2.5, (KQl~ys) 2, mm 

HCC-10 76.2 0.70 22.7 81.6 . . . . . .  21.0 
HCC-11 76.2 0.70 21.3 75.7 . . . . . .  18.0 
HCC-14 76.2 0.73 20.9 80.0 . . . . . .  20.2 
HCC-16 76.2 0.52 36.8 84.4 . . . . . .  22.5 
HCC-12 76.2 0.50 38.1 79.4 . . . . . .  19.9 

HCC-31 50.4 0.56 22.4 81.6 59.5 86.2 21.0 
HCC-61 50.4 0.55 22.9 87.2 70.0 93.4 24.0 
HCC-62 50.4 0.69 15.7 75.8 59.5 86.2 18.0 
HCC-32 50.4 0.69 15.7 81.1 64.8 89.9 20.8 

HCC-XXll  25.4 0.82 4.5 53.1 56.9 84.3 8.9 
HCC-XX12 25.4 0.54 11.8 78.2 70.0 93.5 19.3 
HCC-XXI3 25.4 0.61 9.9 67.5 55.2 82.9 14.4 
HCC-XX14 25.4 0.79 5.4 50.5 49.0 78.2 8.0 
HCC-XX15 25.4 0.61 9.9 68.1 47.3 76.8 14.6 
HCC-XX16 25.4 0.53 11.9 76.6 63.0 88.7 18.5 
HCC-XX17 25.4 0.68 8.1 61.4 49.0 78.2 11.9 
HCC-XXI8 25.4 0.69 7.9 63.3 61.3 87.4 12.6 

the  T -L  orientat ion and  had side g rooves  m a c h i n e d  wi th  a s tandard  Cha rpy  notch  cutter  to a total 

th ickness  reduct ion o f  20%. T he  spec i mens  were  heat  treated after m a c h i n i n g  but  before  precracking 

and s idegrooving  by austeni t iz ing at 816~ for 25 rain, oil quench ing  to 20~ quench ing  in l iquid 

n i t rogen ( - 1 9 5 ~  for 20 rain to assure  a full t ransi t ion to martensi te ,  t emper ing  at 593~  for 1 h, 

and f inal ly air cool ing to ambien t  temperature .  Al l  tests  were conduc ted  at an ambien t  t empera ture  o f  

approx imate ly  18~ The  l T  spec i mens  were tested in mono ton ic  load ing  as specif ied by  E399 so 

that  a Pe and KQ could  be  located clearly wi thout  in terference f rom the supe r imposed  elast ic un-  

loadings.  All  t/2T spec imens  were tested us ing  unloading  compl iance  accord ing  to E 1 1 5 2 / E 1 8 2 0 .  The  

fracture m o d e  in all tests  was  ducti le  hole  growth,  no t  c leavage.  

Discussion of the Results 

KQ Evaluation 

The  0.95 secant  procedure  o f  E399  was  applied to all spec imens .  The  resul ts  are tabulated in Ta-  

bles 4 to 8. The  larger spec imens  o f  each  material ,  at the  s tandard a/Wratio of  approximate ly  0.5, be- 

TABLE 5--Experimental results-- Ti-6A l-4 V Titanium alloy SE( B ) specimens. 

Specimen ID W, mm a/W b, mm KQ, M P a~/ m Jlc, kJ/m2 Kjlc, MPa~/m 2.5, (gQ/O'ys) 2, m m  

HCC-2 76.2 0.49 38.7 81.2 . . . . . .  20.8 
HCC-4 76.2 0.48 39.8 81.3 . . . . . .  20.8 
HCC-7 76.2 0.49 38.9 80.2 . . . . . .  20,3 
HCC-1 76.2 0.72 21.7 76.4 . . . . . .  18.4 
HCC-3 76.2 0.72 21.6 79.1 . . . . . .  19.7 
HCC-8 76.2 0.71 22.4 76.1 . . . . . .  18.3 
HCC-6 76.2 0.84 12.5 64.1 . . . . . .  13.0 
HCC-5 76.2 0.77 17.5 65.8 . . . . . .  13.7 
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TABLE 6---Experimental results~O61-T651 Aluminum alloy C(T) specimens. 

Specimen ID W, mm a/W b, mm KQ, MPaX/m Jlc, kJ/m 2 Kjlc, MPa~v/-m 2.5 (Kc)/o'ys) z, mm 

JC4-1 63.5 0.44 35.6 37.7 . . . . . .  39.7 
JC4-2 63.5 0.41 37.5 31.9 . . . . . .  28.5 
JC4-3 63.5 0.44 35.6 35.1 . . . . . .  29.3 
JC7-1 63.5 0.68 20.3 35.3 . . . . . .  34.8 
JC7-2 63.5 0.68 20.3 32.0 . . . . . .  28.6 
JC7-3 63.5 0.68 20.3 31.2 . . . . . .  27.2 

JJ71-1 50.8 0.49 25.9 32.3 . . . . . .  29.2 
JJ71-3 50.8 0.50 25.4 32.0 . . . . . .  28.6 
JJ71-C1 50.8 0.61 20.1 30.6 . . . . . .  26.2 
JJ71-C2 50.8 0.60 20.3 30.3 . . . . . .  25.7 

JB7-2a 50.8 0.68 16.4 34.6 21.9 40.4 33.5 
JB7-2b 50.8 0.70 15.3 30.7 26.2 44.3 26.4 
JB7-3a 50.8 0.68 16.1 31.5 17.5 36.1 27.7 
JB7-3b 50.8 0.68 15.8 36.0 30.6 47.9 36.2 

JB7-XC 25.4 0.70 7.65 27.7 19.3 37.9 21.5 
JB7-XD 25.4 0.81 4.95 20.9 14.0 32.3 12.2 
JB7-XE 25.4 0.61 9.91 28.4 16.6 35.2 22.6 
JB7-XF 25.4 0.59 10.4 31.5 21.9 40.4 27.7 
JB7-XG 25.4 0.60 9.91 26.5 15.4 33.9 19.6 
JB7-XH 25.4 0.72 7.16 20.9 25.4 43.5 12.2 
JB7-XI 25.4 0.57 10.9 27.4 14.0 32.3 21.0 
JB7-XJ 25.4 0.81 4.93 17.4 14.9 33.3 8.5 
JB7-YC 25.4 0.70 7.52 24.7 15.8 34.3 17.1 
JB7-YD 25.4 0.58 10.7 29.4 14.0 32.3 24.2 
JB7-YE 25.4 0.61 9.86 28.6 15.8 34.3 22.9 
JB7-YF 25.4 0.60 10.1 33.0 24.5 42.7 30.5 
JB7-YG 25.4 0.72 7.19 25.4 39.4 54.2 18.0 
JB7-YH 25.4 0.80 5.03 16.3 18.0 36.7 7.4 
JB7-YI 25.4 0.61 9.91 25.0 17.5 36.2 17.5 
JB7-YJ 25.4 0.70 7.70 23.8 15.8 34.3 !5.8 

haved  in a s imilar  m a n n e r  as i l lustrated in Fig. 3 for the  6061-T651 alloy. For  the  mater ia ls  invest i -  

ga ted  here,  PQ cor responded  to the  0.95 secant  intersect ion P5 in every  case,  wi th  the  spec imen  re- 

ma in ing  stable unti l  the  load d i sp lacemen t  record was  b e y o n d  the 0.95 secan t  of fse t  intersection.  The  

large  s p e c i m e n s  wi th  the  deeper  crack l eng th  ratios showed  greater  plast ici ty,  bu t  still PQ corre-  

sponded  to Ps,  and  the  secant  in tersect ion point  def ined the  KQ calculat ion.  For  all three materials ,  

the  larger geomet ry  me t  the  E399 size criteria, as s h o w n  in the  tabulated resul ts  presented  in Tables  

4 to 8. In m a n y  cases,  large a/W = 0.5 SE(B) spec imens  wou ld  violate the  E399 requ i rement  that  

emax ]PQ < 1.1 after the  measu red  C O D  value  reached  a large va lue  o f  approx imate ly  2 m m .  This  cor- 

TABLE 7--Experimental results---6061-T651 Aluminum alloy SE(B) specimens. 

Specimen ID W, mm a/W b, mm KO, MPa ~ / ~  Jlc, kJ/m 2 Kjlc, MPa~/-m 2.5 (KQ/O-ys) 2, mm 

JB4-1 63.5 0.39 38.7 29.0 . . . . . .  23.5 
JB4-2 63.5 0.46 34.3 32.3 . . . . . .  29.2 
JB4-3 63.5 0.46 34.3 32.3 . . . . . .  29.2 
JB7-1 84.6 0.71 24.5 32.5 . . . . . .  29.5 
JB7-2 84.6 0.70 25.4 38.2 . . . . . .  40.8 
JB7-3 84.6 0.69 26.2 27.5 . . . . . .  21.1 

Copyright by ASTM Int'l (all rights reserved); Tue Dec 15 13:13:15 EST 2015
Downloaded/printed by
University of Washington (University of Washington) pursuant to License Agreement. No further reproductions authorized.



JOYCE AND TREGONING ON FRACTURE MECHANICS STANDARDS 

TABLE 8--Experimental results---4340 steel alloy specimens. 

3 6 5  

Specimen ID W, mm a/W b, mm KQ, MPa~,/-m Jr,, kJ/m 2 K]I,., MPa~,/m 2.5 (KQ/o,ys) z, mm 

J43-a 50.8 0.52 24.6 68.9 23.6 68.2 13.3 
J43-b 50.8 0.48 26.3 73.0 31.5 78.7 14.9 
J43-c 50.8 0.70 15.1 70.6 28.9 75.4 14.0 
J43-d 50.8 0.51 24.9 49.1 19.3 61.6 6.7 
J43-e 50.8 0.70 15.2 73.4 27.1 73.1 15.1 

J43-S1 25.4 0.71 7.47 62.5 39.4 88.1 10.9 
J43-$3 25.4 0.52 12.2 72.4 30.6 77.7 14.7 
J43-$4 25.4 0.52 12.3 73.2 36.8 85.1 15.0 
J43-$6 25.4 0.74 6.50 62.3 28.0 74.2 10.9 
J43-$7 25.4 0.79 5.28 43.7 27.1 73.1 5.3 
J43-$8 25.4 0.59 10.3 57.0 30.6 77.6 9.1 
J43-$9 25.4 0.70 7.72 62.3 36.8 85.1 10.9 
J43-S10 25.4 0.76 6.22 61.5 28.0 74.2 10.6 
J43-Sll 25.4 0.52 12.1 72.6 35.9 84.0 14.8 
J43-S 12 25.4 0.59 10.4 63.3 36.8 85.1 i 1.2 

responded to the presence of tunnel, ;d crack extension and the development of large shear lip regions 
that carried increasingly more of the applied load. In most cases a small elastic unloading was taken 
beyond the first load drop, as shown in Fig. 3, and the compliance change that was measured was used 
to assure that ductile crack growth was present at this time, and that the E399 requirement that 
Pmax ]PQ < 1.1 could be ignored. For the specimen shown in Fig. 3, the compliance change measured 
at the unloading shown corresponded to an average crack extension of more than 2 mm, and the sub- 
sequent load rise to a Pmax value is of no consequence to the test. 
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FIG. 3--Typical evaluation of KQfor a large K-type SE(B) specimen of the 6061-T651 aluminum 

alloy. 
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The toughnesses measured for the largest-size specimens of the titanium and aluminum alloys 
tested here correspond well with measurements for these alloys found in the classic Air Force Mate- 
rials Laboratory Damage Tolerant Design Handbook [10]. The 4340 steel alloy was heat treated 
specifically for this study to give toughnesses that were valid by E399 for the 1T specimen size and 
invalid for the smaller ~/2T C(T) test geometry. 

For all of the I/2T C(T) specimens, the PQ corresponded to the P5 intersection point as shown in the 
example in Fig. 4, except that for the majority of these specimens the maximum load was often well 
in excess of 1.1PQ. Since these specimens were all tested using unloading compliance, the true crack 
initiation point could be estimated for these specimens from the measured compliance changes. Fig- 
ure 5 shows an example of an alW = 0.54 1/2T C(T) specimen of the Ti-6AI-4V alloy for which the 
E399 secant offset "crack initiation" prediction and the unloading compliance crack initiation pre- 
diction agree quite well. 

As the ~/2T C(T) specimen's remaining ligament, b, was further reduced, the maximum load point 
was found to move further beyond the P5 = PQ measurement point, giving smaller and smaller KQ 
measurements. At the same time in these specimens, the P5 point moved dramatically away from the 
correct crack initiation location as defined by the unloading compliance technique. This is shown in 
Figs. 6 for an a/W = 0.82 '/2T C(T) specimen of the titanium alloy. The resulting measurement of KQ 
= 53.1 MPaX/m is considerably less than the correct value of approximately 80 MPaX/m for this al- 
loy, and hence the E399 measurement is conservative, but the 34% error is unacceptable if the test 
method can be updated by the use of the unloading compliance/Kjlc method. 

Figures 7 to 9 show plots of KQ versus b for the three materials. These figures are very similar to 
the results of Steigerwald [6 ] shown previously in Fig. 2, even though the Steigerwald plot has crack 
length, a, rather than remaining ligament b on the absissca. The existing E399 requirement of Eq 1 is 
plotted on these figures and clearly defines a conservative limit for specimen size for the use of the 
0.95 secant offset method on these materials and specimens. The KQ quantity falls as b is reduced (or 
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FIG. 4 Evaluation of a 0.95 secant KQfor a small J-type C(T ) specimen that had been tested us- 
ing unloading compliance. 
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FIG. 5--Titanium alloy C( T ) specimen with a / W  = 0.54 showing close agreement between the 
E399 secant intersection and the unloading compliance predicted crack initiation location on the 
load COD record. 
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F I G .  6--Divergence of initiation sites is demonstrated for an a / W  = 0.82 C( T ) specimen of the 
titanium alloy. 
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Ti-6AI-4V Titanium Alloy 
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of the titanium alloy. 

6061-T651 Aluminum Alloy 
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FIG. 9--KQ versus the remaining ligament b for the J-type specimens of the steel alloy. 

a for that matter), not because the intensity of the driving force is failing, but simply because the mea- 
surement point is being determined erroneously as the shape of the load versus COD curve changes 
with specimen geometry. 

Defining a KI~ Size Criterion 

The above results show that the E399 size requirement is correct in that, if it is met or exceeded, 
consistent measurements of KQ results from the application of the 0.95 secant method to load versus 
COD records obtained from standard E399 SE(B) and C(T) specimens. The results also show that the 
E399 size criterion is not necessarily a necessary condition for the transferability of the measured 
toughness result to a structural application. Taking J to be separable into elastic and plastic compo- 
nents as is done in the E813 and E1820 standards, it stands to reason that a linear elastic evaluation 
of KQ would only be accurate for a specimen or a structure if the plastic component of J, Jpl, is neg- 
ligible in comparison with the total J. In general, the relative size of the plastic and elastic compo- 
nents of the J integral depends on the flaw size, the test or structural configuration, and on the mode 
of loading. 

The J type 1T and ~/2T C(T) specimens tested here were tested using an elastic unloading com- 
pliance procedure, and for these specimens a limited J-R curve was generated using the methods 
of E l  152/E1820. Example J-R curves for three aluminum 1/2T C(T) specimens are shown in Fig. 
I0. Some specimens demonstrated very little stable tearing, while other specimens demonstrated 
extensive stable ductile crack extension, and this is the case, of course, because the percentage of 
the total J-integral that is contributed by the plastic J component varies markedly in these speci- 
mens. 
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FIG. lO--Typical J -R curves for similar I/2T C(T) aluminum alloy J-type specimens. 
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FIG. l 1--Separation of elastic and plastic J components to show the relative sizes of  these com- 
ponents for a variety of  a / W  ratios. 
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These J-R curves can be used to define a more correct size requirement for evaluation of KQ and 
hence Ktc, at least for the C(T) and SE(B) test geometries used here. J-R curves are shown in Fig. 11 
for three '/2T C(T) specimens of the titanium alloy with a wide range of a/W ratios. Also shown on this 
figure are three curves showing the plastic components of the J integral for these same three specimens 
calculated using the equations of E1820. As is typical of J-R curves of deeply cracked bend specimens, 
the total J-R curves are consistent, even though the magnitudes of the elastic and plastic J components 
vary as the specimen remaining ligament is reduced, with the plastic component of J varying from 1 
or 2% to more than 50% of the total J. Jtc values were calculated for all unloading compliance J-type 
specimens according to E813/E1820 using the offset blunting method, as shown in Fig. 10. The plas- 
tic component of Jzc was then evaluated using the unloading compliance equations of E1820. 

If one wishes to obtain KQ from the load and crack length alone, the plastic component of the ap- 
plied J at the onset of ductile crack growth must be small. The criterion adopted here is that no more 
than a 10% error is acceptable in the KQ calculation, which is equivalent to a plastic J component of 
20% at crack initiation. With this in mind, the percentage of the total Jzc that was obtained from Jpl 
was calculated for each specimen, and the results are plotted versus M = bo'ys/J1c in Fig. 12. In this 
plot the J1c used to calculate M was an average value obtained from the largest specimens of each ma- 
terial, not the result obtained from each individual specimen. As shown on Fig. 12 a requirement that 
M be greater than 330 seems consistent here with dominant elastic conditions for the aluminum and 
4340 steel C(T) and SE(B) specimens. This is much less stringent than the E399 criteria of Eq 1 
above, which would require that M be greater than 1350 and 1500 for these two materials, respec- 
tively. Figure i 2 shows that for the titanium alloy M would need to be greater than 120, which is also 
less stringent than the E399 requirement that M be greater than 400 for this material. While in this 
case these calculations are being done on specimen geometries rather than structural geometries, the 
important point is that this transferability requirement is based directly on limiting the error involved 
in calculating the driving force K in these geometries when using only the linear-elastic, load-based, 
fracture mechanics quantity K. 

Even in this restricted case, a single criterion based solely on M rather than a Jpl calculation, and 
hence on a ratio of yield strength to toughness, does not work well for these three materials. Such a 
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FIG. 13--Kjtc and KQ versus b showing no apparent size effect for the titanium alloy. 

criteria is also not likely to be useful as a size criterion for structural applications since the cracks 
would then be shallow and the loading predominantly tensile. For structures, a criterion based on the 
crack tip stress fields remaining predominantly elastic probably needs to developed on a case by case 
basis using elastic-plastic finite element or other appropriate analysis. 
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Size Requirements for Knc 

Kjtc is plotted versus b in Figs. 13 to 15. Also shown on these figures are the Kit results obtained 
from the large K-type specimens from each material. While these results correspond to slightly dif- 
ferent criteria of ductile crack initiation, they should provide similar initiation toughness measure- 
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ments if  SSY conditions are present in all tests. These plots exhibit a slight elevation of Kjtc in com- 
parison with KIr but no dependence of the overall magnitude on specimen size, at least as measured 
by b. These data are replotted in Figs. 16 to 18 as a function of M, where M is calculated from the av- 
erage Jk. and yield stress of each material. For these relatively low-toughness materials, the smallest 
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M values reached are about 80, but over the range of M investigated, namely 80 > M > 1200, no sys- 
tematic variation in the measured K j I  c is demonstrated for these geometries and materials. It seems 
clear from these results that it is reasonable to evaluate Jlc using the unloading compliance method of 
E813/E1820, convert the result to Kjtc, and then use the result as one would use Klc for structural ap- 
plications where the conditions near the postulated crack tip were predominantly elastic. However, 
care must be taken to assure that cracks expected in the structural application would remain within 
predominantly elastic stress fields and also that ductile crack growth is the mode of fracture, as 
demonstrated by the specimens. 

Conclusions 

The principal conclusions of this study are: 

1. The current size criteria ofE399 is required if the 0.95 secant method is used to evaluate a size- 
independent KQ. This criteria should not be interpreted as a requirement for the transferability of the 
resulting Ktc measurement to a structural application. 

2. Application of the current E399 size requirement to applications would lead to a very conser- 
vative and safe result. The results shown here demonstrate that in many cases linear elastic fracture 
mechanics would be applicable to cases with much more extensive plasticity than would be allowed 
by application of the E399 size criteria as a transferability requirement for structural applications. 

3. The relative contributions of the elastic and plastic J-integral components is a better measure 
of the elastic dominance in a specimen or in a structural application. Evaluating the relative sizes of 
the J-integral components in a structural application, however, probably requires an elastic-plastic 
analysis, and if this is available, the engineer can use the J integral directly and not need to transfer 
to a LEFM analysis using K~lc as the criteria of ductile crack initiation. 

4. For the materials and specimens investigated here, it appears reasonable to evaluate JQ Using 
the unloading compliance method of E813/E1820, and then, if  this meets the size requirements of 
E813/E1820 (M > 25), convert the result to Jtc and then to Kjzc, and then u s e  Kjzc as one would use 
Kit for structural applications where the conditions were predominantly elastic. However, care must 
be taken to assure that cracks expected in the structural application would remain within predomi- 
nantly elastic stress fields and also that ductile crack growth is the mode of fracture, as demonstrated 
by the specimens. 
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ABSTRACT: The aggressive environments experienced by large-caliber gun tubes during processing 
and firing have led to much investigation of the hydrogen-induced cracking susceptibility of high- 
strength steels. Constant displacement bolt-loaded specimens were used to determine the hydrogen 
crack growth rates and threshold stress intensities of AF1410, both conventionally and isothermally heat 
treated, and AerMet 100. The severe susceptibility of high-strength steels necessitated the application 
and modification of a low-cost, highly reliable in-situ crack measurement method, the instrumented 
bolt. The instrumented bolt consisted of a full bridge, strain-gaged stainless steel bolt coupled to an au- 
tomatic data acquisition system. New expressions were developed for use with the instrumented bolt 
and bolt-loaded specimen to relate load to crack growth. Stage II crack growth rates for the AF1410 
were 1.1 • 10 -2 and 2.3 • 10 -2 mm/s for conventional and isothermal AF1410, respectively. Thresh- 
old stress intensity levels for AF1410 were 16.0 and 13.7 MPa. m I/2, respectively. Stage II crack growth 
rates for AerMet 100 were 2.4 • 10 -2 mm/s, while the threshold stress intensity was 14.1 MPa. m 1/2. 

KEYWORDS: hydrogen-induced cracking, hydrogen embrittlement, environmental cracking, envi- 
ronmental fracture, instrumented bolt, bolt-loaded specimen, high-strength steels, A723, AF1410, Aer- 
Met 100 

Hydrogen-induced cracking has been a particular problem in armament applications because of the 
use of aggressive manufacturing environments [1] and developmental propellants [2,3]. Further- 
more, to meet the battlefield demands of increased range and muzzle velocity, higher-yield-strength 
gun tube materials are being developed. This ultimately will result in a greater susceptibility of these 
materials to hydrogen-induced cracking. Of course, hydrogen-induced cracking is not a problem iso- 
lated to armament applications, but is also a persistent problem in a variety of  other industries in- 
cluding the welding, chemical, paper processing, oil and gas, and aerospace industries. 

Previous hydrogen-cracking studies were conducted on ASTM A723 steel using the constant dis- 
placement bolt-loaded compact specimen [4]. Stage II crack growth rates (da/dt) increased by ap- 
proximately an order of magnitude from 10 -5 to 10 -4 mm/s  upon increasing the yield strength from 
1130 to 1275 MPa. This work was recently investigated further to determine the hydrogen-cracking 
susceptibility of A723 steel at yield strengths up to 1380 MPa. Under identical test conditions, results 

1 Mechanical engineer, U.S. Army Armament Research Development and Engineering Center, Watervliet, NY 
12189-4050. 

2 Materials research engineer, U.S. Army Armament Research Development and Engineering Center, Water- 
vliet, NY 12189-4050. 
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FIG. 1--Effect of increasing yield strength on crack growth rates in ASTM A723 steel. 

again demonstrated a dramatic correlation between yield strength and crack growth rates. In fact, for 
only a 22% increase in yield strength from 1130 to 1380 MPa, Stage II da/dt increased by approxi- 
mately 300 fold (Fig. 1). 

The rapid crack growth rates observed with A723 steel necessitated development of an in-situ 
crack growth technique, since even higher-strength materials (i.e., AF1410, AerMet 100) were to be 
tested. Before the in-situ crack measurement technique was developed, crack measurements were la- 
boriously measured using an optical microscope. 

Initially, both the direct current potential drop (DCPD) and instrumented bolt techniques were pur- 
sued. However, with the DCPD method, significant underestimation of crack length occurred. This 
was attributed to electrical shorting between the pin and the bolt and/or shorting between the crack 
surfaces [5]. Consequently, instrumented bolts were investigated because of their low cost and rela- 
tive ease of use. 

A comprehensive literature review was performed to determine previous environmental cracking 
investigations using the bolt-loaded specimen and instrumented bolt. Surprisingly, the only published 
investigations found on environmental cracking using the bolt-loaded specimen and instrumented 
bolt were by Chung et al. [6, 7], who conducted stress corrosion cracking studies on sensitized 304 
stainless steel at elevated temperatures. 

Materials, Heat Treatments, and Test Environment 

AFI410  and AerMet 100 steels were tested in this investigation to demonstrate the instrumented 
bolt technique. AF1410 is an Air Force developed Fe-Co-Ni alloy used for its high strength and high 

TABLE 1--Material chemistry for AF1410 and AerMet 100 (wt%). 

C Co Ni Cr Mo Mn S P Ti Fe 

AF1410 0.13- 13.5- 9 .5-  1.8- 0.90- 0.10 0.005 0.008 0.015 Bal 
0.17 14.5 10.5 2.2 1.10 max max max max 

AerMet 0.21- 13.0- 11.0- 2.9-  1.1- 0.10 0.005 0.008 0.015 Bal 
100 0.25 14.0 12.0 3.3 1.3 max max max max 
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TABLE 2~Pertinent physical and mechanical properties. 

Young's 0.2% Yield Fracture 
Modulus, E Strength, Toughness, 

(GPa) MPa /(max (MPa- m 1/2) 

AF1410 Conventional 203 1551 172 
AF1410 Isothermal 203 1530 187 
AerMet 100 193 1725 127 

toughness. AF 1410 is strengthened by the martensite transformation as well as formation of coherent 
chromium and molybdenum carbides [8]. AF1410 was tested in the conventional heat-treated condi- 
tion as well as the isothermally processed condition. The ASTM grain size number of conventionally 
heat-treated AF1410 was approximately 10.8. Previous work conducted by Vigilante et al. [9] 
demonstrated that the producibility of AF1410 could be greatly improved through molten salt isother- 
mal processing. In this process, a mixture of bainite and martensite is formed. Initial tests determined 
no significant changes in the mechanical properties of AF1410 containing this microstructure. The 
ASTM grain size number of the isothermally processed AF1410 was approximately 10.7. AerMet 
100 is a derivative of AF1410, which has even higher strength due to an increase in the carbon, 
chromium, and molybdenum content for additional precipitation hardening. AerMet 100 is used in 
critical applications where ultrahigh strength and high toughness are essential, such as in military air- 
craft landing gear. The ASTM grain size number of the AerMet 100 tested was approximately 11.1. 
Material chemistry and pertinent physical and mechanical property data can be found in Tables 1 and 
2, and heat treatment information can be found in Table 3. 

A concentrated 50% H2SO4-50% H3PO4 solution by volume (pH ~ 1) was used to generate hy- 
drogen in all of the tests conducted. This solution has been used in prior work to promote rapid hy- 
drogen cracking in high-strength steels and nickel-iron superalloys [4]. 

Test Procedure 

Constant Displacement Bolt-Loaded Compact Specimen 

The 0.486 H/W constant displacement bolt-loaded compact specimen was used for all tests (Fig. 
2). Two bolt-loaded specimens were tested for each material/heat treatment investigated. The W di- 
mension was 50.8 mm for these specimens. The thickness of the specimens was 0.375W rather than 
0.50W in order to increase the applied stress intensity while remaining within the maximum load ca- 
pacity of the instrumented bolt. Since these materials are highly susceptible to hydrogen-induced 
cracking and have low-hydrogen-induced cracking stress intensity thresholds (Kirnc), a small reduc- 

TABLE 3--Heat treatments employed. 

Materials Heat Treatment 

AF1410 Conventional 

AF 1410 Isothermal 

AerMet 100 

900~ 1 h, air cool, 840~ 1 h, air cool, age 
510~ 5 h, air cool 

900~ 1 h, air cool, 840~ 1 h, air cool to 
300~ isothermal hold for 1 h, air cool, age 
510~ 5 h, air cool 

885~ 1 h, oil quench, refrigerate @ -73~ 
1 h, air warm, age 482~ 5 h, air cool 
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FIG. 2----0.486 H / W  bolt-loaded specimen. 

tion in the thickness will not affect the validity of the test to meet plane strain requirements. All bolt- 
loaded specimens were fatigue precracked at stress intensity levels less than 75% of the initial applied 
stress intensity during hydrogen cracking testing. All specimens were tested at either initial applied 
stress intensity levels of 55 or 82 MPa- m 1/2 and were tested with an initial a/Wof approximately 0.5 
in order to reduce the applied load. Test durations using the instrumented bolt were typically 1 to 
2 h. As will be discussed later, this was more than enough time to achieve significant cracking and to 
reach Kimc. However, for more accurate threshold measurements, additional specimens were tested 
with standard bolts for longer durations, typically 1000 h. After test termination, each specimen was 
manually overloaded to expose the fracture surfaces. The remaining ligament was measured using a 
machinist's microscope to determine K~n~c. The fracture surfaces were examined using the scanning 
electron microscope to characterize the fracture morphology. 

Instrumented Bolt 

Instrumented bolts are commonly used to measure tensile loads for a variety of different applica- 
tions. However, with the constant displacement bolt-loaded specimens, the bolts undergo compres- 
sive loading. Several %-20 UNF instrtmaented bolts were fabricated out of 17-4 PH martensitic stain- 
less steel (H1025 condition) for these tests. The bolts were instrumented with a full bridge strain gage 
9.525 mm (3/s in.) from the end of the bolt and had a load-bearing capacity of 44.5 kN (10 000 lb). A 
drawing of the instrumented bolt can be found in Fig. 3. The cost of each bolt was less than five hun- 
dred dollars and thus provided a cost-effective technique to measure in-situ crack growth. 

The instrumented bolt was mounted in a servo-hydraulic mechanical test machine to determine the 
accuracy of the bolt. The load output (my) from the instrumented bolt was compared to the load cell 
output from the mechanical test machine at 4.5-kN (1000-lb.) intervals from 4.5 to 40 kN (9000 lb). 
The load from the instrumented bolt was accurate to - 155 N (35 lb) and was repeatable to +45 N 
(10 lb) over the full range of load tested. The load output from the instrumented bolt was also com- 
pared to the theoretical vlP expressions for the 0.486 HIW bolt-loaded specimen at alW of 0.3 to 0.9. 
Care was taken to ensure that both the pin hole and the bolt hole were parallel and perpendicular 
within 0.0254 mm of reference surfaces. A hardened hemispherical ball bearing was used between 
the pin and the instrumented bolt to facilitate point contact and alignment. At all a/W, the load from 
the instrumented bolt underestimated the theoretical load for the bolt-loaded specimen by approxi- 
mately 20%. This error was overcome by uniformly adjusting the load output from the instrumented 
bolt after test termination. The reasons for this error will be discussed later. 
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FIG. 3--17-4 PH stainless steel instrumented bolt (Note: English units). Printed with permission 
from Strainsert Company, West Conshohocken, PA. 

The instrumented bolt was attached to an automatic data acquisition system to measure and record 
the drop in load with time as the crack advanced. A 12-bit resolution anaiog/digitai (A/D) plug-in 
card was used to monitor the instrumented bolt output. The gain on the acquisition software was max- 
imized to improve sensitivity. The floating error with the data acquisition system was -+ 135 N (30 
lb). 

v/P, K /P  and a / W  Expressions 

The wide range expression for K/v  versus a/W used with the bolt-loaded specimens tests here was 
recently published by Underwood et al. [1]. This is also the expression used for the on-going incor- 
poration of the bolt-load specimen in ASTM Method 1681 for environment-assisted cracking tests on 
metallic materials. The expression is: 

gv(l/Z[Ev(1 - -  a/W) I/2 = 0.654 - 1.88(a/W) + 2.66(a/W) 2 - 1.233(a/W) 3 

for X / W  = 0.255, H/W = 0.486, 0.3 < a/W < 1.0 
(1) 

However, for instrumented bolt tests, additional expressions for K/P and v/P versus a/W are nec- 
essary to determine stress intensity and crack growth from the load output of the instrumented bolt. 
Figure 4 summarizes some available K/P versus a/W results for the bolt-load specimen as well as a 
new K/P expression developed here. Newman's  numerical data used by Lisagor are shown along 
with the plot of Lisagor's expression fitted to the Newman data [10]. Using the deep crack bending 
limit K solution [11], it can be shown that the limit of the K/P expression in the form here is: 

lima/w~l [(KBW 72/p) (1 - alW)3/V(2 + a/W)] = 1.325 (2) 
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FIG. 4- -New  K / P  versus a / W  expression for the 0.486 H / W  bolt-loaded specimen. 

Note that the Lisagor expression does not approach the deep crack limit. The expression of Saxena 
and Hudak [12] properly approaches the deep crack limit, but it deviates from the Newman data at 
small a/W, because apparently it was fitted to earlier Newman data that did not represent the bolt and 
pin configuration as well as the later data used here. The K/P expression developed here is: 

(KBW1/2/P)(1 - a[W)3/2](2 + a/W) = 1.515 + 3.22(a/W) 

- 12.76(a/W) 2 + 15.17(a/W) 3 - 5.82(a/W) 4 (3) 

for X/W = 0.255, H/W = 0.486, 0.2 --< a/W <-- 1.0 

This expression fits the Newman data within 0.6%, except for a/W = 0.9, where the fit is within 1.5%. 
However, the 1.5% difference at a/W = 0.9 can be disregarded, considering that the expression fits the 
deep crack limit within 0.1% and that numerical methods at high a/W can be in error. 

An a/W versus v/P expression is useful with instrumented bolt  specimens to calculate crack length 
and crack growth rates from load values as the test proceeds. Using the deep crack bending limit an- 
gular displacement solution [12], 

0 = 15.80 M/EB (W - a) 2 (4) 

and the relationships M = P W  and 0 = v/ (W + X),  which hold at the deep crack limit, gives 

(vEB/P) (1 - a /W)  2 = 15.80 (1 + X / W )  (5) 

Equation 5 shows that an expression in the form a/W =function [1/(vEB/P) 1/2] would be expected to 
provide a good fit of the data. The expression developed using this form is shown in Fig. 5 and is 
given as: 

a/W = 1 - 3.91 Z - 4.77 Z 2 + 32.03 Z 3 (6) 

where 

Z = 1~(wEB~P) lh, H / W  = 0.486, X / W  = 0.255, 0.3 <- a/W <- 1.0 
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FIG. 5--New a / W  versus v /P expression for the 0.486 H / W  bolt-loaded specimen. 

Using Eq 6 with (vEB/P) from the Newman numerical data, the calculated a/W is within 0.003 of the 
actual values of a/W. 

The expressions of Eqs 1, 3, and 6 were used to calculate crack mouth displacement, load, and 
crack length for the bolt-load compact specimen tests described here. The new expressions, Eqs 3 and 
6, are particularly useful for determining crack growth rate, da/dt, using an instrumented bolt, as de- 
scribed here. 

Results  and Discussion 

Crack Growth Rates, da/dt, and Threshold Stress Intensities, Klmc 

As mentioned earlier, test durations of only a few hours were sufficient to achieve deep crack- 
ing and Kmtc limits. Kapplie d v e r s u s  time for A723 (1380 MPa YS), AF1410, and AerMet 100 tests 
can be found in Fig. 6. This figure dramatically illustrates the rapid hydrogen crack advance in 
these materials as well as the need for in-situ crack measurement techniques such as the instru- 
mented bolt. 

Stage II da/dt values for conventionally processed AF1410 were approximately 1.1 • 10 -2 mm/s 
compared to 2.3 • 10 -2 mm/s for the isothermally processed AF1410 (Fig. 7). Threshold stress in- 
tensity values for the conventionally processed AF1410 were approximately 16.0 MPa-m 1/2 compared 
to approximately 13.7 MPa- m ~h for the isothermally processed AF1410. The increase in suscepti- 
bility of  the isothermally processed AF1410 could be attributed to pockets of metastable retained 
austenite ahead of  the crack tip, which transforms into a highly susceptible martensitic microstruc- 
ture; however, this was not confirmed. 

The Stage II da/dt values for the AerMet 100 specimens were approximately 2.4 • 10 -2 mm/s 
(Fig. 7). This is much higher than the Stage II da/dt of 2.0 • 10 5 mm/s measured by Atrens and 
reported by Graves [13] in 3.5% NaC1. The hydrogen crack growth rates are believed to be higher 
simply because the acid environment used for these tests is a much more aggressive environment. 
The threshold stress intensity of the AerMet 100 specimens tested was approximately 14.1 
MPa.  m 1/2. 
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FIG. 6---Representative Kapplied versus time data for A723, AF1416 

specimen testing in H2SO4-H3P04 acid. 
and AerMet 100; bolt-loaded 

The hydrogen-cracked fracture morphology of the AF1410 specimens, both conventional and 
isothermal, was predominantly intergranular while the remaining ligament was ductile (microvoid co- 
alescence). The hydrogen-cracked fracture morphology of the AerMet 100 specimens tested was both 
transgranular and intergranular. The remaining ligament, however, was entirely microvoid coales- 
cence. The fractographs of an AF1410 and AerMet 100 specimen can be found in Fig. 8 and Fig. 9. 
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FIG. 7--da/dt data on AF1410 and AerMet 100 using the instrumented bolt. 
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FIG. 8--The morphology of the hydrogen cracked portion of AF1410, both conventional and 
isothermal, was predominantly intergranular (left) while the remaining ligament was entirely ductile 
(right). Magnified at X500. 

FIG. 9--The hydrogen cracked region of AerMet 100 was both intergranular and transgranular 
(left) compared to the remaining ligament which was ductile (right). Magnified at )<500. 
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Instrumented Bolt 

A/D conversion errors affected post-test analysis in the Stage I portion of cracking. The slow crack 
advance in these regions coupled with a relatively high sampling rate resulted in fluctuations in the 
load measurement; for example, see the AF1410 (conventional) data in Fig. 7. This caused initial er- 
rors in da/dt analysis. These errors were mitigated through the use of a ten-point (or less) moving av- 
erage of the data and also by decreasing the sampling rate. 

The inherent errors in the instrumented bolt and in the 12-bit A /D  converter card had a minimal 
effect on the crack length measurement. For example, under the test conditions used in this work, at 
the initial Kapplied (a/W = 0.5), a 155-N error results in only a 0.05-mm error in crack length. How- 
ever, at deep cracks, e.g., a/W of 0.9, a 155-N error results in an 0.3-mm error in crack length. These 
errors can be further reduced from _+155 to _+8 N by using a 16-bit card rather than a 12-bit card in 
the data acquisition electronics. 

The discrepancy between the load from the instrumented bolt and the predicted load from the bolt- 
loaded specimen expressions is believed to be a fundamental problem with the use of an instrumented 
bolt with the bolt-loaded specimen. This is a logical conclusion since: (1) the load from the instru- 
mented bolt was known to be accurate when compared to a mechanical tester in near perfect alignment, 
(2) the pin and bolt holes in the bolt-loaded specimen were precisely machined, and (3) a point contact 
was made between the instrumented bolt and the pin in the bolt-loaded specimen. The source of error 
is believed to be caused by two aspects of the instrumented bolt and bolt-loaded specimen configura- 
tions. First, the bolt-loaded specimen is asymmetric and the loading arms bend during application of 
the load. This results in misalignment between the axis of the instrumented bolt and the axis of the load 
applied to the end of the bolt. Second, because of the close proximity of the strain gage to the end of 
the bolt, the strain gage output is affected by the misalignment between the bolt and load axes. The re- 
sult is an underestimation of the load in the bolt-loaded specimen by approximately 20%. 

Summary and Conclusions 

1. Rapid Stage II hydrogen crack growth rates in high-strength steels necessitated the develop- 
ment of a low-cost, reliable in-situ crack measurement technique, the instrumented bolt. 

2. A 1/2-20 UNF bolt instrumented with a full bridge strain gage was coupled to an automatic data 
acquisition system to measure and record in-situ hydrogen crack growth. 

3. In order to fully utilize the capabilities of the instrumented bolt and bolt-loaded specimen, new 
expressions were developed for K/P versus a/W and a/W versus v/P. 

4. The load measured from the instrumented bolt was approximately 20% less than the predicted 
load from expressions for the bolt-loaded specimen. This was overcome by calibrating the load data 
accordingly after test termination. This discrepancy in load is a fundamental problem with the con- 
figuration of the bolt-loaded specimen due to bending in the loading arms of the bolt-loaded speci- 
men coupled with the proximity of the strain gage to the end of the instrumented bolt. 

5. AF1410 and AerMet 100, two ultrahigh-strength steels, were used to demonstrate the capa- 
bilities of the instrumented bolt. In addition, a new isothermal heat treatment of AF1410 was tested 
to characterize the material's hydrogen embrittlement susceptibility. 

6. The Stage II crack growth rates of isothermal and conventional AF1410 were 1.1 • 10 -2 and 
2.3 X 10 -2 mm/s, respectively. The threshold stress intensity levels of the two heat treatments of 
AF1410 were 16.0 and 13.7 MPa.  m F2, respectively. The Stage II crack growth rates of the AerMet 
100 material were 2.4 X 10 2 minis, and the threshold stress intensity was 14.1 MPa.  m '/2. 
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Crack Growth Curves and a Small Crack Life 
Prediction Model 

REFERENCE: Brockenbrough, J. R. and Bray, G. H., "Prediction of S-N Fatigue Curves Using 
Various Long-Crack-Derived AKefr Fatigue Crack Growth Curves and a Small Crack Life Pre- 
diction Model" Fatigue and Fracture Mechanics: 30th Volume, ASTM STP 1360, P. C. Paris and K. 
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388--402. 

ABSTRACT: In this study, stress-life (S-N) fatigue curves are predicted for high-strength aluminum 
alloy 7055 for open-hole specimens at two stress ratios, R = 0.1 and 0.5, and smooth specimens at R = 
0.1 using the small-crack growth model of Brockenbrough et al. [1,2] and closure-free FCG curves ob- 
tained from long-crack tests by the following methods: (1) high R testing at R = 0.7; (2) constant Km~ 
testing at Km,x of 11 and 24.7 MPaV~;  (3) a AKeff curve obtained at the appropriate stress ratio (R = 
0.1 or 0.5) by the ASTM method; and (4) a AK~et. curve obtained at the appropriate stress ratio by the 
adjusted compliance ratio (ACR) method. The predictions were compared to experimental S-N fatigue 
data. The objective of the study was to determine which method of obtaining closure-free FCG curves 
from long-crack tests provided the best estimates of fatigue life for the three combinations of specimen 
type and stress ratio in conjunction with the small-crack growth model employed. The AKeff curves ob- 
tained by the ACR method yielded the closest and most consistent fatigue predictions for all three con- 
ditions. This was attributed to this method being able to account for Kmax sensitivity of fatigue crack 
growth rates in aluminum alloys that could not be accounted for by the other methods. 

KEYWORDS: fatigue, fatigue crack growth, effective stress intensity, crack closure, life prediction, 
modeling, aluminum alloys 

Life predictions for small cracks emanating from small flaws are becoming increasingly impor- 
tant for multiple reasons, including: (1) concerns over widespread fatigue damage (WFD) in aging 
aircraft; (2) a desire in new aircraft designs to replace traditional built-up structure with integral 
structure, and (3) a shift in philosophy for fatigue initiation design from the stress-life (S-N) ap- 
proach to the equivalent initial flaw size (EIFS) approach [1,2,18]. The existence of WFD in an ag- 
ing aircraft structure can impact its airworthiness, which in some cases may have been certified con- 
sidering only large cracks in an otherwise undamaged structure. Similarly, integral  structure 
removes some of the redundancies associated with built-up structure requiring greater attention to 
small crack growth. 

Three components are needed to obtain a reliable life prediction for small cracks emanating from 
small flaws: (1) an accurate representation of the distribution of flaw sizes resulting from manufac- 
turing damage, pre-existing fatigue cracks, corrosion damage such as pits, material microstructural 
features, or other sources; (2) a fatigue crack growth (FCG) curve that accurately reflects small-crack 
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behavior; and (3) and a crack growth model with the ability to incorporate defect size, shape, and lo- 
cation in the model prediction. 

FCG curves for small-crack life prediction have typically been obtained in one of three ways: (1) 
measuring the fatigue crack growth rates of small cracks (e.g., ASTM Test Method for Measurement 
of Fatigue Crack Growth Rates (E 647) Appendix X3, Guidelines for Measuring the Growth Rates of 
Small Cracks); (2) performing long-crack tests at high stress ratio R or at constant Kmax (variable R) 
at a sufficiently high Kmax [3] to eliminate crack closure that is absent or minimal in small cracks; or 
(3) performing long-crack, constant R tests at the relevant stress ratio and measuring crack closure 
levels (Kop) in accordance with ASTM E 647 Appendix X2, Recommended Practice for Determina- 
tion of Fatigue Crack Opening Load from Compliance, in order to obtain an FCG curve versus ef- 
fective stress intensity factor range AKeff (Kma x - Kop ) [4]. 

Each of the above methods has disadvantages as currently practiced. The disadvantage of small 
crack testing is that it requires much more sophisticated test instrumentation and techniques than 
long-crack testing, making it prohibitively expensive to perform on a routine basis. Small crack tests 
also sample 0nly a small volume of material and typically exhibit large scatter, so multiple tests must 
be performed in order to determine the typical or average behavior of the material. Long-crack tests 
are preferable with respect to these shortcomings, but they also have their disadvantages as currently 
practiced. A disadvantage of the high R and constant g m a  x approach is that they assume that crack 
growth rates are independent of Kmax- It has long been recognized that Kmax affects fatigue crack 
growth rates at high AK as it approaches the fracture toughness of the material. Multiple studies [5-8] 
indicate that Kmax effects fatigue crack growth rates even at low AK in the near-threshold region, 
which is usually most relevant to small crack growth. When Kmax effects are present, the closure-free 
FCG curve will depend on the high R or Kmax selected for the test. 

The possibility of Kmax effects suggests that performing the fatigue crack growth tests at the rel- 
evant stress ratio and subtracting out crack closure effects to obtain the FCG curve versus AKeff 
might be preferable. However, this approach as currently practiced has its difficulties, particularly 
in the near-threshold region. Several experimental studies suggest the estimate of AKaf determined 
in accordance with ASTM E 647 Appendix X2 has often been observed to be unrealistically low 
[8-11]. This implies that a portion of the load cycle below Kop is contributing to the driving force 
for crack propagation. Experimental results of Chen et al. [12] indicate that this is the case and that 
the additional crack-driving force below Kop must be taken into account to obtain a reliable esti- 
mate of AK~ff. Donald [10] recently introduced a new method for estimating AK~ff designed to ac- 
count for this additional driving force called the adjusted compliance ratio (ACR) technique. Sev- 
eral follow-on evaluations of the ACR method by Donald and coworkers [8,13,14] indicate that the 
ACR method provides a better estimate of AKeff than the ASTM method in the near-threshold re- 
gion. 

An implicit assumption in all long-crack approaches for deriving FCG curves for small crack life 
prediction is that the crack closure is entirely responsible for the short crack effect. Other factors be- 
lieved to contribute to the small-crack effect include breakdown of LEFM and continuum mechanics 
as the physical crack length approaches that of the plastic zone and scale of the microstructure, and 
different chemical environments at the crack tip of short and long cracks. These potential influences 
are not accounted for in any of the above-described long-crack approaches. 

In this study, stress-life (S-N) fatigue curves are predicted for high-strength aluminum alloy 7055 
at two stress ratios (R = 0.1 and 0.5) using the small-crack growth model of Brockenbrough et al. 
[1,2] and closure-free FCG curves obtained from long-crack tests by the following methods: (1) high 
R testing; (2) constant Kmax testing; (3) AKeff curve obtained at the appropriate stress ratio (R = 0.1 
or 0.5) by the ASTM method; and (4) AKeff curve obtained at the appropriate stress ratio by the ACR 
method. The predictions were compared to experimental S-N fatigue data. The objective of the study 
was to determine which method of obtaining closure-free FCG curves from long-crack tests provided 
the best estimates of fatigue life in conjunction with the small-growth model employed. 
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Background 
The adjusted compliance ratio (ACR) method and the small-crack life prediction model are dis- 

cussed briefly in this section. For more detail, see Refs 8, 10, 13, and 14 for the ACR method and 
Refs 1 and 2 for the small crack life prediction model. 

Adjusted Compliance Ratio Technique 

The experimental setup, instrumentation, and data collection for the ACR method are the same 
as that for the ASTM method. The primary difference between the two methods is in the analysis 
of the load versus displacement curve (Fig. 1). In the ASTM method, the point at which the com- 
pliance is 2% less than the compliance of the fully open crack is designated Kop, and AKeef is esti- 
mated to be Kmax - Kop. In the ACR method, the estimate of AKeee is related to the ratio of the ac- 
tual displacement (6el) to the displacement range that would have occurred in the absence of 
closure (6no). This ratio is equivalent to the secant compliance between the minimum and maxi- 
mum load-COD points (Cs) and the compliance of  the specimen above the opening load (Co). To 
minimize sensitivity to crack length and measurement location, the compliance prior to the initia- 
tion of the crack (Ci) is subtracted from the secant compliance (C~.) and the compliance above the 
opening load (Co) as follows: 

Cs - Ci 
ACR = - -  (1) 

Co - Ci 

This yields the adjusted compliance ratio (ACR). The effective stress intensity factor is then obtained 
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FIG. 1--Schematic comparing analysis of Load-COD curve by ASTM and ACR methods. 
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by multiplying the applied stress intensity by ACR as follows: 

AKeff = ACR" AKap p (2) 

Both the ASTM and ACR methods should be considered as means to estimate the "true" AKeff 
or "driving force" for crack propagation. The fundamental cause or "driving force" for crack prop- 
agation is widely believed to be the accumulation of microstructural damage resulting from the 
cyclic plastic strain ahead of the crack tip. The ASTM method is reasonable from a continuum me- 
chanics viewpoint since the crack tip singularity and concomitant stress intensification responsible 
for plastic strain disappear once the crack tip has closed. This concept may be accurate at higher 
AK, where plasticity-induced closure is the primary closure mechanism. In this case, the closure 
mechanism is "s t i f f '  or non-compliant, and the magnitude of additional plastic strain below Kop is 
expected to be small. However, this may breakdown in the near threshold region, where the crack 
tip displacements are small and the contact area of the crack faces may be small due to the pres- 
ence of surface asperities. In this case, the closure mechanism is "soft" or compliant, and additional 
plastic strain below Kop may be a significant portion of the total strain. The ACR method is de- 
signed to account for this additional plastic strain. Thus, it is quite likely that the ASTM method 
provides the best estimate of AKeff at higher applied AK and other situations such as overloads, 
where plasticity is the dominant closure mechanism and the ACR method provides the best esti- 
mate in the near threshold region. 

More recently, Donald, Connelly, Paris, and Tada [15] have sought to put the ACR method on 
a firmer theoretical basis. In their investigation, finite element (FEM) analysis and theory of elas- 
ticity were compared to the experimental compliance measurements of  a large center crack panel 
with multiple displacement and strain gage measurement locations. A milled slot replaced the tra- 
ditional crack to allow crack closure or crack wake interference to be simulated by locating preci- 
sion steel blocks of varying heights, lengths, and positions in the wake of the crack (slot). Using 
previously known closed-form solutions for stress intensity and remote centerline displacements 
as a function of stress and concentrated force on the crack surface, they derived a non-dimensional 
relationship between a remote load-displacement curve and the crack tip stress intensity factor that 
they designated the influence ratio (IFR). Their experimental and FEM calculations were in excel- 
lent agreement with the solutions obtained from the IFR relationship. The ACR method was shown 
mathematically to be equivalent to the IFR relationship for a uniformly distributed force on the 
crack surfaces. While this may be only a rough approximation of the actual stress distribution in 
the crack wake, the experimental work of Bray and Donald [8] demonstrates that the ACR method 
provides a much better estimate of AKeff for constant amplitude loading in the near-threshold re- 
gion than does the ASTM method. Other advantages of the ACR method are less sensitivity in the 
measurement of  AKeff to measurement location and crack length [13] and reduced measurement 
variability [14]. 

Small-Crack Life Prediction Model 

The small-crack life prediction model used in this study is discussed briefly in this section. The 
model of Brockenbrough et al. [1,2] is based on the assumption that fatigue life is entirely composed 
of crack growth from an initial microstructural inhomogeneity. Specifically, fatigue crack growth is 
considered to start from a near-surface micropore, cracked particle, or debonded particle. The model 
accounts for the local stress conditions near a microstructural crack-initiating feature to describe an 
initial crack driving force as well as stress gradients resulting from a stress concentrator such as a hole. 

It is assumed that either type of inhomogeneity contains an initial equatorial crack of length b. The 
particle or void size is 2R (Fig. 2). The remote stress o" is applied in the z direction perpendicular to 
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FIG. 2--Model for the initial crack size starting from an ellipsoidal inhomogeneity. 

the plane of crack growth. The physical crack length b can be thought of as an initiation parameter; 
it is assumed that for a given far-field cyclic stress, Atr, a crack of length b, forms in the first few cy- 
cles. An assumption is that the physical crack length b equals the size of the cyclic plastic zone asso- 
ciated with the inhomogeneity and surrounding crack. 

To make these ideas more precise, consider the Trantina-Barishpolsky effective stress intensity 
factor [16] for the flaw geometry shown in Fig. 2. The stress intensity factor associated with the crack 
surrounding the inhomogeneity can be expressed as 

KT-8 = f l t rN / -~  (3) 

where the dimensionless term/3 is given by 

2 + B 1.12kt 2 1 + fl=-~ - Ir <b+R] ~b+R] 
(4) 

Here B is a constant that is 1 for a void, 2 for a bonded cracked inclusion, and 0.3 for an unbonded 
inclusion. The parameter kt is the local elastic stress concentration factor for the ellipsoidal void or 
inclusion without the crack. Note that fl depends on the geometry through the ratio R/(b + R), so that 
for b >> R, Eqs 3 and 4 reduce to the stress intensity factor solution for an embedded elliptical crack, 
where the void or inclusion has no influence on stress intensity factor. At the other extreme, for b --- 
0, the stress intensity factor is zero from Eq 5. Assuming no crack closure, under the imposition of a 
far-field cyclic stress range Atr, the cyclic stress intensity factor is 

AKr-B =/3Ao-V~ (5) 

A measure of the cyclic plastic zone size associated with AKr-8 is 

I t \  2O'y / 
(6) 

where O'y is the yield stress of the material. The procedure used to calculate the initiation parameter, 
b, is to equate it to this measure of plastic zone size. That is, 

Find b such that b - -~ \ ~ j  (7) 
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This procedure amounts to finding the ratio R/(b + R) which satisfies 

/3Ao- 
= 1 (8) 2O-y 

The basis for this is the assumption that crack initiation occurs as a low-cycle fatigue process through 
the cyclic plastic zone. Subsequent crack growth is then to assumed to follow the fatigue crack growth 
curve to final failure. A consequence of Eq 8 is that it can be used to estimate a limiting stress for fa- 
tigue crack growth, Ao-~. For long life,/3 = 0, and solving for Act gives 

2o-y 

( ) Ao-~= 2 F-B 1 . 1 2 k t - 2 -  1 + 1 
"iT Tr 

Although the number of cycles to failure is sensitive to the initial void or particle size, Eq 9 suggests 
that if fatigue lifetime is controlled by the growth of a crack from a inhomogeneity, the long lifetime 
stress is independent of void or particle size. It is proportional to yield stress and shows a strong de- 
pendence on the local stress concentration factor kt and the type of inhomogeneity through B. 

To apply this model to a crack that initiates at the surface, the following effective stress intensity 
factor is defined [17] 

KT--B 
K = ~ KN-R (10) 

Here Kr-B is the Trantina-Barishpolsky stress intensity factor from Eq 3, Kpe,.y is the stress intensity 
factor for a circular penny-shaped crack in an infinite body, and KN-R is the Newman and Raju [18] 
stress intensity factor solution for a surface of comer crack along the bore of the hole. The crack is 
assumed to have an initial semi-circular profile at the surface. 

Experimental Method and Results 

Material Testing and Characterization 

Material--The material used in this study was 44.4-mm-thick 7055-T7751 plate. Alloy 7055 is a 
commercially available aluminum-zinc-magnesium-copper alloy primarily used for aircraft applica- 
tions requiring very high strength with good fracture toughness and corrosion resistance. The combi- 
nation of high strength and good corrosion resistance are achieved in this alloy by artificial aging us- 
ing the Alcoa-proprietary-T77 temper. The predominant strengthening precipitates in the alloy are 
precursors to the M-phase (Mg(Zn,A1,Cu)2). The grain structure of the alloy is predominantly unre- 
crystallized. The particular lot used in this study had a longitudinal tensile yield strength (2% offset) 
of 610 MPa, ultimate tensile strength of 635 MPa, and elongation (4D) of 9.4%. 

Fatigue Crack Growth Curves--Closure-free fatigue crack growth curves for the L-T orientation 
had been obtained in an earlier study from this same plate by the four methods described previously. 
The specimens had a thickness of 6.35 mm and were located at the mid-plane (t/2) of the parent plate. 
The details of the testing can be found in Ref 8. No closure was detected in either the high R test (R 
= 0.7) or the constant Kmax tests (Km~x = 11.0 and 24.7 MPaX/-m) by either the ASTM or ACR 
method, so the resulting curves (Fig. 3) are presumed to be free of closure. 

Crack closure was detected in the constant R tests at R = 0.1 and 0.5 and was measured and re- 
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FIG. 3--Fat igue  crack growth curves f rom constant K,~ax and high R tests. 

moved by the ASTM and ACR method to obtain closure-free AKeff FCG curves for these stress ra- 
tios (Figs. 4 and 5). The estimates of AKefe obtained from the ASTM method were much lower than 
those obtained by the ACR method in the near-threshold region, resulting in the FCG curves of the 
ASTM method lying much further to the left. The AKeff FCG curves from the ASTM method also ex- 
hibited a negative Kmax dependence, while those from the ACR method exhibited a positive K~ax de- 
pendence (i.e., for negative dependence, the AKaf curve for R = 0.5 lies to the right of the AKae curve 
for R = 0.1 curve and vice versa for positive dependence). The AK~ee FCG curves from the ASTM 
method also lie to the left of the high R and constant Kma• FCG curves (compare Figs. 3 and 4), while 
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FIG. 4---Fatigue crack growth curves versus AKeffat  R = 0.1 and 0.5 obtained by ASTM method. 
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FIG. 5--Fatigue crack growth curves versus A Keff at R = 0.1 and 0.5 obtained by A CR method. 

the AKeff FCG curves from the ACR method lie to the left (compare Figs. 5 and 6) consistent with the 
positive Kmax dependence observed in the constant Kmax tests. The AKeff curves from R = 0.1 and 0.5 
in Fig. 5 do not collapse onto a single curve because of this positive K~ax dependence. 

S-N Fatigue Testing--Twenty-six double-open-hole fatigue specimens were machined from the 
7055 plate with their length (or axial load) dimension parallel to the rolling direction (L) of the parent 
plate. The specimens had a thickness of 3.17 mm and a width of 25.4 mm. Two 4.75-mm holes were lo- 
cated 25.4 mm apart at mid-length of the specimen. The hole were drilled, reamed, and deburred. The 
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F I G .  6--Model  S-N lifetime prediction using 30-txm particle size in open hole fatigue specimen, 
compared to experimental data at stress ratio of  R = 0.1. 
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stress concentration factor (kt) of this specimen based on net stress is 2.54. Thirteen specimens each 
were tested in laboratory air at stress ratios ofR = 0.1 and 0.5 at multiple stress levels in order to define 
stress-life (S-N) fatigue curves. A limited number (five) of smooth specimens (kt = 1.0) were machined 
and tested at R = 0.1. These specimens had a diameter of 7.62 mm and a uniform gage length of 34 mm. 

SEM Fractography--Fractography was performed on the failed open hole specimens only. The 
purpose was to identify the controlling microstmctural feature that limits the lifetime and to quantify 
the controlling size feature distribution and location for use as input into the fatigue life prediction 
model. In the large majority of specimens, the primary fatigue crack initiated at a single origin at one 
of the two holes. In a few specimens, the primary fatigue crack initiated at two origins. Approxi- 
mately 30% of the origin areas were at the hole comers, and the remaining 70% were located ran- 
domly along the hole bore. In almost all cases, the initiating feature was a constituent particle or clus- 
ter of particles ranging in size from 10 to 30/xm. Analysis by EDX indicated that these particles were 
primarily composed of magnesium and silicon or aluminum, copper, and iron. The depth of the par- 
ticles from the bore ranged from 0 to 24/.~m with most particles intersecting the bore surface and the 
large majority within 10/xm of the surface. Constituent particles are known to be detrimental to fa- 
tigue and fracture toughness of high-strength aluminum alloys. The volume fraction of constituent 
particles in 7055 is minimized by alloy composition and special thermo-mechanical processing, but 
they cannot be entirely avoided in 7055 or any other commercial aluminum alloy. Secondary fatigue 
cracks were typically located on the opposite side of the hole bore. Secondary cracks were distin- 
guished from primary cracks by their shorter crack length at failure. 

Model  Calculations o f  Fatigue Data 

The stress intensity factors of Newman and Raju [18] were used in the model for a crack emanat- 
ing from a hole in a finite width plate under far-field tension. The crack was assumed to start from ei- 
ther the comer or the center of the bore. The crack started as a semi-ellipse with an aspect ratio equal 
to that of the particle, which was approximately 2:1. The shape of the crack was updated by evaluat- 
ing the stress intensity factors at both the surface (s) and the point of deepest penetration (a) and then 
updating the profile based on the relative growth rates at these locations. The crack first grew through 
the thickness of the plate; then the through-crack grew outwards from the hole. The number of cycles 
to grow a through crack was calculated as: 

fl Y da 
N] = A A K  m (1 l) 

where s f  is defined as a break-through condition where the stress intensity factor at the surface is 
greater than Kic. The expression for AK is computed from Eq 10. At breakthrough, the crack depth 
through the thickness is the associated af. The through-thickness crack is then grown until it reaches 
a size, ac such that the stress-intensity factor is greater than Kic. 

N2 = da A A K  m (12) 

Here AK is the stress intensity for a through crack for a plate containing a hole [19]. The total life is 
the sum: 

Ntotal = N1 + N2 (13) 

Most of the lifetime was spent in the through-thickness growth of the crack. Model calculations of S- 
N fatigue curves were made for the three combinations of specimen type and stress ratio using five 
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different fatigue crack growth curves: high R and constant Kma x c u r v e s  (Fig. 3) and AKefe curves from 
the ASTM and ACR method at the appropriate stress ratio, R = 0. l or 0.5 (Figs. 4 and 5). Each of  the 
curves was used in their entirety in the model without any curve fitting. 

The results for the open hole specimen at a stress ratio o fR  = 0.1 is shown in Fig. 6. The five cal- 
culated S-N curves are labeled ACR, ASTM, Kma• = 11 MPaN/m, Kmax = 24.7 MPaX/-m, and R = 
0.7, corresponding to each fatigue crack growth curve used. The results are for a particle size of 30 
/xm, which was the largest particle observed in the fractography. Since increasing particle size de- 
creases lifetime at any stress level, these results represent a lower bound on lifetime from the model. 
Also, for determination of the lower bound, the crack was assumed to start at the center of the bore 
since lifetime for this origin location was shorter than for the hole comer, although the difference be- 
tween the two locations was not large. For stress levels above the run-out stress (Eq 7), there is about 
a factor of 4 difference in lifetime between the five different FCG curves used. The ordering from 
longest to shortest life is: (1) AKeee from ACR method (R = 0.1); (2) AKeff from ASTM method (R = 
0.1); (3) constant Kmax at 11 MPaX/-m; (4) constant Kmax at 24.7 MPaN/m; and (5) R = 0.7 curve. 
All five FCG curves underpredicted the experimental lifetimes. The AKeff curve from the ACR 
method gave the closest results with a ratio of the predicted to experimental lower bound lifetime of 
0.6 to 0.8 depending on stress level. Fatigue life predictions are generally deemed acceptable when 
they are within a factor of 2 of the experimental fatigue lives. The next best result was obtained us- 
ing the AKeff curve from the ASTM method. This method yielded a ratio of predicted to experimen- 
tal lower bound lifetime of approximately 0.2. 

Model calculations for the open hole specimen were also made for a stress ratio of R = 0.5 (Fig. 
7). These results are for a 30-/xm particle as the fatigue crack initiator located at the center of the bore. 
Again, each of the fatigue crack growth curves were used in the model to predict the S-N fatigue life- 
time, except that now the AKeff curves from the ASTM and ACR method were from the constant R 
test at R = 0.5. In this case, the predictions obtained using the AKeef curves from the ACR and ASTM 
methods, the constant Kmax curve at 11 MPaX/-m, and the R = 0.7 curve all yielded similar predic- 
tions of the lower bound. The ratio of the predicted to experimental lower bound lifetimes for these 
FCG curves was about 0.7. The predicted lifetimes from the constant Kmax curve at 24.7 MPaN/m 
were significantly shorter. 
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FIG. 7--Model S-N lifetime prediction using 30-tzm particle size in open hole fatigue specimen, 
compared to experimental data at stress ratio of R = 0.5. 
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FIG. 8--Variation in predicted life with particle size at R = O. 1 for the open hole specimen using 
ACR fatigue crack growth curve. 

Variability in lifetime at fixed stress level in the model is dependent only on variability in the ini- 
tiating particle size and starting location of the crack along the bore. Calculations showed that start- 
ing location was not a significant source of variability in life at the applied stress levels of interest. 
The maximum variability in life came from varying the fatigue crack initiating particle size. The 
range of particle sizes measured in fractography was l0 to 30/zm. The influence of the variance of 
particle size on predicted S-N lifetime curve was determined for the open hole fatigue specimen at a 
stress ratio o fR  = 0.1 (Fig. 8) and R = 0.5 (Fig. 9). Only the AKeff curves from the ACR method at 
the corresponding stress ratio (R = 0.1 or 0.5) was used since these curves provided the best predic- 
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FIG. 9--Variation in predicted life with particle size at R = 0.5for the open hole specimen using 
ACR fatigue crack growth curve. 
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FIG. l~-Model  S-N lifetime prediction using 30-tzm particle size in smooth specimen, compared 
to limited experimental data at stress ratio of R = 0.1. 

tions. In both cases, the variability in particle size accounted for the observed scatter in experimental 
fatigue life data. 

In order to evaluate the robustness of the fatigue crack growth model, predictions were made for 
the smooth specimen at R = 0.1 using only the AKef~" curve (R = 0.1) from the ACR method (Fig. 
10). Only a limited number (five) experimental results were available for comparison. The smooth 
specimen differs significantly than the open hole specimen with respect to stress concentration fac- 
tor and local stress gradient. A single particle size of 30/xm was used in the calculation, since there 
is a much greater volume of material under maximum stress in the smooth axial specimen compared 
to the open hole specimen. Thus, the likelihood of encountering a large particle in the sample is much 
greater. No fractography results were available for the smooth axial specimens to confirm the size of 
the fatigue crack initiator. For the smooth specimen, the ratio of the predicted to the experimental 
lower bound lifetime was approximately 0.25 to 0.6 depending on stress level. With additional tests, 
it is likely that the experimental lower bound would have shifted to shorter lifetimes and given better 
agreement. Predictions made using the other FCG curves would have yielded significantly shorter 
lifetimes as they did in the open hole specimen based on their relative positions. 

Discuss ion 

The results of this study indicate that Kmax effects are an important consideration in small-crack 
life prediction in materials and environments where fatigue crack growth rates exhibit a Km~x sensi- 
tivity. A sensitivity to Kmax may result from crack-tip mean strain effects, contribution of static frac- 
ture mechanisms as the fracture toughness is approached, environmental contributions to crack 
growth, or a creep contribution to crack growth at elevated temperatures or a combination of these 
factors. The Kma~ sensitivity of the 7055 alloy in the present investigation is most likely a combina- 
tion of environment (i.e., moist air is known to be an aggressive environment for aluminum alloys 
[20]), mean strain, and fracture toughness effects. 

Only the AKeef curves from the ACR method (at the appropriate stress ratio) provided consistent 
predicted lifetimes for the two stress ratios, R = 0.1 and 0.5. That is, the ratio of predicted lifetime to 
experimental lifetime at both stress ratios was approximately 0.6. For the constant Kmax curves at 
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Km,x = 11 MPaN/-m and 24.7 MPaN/m and the high R curves at R = 0.7, the predicted lifetimes were 
significantly shorter than experimental lifetimes at R = 0.1, while at R = 0.5 reasonable predictions 
were obtained from all except the constant Kmax curve at 24.7 MPa~/-m. The inability of these ap- 
proaches to predict the R = 0.1 data while providing reasonable predictions at R = 0.5 can be at- 
tributed to Km~x effects in fatigue crack growth rates being ignored in these predictions. The fatigue 
life is significantly underpredicted at R = 0.1, while reasonable predictions are obtained at R = 0.5 
because Kmax at R = 0. l is further from the Kin,• reflected in the fatigue crack growth curves than 
Kmax at R = 0.5. A further weakness in the constant Km~x and high R predictions for Krnax sensitive 
materials is that the predicted lifetimes depend on the Kmax or stress ratio selected for the fatigue crack 
growth tests. This is illustrated by comparing the predictions from the constant Kmax FCG curves at 
11 and 24.7 MPaX/-m, the latter giving significantly lower predicted lifetimes. The same problem 
would have occurred if another fatigue crack growth curve at a second stress ratio, R = 0.9 for ex- 
ample, would have been used to make predictions. The ACR method for obtaining AK~ff fatigue crack 
growth curves is superior in this regard since the AKeff curve is obtained at the stress ratio of interest. 
This is also the case for AKeff fatigue crack growth curves obtained by the ASTM method. However, 
the curves obtained by this method (see Fig. 4) exhibited a negative Kmax dependence that cannot be 
rationalized on the basis of any mechanism known to the authors and is inconsistent with the constant 
Kmax FCG curves. Thus, it is presumed to be an artifact of the ASTM closure measurement method 
and not an accurate representation of the K~,x sensitivity. 

Several factors may have contributed to the model slightly underpredicting the experimental fa- 
tigue lifetimes using AKeff curves obtained by the ACR method. First, the assumptions made in the 
model itself may lead to underprediction. In particular, the model assumes that a semi-elliptical sur- 
face initiates immediately from the cracked panicle. This assumption could cause lifetimes to be un- 
derpredicted. Second, the FCG curves used in the predictions are closure-free. The assumption in us- 
ing these curves is that crack closure would be absent or minimal. This is almost certainly true 
initially, but crack closure is expected to build up in the crack wake as the crack extends. The extent 
to which this closure would effect the predicted lifetimes if included depends on the rate and distance 
over which crack closure builds up relative to the proportion of the total lifetime at that point. Crack 
closure effects are not accounted for in the model. Finally, the fatigue crack growth specimens were 
tested in high-humidity air (RH > 90%), while the open hole and smooth fatigue specimens were 
tested in lab air, with relative humidity ranging possibly ranging anywhere from 15 to 75%. The fa- 
tigue crack growth rates are expected to be faster in the high-humidity environment than at lower hu- 
midity due to environmental effects, thereby contributing to the underprediction. 

With respect to variability in lifetime, the model was able to capture the range of variability in the 
experimental data by considering only the range of initiating particle sizes. This is somewhat sur- 
prising considering the other factors that could have contributed to variability not accounted for in the 
model or in the long-crack-derived crack growth data. Changes in humidity during testing may also 
have played a role in the variability in the experimental data. Also, FCG curves from long-crack tests 
yield a typical or average behavior of the material over many grains. Small cracks sample only a small 
volume of material, possibly only a few grains that resists slip to varying degrees depending on ori- 
entation and proximity of grain boundaries. As a result, fatigue crack growth rates of short cracks ex- 
hibit much more scatter than is typically observed in long cracks. The greater scatter in short cracks 
is not considered in the model. 

Summary 

The objective of the study was to determine which method of obtaining closure-free FCG curves 
from long-crack tests provided the best estimates of fatigue life for the three combinations of speci- 
men type and stress ratio in conjunction with the small-crack growth model of Brockenbrough et al. 
[1,2]. The Agef f FCG curves obtained by the ACR method of Donald [10] at the same stress ratio as 
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the fatigue tests yielded the best and most consistent predictions for all three conditions. The more 
consistent predictions obtained from this type of closure-free FCG curve are attributed to a Km,x ef- 
fect on fatigue crack growth rates in aluminum alloys. Since the AK~ff FCG curve obtained by the 
ACR method is at the same stress ratio as fatigue tests being predicted, Kmax for a given AKeff is the 
same in both cases. In comparison, Km~x corresponding to a given AK in the constant/(max and high 
R FCG curves is much higher than in the fatigue tests. This situation is most severe for predictions at 
low stress ratios, resulting in a larger difference between prediction and experiment at R = 0.1 than 
at R = 0.5. The AKeff curves from the ASTM method were also at the same stress ratio as the fatigue 
tests being predicted but did not provide consistent predictions at the two stress ratios. The reason was 
that the curves obtained by this method exhibited an unexplainable negative Kmax dependence con- 
sidered an artifact of the method. The results of this study indicate that Kmax effects need to be con- 
sidered in fatigue life prediction. 
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ABSTRACT: The present paper concentrates on both elastic and elastic-plastic finite-element stress 
analyses of  the surface crack in a plate subjected to tension and bending loads. Stress-intensity factor 
(K) equations that cover a wider range of crack-length-to-width ratios, than those previously developed 
by Newman and Raju, for various crack-depth-to-crack-length ratios and crack-depth-to-plate-thickness 
ratios have been developed and are presented. These equations are used in the subsequent fracture anal- 
yses of surface crack specimens subjected to tension and bending loads. From elastic-plastic finite-ele- 
ment analyses, the variations of a hyper-local constraint parameter (ah) along the surface-crack front 
were studied to identify the region of maximum constraint and the critical fracture location. (The hyper- 
local constraint parameter is based on the average normal stresses acting over the plastic-zone region on 
a line in the crack plane perpendicular to the crack front.) The application of linear-elastic fracture me- 
chanics to fracture of surface-crack specimens made of a high-strength D6AC steel are presented for 
both tension and bending loads. Two methods were used to characterize fracture: the K2-integral around 
the crack front and K at a critical fracture location (~bc). The critical fracture location was the location 
of the maximum of the product of K times ah. These two methods were used to evaluate the fracture 
toughness for both the crack-initiation loads and at the maximum failure load conditions. For tension 
and bending loads, the K2-integral method correlated 90% of the fracture data within -+25% in terms of 
load, whereas K at the critical fracture location correlated the data within -+ 20%. 

KEYWORDS:  surface cracks, fracture, stress-intensity factor, finite-element analysis, constraint, elas- 
ticity, plasticity, steel 

N o m e n c l a t u r e  
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Average stress-intensity factor around surface-crack front, MPa �9 m v2 
Critical value of average stress-intensity factor at maximum load, MPa-  m v2 
Critical value of average stress-intensity factor at crack initiation, MPa �9 m '/2 
Stress-intensity factor at location &, MPa �9 m '/2 
Critical stress-intensity factor at location ~bc at maximum load, MPa �9 m'h 
Critical stress-intensity factor at location 4~c at crack initiation load, MPa - m L/2 
Applied moment, Nm 
Applied remote stress, MPa 
Remote tensile stress, MPa 
Remote outer-fiber bending stress, MPa 
Thickness of specimen, mm 
Width of specimen, mm 
Half-width of specimen, mm 
Cartesian coordinates 
Hyper-local normal-stress constraint factor 
Poisson' s ratio 
Stress tensor, MPa 
Flow stress (average of yield and ultimate strength), MPa 
Ultimate strength, MPa 
Yield stress (0.2% offset), MPa 
Parametric angle for semi-elliptical crack, degree 
Critical parametric angle for semi-elliptical surface crack, degree 
Hyper-local hydrostatic-stress constraint factor 

The surface crack (Fig. 1) is one of the most important crack configurations in both the nuclear and 
aerospace industries because these types of cracks initiate at material and manufacturing defects and 
may exist for a large portion of the life of a structural component. This crack configuration will con- 
tinue to exist in a structure until it grows to a critical size, resulting in unstable crack growth or the 
crack penetrates the wall thickness and causes either a leak or unstable crack growth. For fatigue 
crack growth, the elastic stress-intensity factors have proven to be very useful in predicting the crack 
growth shapes and the rate of growth under constant-amplitude cyclic loading. But under variable- 
amplitude cyclic loading, the effects of constraint on the crack-closure behavior and the growth of 
surface cracks have yet to be studied. Also, the prediction of fracture of surface cracks even under 
brittle (Kic) conditions and especially under elastic-plastic conditions is still not well established. 

A common approach is to use the stress-intensity factors, such as those developed by Raju and 
Newman [1,2 ], to calculate the applied stress-intensity factor (K) as a function of the location around 
the perimeter of the surface crack. The K values can be used to calculate fatigue crack growth rates 
for cyclic loading, if applicable data (da /dN against K) are available or to identify "failure" when K 
= K~c (plane-strain fracture toughness). The use of K to predict fatigue-crack growth under cyclic 
loading conditions has been found to be quite accurate [3]. But for monotonic loading to failure, 
Reuter et al. [4,5] observed that the use of the maximum value of K = Klc as a failure criterion was 
very conservative, especially for brittle materials tested under bending. For the Ti-15-3 titanium al- 
loy [4], the ratio of the maximum value of K at crack initiation to K~ ranged from 1 to 2; for a high- 
strength D6AC steel [5], the Kmax/Klc ratio ranged from 0.9 to 1.8. 

For elastic-plastic conditions, Hancock et al. [6], Reuter et al. [7], Sommer and Auricb [8], and 
Brocks and Ktinecke [9] showed the need to incorporate a constraint term in addition to the crack- 
driving force, J-integral, or crack-tip opening displacement (CTOD) when using test data generated 
with compact tension or single-edge-notch bend specimens to predict initiation of crack growth in 
surface-crack specimens. Either the T-stress [6] or the local hydrostatic stress [7-9] along the crack 
front was used to characterize fracture using the particular crack-driving-force parameter. Faleskog 
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Section A-A 

FIG. 1--Surface crack configuration tested and analyzed. 

[10] has used the three-dimensional finite-element method to study the effects of local constraint vari- 
ations on surface cracks using the J-Q theory for cleavage fracture of a pressure vessel steel. For 
cleavage fracture, the local constraint parameters, such as the T-stress, Q-stress, or the local hydro- 
static stress, are currently used to characterize fracture. However, for surface cracks in materials that 
exhibit ductile tearing, the cell model [11 ] is currently being used to predict initiation and stable crack 
growth behavior [12]. This approach has been able to predict the critical location of crack-growth ini- 
tiation. Three-dimensional finite-element analyses are also being used to study a global constraint pa- 
rameter [13,14], based on the average normal stress in the plastic-yield region, to characterize crack- 
front deformations and fracture for through cracks in ductile materials. This approach has been able 
to explain why the critical CTOD [or crack-tip-opening angles (CTOA)] values, measured and pre- 
dicted, for tension and bend specimens agree quite well (same global constraint factor [14]). 

The present paper concentrates on both elastic and elastic-plastic finite-element stress analyses of 
the surface crack in a plate subjected to tension and bending loads. Stress-intensity factor (K) equa- 
tions that cover a wider range of crack-length-to-width (c/w) ratios, than those previously developed 
by Newman and Raju [15], for various crack-depth-to-crack-length ratios and crack-depth-to-plate- 
thickness ratios have been developed herein. These equations were developed from stress-intensity 
factor calculations made by Raju and Newman [1,2] using elastic finite-element analyses but the re- 
sults were not used in developing the previous equations. (These improved equations are being pro- 
posed for incorporation into a revised version of the ASTM Standard Practice for Fracture Testing with 
Surface-Crack Tension Specimens, ASTM E 740.) These equations were used in the subsequent frac- 
ture analyses of surface-crack specimens subjected to tension and bending loads. From elastic-plastic 
finite-element analyses, the variations of a hyper-local constraint parameter (ah) along the surface- 
crack front was studied to identify the region of maximum constraint and the critical fracture locations. 
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The hyper-local constraint parameter is based on the average normal stresses acting over the plastic- 
zone region on a line in the crack plane perpendicular to the crack front. The application of linear-elas- 
tic fracture mechanics to fracture of surface-crack specimens made of a high-strength D6AC steel are 
presented for both tension and bending loads. Two methods to characterize fracture: the K2-integral 
around the crack front and K at a critical fracture location (~b,) were used to analyze the D6AC steel 
test data. The critical fracture location was the location of the maximum of the product of K times ah. 

These two methods were used to evaluate the fracture toughness for both crack-initiation loads and at 
the maximum failure loads. An assessment was made of how well these improved stress-intensity fac- 
tor equations and the two fracture-analysis methods (K2-integral and the critical fracture location based 
on the hyper-local constraint factor) can correlate the fracture data on the D6AC steel specimens. 

Experimental Results on D6AC Steel 

An International Cooperative Test Program on Surface-Crack Specimens [5] was conducted in the 
mid-1990s to investigate a wide range of surface-crack configurations made of a brittle material, 
D6AC steel, tested under remote tension and bending. The test program involved six laboratories. 
The nominal range of crack-configuration parameters tested were: a/ t  = 0.25, 0.45, 0.65, and 0.85, 
and a/c = 0.2, 0.4, and 1.0 with W = 50.8 or 101.6 mm and a thickness (t) of 6.35 mm. Some tests 
were also conducted with a width (W) of 76 mm and thicknesses of 3.15 and 10 ram. 

The test specimens in the cooperative program were machined from three different heat-treatment 
batches. Because D6AC steel is sensitive to the heat-treatment process, tests have been identified with 
the Heat Treat Batch Number. However, only the results from Batch No. 2 were analyzed herein, ex- 
cept for the tests conducted by the Idaho National Engineering Laboratory (INEL) which came from 
Batch No. 3. Specimens from Batch No. 2 were tested by Engineering Material Research (EMR), 
Martin-Marietta (MM), NASA-Ames Research Center (ARC), NASA-Langley Research Center 
(LARC), and the University of Karlsruhe (UK). For Batch No. 2 and 3 [5], the yield stress was 1700 
and 1540 MPa, the ultimate tensile strength was 2180 and 2010 MPa, respectively, and the plane- 
strain fracture toughness [ASTM Standard Test Method for Plane-Strain Fracture Toughness of 
Metallic Materials (E 399-90)], from single-edge-bend specimens, was 53 MPa. m '/2 for both batches. 

Triangular-shaped electrical-discharge-machine (EDM) notches of various shape were cut into 
each specimen and fatigue pre-cracked either under remote tension, remote bending, or both to help 
produce the desired final surface-crack shapes and sizes. In a few cases, the fatigue pre-crack did not 
extend completely around the EDM notch or the surface-crack shape did not fit the semi-elliptical 
shape but was triangular in shape. Herein, all specimens will be analyzed using the measured maxi- 
mum crack depth, a, and maximum crack length, 2c, and assuming a semi-elliptical shape. The ex- 
ceptional cases will be pointed out as needed. 

Two types of fracture tests were conducted on the surface-cracked specimens. First, two participants 
(ARC and INEL) used a d-c potential drop technique to detect the load at which crack-growth initiation 
occurred [5]. These results are given in Tables 7 and 8 in Ref 5. During some of these tests, the speci- 
men was loaded until the d-c potential drop technique indicated crack initiation (5% potential change) 
and the test was stopped. The load was then reduced and the specimen was fatigue cycled to mark the 
outline of the stable crack growth region. After some fatigue crack growth the specimen was then loaded 
to failure. These results indicated the crack-initiation region in terms of the parametric angle, qS. In the 
second type of fracture tests, four participants (EMR, MM, LARC, and UK) loaded the specimens to 
failure and recorded the maximum load. These results are given in Tables 5 and 6 in Ref 5. These two 
types of test results, fracture at crack initiation and at maximum load, will be analyzed herein. 

Stress Analyses 

Elastic and elastic-plastic stress analyses of the surface crack configuration were used to obtain 
stress-intensity factors and hyper-local constraint factors from a wide range of crack shapes and sizes 
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FIG. 2--Relative surface crack shape and plate sizes analyzed. 

for tension and bending loads. The stress-intensity factors for the surface crack were obtained from 
the finite-element results of Raju and Newman [1,2]. The range of crack-configuration parameters 
analyzed were: 0.2 --< a/t <-- 0.8, 0.2 -- a/c --< 1, and 0.2 --< c/w <-- 0.8. Figure 2 shows the relative sur- 
face-crack and plate sizes analyzed for a typical surface crack. Elastic-plastic finite-element analyses 
were made with ANSYS Version 5.4 [16]. The surface crack and plate sizes analyzed with ANSYS 
were selected to match most of the specimens in the International Cooperative Test Program on Sur- 
face Crack Specimens [5]. 

Elastic Stress-Intensity Factor Equations 

The stress-intensity factor, K, at any point along a surface crack of depth, a, and half-length, c, in 
a finite plate, such as that shown in Fig. 1, is expressed as 

K = (St + HsSb) (Tra/Q) 1/2 F~. = (St + Sb) (~c) '/2 F (1) 

where St is remote tensile stress, St, is the remote outer-fiber bending stress, Q is the shape factor for 
an ellipse, Hs is a correction factor for bending, and Fs is the boundary-correction factor. (Note that 
the second form of the K-equation is used to correlate fracture data on surface-crack specimens with 
the length quality, c F  2 [17]. This form will be used later on the fracture analysis of the D6AC steel 
specimens. For bending, F = Fb and for tension F = Ft.) The shape factor, Q, is given by the square 
of the complete elliptic integral of the second kind [18]. The boundary-correction factor, Fs, accounts 
for the influence of various boundaries and is a function of crack depth, crack length, plate thickness, 
plate width, and the parametric angle of the semi-elliptical crack. The boundary-correction factor is 
given as 

Fs = M(a/c, a/t) g(a/c, a/t, q~) ft(a/c, d?) fw(C/W, a/t) (2) 

where M and g are functions that account for the influence of the front and back face on stress-inten- 
sity factors, f,~ is an angular function derived from the solution for an elliptical crack in an infinite 
solid [19], andfw is a finite-width correction factor. Expressions for the functions in Eqs 1 and 2 are 
given in Ref2. In Ref2, thefw function was restricted to c/w ratios less than 0.5. Herein, an improved 
finite-width correction was developed for c/w ratios, as large as 0.8, for remote tension. It was found 
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that angular functions, in terms of ~b, were needed in thefw function for large cracks. For remote bend- 
ing, it was found that the original fw function was adequate for c/w <-- 0.8. The improved finite-width 
corrections are presented and discussed in Appendix 1. 

Elastic-Plastic Finite-Element Analyses 

ANSYS Version 5.4 [16] was used to conduct the elastic-plastic finite-element analyses of vari- 
ous surface crack shapes and sizes to determine the plastic zone region and the hyper-local constraint 
parameters. The crack configurations analyzed were selected to match most of the test specimens pre- 
viously discussed. 

Finite-Element Meshes--The finite-element meshes were generated with a code, mesh3d_scpcell, 
from Faleskog (Royal Institute of Technology, Stockholm, Sweden). This program assumes two 
planes of symmetry exist in terms of both configuration and loading; therefore, only one quarter of 
each cracked plate was modeled. The size of these models ranged from about 33 500 to 51 500 nodes 
and 30 000 to 46 400 eight-noded hexahedral elements. The cell-model generator code produced a 
region of uniform elements (40) normal to the crack front and along the crack plane. The smallest el- 
ement size (d) of these uniform elements was about 0.002 times the plate thickness (t). A typical 
model is shown in Fig. 3. 

(a) Model of surface-crack specimen 

I' 
c 

,I 

I 
FIG. 3--Typical finite-element model of surface-crack configuration (nodes = 47 700; elements 

= 43 000; smallest element size ratio (d/t)  = 0.002). 
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The plate size (see Fig. 1) in all of the surface-crack models analyzed were constant with thickness, 
t = 6.35 mm, and half-width, w = 25.4 ram, to be consistent with the specimens. Model half-height, 
h, was arbitrarily chosen to be sufficiently large enough (h = 2.5w) so as not to affect the stress dis- 
tribution near the crack. The crack configurations had crack-depth-to-plate-thickness ratios (a/t) of 
0.45, 0.65, and 0.85 with crack-depth-to-crack-half-length ratios (a/c) of 0.4 or 1.0. (Further study is 
needed of a/t ratios less than 0.45.) The D6AC steel was modeled as elastic-perfectly plastic with a 
flow stress, r of 1930 MPa, modulus of elasticity, E, of 21 GPa, and Poisson's ratio, v, of 0.3. 

Finite-Element Solution The solution of  each analysis was generated with ANSYS using the it- 
erative Jacobi Conjugate Gradient solver on a 400-MHz processor PC with 256-MB RAM. This 
solver served well in reducing the solution times of these relatively large models to about 12 to 16 h 
each. The von Mises yield criterion, elastic-perfectly-plastic stress-strain behavior, small-deforma- 
tion theory, and the associated flow rule were used in the nonlinear analyses. 

Displacement of nodes lying on the x = 0 (see Fig. 3a) symmetry plane were fixed in the x-direc- 
tion. Nodes lying on the crack plane, y = 0, and outside of the quarter-ellipse defined by the crack 
parameters, (x/c) 2 + (z/a) 2 = 1, were fixed in the y-direction. In order to prevent model translation, 
the node located at {x = w, y = 0, z = 0} was fixed in the z-direction. 

The models were loaded monotonically in either tension or pure bending by applied pressure on 
the y = h plane. Tension was applied as a constant pressure, S, and bending was applied as a moment, 
M, simulated as a linearly varying pressure in the z-direction. The maximum applied stresses applied 
to the models were chosen from the failure stresses on the specimens. 

Constraint Definition~The hyper-local normal-stress constraint factor, an, was developed in the 
present study for use with 3D surface-crack models, such as the Dugdale-type strip-yield model [20]. 
This constraint factor is similar to the global-constraint factor, ag, developed by Newman et al. 
[13,14] for straight, through-crack configurations. Crack-surface deformations in the neighborhood 
of a crack front appear to be controlled more by the global (or average) constraint factor than by the 
local constraint at the crack front [14]. Whereas the global constraint factor was averaged over the 
complete plastic region for through-the-thickness cracks, it is expected that the local average in the 
"neighborhood" of a surface-crack front would characterize the crack-surface deformations and 
crack-front strains for a surface crack. The hyper-local constraint factor is the average of the normal 
opening mode stress, O-yy, acting along a "ray" perpendicular to the crack front of the yielded ele- 
ments. The constraint factor is defined as 

1 N(q~) 
-- ~ ,  (O'yy Io'o)nA. (3) Olh(~) 

A r(q~) n%~i 

where An is the projected area of the yielded element n on the crack plane, (Oryy/O'o)n is the normal- 
ized centroidal stress perpendicular to the crack plane for element n, and At(4,) is the total projected 
area for all yielded elements along a given ray, N(~b). Yielded elements are defined by a non-zero 
equivalent plastic strain. Each ray of elements were defined by the parametric angle, ~b, along the 
crack front. This angle was calculated at the midpoint of the two nodes of each element immediately 
adjacent to the crack front. 

For comparison, a hyper-tocal hydrostatic constraint factor was also defined herein and was given 
by 

1N~,f .1/~(~ + ~yy + ~ ) .  1 
Xh(d~9) -~- Ar(~))n~=l L ~o A~ (4) 
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Comparison of hyper-local normal-stress and hydrostatic-stress constraint factors. 

Again, the stress components, o'ii, are evaluated at the centroid of each yielded element, n. A com- 
parison of the hyper-local normal-stress and hydrostatic-stress constraint factor variation along the 
crack front is shown in Fig. 4 for a surface crack subject to remote bending. The ah factor is near unity 
(plane stress) at the free surface, as expected, but rises to about 2.3 at the maximum depth location (4> 
= 90~ The sharp steps in the results are due to the number of elements that have yielded and the 
method of treating a yielded element in the constraint calculation. Near the maximum depth location, 
only two to three elements have yielded. Thus, the accuracy in the constraint calculation is suspect 
when fewer than four elements have yielded [13]. Also, the total projected area of a yielded element 
is used in the calculation. In retrospect, the projected area should be prorated on the basis of the num- 
ber of yielded Gauss points for each element. The relative magnitude of these steps decreases as more 
elements yield for 4) < 60 ~ Near the free surface (q5 = 0), more than 50 elements have yielded. But 
here, the current constraint calculations give more weight to the larger yielded elements away from 
the crack front than those in the uniform mesh region (40 elements). This gives rise to the sporadic 
changes in the constraint factor near the free surface. 

For comparison, the global constraint factor for a through-the-thickness crack under pure plane- 
strain bending was about 2.7 [14], somewhat higher than the results shown in Fig. 4. The hyper-local 
hydrostatic-stress constraint factor also shows the same trends as the normal-stress constraint factor 
but at lower magnitudes. Thus, either the normal-stress or hydrostatic-stress constraint factors could 
be used to characterize the surface-crack constraint behavior. 

Constraint Evaluations--Figures 5 and 6 show some typical constraint variaions in ah along the 
crack front (4)) for different crack configurations subjected to remote bending and tension, respec- 
tively. The highest applied stress level in these figures are close to the actual experimental failure 
stresses on the D6AC steel specimens for these particular surface-crack shapes and sizes. For the 
highest stress level and at the maximum depth location, four and eight elements have yielded for re- 

Copyright by ASTM Int'l (all rights reserved); Tue Dec 15 13:13:15 EST 2015
Downloaded/printed by
University of Washington (University of Washington) pursuant to License Agreement. No further reproductions authorized.



NEWMAN ET AL. ON SEMI-ELLIPTICAL SURFACE CRACKS 411 

3.0 
"-| a / c = 0.4 S b / G o = 0.66 

2 . 5 t  a ~  

2.0 F ~ ~ ~ l r ~  0.44 

Constraint 
factor, 1.5 

0.22 
Eh 

1.0 

0.5 t ' ~h = A + B (1 - 2(p//l;) p + C (2~//I;) q 

/ 
0.0 I I I t 

0 30 60 90 

Parametric angle, (~, deg. 

FIG. 5 Normal stress constraint factor for surface crack under remote bending. 

Constraint 
factor, 

(x h 

3.0 

2.5 

2.0 

1.5 

1.0 

0.5 

a / c=1 .0  
a / t  = 0.85 

St / ~o = 0.24 

]JJlllllll }l I11 ] Ill l l]JlJlll]  } l l ] ]~l]}J l l l l l l ] l l ]  

[~ 0.36 0.12 

o~ h = A + B (I - 2~I~) p + C (2~I~) q 

0.0 i i t 

0 30 60 90 

Parametric angle, ~, deg. 

FIG. 6 Normal stress constraint factor for surface crack under remote tension. 

Copyright by ASTM Int'l (all rights reserved); Tue Dec 15 13:13:15 EST 2015
Downloaded/printed by
University of Washington (University of Washington) pursuant to License Agreement. No further reproductions authorized.
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mote bending and tension, respectively. Near the free surface, 30 to 40 elements have yielded for both 
load cases at the highest applied stress level. From previous constraint studies, at least four yielded 
elements are necessary to achieve reasonable constraint factors [13]. At the lowest applied stress 
level, the constraint variations are highly suspect because only one to two elements have yielded. 
However, these preliminary results at the low stress level indicate that the peak constraint occurs near 
the free surface, similar to the critical fracture location (~bc = 2 ~ presented by Chao and Reuter [21] 
using the K-T theory for brittle fracture behavior. Even though the yield region is small for the D6AC 
steel, it is sufficient to shift the peak constraint to the interior region of the surface crack. 

The solid curve in Fig. 5 and 6 is an equation that was chosen to fit these results. For each crack 
configuration and at the average applied stress at fracture (from the D6AC fracture tests), the hyper- 
local normal-stress constraint factor along the crack front was fitted to an equation of the form: 

ah(Ck) = A + B(1 - 2qbHr) p + C(2q~/qr) q (5) 

The second term accounts for the constraint loss near the free surface (~b = 0), and the third term ac- 
counts for constraint loss at the maximum depth location for deep cracks (large a/t). The five pa- 
rameters (A, B, C, p, and q) are dependent upon the crack-configuration parameters (a/t, a/c) and 
loading type (tension or bending). These five parameters are also a function of the applied stress level, 
but the current equations were evaluated at the maximum failure load. Thus, in principle, they should 
only be applied at the fracture condition. Note that stable tearing was not considered. The maximum 
failure load is applied to the initial crack configuration. These equations were used to predict the con- 
straint variation for any surface-crack shape and size at both the crack-initiation load and the maxi- 
mum failure load. The parameters in Eq 5 are given and discussed in Appendix 2. 

Figure 7 compares the constraint variations for tension and bending loads for the same surface- 
crack shape and size using Eq 5. At the maximum depth location, the surface crack under bending has 
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FIG. 7--Comparison of normal-stress constraint factor for  same surface-crack shape and size. 
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FIG. 8--Determination of  critical fracture location for surface crack under remote bending. 

a higher constraint than the surface crack under remote tension. However, the bending case exhibited 
a more rapid constraint loss near the free surface than the tension case due to the higher outer-fiber 
stresses and more yielding in the surface layer. All analyses showed that the constraint factor at the 
free surface (~b = O) was about 1.1 for both tension and bending loads. 

Critical Fracture Location Evaluations 

For the present study, a combination of the hyper-local normal-stress constraint factor, ~h(~b), and 
the stress-intensity factor, K(~b), was used to determine the critical fracture location. The objective 
was to develop a rationale to predict the critical location ~bc. The stress-intensity boundary-correction 
factor, Fb, and the constraint factor, ah, variation as a function of ~b for a surface crack under remote 
bending is shown in Fig. 8. The maximum Fb (or K) occurs at the free surface, but here the constraint 
factor is low (nearly plane stress). In contrast, at the maximum depth location where the constraint 
factor is high (nearly plane strain), the Fb (or K) value is very low. Thus, fracture should initiate in 
the interior but not at the maximum depth location and, probably, not at the free surface. From the 
fracture test, the crack-initiation region was measured from 6 to 17 ~ [5,21], as denoted by the "test 
range." Using a simple product of Fbah (or Kah), as shown by the dash-dot curve, the peak value oc- 
curred at 14.4 ~ This value fell within the experimental test range. The rationale is that the region 
where the "stress-intensity factor and constraint" maximizes would be the most likely location for 
fracture to initiate. 

For the case of remote tension, Fig. 9 shows that the highest constraint occurred at ~b = 25 ~ but the 
constraint factor was nearly constant over a very wide range (~b = 20 to 90~ The highest value of 
stress intensity occurred at the maximum depth location. The product of FtC~h (or KC~h) gave the crit- 
ical fracture location (~bc) as 81 ~ The test indicated 85 to 90 ~ as the critical fracture location [5]. But, 
the peak value of FtC~h was almost the same over a rather large region (70 to 90% so any location 
within this range would be a likely location for fracture initiation. 
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FIG. 9----Determination of critical fracture location for surface crack under remote tension. 

Fracture Analyses 

Two types of fracture tests were conducted on the D6AC steel surface-crack specimens: crack ini- 
tiation load and maximum failure load. Also, two methods to characterize fracture: the K2-integral 
method around the crack front and K at a critical fracture location (~bc) were used to analyze the D6AC 
steel data. 

Average ( K 2 Integral) Fracture Toughness Evaluations 

The method to calculate the K2-integral around the surface-crack front is similar to a method de- 
veloped by Cruse and Besuner [22]. They calculated "local average" values at two locations (major 
and minor axes) for surface cracks. Their calculations weighted the local average more at either the 
major or minor axes than elsewhere. Herein, the average stress-intensity factor (denoted as K*) gives 
equal weight to all locations around the crack front and is given by 

(6) 

Basically, K* represents the root-mean-square of  K(~b) along the crack front. This fracture parameter 
is very much like a single value of G (= K2/E) to characterize fracture for surface cracks. 

Crack Initiation Load--ARC and INEL conducted fracture tests on surface-crack specimens using 
the d-c potential technique to measure the crack-initiation loads (defined as a 5% change in poten- 
tial). The a/c ratios ranged from 0.16 to 1, and the a/t ratios ranged from 0.1 to 0.9. The K* values 
from these tests are shown in Fig. 10 for specimens subjected to tension and bending loads. The av- 
erage of the bend tests was slightly lower (about 10%) than the average from the tension tests, but 
88% of all of the data fell within --_20%. The average value from all tests K*c = 53.2 MPa. m '/2 agreed 
quite well with the plane-strain fracture toughness (Kit) of 53 MPa.  m ~/2. 
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FIG. lO--Average critical stress-intensity factor for D6AC steel at crack initiation. 

Maximum Failure Load- -Four  laboratories conducted fracture tests on surface-crack specimens to 
measure the maximum failure loads. The alc ratios ranged from 0.16 to 1.2; and the alt ratios ranged 
from 0.24 to 0.9. These results are shown in Fig. 11. The average K* from the bend tests was ex- 
tremely close to the average K* value from the tension tests. Here the average K* was 63.2 MPa .  m '/2 
with 86% of the data falling within +20%.  
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FIG. 11---Average critical stress-intensity factor for D6AC steel at maximum load. 
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FIG. 12--Comparison of average critical stress-intensity factor at maximum load from various 
laboratories under remote tension and remote bending. 

A close examination of the particular K* values from each laboratory indicated some trends in lab- 
oratory variability. These results are shown in Fig, 12 for Laboratories A to D, Laboratories B and C 
prepared their own specimens and conducted their own tests under both tension and bending loads. 
Specimens for Lab A and D were prepared at one laboratory and tested at separate labs. All labora- 
tories were trying to develop the same surface-crack shapes and sizes in their specimens. Laborato- 
ries A and D fatigue pre-cracked under tension or bending and tested under the same condition, 
whereas some tests from Laboratories B and C were fatigue pre-cracked under tension or bending and 
tested under the opposite (bending or tension) condition. All laboratories had some specimens where 
the fatigue pre-crack did not extend beyond the EDM notch. The scatter from the tension specimens 
appeared to be less than similar tests under bending, For tension loading, the average K* from Labo- 
ratory B was higher than either Laboratories A or C. Whereas, for the bending tests, the K* average 
for Laboratory D was lower than Laboratories B and C. One interesting observation was that the av- 
erage for tension and bending load tests from a particular laboratory agreed better than from lab to 
lab. The average K* for tension from Lab A and bending from Lab D also agreed well. Whether the 
trends were due to specimen preparation or testing could not be established. But 90% of the K* val- 
ues from all labs correlated within _+25%. 

K6 Fracture Toughness Evaluations 

The stress-intensity and constraint factor equations (Eqs 1 and 5) were used to determine the crit- 
ical fracture location 4~c and the critical stress-intensity factor at that location. This approach was ap- 
plied to the two types of fracture tests conducted on the D6AC steel specimens. 

Crack Initiation Load--Analyzing the ARC and INEL fracture tests at the crack-initiation loads 
using K,~ at the critical location (q~c) produced the correlation shown in Fig. 13. Here the average of 
the bending specimens was extremely close to the average of the tension tests. The average value 
from all tests was (K,~)lc = 61.5 MPa.  m ~/2 with 93% of the data falling within • 
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FIG. 13--Stress-intensity factor at critical location for D6A C steel at crack initiation. 

Maximum Failure Load--Figure 14 shows.the K,~ results on the fracture tests conducted by EMR, 
LARC, MM, and UK on surface-crack specimens using the maximum failure loads and the initial 
crack dimensions. Here 90% of the critical K,~ values fell within -+20% of (K6)c = 70.3 MPa- m 1/2. 
But three tests produced extremely large values of toughness near 100 MPa- m '/2. On examination of 
these particular specimens, all three had fatigue pre-cracks that did not extend beyond the EDM notch 
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FIG. 14~Stress-intensity factor at critical location for D6AC steel at maximum load. 
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or they had a crack shape that was more like a "triangular" shaped surface crack than a semi-ellipse. 
Thus these specimens should be removed from the correlation. Removing these specimens from the 
previous fracture analyses would also improve the correlations. 

Conclusions 

Stress and fracture analyses of surface-crack specimens made of D6AC steel subjected to remote 
tension and bending support the following: 

1. Stress-intensity factor equations developed for very wide range in surface-crack configuration 
parameters, especially crack-length-to-width (c/w) ratios, were within - 5  % of the values calculated 
from elastic finite-element analyses. 

2. Hyper-local normal-stress constraint factors show higher values for remote bending than ten- 
sion loads in the interior of a surface crack but showed a more rapid loss of constraint near the free 
surface for the same surface-crack shape and size at the failure load condition. 

3. Fracture toughness for D6AC steel tension and bending loaded specimens correlated within 
• using the K2-integral method and within ___20% using K at the critical fracture location (max- 
imum of stress-intensity factor times hyper-local constraint factor). 
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APPENDIX 1 

Stress-Intensity Factor Equations for Surface Cracks 

The stress-intensity factor, K, at any point along a surface-crack in a finite plate subjected to re- 
mote tension and bending loads is expressed as 

K = (St + HsSb) (~ra/O) '/2 Fs (7) 

The effects of plate thickness and width on the stress-intensity factor is accounted for in the bound- 
ary-correction factor Fs and is given by 

Fs = M(a/c, a/t) g(a/c, a/t, ch)f4~ (a/c, c~)fw(C/W, a/t, oh) (8) 

In Ref 2, the originalfw function was independent of ~b and was restricted to c/w ratios less than 0.5. 
The original fw function was 

fw = { sec[(~rc/(2w)) (a/t) IA] } 1/2 (9) 
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FIG. 15--Comparison of stress-intensity factor equations with finite-element results for semi-cir- 

cular surface crack under remote tension. 

For remote tension, an improved finite-width correction was developed for larger c/w ratios than the 
original equation. It was found that an angular function, in terms of ~b, was needed in thefw function 
for the large cracks. Using the stress-intensity factors calculated from 3D finite-element analyses for 
large c/w ratio analyses [2], the improvedfw function was 

fw = fb {sec[(Trc/(2w)) ((a/t) (1 - 0.6 sin q~))'/q }'/2 (10) 

wherefb = 1 + 0.38 (a/c) (a/t) (C[W) 2 COS (1). Thefb term accounts for the induced bending effects 
due to the unsymmetrical surface-crack configuration. A comparison of the original and improved 
boundary-correction factors for a semi-circular surface crack with c/w = 0.4 for various a/t ratios is 
shown in Fig. 15. The improved equation (solid curve) gives better comparison at both the maximum 
depth location and near the free surface with the finite-element method (FEM) results (symbols). The 
FEM results at the free surface are, of course, suspect due to the boundary-layer effect and the loss of 
the square-root singularity [23]. The original equation results are shown by the dashed curves. Fig- 
ure 16 shows a comparison of a very deep semi-circular and semi-elliptical surface crack with c/w = 
0.8. The symbols show the FEM results [2], and the curves show the original (dashed) and improved 
(solid) equations. Of course, the original equation was not fitted to such a large crack, and the results 
severely overpredict the stress-intensity factors. Equation 10 fits the FEM results quite well. 

For remote bending, it was found that the originalfw function (Eq 9), was adequate for c/w <-- 0.8. 
Figure 17 shows a comparison of the original boundary-correction factors for a semi-circular surface 
crack with c/w = 0.4 for various a/t ratios subjected to remote bending. The original equation (solid 
curve) fit the FEM results (symbols) quite well. A comparison of the original equations for a very 
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FIG. 18--Comparison of stress-intensity factor equations with finite-element results for very large 

crack-length-to-width ratio surface cracks under remote bending. 

deep semi-circular and semi-elliptical surface crack with c/w = 0.8 is shown in Fig. 18. The results 
for the semi-elliptical crack compared very well, but the equations under predict the boundary-cor- 
rection factors for the semi-circular crack, especially at the maximum depth location. The maximum 
difference was about 5% based on the peak value. 

APPENDIX 2 

Hyper-Local Normal-Stress Constraint Factor Equations 

The hyper-local normal-stress constraint factors along the surface crack front, calculated from the 
elastic-plastic finite-element stress analyses, were fitted to an equation of the form: 

ah(~b) = A + B(1 - 2qb/rr) p + C(2ff9[~) q (11) 

In the finite-element analyses, the plate size (see Fig. 1) in all of the surface-crack models analyzed 
were constant with thickness t = 6.35 mm and half-width w = 25.4 mm to be consistent with the spec- 
imens. The surface-crack configurations analyzed had crack-depth-to-plate-thickness ratios (a/t) of 
0.45, 0.65, and 0.85 with crack-depth-to-crack-half-length ratios (a/c) of 0.4 or 1.0. An estimate of 
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the applied failure stress for each o f  these crack shapes and sizes were est imated from the tests con- 
ducted on the D6AC steel specimens  under tension and bending  loads. Thus,  Eq  11 will give the con- 
straint variations at the failure load condit ion with the initial surface-crack configuration. Further 
study is needed on constraint  variations for a/t  ratios less than 0.45. 

For  remote  tension: A = 2.7 - 0.7 (a/c)~ B = 1.1 - A; p = 15; C = - 0 . 1 5  (a/t)3; and q = 2 for 

a/c --< 1. The coeff icient  2.7 is an est imate for the m a x i m u m  value of  constraint  for plane-strain bend-  
ing [14]. The second  term in Eq 11 models  the constraint-loss near the free surface (~b = 0), and the 
l imiting value o f  constraint  at the free surface was selected as 1.1. The third term models  the con- 
straint loss at the m ax imum depth location. For  the D6AC steel, constraint  loss at the max imum depth 
location was small,  and the contributions of  the third term are weak. 

For remote  bending:  A = 2.7 - 0.35 (a[c)~ B = 1.1 - A; p = 2 + (6 - 1.5 a/c)(a/t)l"5; and C 
= 0 for a/c -< 1. The third term was not  a factor in the bending  results on the D6AC steel. Because  
models  were  not constructed for a/t ratios less than 0.45, further  study is needed  for shallow cracks 
to verify the accuracy o f  the constraint  equations. 
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ABSTRACT: It is shown that pre-crack and early stage fatigue damage can be characterized by a new 
sensor technology, the Meandering Winding Magnetometer (MWMTM). This new technology consists 
of a conformable sensor, the MWM, and associated measurement grids that are model based. 

Measurements on type 304 stainless steel indicated that damage is readily detectable at 20% of life 
(N/NF = 0.2) and causes a 1.5% conductivity loss. Near failure the conductivity loss in the crack-free 
region was approximately 4%. In 2024 aluminum the onset of detectable fatigue damage was observed 
at approximately 50% of total life. For the probe geometry employed, the conductivity loss in the mi- 
crocrack region just prior to failure was 7%; in the macrocrack region it reached 13%. 

KEYWORDS: Fatigue, aluminum alloys, magnetometers 

Reliable detection of  early fatigue damage, in the pre-crack and early small-crack regime, is of con- 
siderable technological importance. Fatigue-critical applications include aerospace structures, sea- 
and land-based transportation structures, fossil fuel and nuclear power plants, medical implants and 
devices, and many other critical components subjected to fluctuating loads. This translates into a re- 
quirement for a rapid, low cost, and easily portable nondestructive inspection system to map early- 
stage fatigue damage, fatigue cracks, and other age-related degradation in such systems. Also, it is 
desirable that inspections be performed without paint or applique removal. The inspection system 
must provide quantitative data that are reproducible (i.e., independent of operator and repeatable day 
after day on the same part without significant variation) and which is robust (substantially indepen- 
dent of operating conditions, paint thickness, and other uncontrolled variables). 

The use of X-ray diffraction methods to measure fatigue damage was pioneered in the 1930s by 
Regler [1,2] and later perfected in Japan by Taira and Hayashi [3] and again by Cohen [4], Kramer 
[5], and Weiss et al. [6]. All these studies relate diffraction line broadening, due to increasing mi- 
crostrain (or dislocation density), to fatigue damage. The Syracuse studies [6] on aluminum alloys 
and steels have shown that for reliable and reproducible results diffraction line broadening needs to 
be measured at two depths, -10 /zm and ~150/xm. Fatigue damage, as expressed by life fraction, can 
then be related to the ratio of dislocation density at -150 /xm below the surface to dislocation density 
near (~10/xm) the surface, Fig. 1. These data indicate that fatigue cycling disrupts the surface and 

1 Syracuse University. 
2 JENTEK Sensors, Inc. 
3 University of Maryland. 
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FIG. 1--Summary plot of  X-ray diffraction data [6]. The fatigue life fraction is plotted against the 
ratio of  dislocation density 150 tzm below the surface to that near the surface, -10 tgn deep. The sur- 
face density in the as-received state is generally higher due to the lattice distortions caused by the ox- 
ide layer. 

near-surface microstructure prior to the formation of micro- and macro-cracks. While these disrup- 
tions can be detected by careful X-ray diffraction line shape analysis, they should also affect other 
properties of the material, notably local, near surface, electrical resistivity. This then suggested ex- 
ploring methods using precise measurements of local near-surface electrical conductivity for fatigue 
damage characterization. 

The present paper describes the application of a new nondestructive detection system for early de- 
tection of fatigue damage based on precision surface and near surface conductivity measurements, the 
meandering winding magnetometer technology. First the MWM and grid measurement technology is 
described. Then the application of this new technology to early stage fatigue damage detection is 
demonstrated. Finally, examples of further possible applications for aerospace components are 
presented. 

Background on MWM and Grid Measurement Methods for Absolute Conductivity Mapping 

The MWM Sensor 

The MWM, shown schematically in Fig. 2, and the MWM-array are thin and conformable sensors, 
designed to measure absolute magnetic and conducting properties of ferrous and nonferrous metals 
on flat and curved surfaces [7]. The MWM or MWM-array can be surface mounted, like a strain gage, 
in difficult-to-access locations that currently require disassembly for inspection. 

Instead of designing the windings first and then trying to model them, the MWM was designed to 
match the Cartesian coordinate (x,y,z) model formulation for the magnetic diffusion equation. This 
results in accurate response prediction, permits model-based simulations to be performed for sensor 
optimization, and provides real time property measurements with minimal calibration requirements 
[8,9]. This is also what makes absolute conductivity measurements possible without using reference 
parts for calibration. 
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FIG. 2--Schematic of  M W M  sensor. 

Measurement grids are generated, off-line, for different MWM sensor geometries and operating 
frequencies. This is accomplished using a continuum electromagnetic model of the MWM interac- 
tions with multiple-layered materials, such as aircraft skins with Alclad coatings. These grids are then 
used to provide real-time quantitative estimates of the material properties of interest [8-15 ]. 

The MWM has a primary winding fabricated in a square wave pattern, as shown in Fig. 2. The 
MWM winding spatial wavelength is indicated by )t. A current, il, is applied to the primary winding, 
and a voltage is measured at the terminals of the secondary windings. Two secondary windings me- 
ander on opposite sides of the primary to maintain symmetry. The magnetic vector potential pro- 
duced by the current in the primary can be accurately modeled as a Fourier series summation of spa- 
tial sinusoids, with the dominant mode having the spatial wavelength ,L In the magneto-quasistatic 
regime, the MWM primary winding produces a dominant mode with a sinusoidal "standing wave" 
magnetic vector potential. The spatial wavelength of this dominant mode standing wave is deter- 
mined by the MWM primary winding geometry and is independent of the input current "temporal" 
frequency. The fundamental Fourier mode wavelength is equal to the physical, "spatial" wavelength 
of the MWM primary winding. 

A photograph of the GridStation T M  measurement system is shown in Fig. 3. The system is comprised 
of a portable computer, an MWM probe, and a multiple frequency impedance instrument board. 

The Grid Measurement Methods 

Figure 4 shows a schematic diagram that describes the use of the model-based grid methods, as 
compared to more conventional eddy-current lift-off compensation methods. The problem with con- 

FIG. 3 Photograph of  JENTEK GridStation system with new M W M  probe. 
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FIG. 4--The grid methods permit direct, model-based determination of absolute properties. 

ventional eddy-current methods is that empirical correlation tables that relate the amplitude and phase 
of a lift-off compensated signal to properties of interest such as crack size or hardness will be inher- 
ently limited. With conventional methods, only signal amplitudes are typically provided, not absolute 
conductivities. By providing absolute conductivities, the MWM and grid measurement method per- 
mits the application engineer to tap into decades of scientific research that relates electrical proper- 
ties to "dependent" properties such as hardness and stress. 

Also, measurement grids permit independent measurement of lift-off and conductivity. Lift-off is 
tile distance between the MWM winding plane and the first conducting surface (e.g., the outside sur- 
face of the aluminum or Alclad coating on an aircraft skin). Using an air calibration only, lift-off can 
be measured to a fraction of a micron. For the rapid scanning of lap joints, this lift~off measurement 
and resulting compensation is necessary to avoid contamination of absolute conductivity measure- 
ments by uncontrolled variations in liftoff, especially for fatigue damage and crack mapping without 
paint removal. 

Figure 5 shows a conductivity/lift-off grid. A conductivity/lift-off grid is used to convert mea- 
surements of the MWM transinductance into absolute values of conductivity and lift-off. Many 
other measurement grids have been constructed for other pairs of unknowns, such as Alclad layer 
thickness and lift-off or magnetic permeability and conductivity. As shown in the flow diagram in 
Fig. 6, each grid point is generated using a forward model of the MWM magnetic field interactions 
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FIG. 5--Conductivity~lift-off grid used for absolute conductivity measurement and real-time 
impedance data. 

with a multiple-layered media. These grids are generated off-line and do not need to be regener- 
ated. The GridStation software converts the MWM impedance measurements, using a look-up 
table (represented by the measurement grid) and interpolation algorithm, into estimates of lift-off 
and conductivity. Also, multiple grids can be used to solve problems with more than two unknowns 
(e.g., four unknowns: coating thickness, coating conductivity, substrate conductivity, and liftoff 
for Alclad aircraft skins). 

One grid is generated for each probe at each frequency for the property range of interest. For ex- 
ample, the grid in Fig. 5 is valid for structural aluminum alloys like A1-2024, Al-7075, AI-7050, A1- 
6061, etc,), for the standard 0.5 by 0.5-in. (12.7 by 12.7-mm) MWM probe, at a 5-MHz input current 
frequency. The air calibration point represents infinite liftoff. All lines of constant conductivity con- 
verge to this air calibration point. This is the only reference point required to "anchor" the grid and 
account for instrument drift. Standard cable compensation methods are used to account for cable vari- 
ations. Thus, accurate liftoff and conductivity measurements are provided without the need for lift- 
off or conductivity standards. 

Winding 
C, eomeay 

and Operating 
Frequency 

Under Test r ~ (mag, phase) 
Properties 
and Layer 

Thicknesses 

FIG. 6--Flow diagram of MWM continuum electromagnetic forward model for grid generation. 
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Application of MWM and Grid Methods to Fatigue Damage Characterization 

MWM conductivity/lift-off grids for both stainless steel and aluminum alloys were used to 
demonstrate the correlation of MWM conductivity measurements with accumulated fatigue dam- 
age. Fatigue cycling was conducted in fully reversed bending (R = - 1). Hourglass and "dog-bone" 
shaped specimens were exposed to varying fractions of their fatigue life at a known alternating stress 
level. MWM electrical conductivity measurements for some of the dog-bone specimens are shown 
in Fig. 7 as a function of fatigue life fraction. As illustrated in the figure, significant changes in con- 
ductivity were observed. Similar plots will be developed in future work for titanium and nickel al- 
loys for engine blade fatigue studies. Figures 7 through 10 provide MWM scans for coupons ex- 
posed to fully reversed bending. For A1-2024, the MWM begins to detect significant reductions in 
conductivity at about 60% of fatigue life. Photomicrographs have shown that clusters of micro- 
cracks, 0.001 to 0.003 in. deep, begin to form at this stage. Although detectable with the MWM, 
these microcrack clusters were not detectable with liquid penetrant testing except at the very edge 
of the 90% specimen. This same behavior has been observed for MWM measurements on military 
aircraft structural members. 

To evaluate the ability of the MWM to detect the spatial distribution of fatigue damage, the sensor 
was scanned along the length of the specimens. These measurements reveal a pattern of fatigue dam- 
age focused near the dog-bone specimen transition region for both the 70 and the 90% specimens 
(see Fig. 8). The minimum conductivity at the 3-cm point on the specimen that reached 90% of its fa- 
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FIG. 7--MWM conductivity measurements as a function of percent fatigue life of 304 stainless 
steel and 2024 aluminum. 

Copyright by ASTM Int'l (all rights reserved); Tue Dec 15 13:13:15 EST 2015
Downloaded/printed by
University of Washington (University of Washington) pursuant to License Agreement. No further reproductions authorized.



WEISS ET AL. ON FATIGUE DAMAGE CHARACTERIZATION 433 

gFat igue  Speeimn) B 

1.85e+7 

1.80e+7 

I 1.75e+7 

1_70e+7 

i 1.65e+7 

1.606,+7 

| 
1.55e+7 - 

B 

', \ / / 

o f  " 
estimated ".-* ~ 
fatigue l ife . 

- e -  0 %  (2,ram 
10% 

- ~ -  30% 
-~p-- 50% 
-.-~'--- 70% 
--e-. 90% 

1.50e+7 ~ f i , i 
-10 -8 -6 -4 -2 0 

! 
t 
/ 
/ 90% o f  
/ ~ t ~  estimated 

i fatigue life 
/ 

\ / visible 
 ...erac  

I I I l / 

2 4 6 8 10 

probe Ix~on (on) 

FIG. 8--Plots of  MWM absolute conductivity scans across 2024 aluminum hour-glass specimens 
fatigued to O, 10, 30, 50, 70, and 90% of fatigue life. 

tigue life corresponds precisely with the location of  a visible crack. The presence of a damaged re- 
gion in the vicinity of the crack is indicated by the depressed conductivity on either side of the crack, 
even when the crack is not under the footprint of  the sensor (see Fig. 9). In other words, bending fa- 
tigue in aluminum produces an area damaged by microcracks prior to the formation of a dominant 
macrocrack, and that damaged area is detectable as a significant reduction in the MWM-measured 
conductivity. 

The data in the previous plots were taken after a reference part calibration that assumed a 1.74E7 
S/m absolute conductivity for the 2024 coupons before exposure to loading. These measurements 
have since been repeated with our recently improved air calibration methods. The actual absolute 
conductivity was determined to be approximately 1.77E7 S/m, using the air calibration. Two-di- 
mensional MWM absolute conductivity scans were made on the specimens and are shown in Figs. 
10a and 10b. 

Note that the density and size increases are indicated by an increased reduction in the MWM ab- 
solute conductivity measurements. Thus, as expected, the microcrack size and density increase near 
the coupon edges and are lower at the center. This indication, when the longer winding segments of 
the MWM are parallel to the bending moment axis, is caused by segments of the macrocrack that de- 
viate from the bending moment axis direction. Thus, they produce only reduced conductivity indica- 
tions when the macrocrack is in the sensor footprint. 
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FIG. 9--MWM measurements of fatigue damage in bending fatigue coupon cycled to 90% of esti- 
mated fatigue life, with the longer MWM winding segments oriented both parallel and perpendicular 
to the crack at MWM scan position 39. A four-point moving average was applied to these data. With- 
out the moving average, the fretting crack shows up as a flat bottom signature. New MWM sensors 
are being equipped with rolling encoders to support spatial image building. 

Further Applications of MWM and Grid Methods to Fatigue Damage Characterization 

During the last four years, investigations into the mapping of early stage fatigue damage and fa- 
tigue cracks using the MWM and grid methods have included: 

1. Correlation of MWM measurements with loading history, optical microscopy, and X-ray 
diffi'action for aluminum alloy bending fatigue coupons. 

2. MWM measurements on full-scale bulkhead fatigue specimens. 
3. MWM measurements on the passenger window lap joints and the skin panels under the pilot 

window post of a service-exposed Boeing 737 at the FAA/AANC. 
4. MWM measurements on other fatigue-tested and service-exposed commercial and military 

aircraft components. 

An example of the capability of the method is presented in Fig. 11. MWM measurements were 
made at the FAA/AANC on the lap joint of the Boeing 737 (test bed at Sandia National Laboratories) 
near the passenger windows and on the skin panels under the pilot window post [16]. The Alclad 
layer thickness on the 0.040-in. (1.02-ram) thick Boeing 737 fuselage skin was approximately 0.002 
in. (0.051 mm). The skin depth at the highest frequency was selected to be slightly greater than the 
Alclad thickness, while the skin depth at the lowest frequency was selected to be less than 25% of the 
total 0.040-in. (1.02-ram) outer skin thickness. 
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STA 
42O PANEL C 

, ,I / 

[I 
~_lll l l l t l l-I.H--]tl: l.311 I I H"t',,I I/I I I 1] 

I I I I t l l l l  I ~ I I I I I I I I I I  I I I I J I 

IAP JOINT WITH 3 
FASTENER ROWS 

FIG. l 1--Locations of 737panels tested during visits to the FAA /AANC. 

Panel C (shown in Fig. 11), containing the passenger windows above the lap joint near the center 
of the aircraft, exhibited substantial MWM-measured conductivity variations. MWM horizontal and 
vertical scans identified regions near and away from fasteners that exhibited fatigue-like features as- 
sociated with micro-cracking and thus represented the most likely locations in the lap joint for macro- 
crack formation. MWM fatigue coupon studies on 2024 aluminum alloy, described earlier, demon- 
strated detection of micro-crack clusters after 50% of fatigue life. Figure 12a shows a horizontal scan 
several inches above the top fastener row. For this scan, the MWM-measured conductivity has min- 
imums that correspond consistently with the vertical window edge locations. Thus, several inches 
above the lap joint fastener rows, substantial bending fatigue-like damage was detected by the MWM. 
The bending fatigue coupon data suggests that this region is beyond 60% of its fatigue life, although 
it probably does not contain macro-cracks, which would be detectable with conventional differential 
eddy-current methods. Vertical scans showed that damage begins near the bottom of the windows and 
increases steadily, with the maximum damage occurring at the fasteners, as expected. The vertical 
scan data are shown in Fig. 12b. The key is that this damage is detectable more than 6 in. away from 
the fasteners. Thus, when scanning a lap joint it may be desirable also to scan the regions above and 
below the lap joint. 

For this particular 737 aircraft, five cracks have been documented on the lap joints immediately 
above and below the passenger windows on the port side of the aircraft. Each of these cracks occurred 
within one fastener of the edge of the window. Two of these cracks have not been repaired and are 
detectable with conventional eddy-current methods. Three of the cracks had been repaired by addi- 
tion of patches at these locations. This provides a partial validation of the MWM capability to detect 
wide spread fatigue damage (WFD) onset. 

One additional observation based on the MWM data is that the edges of a patch should be away 
from the minimums in the MWM conductivity (e.g., a location of maximum fatigue damage). Addi- 
tional scans on other commercial aircraft components have shown similar promising results. Infor- 
mation such as this can improve selection of patch location and size, potentially reducing follow-on 
maintenance costs. Ultimately, the MWM information might be used to identify specific regions that 
require fastener inspections, as well as to support inspection, maintenance scheduling, and redesign 
efforts. 

Conclusions 

The capability to measure absolute electrical conductivity for flat samples as well as complex air- 
craft surfaces has been demonstrated without the use of conductivity standards. This capability, 
achieved with MWM technology, represents a major advance in the characterization of early fatigue 
damage. Ongoing efforts are focused on implementations for specific fatigue monitoring applications. 
The U.S. Navy, Air Force, and the FAA have provided ongoing funding for aircraft applications. 
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Finite-Element Fracture Analyses of Welded 
Beam-Column Connections 
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shohocken, PA, 2000, pp. 439-455. 

ABSTRACT: Unexpected brittle cracking of welded beam-column connections during the 1994 
Northridge earthquake has raised serious concerns about standards and practice for the seismic design 
and construction of steel moment resisting frames. As part of a nationally coordinated program to in- 
vestigate the connection damage, finite-element fracture analyses are used to quantify fracture tough- 
ness demands in welded beam-column connections as influenced by various detailing parameters. 
Toughness demands at weld root defects in the beam flange groove welds are quantified in terms of KI, 
CTOD, and CTOA. Summarized are insights concerning the role of finite-element fracture analyses to 
investigate fracture behavior and the influence of factors such as flaw sizes, weld strengths, inelastic 
crack growth, and other parameters affecting fracture toughness demands. 

KEYWORDS: fracture toughness, finite-element analysis, welded connections, steel, frames, ductil- 
ity, seismic design, earthquake engineering 

Structural design criteria for seismically designed moment-resisting frames are predicated on the 
assumption that beam-column connections will have sufficient strength and ductility to dissipate en- 
ergy through large inelastic deformations. Design specifications, such as the AISC Provisions for the 
Seismic Design of Steel Structures [1 ], include criteria to detail beam-column connections and mem- 
bers so as to insure stable inelastic response under large earthquakes. Standards for design and con- 
struction were brought into question, however, when inspections following the 1994 Northridge 
earthquake revealed widespread cracking of welded beam-column connections. Damage has been re- 
ported in over 100 buildings, many of which were built after 1980 and a few of which were under 
construction during the earthquake [2]. In many cases the fractures occurred with little or no evidence 
of beam yielding, indicating that the connections are much more prone to brittle fracture than gener- 
ally assumed. Although none of the affected buildings collapsed, the fractures raised serious concerns 
about the reliability of frames designed and detailed according to standard practice. 

In response to concerns raised, the Federal Emergency Management  Agency (FEMA) funded a 
national study through the SAC Joint Venture 3 to identify causes of the damage, propose solutions 
for new construction, and quantify the hazards posed by existing welded moment  frame buildings. 
Investigations conducted to date have established that the fractures resulted from a combination of  
factors including: (1) mechanical  and metallurgical defects created by poor quality field welding 
and inspection procedures, (2) use of low-toughness weld metal, (3) use of heavy members with 

1 Graduate research assistant and associate professor, respectively, Department of Civil and Environmental En- 
gineering, Terman Engineering Center, Stanford, CA 94305-4020. 

2 Professor, School of Civil and Environmental Engineering, Hollister Hall, Cornell University, Ithaca, NY 
14853-3501. 

3 The SAC Joint Venture is a partnership of the Structural Engineers Association of California, the Applied 
Technology Council, and the California Universities for Research in Earthquake Engineering. 
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thick highly stressed welds, and (4) weld details with large built-in stress risers. A number of so- 
lutions have since been proposed to rectify these conditions, however, there is still a lack of reli- 
able data on the fracture behavior itself. Summarized herein are results from the initial phase of an 
ongoing investigation to determine fracture toughness demands in welded beam-column moment 
connections. 

Beam-Column Connection Details and Behavior 

Shown in Fig. 1 is a beam-column connection detail typical of those that suffered damage during 
the Northridge earthquake. The connection consists of a bolted beam web shear tab and full penetra- 
tion groove welds joining the beam flanges to the column. Per code requirements in effect at the time, 
supplemental fillet welds connecting the shear tab to the beam are provided to help mobilize the beam 
web in resisting bending. Framing members are usually specified as A36 or A572 (Grade 50) steel 
with E70XX weld metal. Prior to the Northridge earthquake, it was common practice in California to 
use a flux core arc welding (FCAW) process with E70T-4 electrodes, which in accordance with build- 
ing code provisions did not have any minimum specified notch toughness requirements. 

With the standard practice of leaving the weld backing bars in place, a built-in notch exists at the 
bottom side of the beam flange weld, formed by the gap between the backing bar and column face 
that adjoins any weld-root defects that are present. As shown in Fig. 2, depths of the weld-root de- 
fects tend to vary across the beam width and are likely to be largest in the center of the bottom flange 
as a result of restricted access for field welding and inspection around the weld access hole in the 
beam web. Post-fracture inspections [4] have revealed weld discontinuities (lack of fusion, slag in- 
clusions, etc.) with depths up to about at = 0.4 in. (10 mm), even in joints that were inspected and 
supposedly met the requirements of ANSI/AWS D1.1 Structural Welding Code. 

P1. 1/2" x 6" (typ.) 

W14 x 2 5 7 - -  

! ~ [--7 (Top & Bottom Flange / 30 ~ 

L) 
- -  10 - 7/8" A325-SC 

~--Shear  Tab 5/8" x 5" x 30" 

~ -  W 36 x 150 

~ 5 / 1 6  L/4" ( T  & B of plate 

5~/16 [J3" ( T & B o f p l a t e  

FIG. 1--Typical welded-flange bolted-web moment connection. 
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FIG. 2--Detail of  backing bar gap and weld root imperfections. 

As part of the SAC Joint Venture, full-scale tests of six nominally identical connections were con- 
ducted at the Universities of California and Texas [5,6] to establish benchmark data on connection 
performance. We have used these tests as prototypes for the fracture analyses reported herein. The 
connection detail is the same as described previously in Fig. 1, and the overall specimen configura- 
tion, member sizes, and steel strengths are shown in Fig. 3. Note that one important difference be- 
tween the specimens is that two of the six had high-yield-strength (A572-Grade 50) beams while the 

M_F 
-LU[ 

-t[-2 

II 

134" 

~ - - ~ C P ,  E70T-4 (Fig. 1) 

W36 x 150 Beam 

(3) UTL Fyf  = 40 ksi, Fy w = 46 ksi 

(1) UCB-L Fyf  = 50 ksi, Fy w = 40 ksi 

(2) UCB-H Fyf  = 61 ksi, Fy w = 60 ksi ~ W 14 x 257 Column, Fy = 48 ksi 

I 

I 

FIG. 3---Full-scale connection specimen. 
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other four had lower-strength A36 beams. Commercial steel fabricators prepared the specimens us- 
ing approved procedures representative of typical field conditions. 

Shown in Fig. 4a is a load versus deformation plot that is fairly representative of the behavior that 
resulted from fairly brittle weld fractures in all six connection tests. As summarized in Ref 3, the max- 
imum moments only reached 0.7 to 1.1 times the plastic moment strength of the beam, often failing 
prior to any significant yielding. Shown in Fig. 4b are the two observed modes of failure. In the four 
connections with A36 beams, fractures initiated at the weld root and propagated nearly vertically 
through the weld or slightly into the column flange, followed by subsequent tearing of the web shear 
tab and/or shear failure of the web bolts. In the two connections with A572 (Grade 50) beams, frac- 
tures initiated in the weld but then propagated through the column flange and into the column web. 

Finite-Element Fracture Analyses 

With the preceding discussion as background, objectives of the present study are to: (1) demon- 
strate the effectiveness of finite-element fracture analyses to understand fracture behavior in the con- 
nections, (2) quantify the influence of various connection detailing parameters on fracture toughness 
requirements, and (3) lay the groundwork for developing a fracture-mechanics-based methodology to 
evaluate and design fracture behavior in welded connections. Included are two- and three-dimen- 
sional elastic and inelastic analyses for fracture initiation and propagation of cracks originating at the 
root of the lower beam flange weld. 

Finite-element models of the full-scale connection specimens are shown in Figs. 5a and 5b. The 
two-dimensional model (Fig. 5a) consists of eight-node quadrilateral elements and six-node triangu- 
lar elements created and analyzed using the program FRANC2D 4. All elements are plane stress ex- 
cept for those in a small region around the crack tip where plane strain elements are used to represent 
the local out-of-plane constraint. Crack tip elements for the elastic analyses are singular quarter-point 
elements from which KI is determined using the J-integral and displacement correlation methods. For 
the inelastic analyses, collapsed quadrilateral elements are used to simulate crack tip blunting and 
permit explicit measurement of CTOD and CTOA from the deformed mesh. 

3 5 0  ,. , , ~ ,. , , , 

i 

2 5 0  . . . . . .  : . . . . . . .  : . . . . . . .  : . . . . . . . . . . . . . . . . . . . .  i . . . . . .  i . . . . . . .  i . . . . . . .  : . . . . . .  

1 5 0  

~ -  5 0  . . . . . . . . . . .  : . . . . . .  ! . . . . . .  i . . . .  ~ . . . . .  ! . . . . . . . . . . . . . .  

~ - 5 0 -  - 

- 1 5 0  

-2 o . . . . . . . . . . . .  i . . . . . . .  i . . . . . .  i . . . .  . . i  . . . . . .  i . . . .  ' . . . . . . . . . . . . . . . . . .  . . . . . . .  

- 3 5 0  i , i i i i i i i 

- 5  - 4  -3  -2  -1 0 1 2 3 4 5 
t o t a l  b e a m  e n d  d i s p l a c e m e n t  [ i n ]  

A 
FIG. 4--Representative specimen behavior: (a) load versus deformation response, (b)fai lure 

modes. 

4 FRANC2D is a finite element with specialized fracture analysis features developed by A. R. Ingraffea and his 
research group at Cornell University. For further information see http://www.cfg.cornell.edu. 
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Beam flange weld 
fracture and shear 
tab failure 

UTL, UCB-L 

Fracture through 
beam flange weld 
and into column 

B UCB-H 
FIG. 4--(Continued) 
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FIG. 5--Fini te-e lement  models: (a) two-dimensionaL (b) three-dimensional. 

The three-dimensional models, consisting of eight-node shell and twenty-node brick elements, 
were run using ABAQUS (Version 5.1). As shown in Fig. 5b, solid elements in the vicinity of the 
lower beam flange weld are linked to shell elements through kinematic constraints. Crack tip ele- 
ments consist of collapsed twenty-node brick elements. For elastic analyses mid-side nodes of the 
brick elements were moved to quarter-point locations, and for the inelastic analyses the collapsed 
brick elements were free to expand to model crack tip blunting. As in the two-dimensional analyses, 
K~ was calculated from the elastic models using J-integrals. For inelastic analyses CTOD was mea- 
sured both directly from the blunted crack tip mesh and indirectly by converting from J to CTOD. In 
general, J and CTOD were nearly linearly related to one another. 

Material Properties and Flaw Size Data 

For all analyses an elastic modulus of E = 29 000 ksi (200 000 MPa) and Poisson's ratio of v = 
0.25 were assumed. For inelastic analyses, yield strengths of the rolled shapes were based on tension 
coupon tests whose values are reported in Fig. 3, and a nominal yield strength of Fy = 60 ksi (413 
MPa) was assumed for the E70 weld metal. A yon Mises yield criterion with 1% strain hardening was 
assumed for both the weld and base materials. 

Only limited material toughness and flaw size data for the in situ welds and heat affected zones 
(HAZ) of the beam-column joints are available, and so it was not possible to quantify these in a sta- 
tistically meaningful way. We modeled flaws to be consistent with the backing bar configuration (see 
Fig. 2) and the maximum weld root defects of ao = 0 to 0.4 in. (0 to 10 ram) as measured by Kauf- 
mann and Fisher [4] in post-test inspections of the fractured connection specimens. We assumed the 
toughness of the in situ welds and HAZ as CVN = 5 to 10 ft-lb at 70~ (7 to 14 J at 21~ based on 
material samples from damaged buildings [4]. From these CVN data, we then calculated weld region 
toughness of Kit = 40 to 60 ks iX/~.  (44 to 66 M P a ~ m - )  and CTODc = 0.8 to 1.7 X 10 -3 in. (0.02 
to 0.04 ram) using empirical correlation equations by Barsom and Rolfe [7], including a temperature 
shift to account for loading rate differences in the lower transition region. For mild steel base metal, 
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the following upper-transition region toughness values are assumed: CVN = 80 ft-lb at 70~ (108 J 
at 21~ Kic = 140 ks iV~ .  (154 MPaX/m-), and CTODc = 7 • 10 -3 in. (0.18 mm). These base 
metal values are also considered as representative of welds made with high-toughness electrodes that 
meet the recently revised AISC Seismic Provisions [1], which now require specified filler metal 
toughness of CVN = 20 ft-lb at -20~ (27 J at -29~ 

Two-Dimensional  Crack Initiation Analyses 

Elastic KI Analyses 

Shown in Fig. 6 are Ka values for elastic analyses with various size weld root flaws in the beam 
flange weld. The total length of the initial crack is equal to the backing bar gap length W (equal to the 
backing bar thickness) plus the initial weld root flaw length at. Note that the initial weld root flaw 
length (at), and not the total length (W + at), is plotted along the horizontal axis in Fig. 6. On the ver- 
tical axis, KI is normalized by the nominal flange bending stress cr = M/S where M is the beam mo- 
ment at the column face and S is the elastic section modulus of the beam. In comparing the four FEM 
analysis curves in Fig. 6, one can see that the backing bar thickness (W) does not influence the stress 
intensity value. Rather, comparing the analysis for W = 0 to the other three cases indicates that the 
presence of a backing bar of any thickness causes about the same stress intensity value as a small ini- 
tial flaw on the order of at = 0.01 to 0.05 in. (0.3 to 1.3 mm). Other analyses, not shown here, fur- 
ther confirm that the K1 demands are not sensitive to the length of the fusion region between the back- 
ing bar and weld. 
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--.c~-. FEM W=0.20 in. 

2.5 
FEM W=0.38 in . . . . .  
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FIG. 6---Normalized stress intensity factor at weld root in beam-column connection. 
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In addition to the FEM analysis results, values for K1 are plotted in Fig. 6 using the following equa- 
tion for an edge crack in a semi-infinite uniformly stressed bar: 

KI  = 1.12X/'~a (1) 
O" 

where a = C + ao, ao is the initial flaw length (plotted in Fig. 6), and C is a calibration coefficient 
that accounts for the nonuniform stress distribution and the presence of the backing bar notch. Plot- 
ted in Fig. 6 are values for Eq 1 with C = 0.38 in. (10 mm) that produces rather good agreement with 
the FEM results. Coincidentally, this value of C (0.38 in. or 10 mm) equals the actual backing bar 
thickness W in the specimens, but as demonstrated by the FEM results for varying bar thickness, the 
similarity of C and W is a coincidence and there is no theoretical justification for taking C equal to 
the backing bar gap. Further, considering that the relationship between KI and ao from the FEM anal- 
yses is fairly linear, a more straightforward equation for/(i  might take the form: 

KI 
- -  = C1 + C 2 a o  (2) 

o 

where C1 and Cz are two calibration coefficients that carry units of V'i~ength and 1/X/~ength, re- 
spectively. As part of an ongoing study, we are conducting parametric analyses to develop such an 
equation to estimate fracture demands for a variety of connection configurations. 

To further examine the influence of backing bar thickness, we ran analyses of simpler configura- 
tions, the three uniformly stressed straight bars shown in Fig. 7a. Here, the backing bars are repre- 
sented by "lugs" that act as unloaded attachments. For the plotted/(i results in Fig. 7b, positive val- 
ues of flaw length correspond to cases where the crack extends into the bar, and the negative values 
correspond to flaws that do not extend out of the "lug" material in Bars II and III. So, for example, 
the initial flaw length of -0 .38  in. ( - 1 0  mm) corresponds to analyses for Bars II and III with zero 
flaw sizes, and an initial flaw length of zero corresponds to analyses where the flaws in Bars II and 
IlI extend through the "lugs" to the parent bar material. Incidentally, although not plotted in Fig. 7, 
the FEM results for Bar I are nearly identical to those given by Eq l with a = ao. 
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FIG. 7--Uni formly  stressed bar with edge crack." (a) f inite-element models, (b) normalized stress 
intensity factors versus f law  size. 
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FIG. 8--Back-calculation of rnaterial toughness from elastic fracture analyses. 

Comparing results for Bars I and II confirms observations made previously for the connections that 
the unloaded attachments create the effect of a small flaw in the bar. Once the flaw length ao reaches 
a threshold size, the presence of the lug has essentially no effect. Thus, as in the connections, the 
thickness of the lug would not significantly affect the results. The difference in results between Bars 
II and III reflects the effect of the nonsymmetric stress field caused by nonsymmetry of the bars, 
where Bar HI is a bit more representative of conditions in the beam-column flange weld. However, 
comparing Figs. 6 and 7b, the stress field and resulting KI values in the connection are more severe 
than in the uniformly stressed bars. 

In theory, the analysis results shown in Fig. 6 can be checked against the connection test data pro- 
vided that the failure loads, initial flaw sizes, and the material toughness are all known. However, 
such complete information is not available. Toughness data of the weld metal /HAZ materials were 
not reported from any of the six connection tests, and initial flaw sizes are only known for three of 
the tests. Nevertheless, using data that are available, flaw sizes for three connection specimens ob- 
tained from post-test inspections by Kaufmann et al. [4] and the measured connection failure loads, 
the critical value of material toughness can be back-calculated. Shown in Fig. 8 is a plot of maximum 
nominal bending stress versus flaw size from these three tests and the FEM analyses. As indicated, 
assuming a constant value of material toughness, K~c = 65 k s i ~ . .  (71 MPaVm-) ,  the FEM results 
agree fairly well with the three tests. Given that KI~ = 65 ksiV'~ln. (71 MPaX/m-) is in the range of 
expected toughness for E70T-4 weld metal, these results help confirm the accuracy of the analyses. 

Inelastic CTOD Analyses 

Results from inelastic analyses of connections with a flaw size ao = 0.1 in. (2.5 mm) are summa- 
rized in Fig. 9. The three cases shown are for connections with varying beam yield strengths, Fyb, as 
noted in Fig. 3. With the assumed weld yield strength of Fyw = 60 ksi (413 MPa), the welds in Spec- 
imens UT-L and UCB-L are overmatched compared to the beam flange material (Fyw[Fy b = 1.2 to 
1.5), while welds in specimen UCB-H are exactly equal in strength to the base metal (Fyw/Fyo = 1.0). 
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FIG. 9--1nelastic analysis results." (a) moment versus deformation, (b) moment versus CTOD. 

In spite of the fact that the beam yield strength in UCB-H is significantly higher than in the other 
connections, as shown in Fig. 9a the overall inelastic strength is not much larger. This is due to the 
fact that significant inelastic deformations occur in the joint panel zone of the column, which limits 
the strength in'all three connections. Referring to Fig. 9b, the data suggest that the beam strength-- 
or more aptly the degree of weld overmatching--significantly affects the CTOD demand as a func- 
tion of the applied moment. For example, whereas the CTOD demand for Specimen UCB-H begins 
to increase rapidly for beam moments of M > 20 000 kip-in. (2260 kN-m), for the other specimens 
there is a region from about M = 17 500 to 23 800 kip-in. (1990 to 2690 kN-m) during which CTOD 
does not increase. These differences in behavior can be explained by the progression of yielding in 
and around the weld region and the initial flaw. 

Shown in Figs. 10a and 10b are stress contours for yielded finite elements in the weld region for 
connections UCB-L and UCB-H at the three load levels, A to C, corresponding to the circle markers 
in Fig. 9b. Recall that the weld metal in both cases has a strength ofFyw = 60 ksi (413 MPa), and the 
beam flange strengths are Fyf = 40 and 60 ksi (275 and 413 MPa), respectively, for UCB-L and UCB - 
H. For Specimen UCB-L, plastification around the crack tip and CTOD do not increase between Load 
Level A and B because the progressive spread of plastification through the flange thickness tends to 
shield the crack tip from increasing stresses and strains. This continues until Load Level C, at which 
point the flange is fully plastified and begins to strain harden, giving rise to higher CTOD demands. 
A key ingredient in this behavior is the overmatching weld metal that limits yielding in the weld. On 
the other hand, for connection UCB-H there is no overmatching and yielding concentrates in the weld 
causing higher CTOD at the root flaw. 

Considering that the estimated in situ toughness of E70T-4 electrodes is CTODc = 0.0005 to 
0.0012 in. (0.01 to 0.03 mm), the difference in behavior due to the degree of overmatching apparent 
in Fig. 9 may result in large differences in the fracture loads. Trends in the connection tests tend to 
support this theory, although more test data are needed to confirm the role of overmatching for im- 
proving the performance of these connections. The observation regarding overmatching is signifi- 
cant, however, given the common practice to specify E70 electrodes for both A36 and A572 steel 
without appreciating the resulting differences in overmatching, differences that can affect the inter- 
pretation of test data and the establishment of appropriate weld design criteria. 
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FIG. lO--Progression of yielding in vicinity of initial flaw: (a) overmatching weld with FyvJFyb = 

1.7; (b) matching weld with FywATyb = 1.0. 

Comparison of Elastic and Inelastic Analysis Results 

Results for the elastic and inelastic analyses are superimposed in Fig. 11, where KI and CTOD are 
correlated by the standard expression, 

KI =- ~v/ ~. Fy E CTOD (3) 
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FIG. 11--Comparison of fracture toughness demands from for elastic and inelastic analyses. 

in which Fy is the material yield stress, E is the elastic modulus, and the coefficient A = 1.2 is deter- 
mined to achieve agreement between KI and CTOD at low stresses where the behavior is elastic. Co- 
incidence of the curves in the initial region confirms that the elastic analyses are accurate for pre- 
dicting fracture for calculated toughness up to about KI = 60 ksiN/~n. (66 M P a V ~ - ) .  For these 
connections, this coincides with applied nominal beam flange stresses of o- = 40 ksi (276 MPa) - -  
roughly equal to yield in A36 steel and about '-/3 of yield in A572-Grade 50 steel. Beyond this point 
the elastic analyses do not capture important differences in behavior due to weld overmatching and 
other inelastic effects. 

Summarized in Table 1 are critical values of material toughness back-calculated for the three con- 
nection tests where the initial flaw size is known. Kic values are the same as those plotted previously 
in Fig. 8 where on average Kic ~ 65 ks iX/~.  (71 M P a V ~ - ) .  The average back-calculated CTODc 

0.0023 in. (0.06 mm) is larger than critical values of  CTOD~ = 0.0008 to 0.0017 in. (0.01 to 0.03 
mm) that we estimated from CVN data. There is also more variability in the CTOD~ than Ktc results. 

TABLE 1--Summary of weld metal toughness values back-calculated from elastic and inelastic fracture 
initiation analyses. 

Test Data Elastic Inelastic 

Flaw at, ob . . . .  ksi KIt, ksiX/~. CTODc, CTOAc, 
Specimen in. (mm) (MPa) ( M P a ~ )  in. (mm) degrees 

UCB-H 0.005 (0.1) 52 (358) 61.4 (67.4) 0.0024 (0.061) 5.2 
UT-L(1) 0.380 (9.7) 35 (241) 70.5 (77.4) 0.0026 (0.066) 4.3 
UT-L(2) 0.145 (3.7) 46 (317) 66.2 (72.7) 0.0018 (0.046) 3.6 

Copyright by ASTM Int'l (all rights reserved); Tue Dec 15 13:13:15 EST 2015
Downloaded/printed by
University of Washington (University of Washington) pursuant to License Agreement. No further reproductions authorized.



CHI ET AL. ON WELDED BEAM-COLUMN CONNECTIONS 451 

Likely reasons for larger discrepancies in CTODc are the inherent inaccuracies in the estimated crit- 
ical toughness and approximations made in the analyses. As will be described below, the average val- 
ues of CTOD obtained from the two-dimensional analyses can be significantly less than peak values 
calculated from three-dimensional analyses, particularly when the average flange stresses exceed 
about 2/3 o-y. Therefore, CTODc values back calculated from three-dimensional analyses would be 
smaller than those reported in Table 1. Finally, also reported in Table 1 are critical values of CTOAc 
that we back-calculated from the inelastic analyses in the same manner that we determined CTODc. 
The CTOAc values are used in the inelastic crack propagation analyses, described later, where we as- 
sume a constant value of CTOAc as the crack propagation criterion. 

Crack Propagation Analyses 

Two matters of interest beyond what can be resolved by crack initiation analyses are: (1) the de- 
gree to which stable crack growth or crack arrest might occur, and (2) the likely crack trajectories. 
The first is important to establish whether crack initiation is a reasonable measure of the connection 
strength limit state. The second is of interest to better understand the behavior and because the crack 
trajectory will affect the necessary post-earthquake repairs. As shown in Fig. 3, observed failure 
modes ranged from cases where the fractures propagated straight through the welds (sometimes 
pulling small "divots" of steel from the column) to ones where the cracks propagated into the col- 
umn. Differences of this sort have obvious and significant implications on the feasibility and cost of 
repair. 

Example results from two elastic crack propagation analyses are shown in Fig. 12 where the crack 
trajectories are established by comparing K~ and Kn, calculated at the updated crack tip location. It 
should be emphasized that the predicted trajectories in Fig. 12 are calculated from pure elastic stress 
analyses and, since they do not consider strain-rate and path-dependent effects, the analyses do not 
provide information on the extent of unstable crack growth. But, they do provide data on how the 
changing elastic stress field will affect the crack trajectory and the rate of dK~/da. The crack trajec- 
tory shown in Fig. 12a corresponds to the basic connection geometry with input parameters for the 
connection tests described previously. This analysis suggests that weld root cracks will tend to prop- 

I 

/ 

. . . . .  , v i 

(a) (b) 

FIG. 12--Elastic crack trajectories: (a) basic case, (b) with axial tension in column. 
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agate in a curvilinear path, suggestive of the "divot" type failure surfaces observed in many of the 
connection tests and damaged buildings. The trajectory shown in Fig. 12b is for the same connection, 
but with the superposition of an axial tension stress of 10 ksi (69 MPa) in the column. In this case, 
the change in stress field is enough to cause the crack to propagate into and across the column. Anal- 
yses of other factors reported by the authors [3] indicate that a number of parameters can influence 
the crack trajectories including (a) the connection geometry and details, (b) anisotropy in the materi- 
als, (c) the location and orientation of the initial flaw, and (d) the proportion of moment carried 
through the shear tab. These findings are significant since they help resolve debates in the earthquake 
engineering community as to whether crack propagations into the column, which had not been ob- 
served either in tests or actual buildings before the Northridge earthquake, were due to an anomaly in 
the earthquake ground motion (e.g., unusually large vertical accelerations) or other effects. Our con- 
clusion is that there are several parameters that could create trajectories into the column, and while 
vertical ground accelerations could play a role, they were probably not the dominant factor in dictat- 
ing the crack trajectories. 

We also ran a limited number of inelastic crack propagation analyses to shed light on the whether 
there is significant stable inelastic crack growth in the connections prior to failure. In these analyses 
a pre-defined crack path was "unzipped" using a constant value of CTOAc as a criterion for crack ex- 
tension. We recognize that there are a number of other approaches for predicting ductile tearing which 
may precede unstable crack growth, e.g., JR, KR, and T~; however, given our objective to estimate the 
capacity for ductile tearing before crack instability, any of these methods can give a reasonable first- 
order estimate. The CTOAc approach has been shown to be as versatile and valid as some of these 
other approaches [8], and it was a method that was readily available to us through the FRANC2D 
analysis code. 

The critical value of CTOA~ = 5.2 ~ was determined based on the value back-calculated value from 
the elastic crack initiation analysis for connection UCB-H. Shown in Fig. 13 are plots of overall con- 
nection response (moment versus tip displacement) and of moment versus crack growth for connec- 
tion UCB-H with a small initial flaw. Subject to the assumed criterion of cohstant CTOA~, data in Fig. 
13b suggest that stable crack growth up to about 0.2 in. may have occurred, corresponding to an over- 
all strength increase of about 5% between crack initiation and unstable growth. This suggests that, for 
connections with low toughness weld metal (e.g., CTOA~ = 5.2~ the additional strength and ductil- 
ity associated with inelastic crack growth is fairly insignificant from the standpoint of practical design. 
However, this may not be true for improved connections made with higher toughness materials. 
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FIG. 13--1nelastic crack propagation for  constant CTOAc = 5.5~ (a) moment versus deforma- 
tion; (b) moment versus crack extension. 
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FIG. 14~Two-versus three-dimensional analysis results: (a) elastic Kt, (b) inelastic CTOD. 

Three-Dimensional Behavior 

All of the data presented thus far are from two-dimensional analyses that do not account for 
nonuniform stresses and strains across the flange width, differences between through cracks versus 
partial surface cracks (e.g., half-penny shaped cracks), and other three-dimensional effects. A limited 
number of three-dimensional analyses were run using the model in Fig. 5b to investigate three-di- 
mensional behavior in a connection with a through crack�9 Shown in Fig. 14a is a comparison of KI 
values from the two- and three-dimensional elastic analyses for an initial flaw size ofao = 0.1 in. (3 
mm). The horizontal axis in Fig. 14a corresponds to the locations across the beam flange where the 
left and right sides of the plot correspond to the flange tip and the beam center (directly under the 
web), respectively. As indicated, the maximum KI that occurs under the web in the three-dimensional 
analyses is about 37% larger than the average value calculated in the two-dimensional analyses. More 
complete data reported elsewhere [3] show that this increase roughly parallels the elastic bending 
stress distribution across the flange width. 

Differences between CTOD values from the inelastic analyses of connection UCB-L are shown in 
Fig. 14b. The two-dimensional results are the same as those previously shown in Fig. 9b, and values 
from the three-dimensional analyses are plotted for three locations across the beam flange. As with 
the elastic analyses, the largest CTOD values are at the center of the flange, and differences between 
the two- and three-dimensional results can become larger as the flange starts to yield�9 The three-di- 
mensional effects tend to obscure the shielding behavior caused by weld overmatching; however, 
overmatching is still shown to significantly affect the maximum CTOD demand. Differences between 
the two- and three-dimensional analyses indicate the importance of three-dimensional effects on 
toughness demands in the connections�9 

Design Implications 

To further summarize the results and demonstrate the potential rote of fracture analyses in earth- 
quake-resistant design of steel stmc~res, data from the inelastic analyses are summarized in Fig. 15. 
Here, the fracture toughness demand for a connection with ao = 0.1 in. (3 mm) is plotted versus de- 
formation where the latter is described in terms of both beam tip displacement and inelastic connec- 
tion rotation. The inelastic rotation is determined by separating the beam tip displacement into elas- 
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FIG. 1 5 - - F r a c t u r e  toughness  versus  inelastic connect ion deformations.  

tic and plastic components, and then assuming that the plastic deformations are concentrated in a plas- 
tic hinge located one half of the beam depth away from the column face. 

When plotted in the way of Fig. 15, the CTOD demand is seen to increase nearly linearly with the 
inelastic deformation of the connection. This is important since ductility demand, more so than 
strength, is the governing design requirement for seismic design, For example, current seismic design 
standards [I] require a minimum connection rotation capacity of 0inelast ic = 0,03 radians for ductile 
moment resisting frames. Comparisons between the two-dimensional analyses of connections with 
overmatching (UTL and UCB-L) and matching welds (UCB-H) in Fig. 15 clearly demonstrate the 
large potential benefit of overmatched welds. Of course, the reduction in toughness demand for over- 
matched welds needs to be weighed against unfavorable tradeoffs that may be encountered with over- 
matching, e.g., lower inherent toughness in higher-strength electrodes, higher residual stresses, con- 
centration of shrinkage strains in the HAZ, etc. The three-dimensional results for UCB-L and UCB-H 
further indicate how the two-dimensional analyses significantly underestimate the peak toughness re- 
quirements by neglecting the variation in strains across the flange width�9 

Finally, given that the E70T-4 electrodes in common use for construction prior to the Northridge 
earthquake have low toughness, on the order of C T ODc  ~ 0 .00 l  in. (0.03 ram), the data in Fig. 15 
show that with an initial flaw size of ao = 0,1 in (2.5 ram), it is impossible for any of the connections 
to reliably achieve the minimum ductility levels. Conversely, to reach the required plastic hinge ro- 
tation capacity of 0,03 radians, the three-dimensional analyses for connections UCB-L and UCB-H 
imply a required material toughness of CTODc = 0.007 to 0,017 in. (0.18 to 0.43 ram). Assuming a 
higher toughness electrode with an upper shelf CTODc ~- 0.007 in, (0,18 ram), connection UCB-L 
with overmatching electrodes may be acceptable, whereas Specimen UCB-H would not. However, 
further tests and analyses are needed to confirm that such connections would perform satisfactory un- 
der cyclic earthquake loading. 
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Final Remarks 

This study demonstrates finite-element fracture analyses to be an important tool in understanding 
factors affecting toughness demands and the likelihood of cracking in beam-column connections with 
complicated geometries. Some of the issues raised in this paper, such as the relative influence of the 
backing bar gap and weld root defects, the potential benefits of using overmatching electrodes, etc., 
are subtle effects that are otherwise difficult to explain and quantify. The analyses described herein 
are a limited study looking at cracks initiating at a one of several possible internal flaws, and more 
work remains to determine appropriate toughness requirements, weld acceptance criteria, and related 
provisions to achieve fracture-resistant connections for seismic design. Beyond the connection design 
itself, there are many additional issues affecting the overall building system performance and safety 
beyond the scope of this paper, such as the effect of connection fractures on the stability of frames 
under dynamic loads. These and other questions raised by damage to steel frames during the 
Northridge earthquake are presently under study through the SAC Joint Venture [9]. 
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SI Conversions 

1 kip = 4.45 kN 
1 in. = 25.4 mm 
1 ksi = 6.89 MPa 
1 ft-lb = 1.355 J 
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ABSTRACT: An analysis based on plate finite elements and the virtual crack closure technique is used 
to study the effect of stitching on Mode I and Mode II strain energy release rates for a stitched warp- 
knit composite debond configuration. The stitches were modeled as discrete nonlinear fastener elements 
with a compliance determined by experiment. The axial and shear behavior of the stitches was consid- 
ered with both the compliances and failure loads assumed to be independent. The effect of model 
slenderness ratio on the accuracy of the strain energy release rates determined with the plate element 
models for configurations without stitching was determined by comparison with similar plane strain 
models. The analysis showed that stitches are very effective in reducing Mode I strain energy release 
rate, Gb by closing the debond faces near the debond front; however, they are less effective in reducing 
the Mode II strain energy release rate, Gn. 

KEYWORDS: woven composites, stitching, stiffener debonding, plate finite elements, VCCT 

Stitched warp-knit textile composite materials are currently being considered for use in primary 
aircraft structures [1 ]. In the NASA Advanced Subsonic Technology (AST) program, a stitched com- 
posite wing skin is being developed to demonstrate both the manufacturing and analytical technology 
needed to produce such structures. Structural panels, such as the one shown in Fig. 1, consist of the 
skin, stiffeners, and intercostals. These panels are typically made of between two and ten stacks of 
1.40-mm-thick carbon warp-knit fabric that are layered and stitched with Kevlar yams to form a skin. 
The stiffeners and intercostals are made of  a similar number  of stacks of layered and stitched fabric 
and are then stitched to the skin. Once the preform is assembled, the entire structure is infused with 
epoxy resin. 

Stiffened panels are typically subjected to large in-plane and out-of-plane loads that produce con- 
siderable bending and sheafing stresses at skin-stiffener interfaces [2]. Much of the research on skin- 
stiffener debonding has focused on the calculation of these skin-stiffener interface stresses [3-5]. The 

interface stresses may be large enough to cause a separation between the skin and stiffening elements, 
resulting in a delamination or debond. 

Fracture-mechanics-based approaches have been applied to unstitched materials for the character- 
ization of delaminations and debonds that may initiate as a result of large skin-stiffener interface 
stresses. Two-dimensional plane strain models have been used for analysis of skin-stiffener debond- 
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FIG. 1--Stitched composite panel with stiffeners. 

ing [6-8], while models based on quasi-3D or 3D brick finite element models have been used for 
analysis of edge delamination and near-surface delamination of composites [9-11]. However, since 
many layers of brick elements are often required to model both the skin panel and the associated 
stiffeners, finite element models with large numbers of degrees-of-freedom may be required. 

In an effort to develop computationally efficient models, Refs 12-15 proposed the use of plate el- 
ements to model skin-stiffener debond problems and calculate strain energy release rates using the 
virtual crack closure technique (VCCT). Conventional plate modeling inherently assumes that the 
reference surface of the plate coincides with the middle surface. Thus, the skin and stiffener are usu- 
ally modeled by plate elements with nodes at their respective mid-planes. This conventional method 
is not convenient for modeling debonding because it entails complex constraints that account for both 
nodal translations and nodal rotations to tie the flange nodes to the corresponding skin nodes. The 
approach taken in Refs 12-17 and the present analysis is to offset the skin nodes and the stiffener 
nodes from their mid-planes by one half of the thickness of the skin and stiffener, respectively, such 
that the reference surface is positioned along the skin-stiffener interface. Plate element models using 
this technique can be used to evaluate accurate values of Mode I and Mode II strain energy release 
rates [16]. 

Stitching the skin to the stiffeners and intercostals may suppress growth of the debonds by 
effectively reducing the strain energy release rates at the debond front. The effects of stitching on de- 
lamination or debond growth in composites have been examined in simple configurations with some 
success [18-25]. In these works, the stitches are modeled as truss or beam elements connecting nodes 
through the thickness of the material. References 18-23 modeled laminates as two-dimensional plane 
strain structural components, while Refs 24-25 modeled the laminates as three-dimensional solids. 
An advantage of the three-dimensional modeling is to allow the stitches to be modeled discretely 
rather than as structural components with an "effective" stiffness. 

In this paper, the method for computing strain energy release rates in stitched composite structures 
involves the use of plate elements to model the skin and stiffener (as in Refs 12-17), nonlinear fas- 
tener elements to model the stitches, and multipoint constraints to model the contact problem. Since 
the nodes of the plate elements modeling the skin and stiffener are coincident, finite length spar or 
beam elements cannot be used to model the stitches as in Refs 18-25. Rather, the stitches are mod- 
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eled as nonlinear fastener elements with axial and shear compliances determined by experiment. The 
fastener elements are composed of nonlinear spring elements offset with rigid links. This modeling 
technique allows an experimentally determined load versus deflection behavior to be considered for 
each stitch that includes the local effects of the stitch debonding from the laminate in addition to 
nonlinearity of the stitch material itself. 

Consideration of the contact problem is required because the stitch forces may displace the skin 
and stiffener flange in the region of the debond such that their adjacent faces interpenetrate. Since 
this is a physically impossible situation, a means for preventing the penetration is included in the 
model. 

The objective of this paper is to present the combined plate and nonlinear fastener element-based 
technique and to quantify the effect of stitches on the Mode I and Mode II strain energy release rates 
of a mixed mode, skin-stiffener debond configuration. The plate element modeling technique is used 
to analyze the debond configurations, and the virtual crack closure technique [26,27] is used to 
calculate strain energy release rates. In this paper, the effect of parameters such as stitch stiffness, 
applied load, and debond length on the strain energy release rates are studied. 

Analysis 

Figure 1 shows the configuration and loading of a typical skin-stiffened stitched composite panel. 
Three-dimensional modeling and analysis of this complex configuration may require a large finite el- 
ement model with several thousand degrees of freedom. However, considerable insight into the be- 
havior of complicated debond configurations can be gained by examining simple configurations such 
as the flange-skin configuration shown in Fig. 2a while reducing modeling complexity. The conflg- 

FIG. 2--Stitched composite panel and debond configeration. 
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uration was modeled using the STAGS finite element code [28,29] as an infinitely wide strip of 
length Lt = 63.5 mm and L2 = 38.1 mm and a width corresponding to the y-direction stitch spacing 
of Sy = 3.18 mm. The skin and stiffener flange have equal thickness, t, of 5.59 mm and are subjected 
to cylindrical bending repeating unit boundary conditions (v = 0, 0:, = 0) on y = -L-_Sy/2 in Fig. 2c at 
a model width corresponding to the stitch row spacing, Sy. 

Material and skin thicknesses that are representative of  the AS4/3501-6 warp-knit fabric 
stitched composite upper wing skin used in the NASA Advanced Subsonic Technology (AST) pro- 
gram are considered [1]. The same material is assumed for both the skin and the stiffener flange 
with each stack of material oriented with its primary axis in the x-direction and having a thickness 
of  1.40 ram. The equivalent  laminate stacking sequence of each stack of material is 
(45 / -45 /0 /90 /0 / -45145) , , s  where n = 4 for both the flange and the skin. The overall density of the 
fabric expressed in areal weight is 1425 g / m  z with 612, 640, and 173 g /m 2 for the 45, 0, and 90 ~ 
fibers, respectively. In these analyses, the laminates are assumed to be homogeneous, with axial 
properties determined experimentally and all others estimated using the equivalent stacking se- 
quence and classical lamination theory as 

E11 = 63.8 GPa tz12 = 15.7 GPa v~2 = 0.40 

E22 = 32.2 GPa /zls = 11.1 GPa v13 = 0.30 

E33 = 11.2 GPa Pa3 = 5.53 GPa vzs = 0.30 

where E , , / z  0, vij (i,j = 1,2,3) are the Young's moduli, shear moduli, and Poisson's ratio, respectively, 
and Subscripts 1, 2, and 3 represent the fiber, transverse, and out-of-plane directions, respectively. 
The stitch spacings, Sx and Sy, were 3.18 mm in the x- and y-directions, respectively. 

Strain Energy Release Rates 

The virtual crack closure technique (VCCT) [26,27] can be used to calculate strain energy release 
rates, G, with plate elements using the techniques discussed in Refs 12-15. The configuration was 
modeled with the STAGS (Structural Analysis of General Shells) finite element code using a 9-node 
quadratic shear deformable plate/shell element [28,29]. A comparison of strain energy release rates 
computed with the plate element-based models and similar plane strain element-based models for 
skin-stiffener configurations without stitching is offered in Appendix A. Additional considerations 
that arise from debond modeling with plate elements are discussed in Ref 16. 

A representation of the 9-noded plate elements near a debond front with rectangular grid type mod- 
eling is shown in Fig. 3 with element lengths of 0,13 and 0.80 mm in the x- and y-directions, respec- 
tively. Reference 16 suggests that allowing the elements ahead of the debond front to have free rota- 
tions ensures accurate modeling and evaluation of the strain energy release rates. If there are free 
rotations ahead of the debond front, then the G values can be calculated using the nodal forces 
(Fx, Fy, Fz) and displacements (u, v, w) near the debond front and the increment of new debond area 
created as (see Fig. 3) [12]: 

Mode I components: 

1 
(Gt)i - 2Abi [Fz~ (Wp - Wp,) + Fze(Wz - wl,)] 

1 
(Gz)j = 2Abj [Fzj ( W q  - -  Wq') + Fzs(wm -- Wrn')] (1) 

1 
(Gz)k = - 2Abl, [Fz~ (w,- - Wr') + Fz,(wn - w,,,)] 
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(a) Plate element modeling near the debond front 

x, u (Vx) 

(b) Details of the model near the debond front 

FIG. 3 - - D e b o n d  configuration modeled using nine-node plate elements. 

Mode II components." 

(GI*)i = 2Abjl [Fx,(u e - Up,) + Fx,(u~ - u,,)] 

1 
(Gll)j = 2Ab: {Fx~(uq - uq,) + Fx:(Um - Urn')] 

1 
(Glx)k = 2Abk [F~(ur - ur,) + Fx~(U, - UrO] 

(2) 
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M o d e  I I I  components :  

with 

1 
(Gm)i  - 2Abi  [Fy,(vp - vp,) + Fy,(Vt - vt,)] 

1 
(G,II)j - 2Ab j  [Fy,(Vq - vq,) + Fye(Vm - vm')] 

1 
Glll)k - 2Ab~ [Fyk(Vr -- Vr') q- Fy,(Vn - Vn')] 

(G~otat)~ = (Gz + Glz + Gl11)1~,, and 

(3) 

(4) 

y = i, j, and k indicate nodes at the debond front as shown in Fig. 3b. 
The elements are assumed to have the same length, A, ahead of and behind the debond front (as 

shown in Fig. 3). In Eqs 1-3, the equivalent widths apportioned to the two comer debond-front nodes 
are bi and bk, and to the midside debond front node is bj. These are 

1 
bi - -~ [b j _  1 + bs] 

2 bj=~b~, (5) 

bk = 1 [b~ + bj+l]  

where b j_ 1, b j, and b j+ 1 are the widths of element rows J - 1, J, and J + 1, respectively, as shown 
in Fig. 3b. Note that this modeling strategy, which assumes no rotational constraints ahead of the 
debond front, is termed "Technique-B" in Refs 14-15 .  The strain energy release rates along the 
debond front of the mixed-mode skin-stiffener debond configurations are calculated using Eqs 1-5. 

M o d e l i n g  St i tches  

Because of the implementation of the fastener elements, the configurations have been analyzed 
with a geometrically nonlinear finite element analysis within the STAGS finite element code. Unlike 
the two-dimensional plane strain and three-dimensional solid models considered in Refs 18-25 ,  the 
plate element-based modeling technique does not allow through-the-thickness modeling of details 
such as the stitches; nor does it allow nodal connections other than at the plate element reference 
surface. Thus, in the present technique, the stitches are not modeled as spar or beam elements, but 
rather as STAGS fastener elements. 

The fastener elements are imposed as nonlinear springs offset by rigid links within the plate ele- 
ment model [28,29]. T h e  fastener elements have both axial and shear stiffnesses, Kaxial and Kshea~, and 
are schematically shown as springs in Fig. 2. Only the fastener elements behind the debond front (Lx 
- a < x < L1 in Fig. 2) carry load since the upper and lower plate elements ahead of the debond front 
are coupled using constraint equations to have identical translational displacements. Stitches are 
considered in the model only along the debonded length of the skin and stiffener, so the number of 
fastener elements in the model representing the stitches in the structure is dependent on the debond 
length. The fastener elements are evenly spaced along the line y = 0 over the debonded length of the 
model (Lx - a < x < L~) in regular intervals of 3.18 mm corresponding to the stitch locations and 
coincide with plate element nodal locations. 

Accurate compliance curves for both axial and shear behavior of the stitches were developed in 
Ref  31 using flatwise tension and double lap shear tests (see Fig. 4), respectively. These compliance 
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FIG. 4--Stitch compliance (experimental results taken from Ref 31). 
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curves represent the net behavior of the stitch due to stitch material nonlinearity and stitch debond- 
ing. The contribution due to the compliance of the stacks of carbon/epoxy has been accounted for and 
does not contribute to the values shown in the curves of Fig. 4 [31]. 

A piecewise linear representation of these data is used in the finite element model. The points used 
in the linearization of the compliance curves are also shown in Fig. 4. Examination of the flatwise 
tension test data revealed that the axial compliance of the stitches increases from approximately 7.42 
X 10 -8 m/N (1.35 x 107 N/m stiffness) initially to 2.78 • 10 -6 m/N (3.59 • l0 s N/m stiffness) near 
failure. Similar examination of the double lap shear test data showed that the shear compliance of the 
stitches increases from approximately 3.14 • 10 -7 m / N  (3.19 X 106 N/m stiffness) initially to 3.57 
X 10 -6 m / N  (2.80 X 105 N/m stiffness) near failure. Since the axial and shear responses of the 
stitches shown in Fig. 4 were determined independently using flatwise tension and double lap shear 
tests, their responses must be considered to be independent in the analysis as well. Also note that 
failure of the stitches occurs at a load of 258 N per stitch in tension and 169 N per stitch in shear. 
These stiffness and failure loads will be used for the characterizations in this paper. 

Modeling the Contact Problem 

Closure of the debond faces may occur once the debond is of sufficient length. In the finite element 
analysis, contact of the faces is allowed, while interpenetration of the faces is not. Interpenetration of 
the faces can be prevented either by adding gap elements (STAGS 810 PAD elements) to the model 
between the debond faces where interpenetration is likely to occur or by adding multipoint constraints 
along a known region of interpenetration to impose the requirement of identical z-direction (w) dis- 
placements among elements in contact. No constraint on the relative sliding displacements (u, v) is 
imposed using either technique. Because of issues concerning the tolerances on overclosure allowed 
with the gap elements and the resulting negative stitch forces that may be computed, the multipoint 
constraint-based procedure was used in the present analysis even though it requires that multiple 
analyses be executed to determine the actual contact length. 

Results and Discussion 

The mixed-mode skin-stiffener debond configuration exhibits both Mode I and Mode II deforma- 
tions at the debond front and assumes self-similar debond growth between the skin and stiffener. 
Thus, no variation in G across the width of the model is assumed, and the values of G reported are 
those calculated along the lines of the stitching (y = 0 in Fig. 2). Examination of the distribution of 
GI and Gn across the width for this debond configuration shown in Fig. 2 showed less than 2% per- 
cent difference between the location in line with the stitches (y = 0) and the location midway between 
the stitches (y = +_Sy/2). Although a tendency for the debond to leave the skin-stiffener interface has 
been shown in some composite skin-stiffener structures [6-8], experimental evidence suggests that 
the self-similar assumptions are valid for this type of stitched woven composite [30]. 

Effect of Stitch Stiffi~ess 

To isolate the effects of stitch stiffness on G~, Gn, and stitch force, a distributed load, q, of 17 500 
N/m was applied to the configuration shown in Fig. 2b with a single load-bearing stitch. A fixed 
debond length, a, of 6.35 mm was chosen as it is the longest debond that may exist with only one 
load-bearing stitch at the stitch spacing (sx, sy) of 3.18 mm. The dependence of G and stitch force on 
stitch stiffness was determined for configurations with constant values of axial and shear stiffnesses 
of the stitches from 1.75 x 102 to 1.75 x 107 N/rn increased in orders of magnitude and also at 3.50 
X 107 and at 5.00 x l07 N/m. These stiffnesses bound the measured stitch stiffnesses shown in Fig. 
4 that are used in the forthcoming sections of this paper. The analysis was conducted for a given ap- 
plied force of q = 17 500 N/m. Figure 5 presents the strain energy release rate, G, and the axial and 
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(a) Strain energy release rate for a range of stitch stiffnesses 
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FIG. 5- -Ef fec t  o f  stitch stiffness on strain energy release rate and stitch force (q = 17 500 N/m, a 
= 6.35 ram, Sx = 3.18 ram, Sy = 3.18 mm). 
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shear stitch forces normalized by their respective failure loads, Faxial/Faxialfailure and Fshear/Eshear 
fait,,e, for the debond configuration. The computed values of GI and Gn are nonlinear functions of the 
stitch stiffness. As stitch stiffness increases, the strain energy release rate decreases because much of 
the load is transferred from the skin to the flange by the stiff stitches. Comparison of the measured 
initial axial stitch stiffness of about 1.35 x 107 N/m from the flatwise tension test data and initial 
shear stitch stiffness of about 3.19 X 106 N/m from double lap shear test data with the curves of 
Fig. 5a suggests that in the presence of a single stitch, Gx may be decreased by nearly an order of 
magnitude, while Gn may be decreased by as much as a factor of two compared with the unstitched 
values. 

The force carried by the single stitch increases with increasing stitch stiffness throughout the range 
of stiffnesses considered as shown in Fig. 5b. However, a decrease in the slope of the curves indicates 
that both the axial and shear force in the stitches will reach a maximum value at very large stitch stiff- 
nesses. For this configuration, the values of the stitch force become asymptotic at very large stitch 
stiffnesses and reach approximately Faxial]Faxialfailure = 0.78 and Fshear/Fshearfailure = 1.00 at 
stitch stiffnesses near 1.0 X 10 m N/m at the applied load of 17 500 N/m. 

Effect of Increasing Load 

Finite element models utilizing the compliance curves shown in Fig. 4 were used to evaluate the 
response of the debond configuration to increasing load. As shown in Fig. 6a, both G~ and Gn in- 
crease with increasing applied load; however, GI exhibits a larger sensitivity to the increase in load 
than does Gn. Figure 6b shows the increase in normalized axial and shear forces in the stitches with 
increasing applied load. From Fig. 4, stitch stiffness decreases as stitch load increases; thus, the slope 
of the stitch force versus applied load curves also decrease. 

The maximum values of strain energy release rate shown in Fig. 6a are well beyond the value re- 
quired to propagate the debond in an epoxy resin; Gxc for a brittle epoxy resin is approximately 175 
J/m 2 [32]. These large values of GI and GII are a result of the large applied loads required to reach the 
nonlinear region of the stitch response for the single stitch configuration. As will be seen in the 
following section, large stitch forces are attained at much lower loads once the debond grows. 

An applied load of 80 000 N/m results in an axial stitch load of approximately 129 N (Faxial[Faxial 
failure) = 0.50 in Fig. 6b in the stitches and corresponds to a stitch stiffness of 1.20 • 1 0  6 N/m in Fig. 
4a. This represents a decrease in axial stitch stiffness by a factor of 12 compared with the initial value. 
Although the stitches significantly retard debond growth when carrying low loads, they have a 
decreased effect on strain energy release rate once they are heavily loaded. 

Effect of lncreasing Debond Length 

The effect on increased debond length is studied next. The strain energy release rates and stitch 
forces were determined over a range of debond lengths for the debond configuration with a fixed ap- 
plied load of 17 500 N/m. In Fig. 7, both the Mode I and Mode II strain energy release rates, Cq and 
Gn, for the unstitched configurations increase with increasing debond length over the range of debond 
lengths, a, presented. The increasing strain energy release rates suggest that a condition for unstable 
debond growth exists in the unstitched configurations. 

Stitching has a significant effect on both G~ and GII .  The Mode I G-value initially increases with 
debond length and then begins to decrease after the debond advances past the first stitch (first 
vertical line in Fig. 7), decreasing as additional stitches begin to carry load, eventually reaching val- 
ues of zero for long debonds (a/t > 3.41). These zero values for long debonds correspond to a region 
of contact immediately behind the debond front that increases with increasing debond length. In con- 
trast, Gn is a weaker function of debond length since the shearing displacements are not reduced to 
zero as the stitches close the debond faces. Rather, the shearing force and displacement are gradually 
reduced as additional stitches transfer an increasing fraction of the load. Thus, even though the Mode 
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FIG. 7--Effect of multiple stitches on Gl and GI~ (q = 17 500 N/m, Sx = 3.18, Sy 3.18 mm). 

I contribution is driven to zero for a/t > 3.41, there may be sufficient energy due to Mode II present 
to drive the debond for much longer lengths. 

Figures 8a and 8b show the normalized axial and shear force in the stitches. As seen in Fig. 8a, of 
the 15 active stitches in the model, only Stitches 1 through 3 have nonzero axial force (Facial) over the 
range of debond lengths considered. The axial force reaches a near-constant value for debond lengths 
corresponding to the region of zero Mode I (a/t > 3.41). However, a shearing force (Fshear), shown 
in Fig. 8b, is also present in the stitches and is nonzero for all of the stitches (Stitches 1 through 15) 
along the debond. Results were evaluated from the finite element model with increments of debond 
growth of 6.35 mm (alt = 1.14), so the force corresponding to the first 6.35 mm (a/t = 1.14) of 
debond growth beyond a given stitch location in the finite element model was not recovered in the 
analysis and is represented by the dashed lines in the figure. For long debonds considered in this 
analysis (a/t > 3.41), the normalized shear force (FsheaflFshearfai~,re) in the first stitch is larger than 
the corresponding normalized axial force (Faxial[Faxialfailure). 

There are two ways that the debond may continue to grow in this mixed-mode configuration. If the 
load in the stitches remains below the failure load, the debond may continue to grow by Mode II as 
shown in Fig. 7a. However, at higher loads, the stitches may fail and non-zero Mode I may be 
present that could contribute to the growth of the debond. The present analysis suggests that the 
former may be the preferred growth mode for this configuration with the 17 500 N/m load. 
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Concluding Remarks 

The effect of stitches on the Mode I and Mode II strain energy release rates of a mixed-mode skin- 
stiffener debond configuration with an initial debond was studied. A modeling technique was devel- 
oped that uses the virtual crack closure technique (VCCT) to calculate the strain energy release rates, 
plate elements with an offset reference surface to model the skin and stiffener, nonlinear fastener 
elements to model the stitches, and multipoint constraints to model the contact problem. The effect 
of parameters such as stitch stiffness, applied load, and debond length on the strain energy release 
rates were studied. 

The debond growth between the flange and the skin was assumed to be self-similar and continu- 
ous along the length of the flange-skin interface. The technique is well suited to configurations that 
would normally lend themselves to being modeled with plate elements, that is, configurations 
wherein shear deformable plate assumptions are valid. The stitches were modeled as discrete nonlin- 
ear fastener elements with their compliance determined by experiment. Both axial and shear behav- 
ior of the stitches were considered; however, the two compliances and failure loads were assumed to 
be independent. The contact problem was modeled using multi-point constraints rather than gap 
elements because the no-penetration condition could be imposed exactly with the multi-point 
constraints, whereas the gap elements enforce no penetration to a small but finite tolerance. 

Stitches with stiffnesses in excess of 2 • 10 5 N/m in the 3.18 by 3.18-mm stitching pattern were 
required to noticeably affect the values of strain energy release rate for the configurations studied. For 
fixed debond lengths, an increase in applied load results in an increase in the load carried by the 
stitches; thus, stitch compliance increases and contributes to an increase in GI. However, as the 
debond length increases at a fixed applied load, additional stitches begin to carry load resulting in a 
decrease in GI- For long debonds, the stitches may produce enough compressive force at the debond 
front to close the debond and reduce GI to zero. In contrast, the stitches have less effect on Mode II, 
and Gn remains nonzero throughout the range of debond lengths considered. Thus, there are two ways 
that the debond may continue to grow in this mixed-mode configuration. If the stitches do not fail, 
the debond may continue to grow by Mode II. However, if the stitches fail, non-zero Mode I may be 
present and may also contribute to the growth of the debond. 

APPENDIX A 

Verification of Plate Element Models 

Although Refs 12-15 provide validation of the plate element-based analyses through comparison 
with corresponding plane strain analyses, comparison is provided here for the specific configuration 
of interest. Geometrically linear analyses with a unit bending load are considered. 

Plane strain-based analyses that model the cross-sectional deformation of the skin and stiffener are 
inherently more accurate than plate element-based analyses that make the assumption that plane sec- 
tions remain plane throughout the thickness. However, the plate assumptions become increasingly 
valid as the sle,demess ratio (ratio of plate length,/, to thickness, 2t) increases. 

Figure A l a  shows a comparison between the plate element and plane strain element-based tech- 
niques for an unstitched version of the configuration shown in Fig. 2. The configuration has a slen- 
derness ratio of l/2t = 9.09. As seen in the figure, the plate element-based technique predicts values 
of G~ and Gn that are consistently less than the plane strain values. The differences between the two 
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analyses are a weak function of the debond length and are about 17 and 18% for GI and Gn, respec- 
tively, at values of a/t  = 1.14 and 12 and 14% for GI and Gn, respectively, at values of a/t  = 9.09. 

Figure A l b  shows a similar comparison between plate and plane strain values, but for a slender- 
ness ratio of I /2t  = 18.2. As seen in this figure, the plate element-based technique predicts values of 
Cq and Gn that are only slightly less than the plane strain values. The difference between the two anal- 
yses is again a weak function of the debond length and are about 7 and 4% for G~ and GII, respec- 
tively, at values o f a / t  = 1.14 and 3 and 2% for GI and Gn, respectively, at values o f a / t  = 9.09. Thus, 
a comparison of the results obtained for these two configurations indicates that the validity of the 
plate element-based analyses using the STAGS 480 elements improves with increasing slenderness 
ratio and that the accuracy is a weak function of debond length. 
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