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Foreword 

The Twenty-Seventh National Symposium on Fatigue and Fracture Mechanics was held in 
Williamsburg, Virginia on 26-29 June 1995. The sponsor of the event was ASTM Committee 
E-8 on Fatigue and Fracture. The symposium chairman was R. S. Piascik, NASA Langley 
Research Center. Symposium co-chairmen were: J. C. Newman, Jr., NASA Langley Research 
Center; R. P. Gangloff, University of Virginia; and N. E. Dowling, Virginia Polytechnic Insti- 
tute and State University. This special technical publication highlights a topical subset of the 
meeting: research on the critical effect of temperature on the fatigue and fracture of structural 
materials. The editors of this publication were R. S. Piascik, R. P. Gangloff, and A. Saxena. 
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Overview 

The 27th National Symposium on Fatigue and Fracture Mechanics, held in Williamsburg, 
Virginia in June of 1995, was organized with the goal of providing an international forum for 
the integration of research on fatigue and fracture mechanics. The intent of this meeting was 
to reinforce the recent merger of ASTM Committees E09 on Fatigue and E24 on Fracture 
Mechanics, forming Committee E08 on Fatigue and Fracture. This special technical publication 
highlights a topical subset of the meeting, that is, research on the critical effect of temperature 
on the fatigue and fracture of structural materials. 

While elevated temperature effects on mechanical behavior have been studied for over 100 
years, uncertainties continue to hinder prediction of the long-life performance of flawed aging 
structures in the aggressive thermal environment, as well as the development of damage-tolerant 
alloys. The organizing committee aimed to examine the extent to which recent developments 
in fatigue and fracture mechanics have been exploited to further quantitative understanding of 
this field. Papers were sought that highlighted: 

�9 Integration of damage evolution, from the distributed form to that focused at a crack tip. 
�9 High-resolution experimental probes of fatigue and fracture processes. 
�9 Measurement and modeling of the important role of time in microstructural degradation, 

damage evolution, and crack growth. 
�9 Models that provide quantitative predictions and are tested by high-quality ex- 

perimentation. 
�9 Performance of next-generation structural metals and composites, characterized within a 

framework useful in component life prediction. 

The following is an overview of the Symposium papers included in this topical volume. The 
selection process adhered to ASTM procedures for peer review by a committee of three experts. 
The review of each paper was overseen by one of the STP coeditors and a representative of 
the ASTM Committee on Publications. Authors provided mandatory revisions in response to 
this process and several papers were not published. This standard of review is equivalent in 
rigor to that practiced by the archival journals in our field. 

The manuscripts are divided according to the topics of creep crack growth, fatigue, and 
fracture. 

Creep Crack Growth 

Gao, Chen, Chen, and Wei reported on research conducted to understand the rate controlling 
process and micromechanisms for environmentally enhanced intergranular creep crack growth 
in Inconel 718 at elevated temperatures. The effects of environmental oxygen pressure and 
alloy chemical composition on crack growth rate were elucidated. The role of niobium as an 
enhancer of creep crack growth rate was identified, providing a basis for alloy development. 
The approach embodied in this research follows the philosophy but forth by Professor Wei in 
his J. L. Swedlow lecture that keynoted this conference. 

Sester, Mohrmann, and Riedel presented a constitutive model for creep and creep rupture of 
12% Cr steel. The aim of this approach was to develop better understanding of the role of 
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vi i i  ELEVATED TEMPERATURE EFFECTS: FATIGUE AND FRACTURE 

microstructure during creep crack growth. The model includes the Hutchinson damage param- 
eter, the Rodin-Parks model for the effect of creep damage on macroscopic constitutive be- 
havior, and an empirical evolutionary equation for estimating microcrack density. Model pa- 
rameters are adjusted to a set of uniaxial creep data over a wide range of stress. Model 
predictions compare favorably with creep crack growth test results and are conservative, sug- 
gesting further work to refine the constitutive model. 

Chell, Kuhlman, Millwater, and Riha considered creep crack growth in terms of C,. This 
driving force was estimated for cracks with multiple degrees of freedom, such as an embedded 
elliptical flaw, using the reference stress to determine C* and a probabilistic method. It was 
concluded that the reference stress approach provides a simple and versatile method for eval- 
uating C*, in addition to including the important effects of self-equilibrated secondary stresses 
and prior damage in the determination of C,. The application of a probability analysis, based 
on fast probability integration techniques, enables decisions regarding inspection schedules for 
an operating plant and identifies the variables that govern the lifetime of the cracked component. 

In a two-part contribution, Hamilton, Hall, Saxena, and McDowell investigated the creep 
deformation and creep crack growth characteristics of Aluminum Alloy 2519-T87 at 135~ 
Experimental work in Part I demonstrated that, characteristic of a creep brittle material, crack 
growth rate effectively correlates with the applied stress intensity, but not with time-dependent 
(7,. Subcritical cracking was either distinctly intergranular or transgranular, with the transition 
between these fracture regions occurring at a critical K-level. The incubation time required for 
crack growth was correlated with K and related to an accumulation of a critical amount of 
damage ahead of the crack tip. In Part II a finite element model of AA2519 creep crack growth 
was used to gain insight into the relation of crack tip strain field fracture parameters to creep 
crack growth rate. Numerical results indicate an initial transient period of crack growth, fol- 
lowed by a quasi-steady-state cracking regime in which the crack tip fields change slowly with 
increasing crack length. Transition of crack growth to the quasi-stead-state regime, where si- 
militude and small-scale creep conditions roughly exist, is given by a transition time (t,) that 
depends on crack growth history and material properties. Creep crack growth rate is predicted 
to correlate with K for times in excess of t~, as observed experimentally. 

Fatigue 
Ohtani, Kitamura, Tada, and Zhou modeled creep-fatigue damage in 304 stainless steel sheet 

at elevated temperature. The model predicts the evolution of both surface and internal cracking. 
For surface cracking, grain boundary facets were generated using an isotropic grain growth 
model, and cracks were simulated where facets intersect the surface. In the case of internal 
cracks, grain boundary facets were projected on a plane perpendicular to the stress axis. A 
random-number description of the intrinsic fracture resistance of each grain facet represented 
the stochastic nature of crack initiation and propagation. To describe damage evolution, the 
fracture resistance of each facet was reduced by the magnitude of the driving force after every 
cycle. Here, the driving force depends on tensile and compressive strain rates, total strain range, 
and temperature. When the resistance becomes zero, a crack is assumed to initiate. Numerical 
simulations of surface and internal cracking exhibit similar morphologies compared to creep- 
fatigue cracking observed in 304 stainless steel sheet. The predicted number of cracks, the 
distribution of crack length, and the crack propagation rate agree quantitatively with experi- 
mental observations. 

The effect of a gaseous environment on elevated temperature fatigue crack propagation 
kinetics was investigated by Sarrazin-Baudoux, Lesterlin, and Petit. Specifically, the crack 
growth behavior of Ti-6AI-4V and Ti-6AI-3Sn-4Zr-6Mo alloys was studied in purified nitrogen, 
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with controlled additions of small partial pressure quantities of pure oxygen and water vapor. 
Comparisons with inert vacuum rates suggest that increased da/dN in water vapor is due to 
hydrogen embrittlement at 300~ Above a critical temperature range (465 to 500~ a time- 
dependent damage mechanism operated; fatigue crack growth rate increased as frequency de- 
creased from 35 to 0.1 Hz. Here, oxygen was suspected of being the embrittling specie. 

Albertson, Stephens, and Bayha provided data on the fatigue crack growth characteristics of 
two modem titanium alloys, Timetal-21S and Ti-6A1-2Sn-2Zr-2Mo-2Cr at 25 and 175~ Dif- 
ferences in constant amplitude fatigue crack growth rate at various stress ratios (R = 0.1, 0.5, 
and -0 .4)  were rationalized in terms of crack tip closure mechanisms. 

The research performed by Yoon, Beak, and Suh is directed towards turbine rotor life pre- 
diction. Here, waveform effects on the creep crack growth behavior of 1Cr-lMo-0.25V rotor 
steel at 528~ are studied. Large scatter is observed in time-dependent crack growth, (da/dt)avg, 
during hold times when correlated with estimated (C,)avg. A new estimation equation was pro- 
posed in which effects of load increasing rate are considered. The effectiveness of the proposed 
equation was discussed by showing that the scatter of the measured (da/dt)avg data was reduced 
when the new equation was adopted. The characteristics of the initial transient crack growth 
behavior are also shown to be dependent on an oxidation-dominated crack growth mechanism. 

Fracture 

Haynes, Somerday, Lach, and Gangloff predicted the temperature dependence of the initi- 
ation fracture toughness for a variety of advanced ingot and powder metallurgy aluminum 
alloys, utilizing a critical plastic strain-controlled micromechanical model of ductile microvoid 
fracture. This work showed that toughness is governed by the interplay of the temperature 
dependencies of the crack tip field and affected by material constitutive behavior and the in- 
trinsic microvoid fracture resistance. A calculated critical distance parameter correlated with 
the nearest-neighbor spacing of void nucleating particleg and with the extent of primary void 
growth determined fractographically. This work provides a broad confirming test of this crack 
tip process zone modeling approach and suggests a means to predict absolute values of fracture 
toughness. 

The effect of long-term thermal exposure on the fracture properties of advanced aluminum 
alloys was studied by Reynolds and Crooks. Both lithium-based and non-lithium-containing 
alloys were exposed in moist air to temperatures ranging from 93 to 163~ for up to 7000 h, 
followed by tensile and J-integral fracture toughness testing. Detailed fractography revealed a 
predominantly transgranular microvoid fracture morphology prior to exposure, but both brittle 
and ductile grain boundary failure after exposure. A reduction in fracture resistance was cor- 
related with boundary precipitation that occurred during long-term elevated temperature ex- 
posure. These results are pertinent to the use of light alloys in the next-generation supersonic 
aircraft. 

Yang, Saxena, and Starr investigated the high-temperature (1000~ fracture behavior of the 
unidirectional Nicalon fiber-reinforced reaction-bonded silicon nitride (RBSN) composite. Mi- 
crostructural examinations demonstrated that high porosity and coarse open pores lead to ox- 
idation above 800~ Severe matrix oxidation leads to substantial expansion of the composite 
in the transverse direction. Fracture studies of the RBSN composite documented the effect of 
elevated temperature and oxidation on crack initiation and growth. 

We wish to thank those who participated in this meeting and enabled this volume, including 
the session chairs, authors, reviewers, and ASTM staff. We hope that the collection of manu- 
scripts in ASTM STP 1297 on Elevated Temperature Effects on Fatigue and Fracture will 
contribute to engineering solutions to life prediction problems, stimulate future research on the 
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critical issues represented here, and integrate work on fatigue and fracture mechanics as em- 
bodied in the new structure of ASTM Committee E08. 

Robert S. Piascik 
NASA Langley Research Center 

Hampton, VA 23681 ~ symposium chairman 
and editor. 

Richard P. Gangloff 
University of Virginia 
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Creep Crack Growth 

C o p y r i g h t  b y  A S T M  I n t ' l  ( a l l  r i g h t s  r e s e r v e d ) ;  W e d  D e c  2 3  1 9 : 3 7 : 5 9  E S T  2 0 1 5
D o w n l o a d e d / p r i n t e d  b y
U n i v e r s i t y  o f  W a s h i n g t o n  ( U n i v e r s i t y  o f  W a s h i n g t o n )  p u r s u a n t  t o  L i c e n s e  A g r e e m e n t .  N o  f u r t h e r  r e p r o d u c t i o n s  a u t h o r i z e d .



B. Carter Hamilton, 1 David E. Hall, 2 Ashok Saxena, 3 and 
David L. McDowell  4 

Creep Crack Growth Behavior of Aluminum 
Alloy 2519: Part I Experimental Analysis 

REFERENCE: Hamilton, B. C., Hall, D. E., Saxena, A., and McDowell, D. L., "Creep  Crack 
Growth Behavior of Aluminum Alloy 2519: Part  I --Experimental  Analysis," Elevated Tem- 
perature Effects on Fatigue and Fracture, ASTM STP 1297, R. S. Piascik, R. P. Gangloff, and 
A. Saxena, Eds., American Society for Testing and Materials, 1997, pp. 3-18. 

ABSTRACT: The discipline of time-dependent fracture mechanics has traditionally focused on 
the creep crack growth behavior of high-temperature materials that display creep-ductile behav- 
ior, such as stainless steels and chromium-molybdenum steels. Elevated temperature aluminum 
alloys, however, have been developed that exhibit creep-brittle behavior; in this case, the creep 
crack growth rate correlates with the stress intensity factor, K. The fracture characteristics of 
aluminum alloy 2519-T87 were studied at 135~ and the creep and creep crack growth behavior 
were characterized utilizing experimental and numerical methods. 

The strain to failure for creep deformation specimens was limited to only 1.2 to 2.0%. Creep 
crack growth tests revealed a unique correlation between the creep crack growth rate and K, a 
result consistent with creep-brittle behavior. No experimental correlation was found between the 
creep crack growth rate and the C, parameter. Microscopy of fracture surfaces revealed distinct 
regions of intergranular and transgranular fracture, and the transition between the fracture regions 
was found to occur at a critical K-level. Experimental results also appeared to show that initiation 
of crack growth (incubation) is controlled by the accumulation of a critical amount of damage 
ahead of the crack tip and that a correlation exists between the incubation time and K. Total time 
to failure is viewed as a summation of the incubation period and the crack growth period, and 
the design importance of incubation time is discussed. 

KEYWORDS: creep, creep crack growth, creep-brittle, aluminum alloys, crack initiation, 
incubation 

Researchers in t ime-dependent fracture mechanics (TDFM) have sought to understand the 
creep crack growth behavior of  engineering materials and to establish correlations between the 
creep crack growth rate and global crack tip parameters. Creep crack growth behavior of  metals 
may be characterized as creep-ductile or creep-brittle. In creep-ductile materials, creep defor- 
mation accumulates ahead of  the crack tip at a rate much faster than the rate at which the crack 
propagates, and therefore the crack remains effectively stationary within an expanding creep 
zone. Under  these conditions, t ime-dependent crack tip parameters that assume a stationary 
crack, such as C* [1] and Ct [2], characterize crack tip conditions and correlate with the creep 

Graduate research assistant, School of Materials Science and Engineering, Georgia Institute of Tech- 
nology, Atlanta, GA 30332. 

2 Assistant professor, Department of Mechanical and Industrial Engineering, Louisiana Tech University, 
Ruston, LA 71272. 

3 Professor and chair, School of Materials Science and Engineering, Georgia Institute of Technology, 
Atlanta GA 30332. 

4 Regent's professor, The George W. Woodruff School of Mechanical Engineering, Georgia Institute 
of Technology, Atlanta, GA 30332. 

Copyright�9 1997 by ASTM International www.astm.org 
Copyright by ASTM Int'l (all rights reserved); Wed Dec 23 19:37:59 EST 2015
Downloaded/printed by
University of Washington (University of Washington) pursuant to License Agreement. No further reproductions authorized.



4 ELEVATED TEMPERATURE EFFECTS: FATIGUE AND FRACTURE 

O.O00l 

1E-O05 

IE~06 

m-0o7 

1E-008 

IE-O09 

IE-OIO 

W 

O 

. 

�9 or, w = 4o.0 n ~  I 
[] CT, W = 40.0 ~ I 

g t ,' cr .w-- ,~.o~l  

O 

i i i i i i i 

10 100 

K (MPa~/m) 

FIG. I--Creep crack growth rates versus K for aluminum 2219-T851 at 175~ for constant P 
tests [7,8]. 

crack growth rate. Many high-temperature structural steels, such as stainless steels and chro- 
mium-molybdenum steels, exhibit creep-ductile behavior at elevated temperatures [3,4]. 

In creep-brittle materials, however, creep strain accumulation at the crack tip and crack 
extension proceed at comparable rates, and crack growth significantly perturbs the crack tip 
stress field. Thus, the time-dependent, stationary crack tip parameters no longer characterize 
the crack tip conditions. Under certain circumstances, time-independent fracture parameters, 
such as the J-integral [5,6] or K, may correlate with the creep crack growth rate in creep-brittle 
materials. At elevated temperatures, some aluminum alloys have exhibited such creep-brittle 
behavior. For example, correlations between the creep crack growth rate and K have been 
established for aluminum alloy 2219-T851 [7,8] (Fig. 1) and to a limited extent for aluminum 
alloy 8009 [9]. Similar correlations have also been demonstrated for other creep-brittle materials 
such as Ti-6242 [10] (Fig. 2). The precise conditions, however, under which K or J characterize 
the crack growth behavior of creep-brittle materials are not yet well defined. 

Aluminum 2519-T87, an aluminum-copper alloy containing 5.3 to 6.4% copper, was devel- 
oped as an improvement to aluminum 2219-T851 and has displayed superior mechanical prop- 
erties to 2219 over a wide temperature range [11]. Aluminum 2519 is a precipitation-hardenable 
alloy, which relates to the enhanced mechanical performance and increased creep resistance 
imparted to the alloy by second-phase precipitates. The goal of this research is to evaluate the 
creep and creep crack growth behavior of aluminum 2519 at 135~ 

Experimental  Procedure 

Creep Deformation Tests 

To characterize the creep and creep crack growth behavior of aluminum 2519-T87, several 
creep deformation and creep crack growth tests were performed at 135~ (275~ The alloy 
was manufactured by Alcoa and provided in a heat-treated condition in plate form by the NASA 
Langley Research Center. For creep deformation testing, twelve tension specimens were ma- 
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FIG. 2--Creep crack growth rates as a function of the J-integral for Ti-6242 at 500~ [10]. 

chined from the plate material and oriented so that the tensile axis coincided with the rolling 
direction. The selected geometry and size for these specimens are shown in Fig. 3. Creep 
deformation tests were performed with dead weight lever-type creep machines under a constant 
load. In some instances, however, the test loads were too small (approximately less than 4.55 
kg) to apply through the lever. For these tests, the constant load was directly applied to the 
specimen. The test temperature was controlled to within --- I~ and the creep deflection along 
the load-line was measured with a direct calibration displacement transducer (DCDT) based 
extensometer. Following the tests, creep strain versus time and creep strain rate versus time 
plots were generated and the creep constants calculated. Creep strain rates were determined 
using the sliding seven-point polynomial fit [12]. Because the scatter in the strain versus time 
data was so low, the authors feel that four creep deformation tests are sufficient to derive 
consistent and reliable deformation rates. 

Creep Crack Growth Tests 

For creep crack growth testing, CT-type specimens of two thicknesses were utilized as rep- 
resented in Fig. 4. Four 22.1-mm-thick and three 6.35-mm-thick specimens were machined 
from the plate material in the L-T orientation. The specimens were fatigue precracked at room 

L. _1 
, i -  60 .325  - i  

6,35o  :It 
,5.a75--.I I '-  -"1 I '- s.35o 

FIG. 3--Creep deformation specimen geometry and size (unit: mm). 
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FIG. 4---Geomet~ of  CT-type specimens used for creep crack growth testing and electrical lead 
locations (unit." ram). 

temperature using a servohydraulic system to an initial crack length of 21.6 mm. The final 
0.635 mm of precrack extension was obtained at a AK level of 4.45 MPaV~m, well below the 
K-level during creep crack growth testing. Following precracking, the specimens were side 
grooved 10% of the thickness on each side of the crack plane. The creep crack growth tests 
were performed using dead-weight lever-type creep machines to apply a constant load, and the 
test temperature was controlled to within + I~ The load-line deflection was continuously 
monitored with time using a DCDT extensometer attached to knife blades inserted into the 
notch. Electrical leads were attached to the specimen to monitor the crack length by the d-c 
potential drop method, as shown in Fig. 4 [12,13]. Signals from the extensometer and potential 
drop were logged on a strip chart recorder throughout the test. Following the tests, crack length 
versus time and deflection versus time plots were created, and the crack growth rates and 
deflection rates were determined using the secant (point to point) method [12]. 
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TABLE 1--Summary of creep deformation tests. 

Specimen Stress Level, MPa Time, h 

CD-4 317 45 
CD-5 324 60 
CD-6 283 1250 
CD-8 296 750 

Results and Discussion 

Creep Deformation 

Four creep deformation tests were performed at different stress levels to evaluate the creep 
behavior of 2519 at the test temperature. A summary of test results is presented in Table 1. 
Figures 5 and 6 plot the creep strain behavior of the four specimens as a function of time. The 
creep strain at fracture in all specimens was less than 2.0%, which is consistent with the creep- 
brittle characteristics of this material. Steady-state creep dominates the creep response of the 
material in terms of the fraction of total time to failure, but the primary creep region, which is 
present for less than 1% of the total failure time, contributes significantly to the overall creep 
strain. 

A useful constitutive equation employed to describe the creep strain rate as a function of 
stress, or, and accumulated strain, e, is given by [14]: 

gc = A1 e-ptrn~O§ + A 0"~ + A3 O'n3 (e -- Ao~) p3 (1) 

The first term in the equation represents the contribution to the creep strain rate from primary 
creep, where A1, p, and nl are material constants. The second term in the equation represents 
the secondary (or steady-state) creep regime with A and n as constants, and the last term in the 
equation describes the tertiary creep regime, where A3 and n3 are regression constants. These 
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FIG. 6~Creep strain versus time for creep deformation specimens CD-6 and CD-8 at 135~ with 
fitted creep data from Eq 3. 

creep constants (except for tertiary creep) are provided in Table 2. In comparison with creep 
constants for typical creep-ductile materials [4,15], aluminum 2519 appears to have an unusu- 
ally high value for the steady-state creep exponent. These results, however, are consistent with 
data on other high-temperature, creep-brittle aluminum alloys such as 2219 [16,17], for which 
n = 24 and A = 1.2 X 10 -63 at 175~ and aluminum 8009 [9]. 

Though this constitutive equation accurately models the behavior of the secondary region, 
the equation yields a poor fit to the primary creep regime, especially at the high stress levels. 
Because the model more reliably describes a gradual accumulation of primary creep strain, the 
model cannot account for the rapid primary creep strain accumulation in a short time interval 
(less than 10 h) as observed in this material. To overcome this limitation, the Garafalo equation 
[18], Eq 2, was employed to fit the primary creep data: 

ec = A'~o~"(1 - e -mr) + Aont (2) 

where A[, n~, and m are regression constants, and all other terms have their previous meaning 
as defined in Eq 1. The regression constants for the Garafalo equation are presented in Table 

TABLE 2--Primary and secondary 
creep constants (SI units) for Eq 1. 

Consant Value 

PRIMARY CREEP CONSTANTS 

nl 13 
p 1.404 
A1 1.98E-86 

SECONDARY CREEP CONSTANTS 

n 25 
A 1.08E-67 
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HAMILTON ET AL. ON ALUMINUM ALLOY 2519 9 

TABLE 3--Primary and secondary 
creep constants (SI units) for the 

Garafalo equation. 

Constant Value 

PRIMARY CREEP CONSTANTS 
n~ 1.49 
m 0.50 
A~ 5.248E-7 

SECONDARY CREEP CONSTANTS 
n 25 
A 1.08E-67 

3. Another approach for modelling creep deformation is to add an additional steady-state term 
to Eq 1 such that: 

8c = Alep ptrn~O+p) + Ao~ + A'o~' + A3tYn3( e - A~ p3 (3) 

The values for the creep constants in this model are provided in Table 4. The fitted creep data 
utilizing Eq 3 are displayed in Figs. 5 and 6 along with the experimental data. On initial 
inspection, this equation apparently fails to model the entire creep behavior of the deformation 
test performed at 317 MPa (specimen CD-4). This poor fit, however, is a result of an experi- 
mental error rather than a deficiency in the constitutive model itself. During the initial stages 
of the test, a data-recording error occurred that essentially caused the primary creep regime to 
be missed. Equation 3, however, accurately models the steady-state creep behavior of this 
specimen. Of the three models discussed, Eq 3 provides the best fit to the experimental data 
and was, therefore, selected as the appropriate constitutive equation. 

Creep Crack Growth 

Five constant load creep crack growth tests were performed at various initial K-levels to 
evaluate the creep crack growth behavior of aluminum 2519. Four specimens had a nominal 
thickness of 22.1 mm and one had a thickness of 6.35 mm. A summary of test conditions and 
durations is presented in Table 5. Also presented in this table are the final crack lengths of each 

TABLE 4---Primary and secondary 
creep constants (Sl units) for Eq 3. 

Constant Value 

PRIMARY CREEP CONSTANTS 
nl 11.82 
p 6.95 
Al 7.13E-255 

SECONDARY CREEP CONSTANTS 
n 21 
A 2.32E-58 
n' 5.33 
A' 4.77E-19 
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10 ELEVATED TEMPERATURE EFFECTS: FATIGUE AND FRACTURE 

TABLE 5--Creep crack growth tests. 

Specimen No. Thickness, mm K-Level, MPaV'-m Failure time, h 

BCH- I 6.35 18.67 740-i* 
BCH-4 22. I 16.51 354 
BCH-5 22.1 18.73 31 
BCH-6 22.1 18.73 104 
BCH-7 22. I 17.60 144-i* 

Initial Crack Length, Final Length Final Length 
Specimen No. mm Potential, mm Comp., mm 

BCH- 1 22.20 31.12 30.43 
BCH-4 22.53 26.42 31.50 
BCH-5 22.56 28.45 32.51 
BCH-6 22.50 27.18 27.18 
BCH-7 22.58 26.51 29.77 

NOTE: *i indicates that test was interrupted before failure. 

specimen determined by both the d-c potential drop method and the change in elastic compli- 
ance. Because rapid fracture often occurred before the tests could be interrupted to determine 
the crack extension, visual measurements of the final crack lengths are available only for 
specimens BCH-I and BCH-7. These visually measured lengths are 32.1 and 27.0 mm, re- 
spectively. Though the d-c potential drop method appears to be theoretically more accurate and 
reliable compared to the compliance technique, fluctuations in the thermal voltage limit its 
crack extension resolution for 2519 [17]. Due to the high electrical conductivity of the test 
material, unusually high fluctuations in the thermal voltage were observed. In many instances 
the fluctuations were comparable in magnitude to the d-c potential changes due to crack ex- 
tension; therefore, to unambiguously determine the crack length, the thermal voltage had to be 
measured at all points of crack length calculation. Since the thermal voltage is determined by 
momentarily removing the input current, continuously monitoring the crack length by the po- 
tential drop method was impossible. In comparison, thc major advantage of the elastic com- 
pliance method was the ability to continuously monitor the load-line deflection with time; 
therefore, the crack length can be calculated at any point throughout the test duration. In our 
research, both techniques were used to measure crack extension, and crack growth rates were 
also calculated using both measurements for all tests. 

To investigate the potential for correlation between the crack growth rate, da/dt, and K for 
2519, the following equation was considered: 

da 
- - =  C ' K  q (4) 
dt 

where C'  and q are regression constants. The stress intensity factor, K, is calculated from the 
crack lengths using Eq 5: 

P a 

g - - -  

BN W1/2 

where BN = X/-~gB 

(5) 
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FIG. 7--Correlation with K using the d-c potential drop method for crack length measurement. 

where P is the load, W is the specimen width, f (alW) is a geometric factor, BE is the net 
specimen thickness, B is the original specimen thickness, and Bsg is the specimen thickness in 
the plane of the side groove [19]. Figures 7 and 8 plot the crack growth rate against K using 
the d-c potential drop data and the elastic compliance data, respectively. These figures dem- 
onstrate that an experimental correlation does exist between the creep crack growth rate and 
K, a result consistent with the creep-brittle characteristics of this material. A reasonable com- 
parison exists between the data from the two crack extension measurement techniques, although 
there is much more scatter in the data from the compliance method. The electric potential drop 

10 

1 

~0.1 

0.01 

[] 
[] o x 

x x 
x o 

o o [3 
~ g 

o 

% 

o A 

CCG Samples ] 
O BCH-I, B=6.35 mm] 
O BCH-4, B=22.1 mm[ 
[]  BCH-5, B=22.1 mm] 

BCH-6, B=22.1 mm] 
X BCH-7, B~-22.1 ram] 

0 .001  , , , , , r , , 
10 100 

K-level (MPa~m) 

FIG. 8--Correlation with K using the change in elastic compliance for crack length measurement. Copyright by ASTM Int'l (all rights reserved); Wed Dec 23 19:37:59 EST 2015
Downloaded/printed by
University of Washington (University of Washington) pursuant to License Agreement. No further reproductions authorized.



12 ELEVATED TEMPERATURE EFFECTS: FATIGUE AND FRACTURE 

method also shows considerable scatter even without considering the thickness effect. It appears 
that pronounced thermal fluctuations due to the low electrical resistivity of the material are the 
source of this unusually high scatter of data. This problem may be resolved by using the 
switching d-c potential technique, which will separate the signal from the noise. 

The correlation between the creep crack growth rate and C, was also investigated. Since, 
2519 displays limited creep deformation at 135~ the accumulation of creep strain remains 
confined to a small region at the crack tip. Under these small-scale creep conditions, the fol- 
lowing equation is used to calculate Ct [2]. 

(C,) ....... - ff~VN' W (F'/F) (6) 

where 

(7) 

12,. is the creep deflection rate, which is determined by partitioning the entire deflection rate 
into contributions from creep deformation, elastic deformation (12~), and plastic deformation 
(12,,) [12,15,201, i.e., 

~'= f'~+ ~'.+ f'. (8) 

such that 

12,,= l ~ ' - a B [ ~ - ~ + p  (m + 1)Jp] (9) 
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The plastic contribution in these specimens was found to be negligible. Figure 9 plots the 
normalized creep deflection rate as a function of the crack extension (determined from the 
potential drop method) and demonstrates that, for all creep crack growth tests, the creep con- 
tribution is less than 80% of the total deflection rate. Also, as the crack length increases, the 
creep contribution declines as the crack growth rate increases and the elastic fracture regime 
is approached. Equation 8 is more accurate when the creep deflection rate dominates the total 
deflection rate. Thus, for creep contributions less than 80% of the total deflection, the equation 
lacks precision as the elastic term becomes significant [12]. Since the total deflection rate is 
experimentally measured and the elastic term is analytically determined, Eq 8 can yield negative 
creep deflection rates if the experimental error in the total deflection rate is significant, as seen 
in Fig. 9; however, the numerical analysis presented in the second part of this paper demon- 
strates that negative creep deflection rates are possible, especially during the early stages of 
crack growth. 

Negative creep deflection rates lead to negative Ct values, which have no clear physical 
interpretation; therefore, the creep crack growth rate data displayed a lack of experimental 
correlation with Ct, which is consistent with creep-brittle behavior. The creep crack growth 
rate and the rate of creep strain accumulation in the crack tip region are comparable. Under 
these conditions, the assumption that the crack remains essentially stationary within an ex- 
panding creep zone is no longer valid. The movement of the crack perturbs the crack tip stress 
fields, invalidating the Riedel-Rice formulation [21]. The small-scale creep region remains 
embedded within a larger K-controlled zone, and the stress amplitudes remain effectively char- 
acterized by K. Therefore, K displays a unique correlation with the creep crack growth rate and 
is the appropriate crack tip parameter for characterizing creep crack growth in aluminum 2519- 
T87 at the test temperature. The unique correlation between da/dt and K implies the establish- 
ment of steady-state conditions at the crack tip in which the crack tip stress is only a function 
of position in front of the advancing crack tip. The second part of this paper examines the 
experimental results presented above through growing crack finite element analyses and sug- 
gests guidelines for K-controlled crack growth. 

Mechanisms of Fracture 

Examination of the fracture surfaces for all specimens revealed two distinct fracture mor- 
phologies, an intergranular region following the precrack and a transgranular region following 
the intergranular regime. Figure 10 contains micrographs taken of the fracture surface of spec- 
imen BCH-I and displays the two observed morphologies. A main characteristic of the inter- 
granular fracture region is creep cavitation along grain boundaries. Stereomicroscopy [22] 
revealed that, in general, only those grain facets oriented perpendicular to the applied load 
contain creep cavitation. Those facets not oriented perpendicular to the load appear smooth 
and did not exhibit cavitation. This result is consistent with the constrained cavity creep crack 
extension model outlined by Wilkinson and Vitek [23]. In this model, cavities nucleate and 
grow on grain boundaries ahead of the crack tip that are perpendicular to the applied load. 
Crack extension occurs when the cavities have grown to a sufficient size and coalesce, thus 
advancing the crack. Table 6 contains the lengths of the intergranular regions for the creep 
crack growth specimens. 

Characteristics of the transgranular region not only include creep cavitation, but also micro- 
void coalescence due to ductile rupture. Elements of creep cavitation and ductile rupture ap- 
pearing within the same region of the fracture surface suggest that the transgranular fracture 
surface is a result of complementary mechanisms of crack extension. As creeP cavities grow 
and coalesce, the unbroken ligaments between them fall by ductile rupture, causing the crack 
to advance. Thus, crack extension by creep cavity coalescence may be the dominant mechanism 
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14 ELEVATED TEMPERATURE EFFECTS: FATIGUE AND FRACTURE 

FIG. 10--Intergranular (left) and transgranular (right)fracture surfaces for creep crack growth 
specimen BCH-1. 

in tile inlergranular regime and by microw)id coalescence associalcd with duclilc tearing in the 
transgranular regime. The transition between inlcrgranular and transgranular was lound to occur 
at a critical K-level between 18 and 20 MPa~/m. This result will be discusscd in more detail 
in a later paper. 

Incubation Period 

Creep crack growth studies have shown that crack extension occurs following a specific time 
period, which has been termed incubation time. Incubation models based on ductility exhaustion 
and creep cavitation concepts have been developed [24,25]; however, incubation time currently 
lacks a precise definition among researchers since it is unknown if the crack actually remains 
stationary during this period or if the crack grows at an undiscernibly slow rate. In this research, 
an operational definition of incubation time was utilized. With a crack extension resolution of 
0.1 mm, the initial incubation time was defined as the point at which an increase in the d-c 
potential drop output could be discerned. This definition is similar to that used by Bensussan 

TABLE 6---Lengths of intergranular crack extension regions. 

Intergranular Crack Extension, 
Specimen No. Thickness, mm Initial K-Level, MPaV'-m mm 

BCH-1 6.35 18.67 3.71 
BCH-4 22.1 16.51 3.33 
BCH-5 22.1 18.73 2.18 
BCH-6 22.1 18.73 0.51 
BCH-7 22.1 17.60 1.07 
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in which the incubation time is related to a percentage increase in the potential drop output 
[17]. 

If a critical amount of creep damage must accumulate ahead of the crack tip before crack 
growth initiates, the incubation time may be related to a critical creep zone size, r*. As the 
initial K-level increases, the incubation period required to reach this creep zone size would 
decrease, a conclusion consistent with experimental observations. For steady-state creep con- 
ditions, the creep zone size is given by: 

2 

1 [~ -  + l~Z\Ti-~ 2 , )  _ _ 2  rc -- ~ ~ a ~  (EAt)n-IK Fcr(O ) (lO) 

where Fc~(O) is an angular function, O~n +1 is approximately 0.69 for 3 < n < 13, A and n are 
the steady-state creep constants, t is the time, and E is the modulus. Assuming that a critical 
creep zone size does exist, Eq 10 predicts the following correlation between the incubation 
time, &, and K for steady-state creep conditions: 

t~ = /3K ~-" (11) 

where/3 depends on material properties and the critical creep zone size. Creep deformation 
tests have demonstrated the importance of primary creep in the creep response of 2519; there- 
fore, the creep zone size is also considered in terms of primary creep, i.e. 

[ l . e  ] 2 2 2 
rc = ~ L2~'( 1 _ r' 2 ,TT-~[(1 + hi)(1 + p)A1]o+p)(,,-l)to+p)(,, 1)Pc(O) (12) 

where ~c(O) is an angular function. Equation 12 yields the following relationship: 

ti = "oK -O +p)("'-'> (13) 

where ~/depends on material properties and the critical creep zone size. 
Figure 11 plots the log of incubation time, utilizing the operational definition as a function 

of the log of the stress intensity factor and reveals a correlation between the two parameters, 
as suggested by Eqs 11 and 12. The data from specimen BCH-1, however, does not correlate 
with the remaining tests and demonstrates the dependence of the correlation on specimen thick- 
ness. This effect is not fully understood, but the plane stress conditions in specimen BCH-1 
are believed to be a contributing factor. The correlation of the remaining data, however, does 
support the hypothesis that a critical creep zone size controls the initiation of crack growth. A 
regression fit to the data yields a slope of -13.84.  Equations 11 and 13 predict the value of 
the slope as - 2 4  and -29 ,  respectively. Undiscernibly slow crack growth rates may contribute 
to this discrepancy; however, with only four data points available to study the incubation 
phenomenon, the regression is not rigorous. Tables 7 and 8 present the calculated creep zone 
sizes at which crack initiation occurs for secondary and primary creep conditions. These tables 
demonstrate that a critical creep zone size does exist and that the incubation time is simply the 
time required for the creep zone to reach this critical size. Creep zone sizes evaluated through 
numerical analysis show good agreement with the experimentally determined values. 

Considering Figs. 7 and 11 together underscores the engineering significance of the incu- 
bation time. Figure 7 plots the correlation between the creep crack growth rate and K. The 
steep slope of the correlation indicates that the crack growth rate increases rapidly for very 
small increases in K; therefore, the K-range over which creep crack extension occurs prior to 
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specimen fracture is quite small. Once the crack begins to grow, the test material cannot sustain 
stable crack extension for a significant duration before failure occurs, a characteristic that limits 
the engineering application of the material. Figure l 1, however, indicates that the incubation 
period required prior to crack extension quickly increases for small decreases in the initial K- 
level. For very low K-levels, the incubation time may be so large that the crack remains effec- 
tively stationary within the testing time frame. Total time to failure, therefore, must be consid- 
ered as a combination of the incubation period prior to crack initiation and the crack growth 
period following crack initiation. Evaluation of the test material for engineering applications 
cannot rely so/ely on the da/dt-K correlation, but must take into account the time required to 
initiate creep crack growth. 

C o n c l u s i o n s  

To characterize the creep crack growth behavior of aluminum 2519, several creep defor- 
mation and creep crack growth tests were performed at 135~ Microscopy of fracture surfaces 
revealed the mechanisms controlling creep crack growth, and the phenomenon of crack incu- 

TABLE 7--Critical creep zone size in steady-state creep. 

Specimen K-Level, MPak/-m 
Critical Creep Zone 

Size, mm 

BCH-1 18.67 0.70 
BCH-4 16.51 0.60 
BCH-6 18.73 0.66 
BCH-7 17.60 0.63 
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TABLE 8--Critical creep zone size in primary creep. 

Critical Creep Zone 
Specimen K-Level, MPaW'-m Size, mm 

BCH- 1 18.67 0.56 
BCH-4 16.51 0.48 
BCH-6 18.73 0.54 
BCH-7 17.60 0.51 

bation was investigated. Based on the results and observations, the following conclusions are 
drawn: 

1. Aluminum 2519 displayed limited creep ductility at 135~ Though the material did creep, 
the total creep strain at failure was less than 2% for all tests. This behavior is consistent with 
a creep-brittle material. 

2. At 135~ creep crack growth rates correlate reasonably well with the stress intensity 
factor, K. No experimental correlation was found between da/dt and C,. 

3. Creep crack growth rates are very high in aluminum 2519 following incubation. Figure 
5 demonstrates that once the crack has initiated (utilizing the operational definition), the time 
to failure is very short (on the order of tens of hours) due to the steep correlation between the 
creep crack growth rate and K. 

4. Two fracture morphologies, intergranular and transgranular, were revealed for the test 
material at 135~ 

5. Incubation time in aluminum 2519 appeared to exhibit a correlation with the stress inten- 
sity factor (utilizing the operational definition). Incubation time as well as crack propagation 
time must be considered together to properly evaluate the material for engineering applications. 
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ABSTRACT: The experimental analysis of high temperature fracture in Aluminum Alloy 2519- 
T87 presented in Part I of this paper highlighted the creep-brittle fracture characteristics of the 
material and showed reasonable correlation of crack growth rates with the stress intensity factor 
K. Part II continues this investigation numerically using growing crack finite element analyses. 
Experimentally observed crack growth histories of four aluminum 2519-T87 compact specimens 
are enforced by controlling the rate of release of finite element nodes along the crack growth 
path to gain insight into the relation of the crack tip fields to far field fracture parameters and to 
crack growth rates. A variable time-step, nodal-release algorithm is presented to model the high 
strain rates that occur during the initial stages of crack growth. The numerical results indicate 
an initial transient period of crack growth followed by a quasi-steady-state crack growth regime 
in which the crack tip fields change slowly with increasing crack length. Transition of crack 
growth to the quasi-steady-state regime, where similitude and small-scale creep conditions 
roughly exist, is given by a transition time tg that depends on the crack growth history and material 
properties. Excellent correlation of the stress intensity factor K with the crack growth rates is 
observed after time t~. Experimental difficulties in measuring the creep component of the load- 
line deflection rate are also discussed. 

KEYWORDS: creep, crack, propagation, aluminum, creep-brittle, fracture, finite element 
analysis 

High temperature quasi-static fracture may be classified as either creep-ductile or creep- 
brittle depending on the extent of creep deformation that accompanies crack growth. Creep- 
ductile fracture is characterized by crack growth rates that are slow compared to the rate of 
expansion of the creep zone, resulting in extensive accumulation of creep deformation in the 
cracked body. In contrast, creep-brittle fracture is characterized by crack growth rates com- 
parable to the rate of expansion of the creep zone, resulting in development of a " r ibbon- l ike"  
creep zone along the crack growth path. 

Time-dependent fracture research has leaned heavily toward understanding the fracture be- 
havior of creep-ductile materials. Recently, the high-temperature fracture characteristics of 
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20 ELEVATED TEMPERATURE EFFECTS: FATIGUE AND FRACTURE 

several creep-brittle materials have been investigated to address the potential use of these 
materials in critical applications [1-6]. These investigations have generally concluded that the 
stress intensity factor K is more appropriate than time-dependent fracture parameters for cor- 
relating crack growth rates in creep-brittle materials. While it appears that the issues surround- 
ing the choice of the optimum correlating parameters for characterizing creep crack growth in 
creep-ductile materials is reaching a stage of consensus, much more understanding of the creep 
crack growth behavior in creep-brittle materials is needed [1]. The objective of this paper is to 
gain insight into the relation of the stress intensity factor K to crack growth rates in creep- 
brittle materials using growing crack finite element analyses. Moreover, transition times de- 
scribing the onset of quasi-steady-state and K-dominated crack growth conditions must be 
developed. 

Asymptotic Solutions for Small-Scale Power Law Creep 

Consider a Mode I crack at high temperature that deforms according to an elastic-power law 
creep constitutive relation e = o'/E + Ao'L Here, e is the strain rate, o" is the stress rate, E is 
the elastic modulus, and A and n are creep constants. The initial response of the body will be 
purely elastic such that the stress field is characterized by the stress intensity factor K according 
to standard solutions. The initially high stresses near the crack tip result in growth of a creep 
zone in which the accumulated creep strains dominate the elastic strains. The creep zone is 
surrounded by an annular region where the singular elastic fields remain valid, so that small- 
scale creep conditions exist. Riedel and Rice [7] and Bassani and McClintock [8] addressed 
crack tip stress fields under small-scale creep and showed that the amplitude of the asymptotic 
crack tip stress field is given by the C(t) integral, i.e., 

1 

o-i: : \ i S r /  %(O,n) (1) 

where t is time, I,  is an integration constant, d~o.(O,n) is an angular function identical to the 
corresponding Hutchinson, Rice, and Rosengren (HRR) angular function [9,10], and r and 0 
are crack tip polar coordinates. For small-scale power law creep, C(t) is given as [7,8] 

K2(I - 7.,2) 
C(t) = (2) 

E(I + n)t 

for plane strain where v is Poisson's ratio. For stationary cracks, this relaxing stress field 
remains valid until the onset of extensive creep conditions where C(t) evolves towards a value 
known as C* [11,12]. 

The creep zone boundary can be defined as the locus of points where the effective stress 
predicted by the elastic solution is equal to the effective stress of  the HRR solution in Eq 1. 
Along 0 = 0 ~ the radius of the creep zone is [7] 

2 2 ( n + l )  

1 . . JEA(n  + 1) l~ t~- l [  1 - 2v "~ "-' 
r~( O = 0 ~ = ~ 1~ ~ ~ - ~)) ) ~'Sr~( ~ --- -~o) ) (3) 

where #e(0 = 0 ~ is the HRR angular function for effective stress along 0 = 0 ~ 
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During crack growth, the stresses and elastic strains near the moving tip will be elevated due 
to the instantaneous elastic response of the material so that the creep strains near the tip no 
longer dominate the elastic strains. Hui and Riedel [13] showed that the competing effects of 
stress elevation due to crack growth and stress relaxation due to creep give rise to a field with 
an amplitude related to the crack growth rate (for n > 3), i.e., 

1 

O'ij:Oln~"~r ~ ~/j(0,n) (4) 

where ~,j(0,n) is an angular function and a ,  depends on n and is approximately unity for plane 
strain conditions. This field is commonly referred to as the Hui-Riedel (HR) field. The amplitude 
of the HR field is completely determined by the crack growth rate and is independent of loading 
and growth history. 

Hawk and Bassani [14] demonstrated that the near tip fields of growing cracks can be well 
approximated by a straightforward "nest ing" of singular crack tip solutions (HR, HRR, and 
K). They found that the HRR-type field dominates at short times and/or under very slow crack 
growth rates, while the HR field dominates as steady-state crack tip stresses are approached 
(under small-scale creep conditions). Hui [15] also indicated that the fields can be nested and 
analytically showed that the region of dominance of the HR field is exceedingly small when 
the crack growth rate is much smaller than the creep zone expansion rate. 

The asymptotic fields mentioned above are valid only for a material deforming according to 
an elastic-power law creep constitutive relation. Similar asymptotic fields also exist for mate- 
rials that deform according to an elastic-primary creep constitutive relation. Riedel [16] derived 
the form of these crack tip fields for stationary cracks under small-scale and extensive creep 
conditions, while Chang et al. [17] showed that the amplitude of the fields for growing cracks 
under elastic-primary creep conditions is given by the instantaneous rate of crack growth (HR- 
type fields). 

Numerical Procedure 

Nodal Release Algorithm 

Finite element analyses are carried out using a small strain code developed by Leung and 
McDowell [18] based on an implicit trapezoidal time-stepping scheme. Crack growth is sim- 
ulated by releasing a sequence of finite element nodes along the crack growth path at a specified 
rate using an algorithm similar to those of Hawk and Bassani [14] and Moyer and Liebowitz 
[19]. As the crack grows from one nodal position to the next, the net force on the node to be 
released is gradually relaxed over a number of time steps. Instead of releasing the node over a 
prescribed number of force decrements, an opening displacement is imposed on the node to 
ensure that the rate of force release due to crack growth is faster than the rate of force relaxation 
due to creep. Application of these displacement increments ensures that the crack immediately 
begins to open. Increments of displacement are continued (based on the overall y-direction 
displacement of previously released nodes) until the net force on the node is reduced to a 
fraction of its original value or until a specified time is reached. The remaining force on the 
node is then reduced to zero by applying force decrements over a number of time steps. 

The new variable time-step nodal-release approach devised here selects a new time step for 
each displacement increment or load decrement according to the most conservative of three 
time-stepping criteria. First, the effective creep strain expected to be accumulated at any gauss 
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22 ELEVATED TEMPERATURE EFFECTS: FATIGUE AND FRACTURE 

point during the current time step should be less than or equal to some fraction (z) of the total 
effective strain at that gauss point, so that 

A, .... (5) 

where ~ is the total effective strain and e, is the effective creep strain rate. Another useful limit 
can be imposed to avoid oscillatory solutions that often occur if the time step changes too 
abruptly, i.e., 

At ...... --< k Atold (6) 

where k is a specified constant and At,rid is the previous time step length. The third limit on the 
time step requires that a minimum number of time steps be completed during the release of a 
node according to 

fend -- /start 
At ..... _< (7) 

N + M  

where N and M are guesses for the number of displacement increments and load decrements, 
respectively, and t~,~, and t~.a are the times at which release of the current crack tip node begins 
and ends, respectively. 

After choosing the minimum of the At ..... values in Eqs 5 to 7 above, the displacement 
increment or load decrement is computed based on this time step. Displacements are prescribed 
until the remaining reaction at the crack tip node is less than 10% of the initial reaction OR 
until a specified amount of time (t,w,ch) has elapsed, where 

( N )  
t . . . . .  h = ( G . J  - t~t.~t) N ~  (8) 

Here, t~w.,ch is the maximum period of time during which displacements are incremented. Dis- 
placement increments are given as 

v { A t ~  
m w =  ref~lswitch J -  (9) 

where Wre f is the y-displacement at the node behind the crack tip at t = tstar t. When the reaction 
at the node has been reduced to 10% of its initial value or the y-displacement at the crack tip 
node is equal to Vref, the remaining load on the node is reduced to zero over two or more time 
steps. The load decrements at the crack tip, denoted as ARy, are given by 

ARv. = -Ry(te. d - t At) (lO) 

where R> is the remaining nodal reaction. When t = lend, Eq 10 shows that the remaining nodal 
force is reduced to zero since ARy = Ry. 

This variable time-step nodal-release algorithm performed well for the creep-brittle material 
studied here, resulting in time-steps ranging from 10 -t7 to 10 -1 h. The number of time-steps 
required to completely release the crack tip nodes varied from approximately 250 for the first 
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node to 50 for other nodes. The user-defined time-step controlling parameters were chosen as 
~- = 0.04 and k = 1.35 (similar to Ref 18). Values of N and M were chosen as 10 and 2, 
respectively, for all releases. The relative magnitudes of N and M are important, as seen in Eq 
8, while the absolute magnitudes have little effect on the overall performance since the maxi- 
mum time step given by Eqs 5 or 6 usually governs the time-stepping process. However, 
selection of N and M values that are too small could result in accuracy and stability problems, 
while values of N and M that are too large could result in unnecessary computational effort. 

Implementat ion 

Experimentally observed crack growth histories of four compact tension specimens were 
numerically enforced to study the evolution of crack tip fields and far-field fracture parameters 
(a similar approach was taken by Bassani et al. [20] for the creep-ductile case). Details of the 
implementation for Specimen BCH-6 are provided below. 

The time-dependent deformation characteristics for the Aluminum Alloy 2519-T87 are rea- 
sonably accurately described by the following constitutive law: 

= -- + Al(~pc)-Po "n'(l+p) + ArT n -t- A 'o" '  
E 

(11) 

Here, o- is stress, epc is the primary creep strain, and A~, p, n~, A, n, A' ,  and n'  are creep 
constants. Values for these material properties, along with a plot illustrating the creep defor- 
mation response of the material at the 135~ test temperature, are given in Part I of this paper. 
This constitutive model was incorporated into the finite element code and used to model the 
response of each fracture specimen. 

A constant external load of 10.5 kN was applied to Specimen BCH-6, whose width and 
thickness were 5.08 and 2.21 cm, respectively. The specimen was side-grooved 10% on each 
side (the thickness at the side grooves was 1.77 cm) so that plane strain fracture conditions 
were assumed to apply. Crack growth began at a crack length of 2.25 cm and ended 105 h later 
at a crack length of 2.52 cm (unstable fracture occurred at the final crack length). A plot of the 
crack growth history (Fig. 1) reveals a relatively long incubation period followed by acceler- 
ating crack growth. 

The finite element mesh used to model Specimen BCH-6 consists of 1142 four-noded linear 
isoparametric elements (Fig. 2). Crack growth is simulated by releasing a sequence of 40 nodes 
along the lower boundary of the dense portion of the mesh. Crack growth begins six elements 

A 

0 

j 

120 

I 0 0 -  

80 

60 

40 

20 

0 

2.2 

I I I 

_ . _ o - - - o - - - - ~  _ .------xY--- 

f 2 l Specimen BCH-6 
o ra~.rlmeat 

- -  Fit i 

I I I I 

2.3 2.4 2.5 

FIG. l--Experimentally determined crack growth history along with curve fit. 

Copyright by ASTM Int'l (all rights reserved); Wed Dec 23 19:37:59 EST 2015
Downloaded/printed by
University of Washington (University of Washington) pursuant to License Agreement. No further reproductions authorized.



24 ELEVATED TEMPERATURE EFFECTS: FATIGUE AND FRACTURE 

FIG. 2--Finite element mesh for Specimen BCH-6. 

to the right of the start of the small square elements and ends six elements to the left of the 
end of the small square elements. The crack growth increment is 67.3 /zm, which is smaller 
than the experimentally observed average grain size of 100/.~m. The release time of each of 
the 40 nodes along the crack growth path is estimated using a smooth fit of the experimentally 
observed crack length versus time history (see Fig. 1). Load-line deflection versus time data 
was used to approximate the location of the knee in this curve, as well as knowledge that there 
was no discernable crack growth for Specimen BCH-6 by the potential drop method until after 
80 h [3], 

Numerical Results 

Evolution of  Crack Tip Fields 

Interpretation of the finite element results is enhanced using a visualization program, devel- 
oped as part of this work, to simulate the evolution of various crack tip field parameters at 
different stages of crack growth. Figure 3 shows contour plots of the effective creep strain and 
effective stress at three stages of crack growth for Specimen BCH-6. The white areas of the 
filled contour plots for creep strain denote regions where creep strains are greater than 0.005, 
while the black areas denote near zero creep strains. For the sequence of stress plots, the white 
areas denote regions where the effective stress is greater than 310 MPa, while the black regions 
denote stresses less than 103 MPa. Deflections in all of these plots are magnified by a factor 
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FIG. 3--Contour  plots ~1 ~ effective stress and creep strain at various stages ~[" growth. 

of 60. Significant levels of creep deformation are confined to a thin region adjacent to the crack 
growth path. The characteristic "knob" observed near the initial crack tip is due to the initially 
elastic crack tip fields that produce high creep strain rates while the crack growth is slow due 
to incubation. As the stresses near the crack tip relax, the driving force for creep deformation 
decreases, resulting in a corresponding decrease in the creep zone size. Both residual stress and 
residual creep strain are left in the wake of the growing crack. As the crack grows, the crack 
tip fields become more intense, resulting in larger creep zone expansion rates. However, the 
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extent of the creep zone is limited by the accelerating crack growth since accumulating creep 
deformation is quickly left in the wake of the growing crack. 

Profiles of effective stress along a radial line from the crack tip at 0 = 90" reveal that stresses 
in a region just outside the creep zone scale with r -1/2 throughout the crack growth history 
(Fig. 4). Consequently, small-scale creep conditions exist and K describes the crack tip fields 
in an annular region around the crack tip. Both the amplitude and the strength of the stress 
singularity within the creep zone (r < ~  0.25 mm) increase with time. It is not clear whether 
the amplitude scales with K or with the crack growth rate (a) since both quantities increase 
significantly during the test. The strength of the singularity is given by r ,/~6 just after incu- 
bation (after one crack growth increment) and approximately by r -  ,/,2 throughout most of the 
remainder of the test. Similar trends are predicted analytically when a stationary crack tip field 
(HRR-type field) gives way to a growing crack tip field (HR-type field) 114,151. Thus, the 
results presented here seem to support the notion of "nested" crack tip fields, although the 
particular form of the fields and the character of the nesting cannot be compared directly with 
theory due to the complex constitutive law employed in this analysis. 

Correlation o f  Crack Growth with K 

Attempts are generally made to correlate creep crack growth rates with global fracture pa- 
rameters that can be measured experimentally. A substantial body of experimental evidence 
indicates that crack growth rates in creep-brittle materials, such as Aluminum 2519-T87, cor- 
relate best with K, while crack growth rates in creep-ductile materials correlate best with the 
6", parameter of Saxena 1211. Creep-ductile conditions are generally assumed to exist when the 
deflection at the load-line is dominated by creep deformation. Specifically, creep-ductile con- 
ditions prevail with 9`./f' -> 0.8 [22], where 9, is the creep component of the load-line deflection 
rate, and f '  is the total load-line deflection rate. This rule of thumb suggests that crack growth 
in Specimen BCH-6 does not occur under creep-ductile conditions (Fig. 5). 

From an analytical viewpoint, successful correlation of crack growth with a fracture param- 
eter requires that the deformation and damage fields surrounding the crack tip scale with the 
parameter in a roughly "self-similar" fashion. For example, the creep zone for a stationary 
crack under small-scale yielding expands in a self-similar fashion such that its shape does not 
change with time (i.e., r,(O = 90~ -- 0 ~ is constant). Figure 6 indicates that the shape of 
the creep zone for Specimen BCH-6 changes significantly during the early stages of crack 
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FIG. 4--Profiles of  effective stress along 0 = 90 ~. 

Copyright by ASTM Int'l (all rights reserved); Wed Dec 23 19:37:59 EST 2015
Downloaded/printed by
University of Washington (University of Washington) pursuant to License Agreement. No further reproductions authorized.



HALL ET AL. ON ALUMINUM ALLOY 2519 27 

1.0 ' 1 ' 1 ' 1 ' 1 ' 1 ' 1 '  

. >  

�9 ~a, ~ 

0.8 

0.6 

0.4 

0.2 

0.0 

-0.2 
2.20 

�9 �9 n n |  - 7 ~ -  - 

\~~162 

2.25 2.30 2.35 2.40 2.45 2.50 2.55 
a (cm) 

FIG. 5--Ratio of load-line deflection rate due to creep to total load-line deflection rate. 

growth and later assumes a somewhat constant shape. Thus, crack growth for this specimen 
appears to approach self-similar conditions following a transient period where the character of 
the creep zone changes significantly (the other three specimens follow similar trends). Note, 
however, that self-similar growth of the creep zone does not necessarily translate into self- 
similar growth of the process zone within which the damage processes that govern incremental 
crack extension occur. 

The applicability of small-scale creep conditions, coupled with the approximate existence of 
similitude, suggest that the later stages of crack growth can be correlated with K (Fig. 7). Figure 
7 effectively represents smoothed out experimental data since K is uniquely determined by the 
current crack length for a given specimen geometry and loading (this plot is unaffected by the 
results of the finite element analyses). Specimens BCH-4, BCH-6, and BCH-7 have a thickness 
of 2.21 cm, while specimen BCH- 1 has a thickness of 0.635 cm. All specimens are side grooved 
10% on each side. Figure 7 reveals good correlation of K with crack growth rates after the 
initial period of transience for the thicker specimens. Crack growth rates also appear to have a 
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FIG. 6---Check of similitude for Specimen BCH-6. 
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FIG. 7--Stress intensi~ factor versus crack growth rate. 

power law dependence on K for the thinner specimen, although the dependence is shifted 
relative to the thicker specimens. The higher resistance to creep crack growth demonstrated by 
the thinner specimen is attributed to reduced constraint since it is believed that crack tip damage 
processes accelerate under increasing triaxiality levels, particularly for creep-brittle materials 
I231. 

Assessment o f  Accuracy 

Accuracy of the growing crack, finite element solutions have been verified by comparison 
with growing crack solutions obtained using ABAQUS, a commercial finite element code that 
allows for nodal release [24]. Discrepancies in computed load-line deflections were well within 
1% for creep-brittle crack growth in a material deforming according to an elastic-power law 
creep constitutive relation. 

The ability of the numerical approach to accurately model experimental conditions can be 
evaluated by comparing numerically and experimentally measured load-line deflections (Fig. 
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8). Although some deviation between the numerical and experimental results is apparent, es- 
pecially near the end of the test, both measurements follow the same trends. Possible reasons 
for the discrepancies include (1) the influence of triaxial stress states on the creep deformation 
characteristics of the material, (2) plane stress effects not accounted for in the numerical model 
(surface effects), and/or (3) uncertainties in experimental measurements of crack length, load- 
line deflection, and creep deformation properties. 

Discussion 

Transition Times f o r  Growing Cracks 

The initial stages of crack growth in Aluminum Alloy 2519-T87 are characterized by highly 
transient crack tip fields (Fig. 6) and crack growth rates that do not correlate well with K (Fig. 
7). These initially transient conditions are expected since the stationary crack tip fields (HRR- 
type fields) that develop during the incubation period are replaced by growing crack tip fields 
(possibly HR-type fields) as the crack extends through the initial creep zone. The numerical 
results indicate that the period of time after which crack growth becomes self-similar and crack 
growth rates correlate with K roughly corresponds to the time required for the crack to grow 
through the initial creep zone. Transition times that relate to the passage of the initially transient 
crack tip fields are presented in this section. 

Due to nesting of the HR, HRR, and K fields [14], the expansion of the creep zone during 
the initial stages of crack growth is given by Eq 3 for a material deforming according to an 
elastic-power law creep constitutive relation. Differentiating Eq 3 with respect to time shows 
that ec decreases with (l/t) ("-3)/(n- 1). Regardless of the crack growth rate, a, a unique reference 
time, tg, will eventually be reached where 4 = it, even when a varies with time. The creep 
zone size at this reference time, denoted by rg, approximates the distance that the crack must 
extend to leave the initial creep zone in the wake of the growing crack. The time required for 
the crack to extend a distance rg may be considered as a transition time for growing cracks, 
designated here as tg. 

Examples of the evolution of a and ?c are shown in Fig. 9 for constant and varying crack 
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FIG. 9--Possible relation of fc and ~t for creep-brittle crack growth. Here, both constant and 

varying crack growth rates are examined, and tc is measured relative to a fixed position (not with 
respect to the moving crack tip). 
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growth rates. Notice that ~r for the growing crack is expected to approximately follow the 
stationary crack solution for t < tg. However, as the crack tip approaches the reference distance 
rg, ~. becomes dominated by crack growth effects and approaches a at time tg. The creep-brittle 
character of the material ensures that a ~ ic during the quasi-steady-state crack growth regime 
that occurs after time t~, assuming the rate of expansion of the creep zone is measured relative 
to a fixed position along 0 = 0 ~ Here, the quasi-steady-state crack growth regime is charac- 
terized by crack tip fields that change slowly with increasing crack length. 

Constant Crack Growth Rate--Closed-form expressions for t~ and tg can be developed 
when the crack growth rate is constant. The reference time t~ is defined as the time when t:, is 
first equal to a. Equating ti with ~,. and solving for time results in 

n 1 2 2 ( n +  I )  n - - I  

, ( I ~ ( E A ( n  + 1 ) 1 , ~ (  1 - 2 1 : ~ - 3  ( K 2 ~ - 3  
t~ = ~ n  - 1)] \ ~ - ~ )  / \6"~0----0-~ \ ~ - ]  

(12) 

Since the creep zone radius along 0 = 0 ~ is larger than the total amount of  crack extension at 
t'~, additional crack growth is necessary for the crack to grow out of the influence of the initial 
creep zone. From Eq 3, it follows that ~,. = ((2/(n - l)rflt. Since r, = c~ and r, = r~ at time 

t r �9 t t~, the initial creep zone size can be written in terms oft~ as r~ = ((n - 1)~2)ate. The transition 
time for growing cracks (t)~ correspond to the time required for the crack to extend a distance 
r~ through the initial creep zone. For a constant crack growth rate, r~ = atg, resulting in 

tg= tg (13) 

While Eqs 12 and 13 apply to elastic-power law creep deformation, similar expressions have 
been derived for a material deforming according to an elastic-primary creep constitutive relation 
[251. 

A growing crack finite element analysis was carried out to evaluate the usefulness of tg for 
predicting the onset of quasi-steady-state crack growth conditions. A constant crack growth 
rate was enforced under plane strain conditions for a compact-type specimen deforming ac- 
cording to an elastic-power law creep constitutive relation. An indication that creep-brittle crack 

1.0 
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0 . 0  F I I I I ~ I 

1.25 1 3 0  1.35 1.40 1.45 1 .50  1.55 1 .60  1.65 

a ( m )  

FIG. lO---Ratio of deflection rate due to creep to total deflection rate. 
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FIG. 11--Time versus creep zone radius along 0 = 90~ a constant crack growth rate. 

growth conditions were achieved is provided by Fig. 10, where f'c/f' < 0.4 predominately. For 
this creep growth simulation, the passage of transient conditions can be examined by plotting 
the radius of the creep zone along 0 = 90 ~ versus time (Fig. 11). Figure l l  shows that tg = 

0.46 h from Eqs 12 and 13 approximately corresponds to the onset of quasi-steady-state growth 
of the creep zone. Notice that the highly transient changes in the creep zone size occur prior 
to the transition time. 

Varying Crack  Growth  Rate--Deterro_ination of tg for varying crack growth rates is illus- 
trated using the crack growth history of Specimen BCH-6. Figure 12 shows a plot of the 
stationary crack solutions for ?c versus time, where the ~c curve resulting from each of the three 
creep terms in the constitutive relation (Eq 1 l)  is considered separately. Specifically, the fc 
curves are based on the elastic properties of  the material along with the primary creep term, 
the first power law creep term with n = 5.33, and the second power law creep term with n = 

~ 
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t FIG. 12--Determination o f  the reference time tg. 
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21 (all material constants are given in Part I of this paper). The crack growth rate versus time 
for Specimen BCH-6 is also plotted in Fig. 12. The three intersections of the ?c and a curves 
correspond to values of the reference time tg. Notice that t~ for power law creep with n = 5.33 
governs the transition of crack growth to quasi-steady-state conditions since the required change 
in crack length (r~) is largest for this term of the constitutive relation. Plotting the crack exten- 
sion (Aa) for this specimen versus time along with rc(t = t'~,O = 0 ~ from Eq 3 with n = 5.33 
results in a transition time t~ of 87.4 h (Fig. 13). 

The duration of the transient regime of crack growth can also be estimated by qualitatively 
examining the finite element results. Figure 14 indicates that the crack has grown through the 
initial creep zone after 86.3 h since the creep zone radius along 0 = 90 ~ changes slowly with 
crack length after this time. Thus, the finite element results indicate that t~ = 87.4 h is a good 
estimate of the time required for the onset of quasi-steady-state crack growth. Repeating the 
analysis in Figs. 12 through 14 for the other specimens and comparing the finite element results 
with computed values of t x yields Fig. 15. This comparison shows good agreement between t~ 
and the time required for the crack to grow through the initial creep zone. Examining rg for 
Specimens BCH- l, BCH-4, BCH-6, and BCH-7 indicates that quasi-steady-state crack growth 
occurs after 0.89, 0.58, 0.39, and 0.43 mm of crack growth, respectively. 

The boundary of the creep zone in Eq 3 is defined as the locus of points where the effective 
stress from the elastic solution is equal to the effective stress of the HRR solution in Eq 1. 
Transition times based on this definition for r, show good agreement with the duration of the 
transient crack growth regime, as discussed above. However, other definitions for r,. are typi- 
cally favored in time-dependent fracture analyses. For example, Riedel and Rice [7] define r, 
as the locus of points where the effective creep strain is equal to the effective elastic strain. 
Similarly, Adefris [26] defines rc as the locus of points where the effective creep strain is equal 
to 0.002. These alternate definitions for r,. are more robust than Eq 3 for use with finite element 
analyses since numerically determined creep zone radii based on Eq 3 may show significant 
irregularity. For this reason, the finite element creep zone radii along 0 = 90 ~ in Figs. I l and 
14 are based on Adefris' definition of r~.. Although these alternative definitions for r, are better 
indicators of the region within which creep strains dominate elastic strains, expressions for tg 
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FIG. 13--Determination o f  the transition time tg. 
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FIG. 14--Variation of the creep zone radius with crack growth for Specimen BCH-6. The crack 
is estimated to grow through the initial creep zone after 86.3 h of  crack growth. 

based on these definitions of rc predict significantly smaller creep zone radii along 0 = 0 ~ than 
Eq 3 and consequently underestimate the duration of the transient crack growth regime. Note 
that the creep zone of Eq 3 predicts the region within which stresses deviate significantly from 
those computed using linear-elastic fracture mechanics. 

The reference time tR of Hawk and Bassani [14] can also be used to mark the onset of quasi- 
steady-state crack growth conditions. The formulation of this reference time is based on equat- 
ing the radius of the creep zone for growing cracks (the HR zone, which depends on K and a) 
to the radius of the creep zone for a stationary crack (the HRR zone, which depends on K and 
t) and solving for the time. When the crack growth rate is constant, the expression for tn is 
similar to the expression for tg above since both quantities scale with (K2ia) (n- l)/(n-3). However, 
interpretation of tR is not clear for varying crack growth rates�9 Moreover, tR may not exist when 
crack growth is preceded by an incubation period since the creep zone predicted from stationary 
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FIG. 16---Stress intensity factor versus crack growth rate after transition time tg. 

crack mechanics may always be greater than the creep zone predicted from growing crack 
mechanics. 

The aim of examining these transition times is to define the region where quasi-steady-state 
crack growth occurs and ti correlates well with K. Computing the transition times for all of the 
Aluminum 2519 specimens and plotting only the (K,a) pairs that occur after the transition time 
for each specimen results in Fig. 16. Notice that the tails that occur during the initial stages of 
crack growth are removed when compared to Fig. 7. Consequently, the transition time tg pre- 
sented here provides a useful estimate of the time after which crack growth can be better 
correlated with K, at least for Aluminum 2519. The utility of this approach is that the duration 
of the highly transient regime of creep-brittle crack growth can be estimated based on material 
properties and the crack growth history without detailed information from growing crack finite 
element analyses. While useful, it should be emphasized that the K-controlled regime may 
actually comprise the minority of life [3]. 

Difficulties in Experimental Determination of  Time-Dependent Fracture Parameters 

Experimental determination of time-dependent fracture parameters, such as the C, parameter 
of Saxena [21], is typically based on the creep component of the load-line deflection rate (17c). 
For creep-brittle materials, f'c may be a very small fraction of the total load-line deflection rate 
(1Y) or even negative, as shown in Fig. 5 and discussed in a recent paper by Hall, McDowell, 
and Saxena [27]. These small or negative f'c/f' ratios coupled with limited accuracy in deter- 
mining crack lengths and corresponding crack growth rates result in inaccurate values of 17c 
since f',. = f '  - f'e and ~ ,  which is the elastic component of the load-line deflection rate, 
depends on measured ti values, as discussed in Part I of this paper. A forthcoming paper will 
discuss the impact of the numerical results on correlation of time-dependent fracture parameters 
with creep-brittle crack growth rates. 

Summary and Conclusions 

The creep crack growth characteristics of Aluminum Alloy 2519-T87 were evaluated by 
performing growing crack finite element analyses of four compact tension specimens under 
constant external loading. Experimentally determined crack growth histories were enforced to 
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gain insight into the relation of evolving crack tip fields to far field parameters and to crack 
growth rates. The growing crack finite element solutions were carded out using a small-strain 
finite element code coupled with a new variable time-step, nodal-release algorithm. 

Crack growth in Aluminum 2519 was determined to be creep-brittle in nature, with an initial 
transient period of crack growth followed by a quasi-steady-state crack growth regime. Crack 
growth rates were found to correlate with the stress intensity factor K during the quasi-steady- 
state crack growth regime, where conditions of small-scale creep and similitude roughly exist. 
A transition time for growing cracks tg was presented to signal the onset of quasi-steady-state 
conditions and K-dominated crack growth. This transition time successfully predicted the time 
required for the crack to grow through the initial creep zone for both constant and varying 
crack growth rates. Experimental difficulties commonly encountered in creep-brittle fracture 
analysis were also discussed, 
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ABSTRACT: If creep cavities on grain boundaries grow by the constrained diffusive mecha- 
nism, partly cavitated boundary facets act mechanically like microcracks. Two cell models, one 
based on a cylindrical cell and the other on a regular tetrakaidekahedron, are worked out nu- 
merically to explore the influence of a distribution of microcracks on the constitutive response 
of a creeping solid. The results confirm the predictions of analytical estimates based on the 
differential self-consistent method of Rodin and Parks [5]. The Rodin and Parks model is then 
combined with the Robinson model [9] to provide a comprehensive model covering primary, 
secondary, and tertiary creep under arbitrary loading conditions. The combined model is imple- 
mented in the finite element code ABAQUS. The model is adjusted to a set of creep curves for 
a 12% Cr steel (X 20 CrMoV 12 1), and tests on compact specimens are successfully modeled. 

KEYWORDS: creep damage, cell models, self-consistent analyses, constitutive modeling, finite 
element simulation, creep crack growth 

The general goal of the present work is to develop a comprehensive material model for creep 
and plasticity describing primary, secondary, and tertiary creep under a wide range of loading 
histories such as constant load tests, constant strain rate tests, relaxation tests, and cyclic load- 
ing. Special attention is paid to cavitation damage and its effect on the constitutive behavior. 

The p Parameter and Self-Consistent Estimates of the Constitutive Behavior 

Under typical long-time service conditions, many materials develop grain boundary cavities, 
which grow by the constrained diffusive mechanism proposed by Dyson [1]. A necessary 
consequence of constrained cavity growth is that cavitating grain boundary facets act like 
microcracks in the sense that they transmit no or only small tractions, although substantial 
material bridges may still exist between the cavities [1-5]. 

This led Hutchinson [3] to the definition of a damage parameter, p, depending primarily on 
the number of density, N, of cavitating facets times their diameter, d, cubed: 

n + l  
- -  d3N (1) 

P -  ~ 3 
2 1 + -  

n 

Scientist, scientist, and senior scientist and head of department, respectively, Fraunhofer Institute for 
the Mechanics of Materials, Woehlerstr. 11, 79108 Freiburg, Germany. 
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38 ELEVATED TEMPERATURE EFFECTS: FATIGUE AND FRACTURE 

Here, n is the stress exponent of Norton's creep law, and the n-dependent factor was introduced 
for later convenience. Hutchinson also derived the constitutive response of a power-law viscous 
(i.e., Norton-type) material containing a dilute concentration of penny-shaped microcracks. For 
uniaxial tension his result is 

= (I + p) e, (2) 

where e is the inelastic strain rate of the damaged material, and e~ is the steady-state strain rate 
of the matrix material without damage at the same stress. 

Hutchinson's solution [3] for the dilute limit was extended to larger microcrack densities by 
Riede114] and by Rodin and Parks [5] using self-consistent methods. The simple, approximate 
method applied in Ref 4 leads to 

1 
= - -  e, (3) 

i - p  

if an integral self-consistent argument is employed, while the differential self-consistent method 
applied in the same approximate manner yields 

= e~ (4) 

Rodin and Parks worked out the differential self-consistent scheme in a proper multiaxial 
formulation developed from an analysis of axisymmetric loadings. Their result is 

ejj = ~ e~[1 + a(n,p) X ]--i- s o + ~ ot(n,p) Orl O0"iJJ (5) 

where eij is the inelastic strain rate tensor, and o'ij is the Cauchy stress tensor. The stress deviator, 
s U, is given by 

1 
sij = crij - ~ o'~6 U (6) 

(summation convention applied to repeated indices) and the Mises equivalent stress by 

= .[[~ so~ U (7) 

The parameter X characterizes the stress state and is defined as X = t r t /~ with the maximum 
principal stress, try. 

The function a(n,p) has the form 

2p (2n + 3)p 2 (n q- 3)p 3 (n + 3)p 4 

a(n,p) = (n + 1-----~ + n(n + 1) 2 + 9n(n + l)  3 q- 108n(n + 1) 4 (8) 

In the following section it will be shown that the simplified evaluation of the self-consistent 
scheme resulting in Eq 4, and the more elaborate treatment, Eq 5, lead to very similar results 
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for uniaxial tension. Furthermore, cell model calculations will be presented to show that the 
Rodin and Parks [5] model describes the constitutive response accurately. 

Cell Models 

Geometry and Boundary Conditions 

The constitutive response of a power-law viscous material containing penny-shaped micro- 
cracks is investigated by analyzing a representative unit cell containing one microcrack. Two 
such cell models are investigated. Figure la  shows an axisymmetric model. The microcrack is 
centered in a cylindrical cell. The number density of cracks is related to the cell diameter A by 

4 
N = - -  (9) 

7rA 3 

from which p is calculated using Eq 1. The applied stress system is assumed to be axisymmetric 
with the components tr~ in axial, and tr7 in radial direction. On the surface of the cylinder and 
on the crack plane the following boundary conditions are prescribed: 

1 2 Ur = constant, Fr = ~ A tr7 on the mantle surface (Fr is a force per radian) 

~" 2 Uz = constant, F z = ~ A t r  z on the top surface 

tr~ = 0 on the crack surface, z = 0 
u z = 0 on the ligament, z = 0 

Figure lb  shows the second of the considered cell models. Here the unit cell is a tetrakai- 
dekahedron, which is the Wigner-Seitz cell of the body-centered cubic (bcc) lattice. Contrary 
to the axisymmetric cell, the tetrakaidekahedron is space filling when repeated periodically. 
The number density of cracks is 

2 
N = - -  (10) 

A 3 

a b 

FIG. 1--Representative unit cells containing one microcrack with diameter d: (a) cylindrical cell; 
(b) tetrakaidekahedron, termed bcc cell. 
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The principal stress axes are assumed to be aligned with the cubic axes, i.e., they are oriented 
normal to the square facets of the tetrakaidekahedron. For arbitrary values of the principal 
stresses, oT, try, and o'~1, it suffices to analyze the unit cell shaded in Fig. lb. For the special 
case of axisymmetric loading, half of that cell would be sufficient, but all calculations were 
carried out with the shaded cell. Boundary conditions are prescribed as follows: 

A 2 A 
ut = constant, Ft = -~- trT on the square facet with x~ 2 

A 2 A 
u2 = constant,/72 = ~ -  or~ on the square facet with x2 2 

A 2 A 
u3 = constant, F3 = -~- o'~1 on the square facet with x3 2 

u~ = 0 on the ligament, x~ -- 0 
tr~ = 0 on the crack surface, x~ = 0 

+ u~ = 2u c on the hexagonal facet 
+ u~ = 2u2 c on the hexagonal facet 
+ u~ = 2u c on the hexagonal facet 

Point C is the center of the hexagonal facet. Points A and B are symmetric with respect to 
Point C. 

A similar model was analyzed by Dib and Rodin [6], who consider the two cases that either 
one family of the square facets or one family of the hexagonal facets are cracked. These two 
cases correspond to two discrete values of the p parameter. If the square and hexagonal cracks 
are replaced by circular cracks of equal area, one obtains the p parameter from Eq 1 with Nd 3 
= O. 112 for the cracked square facets and Nd 3 = 0.504 for the cracked hexagonal facets. Their 
results can be used as benchmarks in our analysis. 

Finite E lement  Meshes  

Figure 2 shows the finite element meshes used in the calculations. The axisymmetric model 
contains 124 quadrilateral eight-noded isoparametric elements and 801 degrees of freedom. 
The bcc model is made up of 456 20-noded brick elements and has 7388 degrees of freedom. 
Reduced integration is used to avoid possible mesh-locking problems. At the crack tip, the 

a b 

FIG. 2--Finite element models of  the unit cells: (a) cylindrical cell; (b) bcc cell, viewed as in 
Fig. lb and in the opposite direction. 
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nodes along one side of an element are collapsed into one point in the axisymmetric model and 
into one line in the bcc model. These elements give a strain singularity of r -  ~, which is a good 
approximation to the strain singularity of r -"/~"+~) of the Hutchinson, Rice, and Rosengren 
(HRR) field. 

Material Law 

The material is described as elastic/nonlinear viscous, i.e., in uniaxial tension the total strain 
rate is 

~tot  : o'/E Jr- A o  ~ (11) 

where 

E = Young's modulus, MPa, 
n = stress exponent in Norton's creep law, and 
A = coefficient in Norton's law I/(MPa" s): 

The elastic strain rate in Eq 11 was introduced primarily for computational convenience since 
an algorithm for elastic/nonlinear viscous material was available. In the present paper, the 
steady-state solution established at long times is of primary interest. However, also the elastic 
solution calculated for the time t = 0 directly upon load application can be used to check 
models for elastic response of microcracked solids, e.g., Refs 7 and 8. 

Results and Comparison with Self-Consistent Estimates 

The presence of the microcracks leads to an enhanced creep rate. The results of the self- 
consistent analyses and the cell-model calculations are presented in terms of the enhancement 
factor for the axial inelastic strain rate ~x, 

e = - -  (12) 

where ~,s is the inelastic strain rate in the absence of microcracks. 

Uniaxial Tension 

Figure 3 summarizes the results of the self-consistent estimates and cell model calculations 
for uniaxial tension. The Norton exponent was chosen as n = 4 and 8. The figure shows the 
enhancement factor, e, defined in Eq 12 as a function of the damage parameter, p. 

As one would expect, all curves merge into Hutchinson's [3] linear approximation at small 
p. At larger p, the integral and the differential self-consistent schemes lead to substantially 
different results. Comparing the two differential approaches, one notes that the cruder approx- 
imation, Eq 4, is practically indistinguishable from the more accurate solution, Eq 5. 

The two cell models differ from one another at large p. This is expected since the critical 
values, Ps, at which neighboring cracks touch are different for the two crack arrangements. For 
n = 4, creep coalescence (d = A) corresponds to Ps = 2.41 for the cylindrical cell model and 
to Ps = 3.78 for the bcc model. 

It is important to note that the creep rate enhancement factors predicted by the differential 
self-consistent method, Eqs 4 and 5, lie between the finite element results of the cell models 
and can therefore be considered to be good approximations for describing the creep rate at 
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analytical approximations 

. . . . . .  l inear approximation (Hutchinson) 

. . . . .  integral self consistent (Riedel) 

......... differential self consistent (Riedel) 
diff. self cons. (Rodin and Parks) 

1 5 -  

lO- 

5- 

O- 

o 

X = l , n = 4  

�9 cylindr, cel, I / I 

' 
/ . 

# o ~ . . . . ~ , . . . ~ ' "  

1 2 3 

15- 

10- 

5- 

O- 

X = l , n = 8  ~ 
�9 cylindr, c e l l  / 
n b.c.c cell �9 / 

i w . . ~ - , " ~  

0 1 2 3 

P P 
FIG. 3--Creep enhancement factor e as a function of the damage parameter p. Comparison of 

cell model calculations (symbols) with analytical approximations (lines)for a uniaxial stress state. 

higher densities of cracks. On the other hand, the integral self-consistent method, which leads 
to Eq 3, is inaccurate. 

Axisymmetric Loadings 

In this section, the results of Rodin and Parks, Eq 5, are compared with cell model calcu- 
lations for axisymmetric loading conditions. In Fig. 4, the stress state trr = 1/z tr z is chosen. 
This corresponds to X = 2. The enhancement factor, e, is given as a function of p for n = 3, 
5, and 8. Again, the results of Rodin and Parks lie between the finite element results of the two 
cell models. 

From now on, only the bcc cell model will be considered. In Fig. 5, the analysis is carried 
out for the two special cases corresponding to the crack densities considered by Dib and Rodin 
[6]. The enhancement factor e is given as a function of the stress state parameter X = trl/~ for 
n = 3, 5, and 8. The results of Rodin and Parks agree well with our cell model calculations. 
Dib and Robin use a slightly different measure for the creep enhancement, so their results 
cannot be plotted with ours in a single figure. However, Dib and Rodin also found a fairly 
good agreement between their results and those of Rodin and Parks. 

Arbitrary Loadings 

The Rodin and Parks model is based on the results of a differential self-consistent analysis 
worked out for axisymmetric loadings [5]; the results were generalized to arbitrary loadings 
with the help of an additional simple assumption. Now, the validity of this assumption will be 
checked by comparing the Rodin and Parks model with the bcc cell model for arbitrary loadings. 
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2.5- 

N d  3 = 0 . 1 1 2  

3.0 �9 n=3 10 

2.5 _n 8- 

I / / / I  ' 
2.0 

4- 

1 . 5 ~  2- 

1.0 

0 1 2 3 

X 

N d  3 = 0 . 5 0 4  

1 2 3 

X 
FIG. 5--Creep enhancement factor e as a function of the parameter X = ~rJ-#. Comparison of 

bcc cell model calculations (symbols) with Rodin and Parks model (lines)for axisymmetric stress 
states. 
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S 
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S 

FIG. ~-Creep enhancement factor e as a function of the ratio S and tru/~i for different values 
of the ratio R = trm/OT~. Comparison of bcc cell model calculations (symbols) with the Rodin and 
Parks model (solid lines) and the Rodin and Parks model modified according to Eq 13 (dotted lines) 
for n = 3 and N d  3 = 0.112. 
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In order to bound the numerical effort, only the crack size, Nd 3 = 0.112, and the creep exponent, 
n = 3, are considered. 

Arbitrary stress states are characterized by the principal stress ratios R = trHt/O'H and S = 
trillCr ~. Figure 6 shows the dependence of the creep enhancement factor e on the parameter S 
for R = 0 (biaxial stress states), R = 0.5, R = 0.75, and R = 1. The stress state is axisymmetric 
if R = 1 or S = 0, the latter case being uniaxial tension. The agreement between the cell model 
results and the analytical model is equally good for all loading conditions. 

Hence, we consider the Rodin and Parks model the most advanced micromechanical model 
for cavitated creeping polycrystals at the time. In the remainder of this paper, a complete 
constitutive model is formulated on the basis of the Rodin and Parks model and applied to a 
12% chromium steel. 

Modified Rodin and Parks Model 

For practical applications of the Rodin and Parks model, a slight modification of the model 
was found to be useful. In the original model, Eq 5, the calculation of OO'llOtr U is necessary, 
and this expression is discontinuous when two or three principal stresses are equal. This causes 
numerical problems. 

These problems can be avoided by an ad hoc modification of the model where it is not very 
realistic anyway. In Eq 5 we replace trl by trm + 2~/3 (where trm = o ' J 3  is the mean stress) 
and correspondingly X = tr t /~ by Y = tr, , /~ + 2/3. For axisymmetric loading with a fixed 
principal stress direction, the two formulations are identical. For a variable principal stress 
direction, neither the original nor the modified Rodin and Parks model are completely appro- 
priate. In reality, cavities will develop on grain boundaries with different orientations depending 
on the loading history. Contrary to the anisotropy resulting from such an orientation distribution, 
the modified model is isotropic, whereas the original model is not well defined under these 
conditions. The original model is based on a uniform orientation of the damaged grain bound- 
aries, but there is no criterion for choosing that orientation when the principal stress direction 
rotates. Moreover, using the original formulation as it is, Eq 5 implies the assumption that the 
already damaged boundaries rotate with the principal stress insofar as the original model is 
also isotropic with the additional drawback of being numerically cumbersome. Hence we prefer 
to use the modified expression for the inelastic strain rate tensor 

e# = ~ es[1 + a(n,p) y21 1 + ~ a(n,p) s o + -~ a(n,p) YgrSi: (13) 

The symbol 8ij is the Kronecker delta, and e, = A~e'. 
Figure 6 shows the creep enhancement factors, e, as given by the original and by the modified 

Rodin and Parks model. The differences are small. 

Elastic Response o f  Microcracked Solids 

Budiansky and O'Connell  [7] and Hoenig [8] presented self-consistent estimates for the 
elastic response of microcracked solids. Budiansky and O'Connell  consider penny-shaped 
cracks that are randomly spaced and oriented in an isotropic material, while in Hoenig' s analysis 
the cracks are randomly spaced but aligned in parallel planes. 

Their results are given in Fig. 7 in terms of the stiffness reduction in axial direction as a 
function of the p parameter, which is p = V2 Nd 3 for n = 1. The data points in Fig. 7 are the 
results of linear elastic cell model analyses. As expected, for moderate microcrack densities 
the cell model results agree well with Hoenig's results for aligned penny-shaped cracks. 

Copyright by ASTM Int'l (all rights reserved); Wed Dec 23 19:37:59 EST 2015
Downloaded/printed by
University of Washington (University of Washington) pursuant to License Agreement. No further reproductions authorized.



46 ELEVATED TEMPERATURE EFFECTS: FATIGUE AND FRACTURE 
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FIG. 7--Stiffness reduction in axial direction as a function of the damage parameter p. Compar- 

ison of self-consistent estimates (lines) with cell model calculations (symbols). 

The dotted vertical lines mark the critical p values, for which in the cell models neighboring 
cracks touch each other. These values are p = 2/~ for the cylindrical cell, and p = 1 for the 
bcc cell. One would expect that the stiffness of the cell models is reduced drastically as p 
approaches its critical value. 

The Complete Constitutive Model 

In the previous sections, the effect of damage on the stationary creep rate was considered. 
In order to model transient behavior of the matrix material, the Rodin and Parks model now is 
combined with the viscoplastic constitutive model of Robinson [9]. The Robinson model is 
capable of describing essential features of high-temperature inelastic behavior such as primary 
and secondary creep under constant load, stress relaxation under constant strain, Bauschinger 
effect, and cyclic hardening under cyclic loading, among other effects. 

In the combined Robinson and Rodin and Parks model, the inelastic strain rate tensor, eij, 
has the form 

n - - I  n 

A(I + otg2)--7 
(1 + aY )- '-2--] l ~1 + "~ olY ~ij + -~ aY-~Sij (14) eij= X/j2(7.0 ) 

where J2 denotes the second invariant of the effective stress Y~u, which is now defined as Y, ij 
= si~ - au(1 + aY2) -("+~)~". The function a(n,p) is given in Eq 8. Equation 14 is valid if both 
sOE O > 0 and J2(~q > K[1 + oly2] -(n+l)/n hold, otherwise eij = O. 

It should be mentioned that the finite element results presented below were obtained using 
a preliminary version of Eq 14, in which the factor (1 + c~Y2) -(~§ is replaced by 1 in the 
square brackets and in the definition of the effective stress. This latter formulation has the 
drawback that the stress is not completely relaxed when the damage parameter becomes large. 
This deficiency was corrected in Eq 14, but not yet in the finite element program. 
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The evolution laws for the internal variables, a U and K, are not changed in comparison to 
the Robinson model, 

n 

2 y.~j aij 
gto = HG-t3A J2 q) [ ~v/j2(~,ij ) RG m-13 V~2(aij) (15) 

[( = Ks - Ki.e_W,,/woW e (16) 
3Wo 

with W P = o'ijeij and G = J2(aij)/K 2. Equation 15 is valid, if Y.uau > 0 as well as G > Go, 
otherwise, G is substituted by Go in the first term of Eq 15. 

To formulate an evolution equation for p, one recalls that cavity nucleation is often strain 
controlled [4]. Using a power law with an exponent 3, to describe this, the evolution law 
becomes 

p = P_.(s 3,~v-~e, w i th  e = eije~j (17) 

Experiments on creep-resistant ferritic steels give values for 3' between 1 and 2 [10]. In the 
present study 3, is an adjustable parameter. Its value resulting from the fit to the 12% Cr steel 
is 3, = 1.27. 

In contrast to purely phenomenological damage models, the damage variable p in the present 
model has a clear physical meaning and may be measured by suitable methods. This fact enables 
us to improve the above evolution equation for damage as more microstructural information 
becomes available. 

Finally, the coupling of the stress rates and the strain rates is given by the differentially 
formulated Hooke's law 

O'q = E u k t ( / ~  t - -  ~kl) ( 1 8 )  

.tot in which Eijkl and ekl are the tensor of the elastic moduli and the total strain rate tensor, 
respectively. Although the effect of damage on the elastic response is known (Fig. 7), this effect 
is neglected in the following applications of the model, and Eq 18 is used with constant elastic 
moduli. This is justified when elastic strain rates are negligible compared to the inelastic strain 
rates. 

Fin i te  E l e m e n t  I m p l e m e n t a t i o n  

The above constitutive equations are generalized to finite deformations using Eq 18 as an 
hypoelastic relation between the elastic strain rate and the Jaumann rate of Cauchy stress. In 
Eq 18, e~,~t is replaced by the symmetric part of the velocity gradient and 0"~ is replaced by the 
Jaumann rate of Cauchy stress. Equation 14 defines the inelastic contribution to the symmetric 
part of the deformation gradient. 

The constitutive equations were implemented in the finite element code ABAQUS by writing 
a user material subroutine. The relation between deformation and stress is evaluated using an 
incrementally objective algorithm proposed by Weber [11], suitably generalized to include 
tensorial state variables [12]. For the integration of the first order differential Eqs 14 to 17, an 
explicit Runge-Kutta method, the Euler backward method, and a "semi-implicit" method an- 
alogous to Ref 13 were implemented. In the semi-implicit method, the nonlinear equations of 

Copyright  by ASTM Int ' l  (a l l  r ights  reserved);  Wed Dec 23 19:37:59 EST 2015
Downloaded/pr inted by
Universi ty  of  Washington (Universi ty  of  Washington)  pursuant  to  License Agreement .  No fur ther  reproduct ions authorized.



48 ELEVATED TEMPERATURE EFFECTS: FATIGUE AND FRACTURE 

the Euler backward method are approximated by a Taylor series expansion. In the applications 
that are presented later, the semi-implicit method offers the best compromise between com- 
putation cost and accuracy. For further details concerning the numerical method, the reader is 
referred to Ref 12. 

Adjustment of  Model Parameters 

The constitutive model is applied to the 12% chromium steel X 20 CrMoV 12 1. The model 
parameters were adjusted to the results of creep tests performed at 550~ at constant load. In 
these tests, primary, secondary, and tertiary creep is observed. 

The 13 model parameters were optimized simultaneously with respect to all eleven creep 
curves. For details of the optimization method the reader is referred to Ref 14. The optimized 
parameter set is given in Table 1. Figure 8 shows that the quality of the fit is generally good 
apart from the stress range 240 to 275 MPa, where the model underestimates the creep rates 
by up to a factor 2. 

Comparison of Calculated and Measured Load Line Displacement 

Finite element computational results have been obtained for two different types of compact 
tension (CT) specimen: CT specimen with drilled holes and CT specimen with sharp prefatigued 
cracks. The geometries of these specimens are shown in Fig. 9. The shaded regions are meshed 
with finite elements. 

CT Specimen with Drilled Holes 

In these specimens, the stress state in the notch root may be varied by choosing specific hole 
diameters, D. In Fig. 10, finite element meshes and the computed distribution of the stress state 
parameter Y in the notch root after load application is shown for two different specimens. In 
both specimens, the ligament size is l = 17 mm. The hole diameters are D = 10 mm and D 
= 2 mm, respectively. The peak of the stress multiaxiality Y is higher for the specimen with 
D = 2 mm. On the other hand, for the same external load the Mises equivalent stress ~ in the 
notch root is smaller for the specimen with D = 2 mm due to the higher constraint. 

Some experiments at different load levels were performed at 550~ All available experi- 

TABLE 1--Numerical values of the model parameters. 

Parameter Numerical Value 

A 9.01 - 10 -15 
n 9.23 
H 3.66. 106 
K 1/~/'3 fixed 
/3 0.882 
R 1.65. 10 -7 
m 0.959 
Go 854 
Ks 9O9 
Wo 0.139 
Ki 86.2 
y 1.27 
p/e~ 114 
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FIG. 8--Creep data (symbols) and constitutive model (lines). 
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mental results are presented in a companion paper [15], in which possible modifications of the 
evolution equation for p, Eq 17, are discussed. Here, as an example, only two experiments with 
D = 10 mm and D = 2 mm at the same load F = 8 kN are considered. 

In Fig. 11, measured load line displacements are given together with computational results. 
The computed displacements are 20 to 40% lower than the measured ones. This can be ex- 
plained by the limited accuracy of the fit of the material model to the data shown in Fig. 8. 
The Mises stress in the CT specimen exceeds 230 MPa by over about 25% of the ligament, 

1.25W 125W 

'l 
L 
I 

F F 

1.2W 

J 
a b 

FIG. 9--Geometry of compact tension specimen. In the experiments, W = 50 mm and B = 20 
m m :  (a) specimen with a drilled hole; (b) specimen with a sharp crack, 20% side grooved. 
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6 -  

s- j ,  

- 4 -  J 

E3- 

=02-_ 

0 2000 4000 

l ime [h] 

5- 

' ~ 4 -  
E 
E 
E 3 -  
| o 
t . ,n  

: ~ 2 -  

D = 2  mm, F = 8 k N  

/ "  

S j 

Y 

Experiment 
FE Simulation 

' " ' J ' I ' ' ' ' 

0 2000 4000 

time [h] 

FIG. 11--Measured and calculated load line displacement for CT specimens with drilled holes. 

and the classical reference stress in the CT specimen [16] is 217 MPa (for plane stress). In this 
stress range and above, the material model underestimates the measured strain rates to an extent 
that can easily explain the discrepancy between measured and calculated displacements in Fig. 
11. 

Apart from this discrepancy in absolute values, the calculations reproduce an interesting 
feature of the measured curves. During the first 2000 h, the measured displacement rates are 
lower for the specimen with the smaller hole. This is expected since the Mises equivalent stress 
in the notch region is smaller in this specimen. Later, however, the displacement rate of the 
specimen with the small hole accelerates, and fracture occurs after about 4000 h. The specimen 
with the larger hole, on the other hand, continues to creep at a nearly constant rate without any 
sign of imminent fracture within the test time. 

A probable explanation is that initially the greater multiaxial constraint at the smaller hole 
dominates, while later, when damage develops, the higher mnltiaxiality leads to a greater creep 
enhancement factor. Hence the displacement of the specimen with the smaller hole finally 
overtakes that of the specimen with the larger hole. The calculations predict that crossover 
qualitatively correctly. This is taken as experimental evidence for the validity of the Rodin and 
Parks model and the evolution (Eq 17), which was chosen somewhat arbitrarily. 

CT Specimen with Sharp Cracks 

Four creep crack growth experiments with side-grooved CT specimens were performed at 
different load levds at 550~ In these experiments, the load line displacement was measured 
online, and, in addition, the crack extension was determined after the specimen had been frac- 
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TABLE 2--Measured crack extension and computed spread of damaged zone 
(p > 5) into the ligament in the CT specimen with sharp cracks. 

Initial Crack Measured Crack Computed Spread of 
Load, kN Length, mm Extension, mm Damage Zone, mm 

F = 6.2 30.9 --- 0.02 
F =  9.8 31.1 0.15 i15 
F = 12.0 30.8 !.2 > 3 (after 150 h) 
F = 14.8 31.2 1.3 > 3 (after 10 h) 

tured at room temperature. The loads, the initial crack lengths, and the measured crack extension 
are given in Table 2. 

Computations were carded out with two different finite element models in which the side 
length of the rectangular elements ahead of the crack tip was 0.3 and 0.6 ram, respectively. 
Figure 12 shows a comparison of measured and calculated load line displacements in the four 
tests. For the tests with low load levels, F = 6.2 kN and F = 9.8 kN, the computed values 
agree well with the measured values. With increasing load, the discrepancy between computed 
and measured values is larger. 

This discrepancy is linked with an overestimation of crack extension by the computations. 
In Table 2, the computed extension of the damaged zone into the ligament is given. The 
damaged zone is defined, somewhat arbitrarily, as the zone where p > 5. Clearly, the actual 
creep crack growth is overestimated largely by the computations. 

The numerical analysis will be evaluated in terms of the C* integral in a forthcoming paper. 

Discussion and Conclusion 

Cell model analyses of a creeping matrix with penny-shaped aligned microcracks give strong 
support for the analytical Rodin and Parks model that describes the influence of microcracks 

O F= 6.2kN 
+ F = 9.8 kN 

4- --  r F=12 .0kN 

/ [ ]  F = 14.8 kN 
FE, fine mesh 

~ 3 -  . FE, coarsemesh ........ J 

1- 

0 . . . .  I . . . .  ! . . . .  I . . . .  I . . . .  I . . . .  

200 400 600 800 1000 1200 1400 

time [h] 

FIG. 12--Measured and calculated load line displacement for the creep crack growth experiments. 
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on the stationary creep rate in closed form. Based on the Rodin and Parks model, a compre- 
hensive material model for creep and plasticity is formulated and applied to creep tests with a 
compact tension specimen, This material model is a combination of the Rodin and Parks model 
with the viscoplastic constitutive model of Robinson. It contains an empirical evolution law 
for the damage parameter, p. 

At moderate load levels, computed displacements employing this material model agree well 
with measured values. The observed constraint effects are well reproduced by the model. 

In the creep crack growth experiments performed at high load levels, measured displacements 
and crack extensions are overestimated by the computations. A possible explanation is that for 
the creep strain rates observed in these experiments, cavity growth may not be constrained. In 
that case, a basic assumption of the model would be violated. 

However, for high levels of strain rate and strain, the available uniaxial creep data used for 
parameter adjustment are limited. It is expected that the model gives better predictions if the 
model parameters are adjusted to a wider range of experimental data. 
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ABSTRACT: This paper describes the application of the reference stress approach and proba- 
bilistic methods to the determination of creep crack growth based on the time-dependent fracture 
mechanics parameter, C(t), where t is time. This parameter is defined as the simple sum of a 
transient component, C(t --* 0), which is applicable to short times and a steady-state component, 
C*. The reference stress approach enables a relatively simple expression for C* to be derived. 
A scheme is developed that optimizes the fit of the reference stress approach to published com- 
puted solutions for Jp, the fully plastic component of the J-integral. The optimization scheme 
involves the derivation of an engineering parameter, V. An expression for C* is readily derived 
from an expression for Jp by invoking the creep-plastic analogy. Values of V are derived from 
the analysis of 189 sets of computed solutions. These values are statistically analyzed and used 
to derive a distribution function describing the uncertainty in V. This function is used together 
with distribution functions for other random variables (such as the creep strain rate coefficient 
and crack growth law coefficient) in example probabilistic analyses of flaws in welded internally 
pressurized pipes operating in the creep regime. Probability sensitivity factors are generated as 
part of the probabilistic analyses. 

KEYWORDS: creep crack growth, reference stress, remaining life, weld mismatch stress, prob- 
abilistic analysis, probability sensitivity factors 

A time-dependent fracture mechanics parameter that correlates creep crack growth data for 
different cracked geometries and loading systems is essential if laboratory-measured data are 
to be used in the assessment of structural components. Although the stress intensity factor, K, 
has been used to successfully correlate cyclic and environmental  cracking, it fails to adequately 
correlate creep crack growth data [1]. Under static loading conditions, the parameter that seems 
to have the most success in correlating creep crack growth rates is the steady-state time de- 
pendent fracture mechanics parameter, C* [1], originally proposed by Landes and Begley [2] 
based on the creep-plastic analogy and the plastic fracture mechanics parameter, J, derived by 
Rice [3]. The creep-plastic analogy states that the steady-state creep solution can be obtained 
from an equivalent fully plastic solution by replacing the plastic strains and displacements by 
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west Research Institute, 6220 Culebra Road, San Antonio, TX 78238-5166. 

2 Senior research engineer and research engineer, respectively, Aerospace and Reliability Engineering 
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their time derivatives. However, by definition, the steady-state solution for C* corresponding 
to secondary creep does not explicitly contain the time, t. Ehlers and Riedel [27] and Riedel 
[4] investigated a parameter, C(t ~ 0), which characterizes creep crack tip fields under transient 
conditions at short times where C(t --> O) >> C*, and stress relaxation is occurring due to the 
substitution of creep strains for elastic strains. The two parameters can be linearly added to 
provide a simple, approximate expression for a parameter, C(t), which is applicable for all 
times, t, 

C(t) = C(t ~ O) + C* (1) 

From Riedel [4]: 

J~ 
C ( t ~ O )  = ~ (2) 

(m + 1)t 

where Jr is the linear elastic value of the J-integral given by 

g 2 

J~ = - -  (3) 
E '  

where K is the stress intensity factor; E'  = E; Young's modulus, in plane stress, E'  = El(1 - 
~)  in plane strain; and G is Poisson's ratio. The parameter m is the exponent in Norton's law: 

= Aor m (4) 

where A is a material constant, and or is the applied stress. 
The evaluation of C* is more complicated. It is usually determined from fully plastic solu- 

tions for Jp, the plastic component of J, by invoking the creep-plastic analogy. Fortunately, a 
wide variety of Jp solutions have been derived under EPRI sponsorship using finite element 
methods for materials obeying the Ramberg-Osgood stress-strain constitutive law of the form 

~_p= o~[__r ] "  
eo LoroJ 

(5) 

where gp is the plastic strain, or is the applied stress, and eo, oro, a, and n are material constants 
[5-71. 

The reference stress approach developed by Ainsworth [8] provides an alternative method 
for estimating Jp and hence C*, which is closely related to the EPRI scheme. This method 
provides a powerful analytical tool for deriving solutions for Jp and hence C* in cases where 
alternative computational solutions are not available. 

A deterministic estimate of the life of a structure containing a creeping crack is obtained by 
integrating over time a crack growth rate law of the form 

da 
- -  = B C(t) q (6) 
dt 

where B and q are material constants. However, a deterministic approach can frequently lead 
to unacceptably low remaining life predictions because of the need to utilize conservative 
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assessment data in order to avoid failure. In contrast, a probabilistic analysis enables uncer- 
tainties in assessment data to be represented as probability density functions that allow the 
corresponding uncertainties in calculated lifetimes to be quantified and used to define the re- 
liability of a cracked component for further service. 

The probability of failure for a specified extended operating time can play a major role in 
decision analysis related to the disposition of cracked components, the prioritization of com- 
ponents for maintenance, and economic considerations of whether to run, repair, or replace [9]. 

In this paper, the accuracy of Ainsworth's reference stress expression for C* is investigated 
by determining the explicit dependence of C* on engineering parameters. This is accomplished 
using the EPRI handbook and other published solutions for Jp and the creep-plastic analogy. 
A scheme is developed for deriving an optimum reference stress solution that provides the best 
fit to the computed solutions for Jp for a range of n values given a specific flawed structural 
geometry and loading system. The optimization procedure enables an "optimized" yield load, 
P*, to be derived from the computed solutions, together with an engineering parameter, V. 
When V = 1, Ainsworth's reference stress approximation is recovered. 

Discussion is also made concerning the transient and steady-state stress contributions to C(t 
---> 0) and C*, particularly the role of weld-related stresses such as those generated by a mis- 
match in creep rates between weld and base metals. In addition, consideration is given to the 
formulation of a probabilistic methodology for creep crack growth based on the reference stress 
approach and a statistical analysis of the distribution of derived values for V. Example calcu- 
lations are performed to determine the probability of failure, P~, as a function of service life 
using the NESSUS probabilistic computer program [lOl interfaced with a deterministic creep- 
fatigue crack growth module developed at Southwest Research Institute. The advanced prob- 
abilistic analysis methods contained in the NESSUS program allow probability sensitivity fac- 
tors (PSFs) to be determined, which in turn enable key random variables to be identified. Other 
creep crack growth calculations are performed to ascertain the consequences of restricting crack 
shape development of surface flaws to a constant aspect ratio compared with allowing the aspect 
ratio to vary as the crack grows. 

Estimating C(t) 

Determining C* using the EPRI Estimation Scheme 

A widely used representation of Jp within the EPRI estimation scheme is [5-7] 

�9 ' P =  (7) 

where a is the crack depth, b is the section thickness, and c = b - a is the uncracked ligament. 
Values for the functions h~ are tabulated in the EPRI handbooks [5-7] for various structural 
geometries and depend on a/b, n, and, in general, on a normalized geometry parameter, D, that 
is related to the structure. (For example, in the case of a cylinder D = R/b, where R is the mean 
radius of the cylinder.) P is the applied load, and Po a characteristic yield load defined for each 
structural geometry and load type in the EPRI handbooks. 

By comparing Eqs 4 and 5, the creep-plastic analogy enables the creep solution for C* to 
be derived by replacing n by m and aeoto~o by A in Eq 7. The result is 

[]a C * - - A e  -~ h l -~,m,D (8) 
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Determining C* using the Reference Stress Approach 

One of the aims of the reference stress approach developed by Ainsworth [8] is to choose a 
yield load, P*, so that the function hl(a/b,n,D) that appears in the EPRI scheme for Jp can be 
replaced by an alternative function, h*(a/b,D), which no longer depends on n or rn (see also 
Refs 11 and 12). In terms of the reference stress parameters Po* and h*, Jp is written as 

a , a  r P ]  n+l 

Hence, the reference stress approximation to C* is obtained as 

[alh, ia \ (lO) 

The reference stress, Ore f is defined through the equation 

O're f = O" ~ (11) 

The term Ao-~t represents the reference strain rate, e,~f, and hence Eq 10 can be written in a 
form that no longer explicitly depends on the Norton law creep rate constitutive relationship 

a , a 
(12) 

Ainsworth [8] made the simplifying approximation that h* = h~(n = 1). This approximation 
enables hT to be expressed in terms of the linear elastic solution for J~ since Jp(n = 1) = p.Jr 
where/x = (1 - ~p)/(1 - ~ )  in plane strain, and ~ = 1 in plane stress, and ve and Vp are the 
elastic and plastic values of Poisson's ratio, respectively. The result is 

h*, = e ~ o  

C f 

(13) 

which, when substituted into Eq 12, yields his reference stress approximation for C* 

C* = /zEJ~ - -  ~------~ (14) 
Orref 

This result provides a simple and powerful approximate expression for evaluating C* over 
a much greater range of structural and engineering parameters than is presently possible using 
the existing EPRI handbook solutions for Jw The expression implies that the dependence of 
C* on engineering parameters is fully accounted for by the dependence of Je and Ore f on these 
parameters, and that the dependence on creep deformation is simply derived from the consti- 
tutive relationship between creep strain rate and stress. 
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Contribution o f  Steady-State and Secondary Stresses to C(t) 

Secondary stresses that relax with time have to be treated differently from steady-state 
stresses when evaluating C(t). Examples of secondary stresses are residual welding stresses and 
thermally induced stresses. An example of a steady-state stress is a pressure-induced stress. An 
example of a steady-state secondary stress is that due to a mismatch in creep rates between 
base and weld metals. (The latter stresses have been studied in Refs 13 and 14. These" results 
show that a stress concentration builds up with increasing time and eventually attains a steady- 
state value in the region of the weld-base metal boundary. Steady-state stresses can also be 
induced at longitudinal welds where the cross section of the welded pipe deviates from circu- 
larity. These "peaking"  stresses have been calculated for a particular pipe configuration before 
and after creep relaxation has occurred over 100 000 h of steady pressure loading [15].) 

Secondary stresses that relax with time should be included in the evaluation of C(t ~ 0), 
but not in the evaluation of C*. However, steady-state stresses should be included in the eval- 
uation of both. It is conservative to ignore the effect of the relaxation of secondary stresses 
with time and to evaluate C(t --~ 0) using the stress distributions derived before stress relaxation 
begins. Steady-state stresses should be included in C(t ~ 0) because they contribute to the 
transient stress field at the crack tip, which is relaxed by creep deformation. 

Transient and steady-state self-equilibrated stresses contribute to C(t) through their contri- 
bution to K, but only primary stresses, such as those induced by pressure, contribute to the 
evaluation of the reference stress, tr~f. 

Derivation of an Optimum Reference Stress Solution 

In this section, an "opt imized" reference stress solution to Jp (and hence C*) is constructed 
such that h~* is independent of the strain-hardening exponent, n. The expression for the reference 
stress solution for C* involves a yield load, P*, a function h~*, and a function V(a/b,D). The 
values of these functions are derived using a simple scheme that optimizes the accuracy of the 
reference stress solution to reproduce known computed values of h~(a/b,n) for a range of 
exponents, n. Hence, the derived values of P* and h* are sometimes prefixed by the adjective 
"opt imum" to differentiate them from values obtained using alternative methods. 

Since Jp(n = l) = P-Je, it cannot depend explicitly on either the yield loads Po or Po*. Hence, 
the solutions for n -- l are not used directly in the proposed optimization scheme. 

An expression for h* is obtained by comparing Eqs 7 and 9: 

,(a) h , - ~ , O  = h, ,n,O k-~oJ ' (15) 

Although n appears in the terms on the right-hand side of this equation, the purpose of the 
optimization scheme is to make the product of these terms independent of n. Rearranging Eq 
15 yields 

1 

n + l  

e*(n) = Po " , n > 2  (16) 
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where P*(n) are yield loads whose values are to be determined. The dependence of P*(n) on 
n is introduced intentionally to reflect numerical inaccuracies that occur in the computation of 
ht(alb,n). If these errors were absent, then according to the reference stress approach the op- 
timum yield load, P*, would be independent of n. The aim of the optimization scheme is to 
reduce the dependence of the calculated P*(n) values on n by judicious choice of hT while at 
the same time reproducing the computed values of h~(a/b,D,n) as closely as possible. 

Equation 16 cannot be solved directly for P*(n) as the value of h* is not known a priori. 
Instead, h* is treated as a variational parameter whose value is chosen so as to minimize the 
dependence of P*(n) on n. Hence, the value of h* is varied until a "sample variance" param- 
eter, p, attains a minimum value, where 

p = ~ (P*o(n) - P*o) 2 (17) 
n ~ 2  

and the required optimum yield load, P*, is given by 

1 
P*o = ~ if, P*o(n) (18) 

n ~ 2  

where N is the number of n values for which computed Jo solutions are available. Bloom [11] 
has used a similar scheme to derive yield loads from computed solutions for Jp, but he, like 
Ainsworth [8], assumed h* = h~(n = 1), which does not necessarily optimize the accuracy of 
reference stress solution to reproduce the Jr, solutions. 

Once P* and h* have been determined, the value of h ~(a/b,n) can be estimated for any value 
of n through the equation 

( ) a  ( ~ ) r P o ]  "+' 
h, g ,n = hT L oJ , n  ~ 2 (19) 

Since hffa/b,n = 1) is not used in the optimization scheme, it is not related to h* through 
P*, but through another parameter, P*o(1), where 

p [ hT(a/b) 
e*o(1) = 1) (20) 

Hence, from Eq 19: 

( a ) ( )  tJ 
h a rPo In-1 

h, -g,n = , -~,n = 1 V(a/b,D) -~o (21) 

where the parameter, V, is given by 

[ ~ ] 2  h*(a/b,D) 
V(a/b,D) = = h~(alb,n = 1,D) (22) 

Copyright by ASTM Int'l (all rights reserved); Wed Dec 23 19:37:59 EST 2015
Downloaded/printed by
University of Washington (University of Washington) pursuant to License Agreement. No further reproductions authorized.



60 ELEVATED TEMPERATURE EFFECTS: FATIGUE AND FRACTURE 

Using the parameter, V, and Eqs 9 and 21, Jp can be written for n > 1 as 

r , , l"- '  JP = JdzV(a/b'D) (23) 

Equation 23 establishes the relationship between the plastic and elastic components of J. Fur- 
thermore, using the Ramberg-Osgood law and the reference stress, O'rer, given in Eq 11, Eq 23 
can be rewritten as 

Jp = Jel~V(a/b,D)[-~f (24) 

where err is the reference plastic strain corresponding to the value of O're f on the uniaxial stress- 
strain curve. Note that Jp has been expressed in a form that is applicable to materials with 
arbitrary stress-strain behavior. This is an important benefit of the reference stress approach. 

The equivalent expression for C* is 

C* = J d~ V( a/ b 'D ) ['-~rer ]Et~ref (25) 

which shows that the simplified form of the reference stress approximation represented by Eq 
14 is only exact when V(a/b,D) = 1. 

Validation of the Optimization Scheme 

Examples of the ability of the optimization scheme to accurately represent the finite element 
solutions for h~(a/b,n) in terms ofh*(a/b) and optimum yield loads is shown in Figs. 1 and 2. 
These figures show the computed values of h~(a/b,n) obtained from Ref 5 and Ref 16 for an 

10 
! '  

D 0.25 
~ 0.375 

• o. .:5 
f -  + 0.75 

0.01 . . . . .  ,,,I . . . . . . .  ,I , . . . . . . .  I ~ ~ , , , t . I  
0.01 0.1 1 10 1 O0 

h: (predicted) 

FIG. 1--Comparison of computed plane strain values of the h](a/b,n,D)functions for a single- 
edge-cracked plate in tension for n = 2, 3, 5, 7, 10, 13, and 16 with the predictions of the reference 
stress approach derived using the optimization scheme. 
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FIG. 2--Comparison of computed values of the hl(alb,n,D) functions for a surface flaw in a plate 
subjected to tension for n = 5, 10, and 15 with the predictions of the reference stress approach 
derived using the optimization scheme: (a) results for the deepest point on the flaw; (b) results for 
the surface point. 

edge-cracked plate in plane strain subjected to tensile loading (Fig. 1) and for a surface semi- 
elliptical flaw in a plate subjected to a tensile force (Fig. 2), respectively, plotted against the 
values predicted using Eq 21. The nearness of the points to the one-to-one line indicates the 
accuracy of the optimum yield approach: predictions that fall on the line are exact. The results 
in Fig. 1 cover six crack depths in the range 0.125 ----- alb <-- 0.75 and seven strain-hardening 
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exponents in the range 2 --< n <- 16. The results in Fig. 2 include three crack depths in the 
range 0.2 -< a/b --< 0.8, three aspect ratios in the range 0.2 -< a/d --< I where d is half the surface 
length, and three n values in the range 5 -< n --< 15, and are presented for the deepest point 
(Fig. 2a) and the surface points (Fig. 2b) on the flaws, 

It can be seen that the optimized reference stress method predicts h~(a/b,n) values that are 
in very good agreement with the computed results. The accuracies indicated in Figs. 1 and 2 
are typical of the accuracies with which the method reproduces the values of h ~(a/b,n) for other 
cracked geometries and loading systems. 

Statistical Analysis of Calculated Values of V 

To determine the dependence of V on engineering parameters, values of V and P* have been 
derived for an extensive assortment of structural geometries, crack shapes and sizes, and applied 
load types from published finite element results for the function h ](a/b,n,D). The determination 
of the values of V and P* that produce the best agreement between the reference stress ap- 
proximation to J ,  and the computed solutions requires that values of h~(a/b,n,D) be available 
for a range of strain-hardening exponents, n. From these solutions for different n, single values 
for V and P* can be derived for a specific set of engineering features. 

In all, 189 values of V(a/b,D) were derived from computed h~(a/b,n,D) values for the fol- 
lowing flawed structural geometries and engineering parameters: 

Two-dimensional geometries: 
I. Single edge cracks in plates subjected to tensile loads (plane stress and plane strain) [5]. 
2. Double edge cracks in plates subjected to tensile loads (plane stress and plane strain) [5]. 
3. Single edge cracks in plates subjected to bending (plane stress and plane strain) [5]. 
4. Center-cracked plates (plane stress and plane strain) [5]. 
5. Cracks emanating from an embedded round hole subjected to biaxial stressing [5]. 
6. Part-through axially cracked cylinders subjected to internal pressure [5]. 
7. Part-through circumferential cracks in cylinders subjected to tensile forces [5]. 
Three-dimensional geometries: 
1. Circumferential through-wall cracks in cylinders subjected to tensile forces [6]. 
2. Circumferential through-wall cracks in cylinders subjected to applied moments [6]. 
3. Semi-elliptical flaws (deepest point) on the internal surface of a cylinder subjected to 

internal pressure [17]. 
4. Semi-elliptical flaws (deepest, surface, and near-surface points) in plates subjected to 

tensile forces [16,18-20]. 
5. Semi-elliptical flaws (deepest, surface, and near-surface points) in plates subjected to 

bending [18]. 

The minimum calculated value for V was 0.6, and the maximum was 2.3. It is emphasized 
that the variation in the values of the derived V values for different structural and engineering 
parameters reflects not only real explicit dependencies of V on these parameters, but also 
apparent dependencies due to uncertainties in the computed numerical values of hi and inac- 
curacies introduced by the method employed for deriving the fully plastic Jp solutions from 
the actual computed values of J, which included both linear elastic and first-order plastic com- 
ponents. Thus, significant differences in V values were sometimes observed in Jp values ob- 
tained by different workers for the same geometry, crack size, and load type. For example, this 
was the case for some of the results reported in Refs 16 and 18 for surface semi-elliptical flaws 
in plates. Other workers, such as Bloom and Lee [17], have also commented on the need for 
care when deducing the fully plastic component of J from its elastic-plastic value. Criteria for 
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assessing the accuracy of computed fully plastic Jp solutions have been discussed in Ref 21, 
which also discusses the accuracy of the reference stress approach in terms of load factors 
required to make the results of this method equal to computed solutions for Jp. 

It is of interest to note that, although there are differences between the values of Jp computed 
by different workers for nominally the same cracked structure, within any particular set of 

h~(PIPo) , even though the derived results the values of hi still appear to scale as the ratio * �9 n+l 
values of P* may differ between sets. 

The 189 derived V values were statistically analyzed by separating the data into three groups 
corresponding to: 

1. All the data (189 samples). 
2. The values of the deepest points on both the two-dimensional (108 samples) and three- 

dimensional (24 samples) flaws (a total of 132 samples). 
3. The values for the surface (24 samples) and near-surface (33 samples) points for the three- 

dimensional semi-elliptical flaws (a total of 57 samples). The near-surface points corre- 
sponded to positions on the flaws at angles of 9, 10, and 18 ~ from the free surface. 

The samples in Groups 1 through 3 were statistically examined using the normal, exponential, 
Weibull, extreme value, and lognormal distributions. From the results of this analysis, the 
following conclusions were drawn: 

1. Based on statistical tests [22], the cumulative distribution function that best described the 
data in Groups 1 through 3 is the Type 1 extreme value distribution (EVD). The cumu- 
lative distribution function for the Type 1 EVD is 

Fx(x) = e x p [ - e x p ( - a ' [ x  - /3'])] (26) 

where a '  and/3'  are related to the mean,/Xx, and standard deviation, tr x, by the equations 

0.577 1.283 
/Xx = /3' + ~ a ,  ' trX = a '  (27) 

The values of ct', /3', /Xx, and trx for each of the data samples in the three groups are 
shown in Table 1. The form of the empirical and derived distributions for the Group 1 
data are shown in Fig. 3. The empirical distribution function was determined by the 

(i - X/2) 
formula Fi(v) = - - ,  for vi -< v < v(i+l), in which oi is the ith smallest value of V 

n 

[22]. 
2. A linear regression analysis of the Vvalues in Groups 2 and 3 corresponding to the deepest 

and surface points on three-dimensional semi-elliptical flaws indicated that the values at 
these two positions were not correlated (the correlation coefficient was approximately 
0.01). 

TABLE 1--Type 1 EVD parameter values derived from the sample V values in Groups 1 through 3. 

Group a '  fl' ftx trx 

1 4.4018 1.0380 1.1691 0.2915 
2 4.1776 1.0363 1.1744 0.3071 
3 4.9563 1.0428 1.1592 0.2426 
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FIG. 3--Cumulative distribution function for the engineering parameter, V, for Group 1 data. 
The Type 1 extreme value distribution best fits the empirical distribution of the derived values of V. 

Example Application: A Welded Pipe 

The creep crack growth methodology is applied to calculating the remaining lives of flawed 
longitudinal welds in high-temperature pipes subjected to a constant internal pressure. A sche- 
matic of a welded pipe is shown in Fig. 4. The creep rates of the weld and base metals are 
assumed to be different, and this gives rise to a steady-state self-equilibrated stress distribution 
through the wall of the pipe that superposes on the hoop membrane stress, RP/t, due to the 

Outer 

Base 

Inner 

FIG. 4---Schematic of section through a welded pipe showing Region A, which contained the 
surface flaws analyzed. 
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internal pressure, P. R is the mean radius of the pipe and t is the wall thickness, taken to be 
13.125 in. (333.4 mm) and 1.25 in. (31.75 mm), respectively. The internal pressure is assumed 
to be 700 psi (4.83 MPa) and the metal temperature 1000~ (538~ 

The calculations were performed for cracks emanating from the outer surface of the pipe in 
Region A, shown in Fig. 4. The cracks were variously assumed to be in the base or weld metal 
and to take on material properties consistent with these materials or in a region local to the 
weld-base metal interface (e.g., the heat-affected zone) that had properties different from the 
base and weld metals. 

The work reported in Ref 14 shows that the peak values of the creep mismatch stress can 
occur at the surfaces of the pipe or in the interior, depending on whether the ratio r = ~b/~w is 
greater or less than 1, where ~b and ~w are the base metal and weld metal creep rates, respec- 
tively. Although both Refs 13 and 14 have investigated the form of the mismatch stresses, only 
a very limited number of solutions are reported, these mainly in the form of the stress concen- 
tration factors due to the creep rate mismatch rather than specific stress distributions through 
the pipe wall. Furthermore, the number of weld geometries analyzed is restricted to double-V 
type welds such as the one shown in Fig. 4 and cover only a very limited range of geometries 
within this class of welds. 

These limited stress solutions were used to construct the approximate normalized stress 
distributions shown in Fig. 5. It is emphasized that, although this stress distribution is chosen 
mainly for calculational convenience, it contains the essential features of more specific stress 
distributions in terms of where the peak stress occurs and the self-equilibrated nature of the 
stress. In order to facilitate calculations, the two normalized distributions are assumed to remain 
invariant with changes in the ratios of the base and weld metal strain rates in the two regions 
defined by r > 1 and r < 1, respectively. The assumption of invariance was necessary given 
the dearth of stress distribution data available as a function of r. 

Although the mean values of the base and weld metal strain rates used in the example 
calculations correspond to r > 1, the stress distribution for r < 1 is still needed for the prob- 
abilistic analysis because there is a finite probability of r < 1 occurring. 

1 ~ r>l ~ r<l / ~  

0"~ 0 ,0.'~ 0.4 0.6 /0.8 1 /// ~ \\\ 
/ \ 

/ \ 
/ \ 

-1 r \ 
FIG. 5--Normalized weld mismatch stress distributions used in the example application. The 

origin, x/b = O, is at the outer surface. 
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The peak value of the mismatch stresses are determined by a concentration factor, Kt, which, 
for a specific weld geometry, is a function of r. The relationship between r and Kt used in the 
example calculations is illustrated in Fig. 6. The stress distribution in the region of the weld, 
including the hoop membrane stress, is 

(28) 

In the probabilistic calculations, this stress takes on random values through its dependence 
on Kt, which in turn depends on the value of r, which will take random values if the base and 
weld metal strain rates are random variables. 

The example calculations were performed using a deterministic creep-fatigue crack growth 
computer program, COBRA Version 4.0, interfaced with NESSUS [10|, which can perform a 
range of probabilistic analyses based on Monte Carlo methods and more advanced methods 
such as the first order reliability method (FORM) [23], the advanced mean value (AMV) [24], 
and the adaptive importance sampling (AIS) [25]. Both of these programs have been developed 
and enhanced by Southwest Research Institute over recent years. 

COBRA Version 4.0 contains a library of fracture mechanics solutions that enable the stress 
intensity factors, K, and reference stresses, O'ref, to be determined for surface and embedded 
flaws. The stress intensity factors are calculated using a module, KCALC, which contains a 
library of influence functions for cracks in stress gradients. These solutions are not readily 
represented by simple analytical expressions. 

Although the optimized reference stress approach provides statistical information about the 
value of V, the reference stress is not known a priori for flawed structural geometries and 
applied loads for which there are no existing Jp solutions. This is the case for the external 
surface flaw in a pipe. Hence, the reference stress solution used in the example was that con- 
tained in COBRA Version 4.0 and is based on the construction method described by Miller 
[26]. It has the form 

P 
O'ref  = (29) 

log + (Ro - a)(1 + 1.61 p2) v' 

~1.+ 
" ~ i ~  J 1 " 6  

1.4 
_ o r  t . w o . ,  w+ o o t . .  

" ~ - I /  
I I I I I I I I ~ I I I I I I I I 

17 15 13 11 9 7 5 3 I 3 5 7 9 11 13 15 17 

r l l r  

FIG. 6--Weld mismatch stress concentration factors, K~ 
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TABLE 2--Mean values of parameters used in the deterministic calculations. 
(Subscripts b, 1, and w signify base, local and weld, respectively, and subscripts a 

and d the deepest and surface points on the flaw, respectively.) 

Parameter Mean Value 

Engineering parameter, Va (deepest point) 
Engineering parameter, Vo (surface point) 
Base/weld metal ratio, r = AJAw 
Local creep rate constant, A~ 

Creep crack growth constant, B 

1.1744 
1.1592 
10 
5.00 10 -15 ksi -1~ h 1 
(2.06 10 23 MPa-lO h-l)  
0.50 ksi q in. 1 q h q-1 
(4.04 MPa -q m l-q h -1) 

where a is the crack depth, Ro and R i are the outer and inner radius, respectively, and 

d 
p = (30) [(Ro - a)a] I/2 

where 2d is the total surface flaw length. 
This reference stress was used for both the deepest and surface points on the crack. 

Determinist ic  Calculations 

A series of exploratory deterministic creep life calculations were initially made based on the 
mean values of the parameters selected to be random variables in the probabilistic analysis (see 
below). A list of these mean values is given in Table 2. In all cases, the exponent, m, in the 
creep laws was taken as 10, and the exponent, q, in the creep crack growth law was 0.909 ( =  
nd(m + 1)). The values given in Table 2 are typical of those for steels used in high-temperature 
pressurized components that operate at around 1000~ (538~ For r = 10, the value of Kt is 
obtained from Fig. 6 as 1.76, and hence the peak value of the mismatch stress at the outer 
surface of the pipe is 1.76 oh. 

In each case, initial flaws of depth 0.3 in. (7.62 mm) and aspect ratios (a/d) of 0, 1/3, and 1 
were used. Calculations were performed for flaws in the base metal (A1 = Ab), in the weld 
metal (A1 = Aw), and in a local zone (A1 :/: Ab and A1 :~ A2). In the latter case, base and weld 
metal strain rates influence only the mismatch stress and can be assigned arbitrary values 
provided the ratio equals 10. 

The results of the deterministic calculations are shown in Table 3. The results for the case 

TABLE 3--Calculated lifetimes for cracked welded pipe. (Constant aspect ratio 
results are shown in parentheses.) 

Crack Depth, a (in.)/Aspect Ratio, aid AblAw = 10 Ab = Aw 

0.3/0.0 630 960 
0.3/0.3333 34 170 44 720 

(20 71 o) 
0.3/1.0 60 890 92 770 

(127 390) 
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when the base and weld metals are fully matched ( O ' m i  s = O) are also shown in order to indicate 
the effect of the weld mismatch stress on the lifetimes. Also given in brackets are results 
obtained assuming that the cracks propagate with constant aspect ratio, with the growth gov- 
erned by the conditions at the deepest point on the flaw. A more detailed illustration of the 
effects of assuming propagation with a constant aspect ratio is shown in Fig. 7. 

It can be seen that an accurate lifetime prediction is dependent on allowing the crack shape 
to change during propagation, and that, depending on the initial aspect ratio, the assumption 
of growth with a constant aspect ratio can either significantly underestimate, or overestimate, 
the lifetime. In comparison, the creep mismatch stress reduces the lifetime by about 30% with 
respect to the matched weld results. 

The results of the example calculations indicate that the contribution to the lifetimes from 
the transient component of C(t) is small in the present circumstances. Hence, from Eq 6, the 
lifetimes scale approximately as A q since C(t) ~ C* and C* is directly proportional to A~. This 
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FIG. 7--Effect of restraining crack shape development on calculated service lives. 
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allows the lifetimes for different values of A 1 to be readily derived from the results presented 
in Table 3. 

Probabil is t ic  Analys is  

The random variables assumed in the analysis and their standard deviations and distribution 
functions are displayed in Table 4. Four sets of calculations were performed corresponding to 
the flaw being in a region local to the weld-base metal boundary whose creep properties were 
uncorrelated with either the base or weld metal properties (Case 1), in the base metal near the 
weld (Case 2), in the weld metal (Case 3), and far removed from the weld (Case 4, simulated 
by assuming no creep rate mismatch between the base and weld metals). For each case the 
cumulative probability of failure, Pf, was determined as a function of remaining life (see Fig. 
8). Two sets of results are shown in Fig. 8. The first set was calculated using the Monte Carlo 
method with 100 000 samples. The second set was determined using the more computationally 
efficient AIS method. There is good agreement between the two sets of results. 

Probability sensitivity factors (PSFs) were also determined as a function of time. These 
factors indicate the importance of uncertainties in each random variable with respect to their 
effect on the probability of failure. The value of the PSF for a random variable reflects the 
sensitivity of the Pf to that variable. The PSFs for each variable corresponding to a service life 
of 100 000 h are shown in Fig. 9 for the four cases analyzed. These values are typical of those 
calculated at other service lifetimes. 

Discussion 

A scheme has been presented that optimizes the ability of the reference stress approach to 
reproduce computed finite element solutions for the fully plastic component of J and, hence, 
through the creep-plastic analogy, computed C* values. This scheme enables values for an 
optimum yield load and an engineering-dependent parameter, V, to be determined. 

The results of the present work demonstrate the uncertainties associated with using the ref- 
erence stress approach for estimating C* when accurate computed solutions are not available. 
Even if an accurate estimate of the reference stress is known, the value of C* is still uncertain 
due to the uncertainty in the value of the engineering parameter, V. 189 values of V were 
derived from extensive analyses performed using the optimization scheme. From these results, 

TABLE 4---Standard deviations and distribution functions used in the probabilistic calculations. The 
mean values are given in Table 2. (Subscripts b, 1, and w signify base, local, and weld, respectively, 

and subscripts a and d the deepest and surface points on the flaw, respectively.) 

Parameter Standard Deviation Function 

Va 0.3071 Type 1 EVD 
Vd 0.2426 Type 1 EVD 
Base metal creep rate constant 0.4Ab Lognormal 
Weld metal creep rate constant 0.4Aw Lognormal 
Local creep rate constant, A1 2.00 10 -15 ksi -1~ h -1 Lognormal 

(0.82 10 -23 MPa -l~ h -1) 
Crack growth constant, B 0.20 ksi TM in. l-q h q-I Lognormal 

(1.62 MPa -q m 1-q h -1) 
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it was found that the values of V varied between 0.6 and 2.3 depending on the crack shape and 
size, the structural geometry, and the loading system. 

It is usual to assume a value of 1 for V, which is close to the mean value of 1.169 determined 
from a statistical analysis of derived V values. The statistical results indicate that the uncertainty 
in V can be described by a Type 1 extreme value distribution function. This function can be 
used in a probabilistic analysis to allow for the uncertainties in V and to determine the effect 
of these on the probability of failure for a specified service life. 

An example application of the developed probabilistic creep crack growth methodology to 
flawed welded pipes indicates that the major variables controlling the calculated lifetimes are 
the creep crack growth and strain rate constants for the material in the vicinity of the flaw. This 
information was derived from PSFs, which were calculated by the NESSUS computer program 
using advanced probabilistic methods. Although of less importance, the value of V is still 
significant. In the case of the surface flaws analyzed, there was little influence on the probability 
of failure of uncertainties in the self-equilibrated steady-state stress induced by the mismatch 
in creep rates between base and weld metals. This conclusion was supported by the fact that 
the base and weld metal creep rate coefficients only produced significantly high PSFs when 
either of these was fully correlated with the creep rate at the flaw location. (In other words, 
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FIG. 9--Probability sensitivity factors for a service life of 10 000 h. 

when the flaw was either in the base or weld metal. If the flaw was assumed to be in material 
unrelated to the base and weld metals, such as a heat-affected zone, then the PSFs of the base 
and weld metal creep rate coefficients were greatly reduced.) However, if the weld mismatch 
stress was absent, there was a significant reduction in the probability of failure for a given 
service life. 

Conclusions 

The time-dependent fracture mechanics parameter, C(t), can be resolved into transient and 
steady-state components. Transient and steady-state stresses contribute to the transient com- 
ponent, but only steady-state stresses contribute to C*, the steady-state component. Steady- 
state stresses can arise from primary loads, such as internal pressure, but may also be 
self-equilibrated stresses, such as can arise at welds due to a mismatch in creep rates between 
the base and weld metals. 

The accuracy of the reference stress approach to calculating the steady-state component of 
C* is dependent on knowing an accurate value for the applied stress intensity factor, K, the 
reference stress, Orref, and an engineering-dependent parameter, V. It is difficult to generalize 
the uncertainties associated with calculating K and trree, and it is usual to assume V = 1. 
However, the present analysis shows that the uncertainty in the value of V arising from crack 
size and shape, structural geometry, and loading system can be quantified in terms of a Type 
1 extreme value distribution function. This function can be used to incorporate uncertainties in 
the reference stress approximation for C* into a probabilistic-based creep crack growth meth- 
odology. In the case of surface flaws, the values of V at the deepest and surface points appear 
not to be correlated. 

An example application of the reference stress approach to a cracked welded pipe showed 
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that service lives are significantly affected by restraints placed on crack shape development. 
The calculated lives for surface flaws depended on whether the defect was allowed to grow 
with two degrees of freedom determined by the value of C(t) at the deepest and surface points 
or whether the growth was limited to one degree of freedom and the flaw development restricted 
to maintaining a constant aspect ratio. A probabilistic analysis of the pipe indicated that the 
main variables controlling the uncertainty in the service lives were the creep crack growth and 
strain rate constants in the material around the flaw. Uncertainties in the value of V were also 
significant in determining the probability of failure. Surprisingly, uncertainties in value of the 
weld stresses due to the metallurgical notch effect produced by a mismatch in creep rates 
between base and weld metals did not make a significant contribution to the probability of 
failure for a specified service life. 
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ABSTRACT: A recent understanding of environmentally enhanced sustained-load crack growth 
in nickel-based superalloys at elevated temperatures is presented. This understanding is based 
on the results of coordinated studies of crack growth kinetics, surface chemistry, and microstmc- 
ture in a commercial Inconel 718. The results suggest that environmental enhancement of sus- 
tained-load crack growth in Inconel 718 is associated with the formation and rupture of niobium 
oxides at grain boundary surfaces and is controlled mainly by the rate of oxidation and decom- 
position of niobium carbides at the grain boundaries. Data on other nickel-based alloys in the 
literature appear to support this suggested role of niobium. Initial results from a study of a 
niobium-free Ni-18Cr-I 8Fe alloy (its base composition is identical to Inconel 718) confirm the 
possible influence of niobium and the proposed mechanism. Some open issues for further in- 
vestigation are discussed. 

KEYWORDS: environmentally enhanced crack growth, elevated temperature crack growth, 
sustained-load crack growth, environmental effect, effect of oxygen, effect of water vapor, oxi- 
dation, role of niobium 

It is well recognized that the rate of sustained-load crack growth in nickel-based superalloys 
at elevated temperatures can be increased substantially by external environments (such as air); 
not all alloys, however, are equally sensitive to the environment. For example, sustained-load 
crack growth rates (SCGR) at 923 K in air are one to two orders of magnitude higher than 
those in inert environments for alloys such as Inconel 718, Rene-95, and X750 [1-5]. SCGR 
in Nimonic PE16 and Astroloy, on the other hand, are essentially unaffected by the external 
environment [2,6,71. 

Extensive studies were carried out over the past two decades to understand the rate- 
controlling processes and mechanisms for environmentally enhanced crack growth in these 
alloys [1-7]. The increased sustained-load and fatigue crack growth rates in air were attributed 
to enhancement by oxygen. Two mechanisms have been proposed [8-14]. The first mechanism 
involves the oxidation of grain boundary particles and the release of "embrittling" species 
onto the grain boundaries [11,12]. Grain boundary structure and chemistry are deemed critical 
for embrittlement in air [4,12]. In the second mechanism, an increase in crack growth rate is 
attributed to the formation of nickel and iron oxides, although chromium oxides may inhibit 
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crack tip damage [8-10,13,14]. Neither mechanism, however, can explain the observed differ- 
ence in the SCGR response among the various nickel-based superalloys. 

In recent studies of Inconel 718 [15,16], niobium was found to be the principal contributor 
in the environmental enhancement of crack growth. Environmental enhancement was associated 
with the formation and rupture of niobium oxides at grain boundary surfaces and was mainly 
controlled by the rate of oxidation and decomposition of niobium carbides at the grain bound- 
aries. The segregated niobium (in the form of grain boundary Ni3Nb precipitates) may have 
also contributed to the embrittlement. Data on other nickel superalloys in the literature appear 
to be consistent with the suggested influence of niobium [1-7]. 

In this paper, the results from coordinated studies of crack growth kinetics, surface chemistry, 
and microstructure in a commercial Inconel 718 are reviewed and discussed in conjunction 
with data from the other nickel-based alloys in terms of the role of niobium. Initial results from 
a study of a niobium-free Ni-18Cr-18Fe alloy are then presented briefly to confirm this inter- 
pretation. Some open issues for further investigation are discussed. 

Environmentally Enhanced Sustained-Load Crack Growth and Rate Controlling 
Process in Inconel 718 

In this section, the experimental results are reviewed and discussed in terms of mechanisms 
and rate-controlling processes for environmentally enhanced crack growth [15-18]. 

Crack Growth Response 

The results on crack growth in oxygen and moist argon at three temperatures are shown in 
Fig. 1 [17]. The rate was nearly four orders of magnitude higher in oxygen than in pure argon, 
near K = 60 M P a V ~ ,  and was essentially independent of oxygen pressure between 2.67 and 
100 kPa at 973 K [17]. 

The SCG response of Inconel 718 in oxygen and moist argon can be expressed by an Ar- 
rhenius relationship of the following form: 

daldt = A K"exp(-QIRT) 

where A is a constant, K and n are the stress intensity factor and its exponent, Q is the apparent 
activation energy associated with the environmental process(es) for crack growth, R is the 
universal gas constant, and T is the absolute temperature. The values of the activation energies 
(Q) for oxygen and moist argon were determined to be 287 --- 46 and 191 ---77 kJ/mol at the 
95% confidence level, respectively (Fig. 2). The activation energy in moist argon compares 
well with the value of 197 kJ/mol reported for air by Floreen [19] and Sadananda et al. [20] 
(Fig. 2). The difference in activation energies between oxygen and moist argon reflects a dif- 
ference in the rate-controlling process and perhaps a change in the deleterious species (oxygen 
versus hydrogen or oxygen plus hydrogen) for crack enhancement [17]. 

Surface Reaction and Niobium Enrichment 

To assist in understanding the rate-controlling processes and mechanisms for the observed 
crack growth response, parallel studies of surface reaction with oxygen were carded out. Sig- 
nificant enrichment of niobium on the surfaces occurred by heating the material above 775 K 
both for single crystals and polycrystals. Figure 3 shows the change in surface composition as 
a function of temperature. It is seen that Nb enrichment was accompanied by some increase in 
Mo and Ti. Enrichment of these elements was coupled with a continued decrease in Ni and a 
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78 ELEVATED TEMPERATURE EFFECTS: FATIGUE AND FRACTURE 

sharp decrease in Cr and Fe. At 975 K, the Nb concentration on the sputter-cleaned surface 
increased from about 3 at% to over 20 at%. 

More detailed studies of the kinetics of niobium enrichment on the (001) surface of Inconel 
718 single crystal showed that niobium enrichment was strongly influenced by pre-adsorbed 
oxygen and was accompanied by the evolution of CO from the surface [15,16]. The lesser 
amounts of segregated Nb in vacuum and the formation of CO suggested that the source of Nb 
enrichment is associated with the oxidation and decomposition of niobium carbides (NbC) at 
the surface. The kinetics of NbC oxidation was then studied by using temperature programmed 
reaction (TPR) experiments. The activation energy for NbC oxidation was estimated to be about 
266 kJ/mol by analysis of the leading edge of the TPR trace. This value is consistent with the 
value of 287 --- 46 kJ/mol for crack growth in oxygen [17]. The good agreement in activation 
energies is consistent with NbC oxidation as the rate-controlling process for environmentally 
enhanced crack growth at elevated temperatures in Inconel 718. 

Analyses of the X-ray photoelectron spectroscopic (XPS) data show the chemical state of 
enriched niobium on the surface after high oxygen exposure to be principally associated with 
Nb2Os-type oxides. This type of oxide is known to be non-protective and brittle and is likely 
to be responsible for enhanced crack growth [19]. 

Preferential Oxidation o f  Nb at the Crack Tip 

Fractographic analysis showed that crack growth was intergranular in all environments (in- 
cluding purified argon) and temperatures studied [17]. No resolvable cavities were found at 
magnifications up to x 10 000, suggesting that environmentally enhanced cavitation cannot be 
the dominant mechanism in Inconel 718. Instead, an alternate mechanism associated with some 
form of "interfacial embrittlement" of niobium oxide film needs to be considered. 

To link surface reaction to crack growth, the oxides formed on the grain boundary facets 
(i.e., fracture surfaces) of a SCG specimen tested in pure oxygen at 923 K were analyzed by 
using XPS. 

The preferential oxidation of Nb and of Fe was noted near the crack tip region (with Nb of 
10 at% in the oxide versus 3 at% in the bulk and 29 at% versus 19 at% for Fe) (Fig. 4). The 
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FIG. 4--Oxide composition of fracture surface produced by SCG in pure oxygen at 923 K. The 
additional vertical axis on the left indicates the alloy composition. 
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amount of niobium is comparable to that observed on an Inconel 718 single crystal at this 
temperature [15]. Away from the crack tip (i.e., equivalent to the longer exposure times), the 
concentration of niobium in the surface oxide decreased along with Ni and Cr, while that of 
Mo increased. The change in oxide composition with position reflects the potential for oxidation 
of each element and the influence of exposure time. Extrapolating the data to zero distance 
would suggest at higher initial concentration of niobium at the crack tip and provide support 
for the proposed mechanism. 

NbC Carbides, y" Precipitates, and Segregation of  Nb at Grain Boundaries 

Grain boundary NbC particles were also observed directly on the fracture surface of the 
crack growth specimens and in the transmission electron microscopic (TEM) specimens (Fig. 
5). Because of the presence of grain boundary NbC, Nb enrichment directly from the decom- 
position of these particles during crack growth tests is expected. There might be, however, 
other sources for niobium. The evidence from thermally induced surface enrichment of niobium 
further suggested that Nb may segregate at grain boundaries during heat treatment and partic- 
ipate in the subsequent environmental enhancement of crack growth. This has been confirmed 
by analyzing the grain boundary facets, which were produced by in situ fracturing a hydrogen- 
charged sample inside the UHV chamber of an XPS system. The results clearly showed a 
considerable grain boundary segregation of Nb (about 12 at%) [15]. TEM results showed that 
the observed Nb segregation is associated with y"-Ni3Nb precipitates at the boundaries [21]. 

Proposed Mechanism and Controlling Process for Sustained-Load 
Crack Growth in Oxygen 

Based on the surface reaction data and the microstructural results, it is suggested that the 
segregation and enrichment of niobium at grain boundary surfaces were responsible for the 
environmental enhancement of crack growth in Inconel 718. Available data strongly suggest 
that the formation and rupture of a brittle niobium oxide (Nb2Os-type) film on the boundary 
surfaces, which reduces the alloy's crack growth resistance is the mechanism and that the 

FIG. 5--Grain boundary niobium carbides (NbC): (a) TEM specimen, and (b) fracture surface 
produced by creep crack growth at 973 K. 
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80  ELEVATED TEMPERATURE EFFECTS: FATIGUE AND FRACTURE 

reaction of oxygen with niobium carbides (266 versus 287 kJ/mol) or with the segregated 
niobium (in the form of 7"-Ni3Nb precipitates) is the rate-controlling process for the environ- 
mentally enhanced crack growth in Inconel 718. Th ~ oxidation and decomposition of NbC 
particles at the grain boundaries would be the principal source for Nb enrichment. The consid- 
erable amount of 7"-Ni3Nb particles at the grain boundaries is expected to also contribute to 
the enrichment. The observed independence of  the crack growth rate on oxygen pressure from 
2.67 to 100 kPa at 973 K is consistent with the proposed mechanism, as the source of oxygen 
would be that of an external (pseudo-equilibrium) surface oxide. The lower activation energy 
for crack growth in moist argon and air (about 190 kJ/mol) still needs to be understood and 
will be discussed later. 

Correlations Between Environmental Sensitivity and Nb Concentration 

If niobium is indeed responsible for the environmental enhancement of crack growth in 
nickel-based superalloys, one should expect to see a correlation between niobium concentration 
and its environmental sensitivity. By defining environmental sensitivity as the ratio between 
crack growth rates in air, a~, and the corresponding rate in an inert environment, a~, a semi- 
logarithmic plot of a~/a~ versus niobium concentration is constructed from available literature 
data [1-7,17] (see Fig. 6). The data in Fig. 6 show a good correlation and a strong dependence 
of environmental sensitivity on niobium concentration. For example, for the alloys containing 
about 5% (weight percent) niobium such as Inconel 718, the environment-sensitive factors are 
in the range of 100 to 1000, while, for the niobium-free alloys such as Nimonic PE16 and 
Astroloy, the sensitive factors reduce to less than 10. This strong dependence and correlation 
provides support for the suggested role of Nb and the proposed mechanism for the environ- 
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mental enhancement of crack growth. It also provides a self-consistent explanation for the long- 
known difference in environmental sensitivity among the various nickel-based superalloys in 
terms of the role of Nb enrichment and segregation. 

C r a c k  G r o w t h  in N b - F r e e  N i - 1 8 C r - 1 8 F e  Alloy 

To provide further support for the suggested role of niobium in environmentally enhanced 
crack growth at elevated temperatures, supplemental experiments were carried out on a Nb- 
free Ni-18Cr-18Fe ternary alloy [22]. The Cr, Fe, and C contents of this simple alloy (namely, 
18% Cr, 18% Fe, and 0.02% C) are identical to those of Inconel 718. Although the yield 
strength of the ternary alloy is much lower than that of  Inconel 718, yield strength per se has 
no effect on the intrinsic environment sensitivity of the alloy, as evidenced by data on many 
low-strength steels [25]. The study of this simple ternary alloy therefore should provide infor- 
mation on the role of niobium in the environmental enhancement of crack growth. 

Because of its low strength and high ductility, crack growth experiments were carried out 
under cyclic loading with various frequencies at 973 K. Two environments, namely, oxygen 
and pure argon, were examined. The results are shown in Fig. 7. It is clearly seen that, unlike 
in Inconel 718 [1,2,20], oxygen essentially has no influence on either high (10 Hz) or low (0.05 
Hz) frequency crack growth rates in the Nb-free Ni-18Cr-18Fe alloy (Fig. 7). 

Consistent with the literature data of nickel-based superalloys [23,24], two types of behavior 
were observed. At high frequencies, the crack growth rate, da/dN, is less sensitive to frequency 
and the fracture mode is transgranular, while at the lower frequencies, da/dN increases rapidly 
with decreasing frequency and a change in fracture mode from transgranular to intergranular 
was observed. This change in fracture mode is understood in terms of cumulative damage of 

10 .2 

Lime ~ . .  mixed mode; cycle dependent  
. s  ' transgranular 

o ~~ 10 .3 ln te rg ranma!  ~ [  v 

Z 

--10-4 ] [] 

~" 973K A K=30 MPa ~/m 
W 02 
Z~Ar 

AK=20 MPa ~rn 
O Oz 
OAr 

10 .5 ~ { 

0.0 0.1 1 10 100 

F r e q u e n c y  (Hz) 
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the material [23,24]. Typically, cycle-dependent (fatigue) crack growth is transgranular, 
whereas the time-dependent crack growth is intergranular. Therefore, in the absence of Nb, 
both cycle- and time-dependent crack growth rates would be relatively insensitive to oxygen. 

Some Open Issues for Further Investigation 

In the foregoing sections, we have demonstrated that niobium may be the prin.cipal contrib- 
utor in environmentally enhanced crack growth in nickel-based superalloys. Environmental 
enhancement resulted from the formation and rupture of niobium oxides on the grain boundary 
surfaces and was controlled mainly by the rate of oxidation and decomposition of niobium 
carbides. However, some open issues need to be resolved for complete understanding. These 
issues may be understood in terms of the schematic diagram in Fig. 8. 

The processes involved in environmentally enhanced crack growth in Inconel 718 may be 
as follows (Fig. 8): (1) transport of the deleterious environment (i.e., oxygen, water vapor, etc.) 
to the crack tip; (2) reaction of the deleterious environment with newly exposed particles (i.e., 
niobium carbides and, possibly, y" precipitates), resulting in enrichment of Nb on the newly 
created surfaces and formation of oxides (Nb20~-type); (3) growth of oxide film into the bound- 
aries; and (4) mechanical rupture of  the oxide film. Among these, Step 2, i.e., decomposition 
and oxidation of niobium carbides, is the rate-controlling process for crack growth in pure 
oxygen [18]. 

For crack growth in moist argon, however, the lower activation energy needs to be under- 
stood. The large difference in activation energy between oxygen and moist argon (287 versus 
191 kJ/mol) suggests a transfer in the controlling process and an additional embrittlement 
contribution from change in deleterious species (oxygen versus hydrogen or oxygen plus hy- 
drogen). Therefore, to complete the understanding of the role of niobium in environmentally 

Crock Tip Region Fracture Process Zone 

Local NIr c~bldos 
Stress 

_ 

1 
u N~ Nb prllclpllalell I 

/ 

it |he hlllw~llce / 

Grain Boundary 

Transport Processes 

1. External gas transport 
2. Reaction with newly created surface: 

Nb enrichment and oxide formation 
3. Oxygen entry and diffusion through 

surface oxide: oxide film growth 

"~'-NI a Nb 

Grain Boundary Cracking Process 

Mechanical Rupture of the film 

FIG. 8--Schematic illustration of  processes involved in environmentally enhanced creep crack 
growth in nickel-based alloys. 
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enhanced crack growth, the rate-controlling process and mechanism for crack growth in moist 
argon needs to be addressed. 

Grain boundary NbC, on the other hand, is known to be the principal contributor in envi- 
ronmentally enhanced crack growth [15,16,18]. Since the morphology, size, density, and dis- 
tribution of NbC particles directly influence the source of Nb on the boundaries for chemical 
reaction, quantification of grain boundary niobium carbides as a function of niobium and carbon 
contents in terms of these parameters and their relationship to the crack growth kinetics is 
needed. This quantification is essential to the development of microstructurally based models 
for predictions of crack growth rates. 

In addition to NbC particles, a considerable amount of y" precipitates are present in the grain 
boundaries [21]. Since y" precipitates contain 25 at% of niobium, the role of grain boundary 
y" precipitates in environmental enhancement of crack growth needs to be understood. Quan- 
tification of the contribution of 3," precipitates to crack growth is also essential to the devel- 
opment of microstructurally based models for environmentally enhanced crack growth in 
nickel-based superalloys. 

Summary 

To better understand the mechanism and rate-controlling process for environmentally en- 
hanced sustained-load crack growth in nickel-based superalloys, the recent results on sustained- 
load crack growth kinetics and surface reaction of Inconel 718 in oxygen and moist argon are 
reviewed and discussed in conjunction with the data from the other nickel-based superalloys. 
Available evidence suggests that enrichment and segregation of niobium at grain boundary 
surfaces played an important role in the environmental enhancement of SCG in Inconel 718. 
The mechanism involves the formation and fracture of a brittle niobium oxide film on the 
boundary surfaces that reduces the alloy's crack growth resistance. Oxidation and decompo- 
sition of NbC particles at the crack tip surfaces and at the grain boundaries is the principal 
source of niobium. The segregated niobium (in the form of Ni3Nb precipitates) at the grain 
boundaries is expected to also contribute to the embrittlement. The reaction of oxygen with 
niobium carbides (266 versus 287 kJ/mol) or with the segregated niobium (in the form of Ni3Nb 
precipitates) appear to be the rate-controlling process. The lower activation energy for crack 
growth in moist argon and air (about 190 kJ/mol) may reflect the additional embrittlement 
contribution from hydrogen and a transfer of the rate-controlling process. The important role 
of niobium in the enhancement of SCG is demonstrated by the correlation between the envi- 
ronmental sensitivity and niobium concentration in the series of commercial alloys and is 
confirmed by a recent study of the niobium-free Ni-18Cr-18Fe alloy. Issues such as the influ- 
ence of microstructural parameters (e.g., the size and density of grain boundary NbC) need 
further study. The precise mechanism needs to be further established. 
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ABSTRACT: In order to investigate the intergranular failure process in polycrystalline materials 
under creep-dominant fatigue, numerical simulation of inner small cracks was conducted on the 
basis of a simple probabilistic model. Although the simulation condition is determined from 
experimental observation of the cross section of specimens interrupted at different fatigue cycles, 
the simulation is carded out continuously and reproduces inner cracking behavior throughout the 
fatigue life. This enables us not only to extract the spatial distribution of inner cracks at arbitrary 
creep-fatigue cycles, but also to calculate the propagation rate of each inner crack. 

KEYWORDS: numerical simulation, inner cracking, probabilistic model, creep-fatigue 

Creep-dominant fatigue of heat-resistant materials shows a variety of failure processes [1]. 
Under the creep-fatigue condition with a low tensile strain rate at an intermediate temperature, 
small cracks initiate and propagate along grain boundaries on the surface of the material, 
whereas no cracks are observed inside. This is called "surface cracking type." On the other 
hand, under very low tensile strain rate at relatively high temperatures, numerous small inter- 
granular cracks initiate inside the material and frequent coalescence accelerates their following 
propagation. This is called "inner cracking type." The probabilistic nature in initiation and 
propagation of small cracks also makes the failure process complicated for both cracking types. 
Because there is a wide difference in the resistance against creep-fatigue fracture among grain 
boundaries, small cracks initiate on random grain boundaries at random times. Probabilistic 
treatment is necessary to discuss the results [3]. Moreover, in the case of the inner cracking 
type, available information is limited to the observation on the cross section of the specimen, 
such as the distribution of cracks on the cross section, since one cannot observe inner cracks 
directly. It is necessary to carry out a kind of inverse analysis [4] and to obtain the spatial 
distribution of inner cracks for elucidating the failure process, as schematically shown in Fig. 1. 

In this study, numerical simulation is proposed on the basis of a simple probabilistic model 
as a convenient tool to analyze the state of distributed cracks, and the failure process in creep- 
fatigue is investigated by means of the simulation. 

J Department of Engineering Physics and Mechanics, Graduate School of Engineering, Kyoto Univer- 
sity, Kyoto 606-01, Japan. 
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FIG. I ~ A  schematic illustration showing an inverse analysis on the spatial distribution of  inner 
cracks. 

Experimental Observation on Inner Small Cracks 

Multiple inner cracks analyzed by the present numerical simulation were obtained from a 
creep-fatigue test. A smooth round bar specimen of a Type 304 stainless steel with a 10 mm 
diameter and 20 mm gage length was used. The test was carried out in an air environment at 
1073 K with very slow tension (10-4%/S) and a fast compression (l%/s) strain waveform of a 
total range of 0.7%. The failure life, N s, which is defined as the fatigue cycles when the 
maximum stress is reduced to three quarters of the steady value, was 133 cycles, and six 
different specimens interrupted at the number of cycles, N = 0.1N s, 0.17N s, 0.25N s, 0.5N s, 
0.75N s, and N s, respectively, were prepared for observation. Distribution of small inner cracks 
was measured on a cross section by means of an optical microscope. Details of the experiment 
were reported in a previous paper [1]. 

Figure 2a shows morphology of inner cracks on the cross section. It is found from the 
photographs that multiple inner cracks initiate at random locations perpendicular to the stress 
axis direction. The inner cracks are distributed uniformly throughout the gage section. This 
was substantiated by the observation of a longitudinal cross section where the number of cracks 
in a unit area and the distribution of crack length were independent of the position. 

Figure 3 shows a change in areal crack density (i.e., the number of cracks in unit area), np, 
and the mean crack length on the cross section, 2am. Individual crack length, 2a, was measured 
as the length of each crack projected on the line perpendicular to the stress axis, as shown in 
Fig. 1. The increase in np implies that the small inner cracks continuously initiate from the 
early stage to the latter stage of fatigue life. On the other hand, the length of inner cracks shown 
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FIG. 2 Inner cracks revealed on the cross section: (a) experimental result; (b) simulation result. 
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in Fig. 3b is almost constant and corresponds to the mean length of grain boundary lines on 
the cross section ( = 3 7 / ~ m )  until the late middle stage of  fatigue life. This suggests that inner 
cracks initiate by a unit of  a grain boundary facet and that the initiated cracks hardly propagate 
at the early and middle stages. 

In this paper, three-dimensional distribution of inner cracks and their changes are analyzed 
from the above two-dimensional information through numerical simulation. 

Procedure of Numerical Simulation 
Generat ion o f  Grain Boundary  Facets  

Three-dimensional grain boundary facets are numerically generated before the cracking sim- 
ulation. The procedure can be explained as follows: 

1. Three-dimensional grain boundary facets are represented by many sheets of  projected 
grain boundary facets that are layered at equal intervals perpendicular to the stress axis 
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direction, as illustrated in Fig. 4. Figure 5 schematically shows one of the facet sheets in 
comparison with actual grain boundary facets. 

2. The random grain boundary facets on each sheet are numerically made by Monte Carlo 
simulation on the basis of an isotropic grain growth model [5]. Details were reported 
elsewhere [6,7]. Choosing the proper number and growth rate of facets by trial and error 
and using a different set of random numbers on each facet sheet, three-dimensional grain 
boundary facets-- the size distribution of which is identical to the actual polycrystalline 
structure of the Type 304 stainless s teel--are  reproduced numerically. 

3. The space between adjacent facet sheets, h, shown in Fig. 4, is calculated by: 

h = (mean area of grains on cross section) 1/2 

=(l[ng) 1/2 

(1) 

where ng is the number of grains in a unit area on the cross section. In the case of Type 
304 stainless steel used in the present creep-fatigue test, ng is equal to 300 (mm 2) and 
yields h ~ 0.06 (mm). 

4. In this study, the size of the simulation body is set as large as 1 by 1 by 1 mm, which is 
composed of the 16 facet sheets, so that the converged results are obtained. 

FIG. 4--Layered sheets of grain boundary facets. 
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FIG. 5--A sheet of grain boundary facets used in the model in comparison with actual facets. 

Modeling of  lnner Cracking 

Simulation of inner cracking is conducted on the basis of a simple probabilistic model that 
has previously been presented for surface cracking simulation by the authors [8]. The model 
is schematically shown in Fig. 6 and explained as follows: 

1. Each grain boundary facet has its own fracture resistance, R, which takes one of the 
uniform random numbers ranging from 0 to 1 by means of a computer. This value is 
thought to be dependent on the characteristics of each grain boundary facet, such as the 
grain boundary structure, the angle of the grain boundary facet to the stress axis direction, 
etc. The uniform random number is adopted because of the simplicity and the excellent 
reproduction of cracking behavior on the cross section, as will be shown later. 

2. The driving force for crack initiation, F, is constantly imposed on each facet, and the 
fracture resistance of each facet, Ri, is reduced by the magnitude of F at every fatigue 
cycle. Here, F is assumed to be common to every facet. In other words, the fluctuation 
in the variable, R, includes the randomness in F as well in this model. 

3. When remaining fracture resistance becomes zero on a facet, the facet is assumed to be 
broken immediately and an inner crack initiates there. In other words, crack initiation 
occurs discretely by a grain boundary facet. 

4. The driving force for the facets next to the initiated inner crack is raised by the magnitude 
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FIG. 6~Schematic illustrations showing the procedure of  numerical simulation. 

of K .  req due to stress intensity by the crack, where req is an equivalent radius that is 
calculated from the area of the inner crack, A, as shown in Fig. 1, and K is a propagation 
constant, respectively. The total driving force, D, is then given by the sum of the driving 
force for crack initiation, F, and the one for crack propagation, K .  req, as follows: 

D = F + K .  r~q, (2) 

r~q - -  (A/~) '~ (3) 
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5. When the fracture resistance of the facet next to the pre-existent crack becomes zero, the 
crack immediately propagates. Crack propagation also occurs discretely by a grain bound- 
ary facet. 

Determination of Driving Forces 

Two constants, F and K, have to be determined for the simulation. As expected, the number 
of initiated cracks is controlled by the magnitude of F, and the tollowing propagation is con- 
trolled mainly by the magnitude of K. Then, the following procedure is presented: 

1. The value of F is tentatively determined so that the simulation result on areal crack density 
on the cross section, nt,, coincides with the experimental one. 

2. After F is determined, an appropriate value of K is searched so that the simulation result 
on the mean crack length on the cross section, 2am, coincides with the experimental one. 

3. Adjusting the values of F and K alternately by the first two procedures, the set, which 
gives the best fit to cracking data on the cross section, is obtained. 

The values of F and K are found to be 7 • 10 - 4  and 3 • 10 -2, respectively, under the 
present creep-fatigue test condition. The curves in Fig. 3 show the simulation results on the 
change in areal crack density, np, and the mean crack length on the cross section, 2a,,, respec- 
tively. Each simulation curve coincides very well with the corresponding experimental results. 
Here, only the mean crack length is shown. It is also confirmed that the distribution of crack 
length obtained by the simulation is identical with the experimental one, as will be shown later. 
Figure 3 shows not only that the present simulation reproduces cracking behavior at the ob- 
servation points of N = &IN s, 0.17N I, 0.25N I, etc., but also that it gives a reasonable inter- 
polation of cracking throughout the fatigue life. 

Figure 2b shows the visualized distribution of inner cracks on the cross section obtained 
from the simulation. The image is also similar to the actual one. 

Results of Simulation 

Volumetric Density and Radius of  Inner Cracks 

Figure 7a shows the volumetric density of inner cracks, no, which is defined as the number 
of inner cracks in a unit volume by numerical analysis. While the volumetric crack density, no, 
increases in proportion to the life fraction, N/N I, at the early stage, it saturates at approximately 
0.9N/N I. The saturation in volumetric crack density originates mainly from the frequent co- 
alescence of inner cracks. The most noticeable point in this figure is that the tendency in 
volumetric density is different from that in the areal one on the cross section shown in Fig. 3a. 
This means that the distribution of cracks on the cross section does not directly indicate the 
real cracking behavior inside the material. Here, a solid mark in Fig. 7a shows the volumetric 
density measured experimentally by the following technique. Shaving off the cross section of 
the creep-fatigued specimen repeatedly by a few micron metres and taking photographs of the 
cracks in a fixed area on each cross section, the spatial distribution is reconstructed from the 
photographs. Taking into account the difficulty in identifying each crack on different cross 
sections, the result is in good agreement with the analyzed one and verifies the validity of 
inverse analysis proposed here. 

Figure 7b shows the mean crack radius, rm, as a function of the life fraction, NIN s. rm is the 
average of r,q of all cracks, which is calculated using Eq 3. Until the latter stage, the value of Copyright  by ASTM Int ' l  (a l l  r ights  reserved);  Wed Dec 23 19:37:59 EST 2015
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r,, does not change remarkably, but it increases drastically near the end of fatigue life. This 
also suggests that frequent coalescence of inner cracks occurs at the latter stage. 

Figure 7c shows the distribution of the crack length, 2a, on the cross section. Simulation 
and experimental results coincide well at four different life fractions. This suggests that inner 
cracks obtained by the simulation and those in the actual specimen are statistically identical. 

Spatial Distribution of lnner Cracks 

Three-dimensional distribution of inner cracks at N/N s = 0.75 is shown in Fig. 8. Inner 
cracks are randomly and uniformly distributed throughout the material. Although many inner 
cracks are distributed in three dimensions, a small proportion appear on the cross section where 
the cracks can be observed in the experiments. Therefore, a fairly large area is necessary when 
one predicts the distribution of inner cracks from the cross-sectional distribution. 

Figure 9 shows a change in the morphology of inner cracks on one of the layered facet 
sheets. Figures lined from the top left to the bottom right show the distribution of inner cracks 
at the points when experimental results are obtained on the cross section. Since the present 
numerical simulation interpolates the experimental observation on the cross section as shown 
in Fig. 3, it gives continuous change in the distribution of inner cracks at other arbitrary cycles, 
as shown at the bottom in Fig. 9. An overall look at these figures indicates that multiple inner 
cracks initiate at random from the early stage and coalesce to form a large crack at the latter 
stage, as was expected from the previous discussion on no and r,,. 

Propagation Behavior of  lnner Cracks 

Additional information that can be obtained by the present simulation is the propagation 
behavior of inner cracks. Figure 10a shows propagation curves of active cracks and Fig. 10b 
those of inactive cracks that were arrested almost always after initiation. It is found from Fig. 
10a that active cracks become large very fast not only by propagation but also by frequent 
crack coalescences at the latter stage of fatigue life. This kind of behavior cannot be obtained 
experimentally because the continuous observation of small inner cracks is impossible by any 
non-destructive method. 

Figure 11 shows the relationship between the crack propagation rate, dr/dN, and the crack 
radius, r. In order to compare the propagation rates of inner cracks with the large crack prop- 
agation law, the dr/dN-r relationship was plotted only for cracks that propagated without co- 
alescence between two successive interruptions for crack observation, AN (= 10 cycles), dr/dN 
is calculated by 

r 
, ~ , (4) 

where ri and ri+l are the crack radii at the ith and ( i+ 1)th interruptions. It is found from Fig. 
11 that the propagation rate of inner cracks is distributed widely and that the highest rate is 
almost constant (drldN -=- 3 • 1 0  - 4  ram/cycle) independent of the crack radius. As the discrete 
propagation is assumed in the model, the frequency of crack propagation varies with the crack 
radius, but the highest propagation rate is held almost constant when the crack radius is small. 
As the crack radius becomes large, the distribution range of the propagation rate becomes small 
and converges on the large crack propagation law, which is derived based on fracture mechanics 
and expressed by 

drldN = B .  r (5) 
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FIG. 8--Three-dimensional visualization of inner cracks at N]Nf : O. 75. 
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FIG. lO---Propagation curves of inner cracks: (a) propagating cracks; (b) non-propagating 
cracks. 

where B is dependent on the material and test condition and is equal to 1.61 • 10 -3 in this 
case [1]. 

Conclusions 

In order to analyze the initiation and propagation behavior of multiple inner cracks in creep- 
dominant fatigue, the numerical simulation is conducted on the basis of a probabilistic model. 
Results obtained in this paper are summarized as follows. 

1. A simple probabilistic model is proposed for the numerical simulation of  inner cracking. 
The model represents microstructural inhomogeneity of grain boundary facets by the 
randomness in the fracture resistance, R. 
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Crack radius r, mm 
FIG. 1 l--Relationship between crack propagation rate, dr/dN, and crack radius, r. 

2. Three-dimensional grain boundary facets, which are composed of layered facet sheets, 
are used in the simulation. Each facet sheet is numerically made based on an isotropic 
grain growth model, and the distribution of the facets obtained is identical to the actual 
one. 

3. Two constants representing the condition of cracking simulation, i.e., the driving forces, 
F and K, are determined from the distribution of cracks observed on the cross section of 
six specimens interrupted at different life fractions, N / N  s = 0.1, 0.17, 0.25, 0.5, 0.75, and 
1. Although the condition is determined from the discontinuous cracking data on the cross 
section, the simulation is carried out continuously throughout the fatigue life. 

4. Three-dimensional distribution of inner cracks, namely, volumetric density (i.e., the num- 
ber of inner cracks in a unit volume) and the mean radius (or the distribution of radius) 
of inner cracks, is analyzed by the numerical simulation. These results are obtained not 
only at observation points of N / N  s = 0.1, 0.17, �9 �9 �9 and 1 but also at other arbitrary 
fatigue cycles. 

5. Crack propagation rate of each inner crack, drldN, is also obtained by the numerical 
simulation. As the cracks become large, the distributed propagation rate converges on the 
determinate propagation rate of large cracks, which is obtained on the basis of fracture 
mechanics. 
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Effects of Loading Rate on Creep Crack 
Growth During the Succeeding Load-Hold 
Period Under Trapezoidal Fatigue 
Waveshapes 
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ABSTRACT: When turbines are started up in power plants, the procedures recommended by 
the manufacturer should be carefully followed. However, many utilities often start turbines so 
fast that they accelerate the crack growth of existing cracks. Hence, in order to accurately predict 
the crack growth life of a turbine rotor, a crack growth prediction model is needed in which the 
effects of load increase time on the crack growth rate during the succeeding load hold period are 
considered. 

In this study, creep-fatigue crack growth tests were performed at 538*(2 using C(T) specimens 
of ICr-IMo-0.25V rotor steel. Triangular and trapezoidal fatigue waveshapes with 0.5, 1, 10, 
and 100-s load rise times and 100-s load hold times were employed. The time-dependent crack 
growth rate during the load hold period, (da/dt),vg, was correlated with estimated (C,),vg. Large 
data scatter was observed due to the effect of various load increase rates reaching the hold load. 
A new C, estimation equation was proposed in which the effects of load increase rate are con- 
sidered. The effectiveness of the proposed equation is argued by showing that the scatter of the 
measured (da/dt),v~ data was reduced when the new equation was adopted. Also, characteristics 
of the initial transient crack growth behavior are studied and show that the cause is the oxidation- 
dominated crack growth mechanism during the transient period. 

KEYWORDS: creep, creep fatigue, crack, Cr-Mo-V steel, C,-parameter, oxidation 

As turbine rotors of power plants become aged, cracks initiate at the root of grooves or at 
the inclusion near bore holes. During the operational procedures of start-up, steady operation, 
and shutdown of power plants, these cracks in a rotor usually experience fatigue loadings similar 
to trapezoidal waveshapes. The turbine start-up procedure is generally recommended by the 
manufacturer and should be followed strictly by utilities to reduce the magnitude of thermal 
stress and other damage. However, many utilities often start the turbine hurriedly and impose 
rapid loading on turbine components, which can cause accelerated growth of existing cracks. 
Hence, in order to accurately predict crack growth life of a turbine rotor or other thick section 
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components, a crack growth prediction model is needed in which the effects of load increase 
rate on crack growth behavior during the succeeding load hold period are considered. 

In this study, creep-fatigue crack growth rates were measured using C(T) specimens ma- 
chined from a typical 1Cr-lMo-0.25V rotor steel under trapezoidal waveshapes with different 
load increase times. From the test results, effects of load increase time on the crack growth rate 
during the succeeding load hold period are investigated. By proposing a new C, estimation 
equation in which the observed effects of load increase rate are considered, the previous creep- 
fatigue crack growth model [1-3] is improved. 

At early stages of creep-fatigue crack growth tests in laboratories, initial transient behavior 
that implies a high crack growth rate has been generally observed by some researchers [2,4], 
that is, the crack growth rate (daldN) decreases as the applied stress intensity factor level (AK) 
is increased with crack growth. And after a certain period of the test, daldN reaches its minimum 
value and then increases as AK is increased further. If this initial transient behavior occurs 
during the operation of real plant components, the remaining life of the components will be 
much shorter than predicted by the conventional crack growth prediction model. A cause of 
the initial transient behavior is also investigated in this study. 

Experiments 
Mechanical Testing 

Specimens were machined from a forged hollow cylinder of ICr-lMo-0.25V steel. Chemical 
composition of the test material is shown in Table 1. Tension tests were performed at 538~ 
using cylindrical specimens with a diameter of 6.25 mm and a gage length of 25.4 mm according 
to the procedures recommended in ASTM Test Methods for Tension Testing of Metallic Ma- 
terials (E 8) and Test Methods for Elevated Temperature Tension Tests of Metallic Materials 
(E 21). In order to determine material creep constants; four creep tests were also performed at 
different stress levels (35, 50, 60, and 65% of yield stress) using cylindrical specimens with a 
diameter of 6.25 mm and a gage length of 32 mm according to ASTM standard Practice for 
Conducting Creep, Creep-Rupture, and Stress-Rupture Tests of Metallic Materials (E 139). 
Dead-weight level-type creep machines were used, and creep strain was monitored by an LVDT 
attached to the extensometer, which was installed on the specimen. The LVDT analog signal 
was converted to a digital signal and stored in a personal computer periodically. The specimen 
loading direction in the tension and creep test was parallel to the circumferential direction of 
the forged material cylinder block as shown in Fig. 1. 

Creep-Fatigue Crack Growth Testing 

For creep-fatigue crack growth tests, compact tension specimens with an initial crack ratio 
of 0.4 were machined as shown in Fig. 1. After precracking, specimens were side-grooved by 
25% of their thickness to prevent crack tunneling during high-temperature fatigue crack growth 
testing. The d-c electric potential technique was employed for crack length monitoring [5]. 
Tests were terminated when the amount of crack growth reaches about 7 to 10 mm. The tested 
specimens were cooled down to liquid nitrogen temperature and fractured open. Then, the final 

TABLE 1--Chemical composition of the test material (1Cr-l Mo-O.25V steel). 

Element C Si Mn P S Ni Cr Mo V As Sn Sb 

Wt% 0.31 0 .23  0.76 0.006 0.001 0.36 1 .11 1 .32  0.27 0.006 0.005 0.001 

Copyright by ASTM Int'l (all rights reserved); Wed Dec 23 19:37:59 EST 2015
Downloaded/printed by
University of Washington (University of Washington) pursuant to License Agreement. No further reproductions authorized.



104 ELEVATED TEMPERATURE EFFECTS: FATIGUE AND FRACTURE 

FIG. l--Specimen orientation. 

crack length was measured at 9 points evenly spaced in the thickness direction. In case the 
measured crack length was different from that predicted by the d-c potential method, the pre- 
dicted crack length was corrected based on the measured value assuming the error is propor- 
tional to the amount of crack growth [5]. 

To measure the crack growth rate during the load rising period and load decreasing period, 
fatigue tests were performed under triangular waveshapes with [load rising time]/lload decreas- 
ing timel of 0.5/0.5, 1/1, 10/l, and 100/1 (unit: seconds). Detailed test conditions are shown in 
Table 2. On the other hand, in order to measure the time-dependent crack growth rate during 
the load hold period, creep-fatigue crack growth tests were also performed under trapezoidal 
waveshapes with a 100-s load hold period. To assess the effect of load increase rate to crack 
growth during the subsequent load hold period, the load hold time and the load decreasing time 
were kept constant but the load rising time was varied. The load decreasing time of all the tests 
was selected as 1 s, during which little creep deformation is expected to occur. The test con- 
ditions, i.e., [rising time]/[hold time]/[decreasing time], were 0.5/100/1, 1/100/I, 10/100/1, and 
100/100/1 (unit: second) as summarized in Table 3. 

Two additional tests under trapezoidal waveshapes of 1/100/1 condition were performed to 
investigate crack tip damage morphology. One test was interrupted at the early stage of the 

TABLE 2--Test conditions under triangular waveshapes. 

Initial Final 
Rise Time/ Crack Crack Initial Final Max Min 

Specimen Decay Time, Length, Length, Potential, Potential, Load, Load, Total 
No. s mm mm mV mV KN KN Cycle 

1 0.5/0.5 22.17 30.10 0.333 0.475 20.6 2.1 16 185 
2 1/1 21.70 31.58 0.318 0.503 20.6 2.1 14 050 
3 10/1 21.88 34.01 0.345 0.559 30.0 3.0 6 362 
4 10/1 21.99 28.80 0.327 0.440 30.0 3.0 5 000 
5 100/1 21.79 28.45 0.317 0.413 30.0 3.0 2 214 
6 100/1 26.76 30.37 0.422 0.490 20.0 2.0 1 708 
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TABLE 3--Test conditions under trapezoidal waveshapes. 

Rise Time/ Initial Final 
Hold Time/ Crack Crack Initial Final Max Min 

Specimen Decay Time, Length, Length, Potential, Potential, Loa d ,  L o a d ,  Total 
No. s mm mm mV mV KN KN Cycle 

1 0.5/100/1 21.72 29.70 0.322 0.460 30.0 3.0 5 315 
2 1/100/1 22.29 _._ 0.318 0.508 30.0 3.0 4 400 
3 1/100/1 22.06 27.99 0.334 0.434 30.0 3.0 4 010 
4 10/100/1 22.06 29.08 0.323 0.446 30.0 3.0 3 607 
5 100/100/1 21.11 27.98 0.322 0.440 30.0 3.0 2 358 

testing when it still showed the initial transient behavior, and the other was continued until it 
showed normal crack growth behavior after passing the initial transient period. The tested 
specimens were sectioned by half in the thickness direction. The sectioned surface of the haft 
specimen was polished, and the crack tip area was observed using an optical microscope. The 
other half was broken open, and the fractured surface of crack tip area was observed using a 
scanning electron microscope. 

Results 

Mechanical Properties 

Tension test results are summarized in Table 4. A power law plasticity between plastic strain 
(ep) and stress (tr) is assumed as ep = Do% and the plasticity constants, D and m, are determined 
by linear regression. From the creep strain versus time data of each creep test result the steady 
state creep strain rate, ~ ,  is determined and shown in Table 5. Creep constants are also deter- 
mined by linear regression assuming ~ = Ao ~. Results are shown in Fig. 2. 

Creep-Fatigue Crack Growth Behavior 

Fatigue crack growth test results under the triangular waveshapes are shown in Fig. 3. In 
this figure, crack growth rate, daMN, is characterized by AK. The value of AK is calculated by 
Eq 1 as proposed in ASTM Test Method for Measurement of Fatigue Crack Growth Rates 
(E 647) 

AK = B----~" F (1) 

where F(a/W) is a dimensionless function for C(T) specimen, a is crack length, W is specimen 
width, B is thickness, and Ap is load range. Figure 3 shows that crack growth characteristics 

TABLE 4--Tensile properties of the test material at 24 and 538~ 

Test Yield Stress Tensile Reduction Young's 
Temperature, ( 0 . 2 % ) ,  Strength,  Elongation, of Area, D, Modulus, 

~ MPa MPa % % MPa-m m GPa 

24 665.2 823.1 18.8 59.4 21.8E-73 25.54 209.4 
538 533.5 580.6 22.7 55 .5  2.82E-54 18.75 147.3 
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TABLE 5--Creep properties of the test material at M&~ 

Specimen No. Applied Stress, MPa Secondary Creep Rate, h -~ 

1 346 1.27E-3 
2 320 8.98E-4 
3 274 7.45E-5 
4 187 1.97E-6 

Creep Constant A (MPa-') n 

Temperature 538~ 7.70E-27 9.13 

are similar when the fatigue loading condition varies among 0.5/0.5, 1/1, and 10/1. The crack 
growth rate under the 10/1 condition is slightly higher than the others, but the difference is not 
significant. Since the crack growth rate is not increased as the load increase time is increased 
from 0.5 s to 10 s, it can be argued that the time-dependent crack growth due to creep does 
not occur during this period. A linear regression line is determined using all of the data obtained 
from 0.5/0.5, 1/1, and 10/1 fatigue tests as follows: 

da 
h = 7.01 • 10-11(AK) 2"48 (2) 
dN 

o 

10 .2 

10-3 

10-4 

10 -s 

ss= Acr n / 

A=7.70E-27 / /  
n---9.13 

/ 1Cr-lMo-O.25V 
538 0(2 

r I I I I I I 10 "6 
10 2 10 3 

Log O" 
biG. 2--Determination of power law creep constants of ICr-lMo-O.25V steel at 538~ 
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FIG. 3--Fatigue crack growth behavior of a 1Cr-lMo-O.25V steel at 538~ under triangular 
waveshapes. 

where, da/dN is expressed in m/cycle, and AK is expressed in MPa m I/2. Equation 2 represents 
the cycle-dependent crack growth behavior, which excludes the time-dependent contribution. 
The regression line is represented as a solid line in Fig. 4. In the case in which the load increase 
time is changed to 103, an additional amount of crack growth appears, which must be time- 
dependent crack growth due to creep during the load increase time. Consequently, da/dN ap- 
pears much higher than those of 0.5/0.5, l / l ,  and 10/1 tests as shown in Fig. 3. A linear 
regression line is also determined from 103/1 test results and shown as a dotted line in Fig. 4. 
The equation for the regression line is: 

da 
- - =  1.59 • 10-9 (AK)  1"86 (3) 
dN 

Figure 5 shows test results under trapezoidal fatigue waveshapes with a 100-s load hold 
period and 0.5, 1, 10, and 100-s load increase periods. In this figure, da/dN is characterized in 
terms of AK. To show the difference of crack growth rates of these tests from those without a 
load hold period, a polynomial regression line for each test is plotted in Fig. 6 with linear 
regression lines obtained from the tests under the triangular waveshapes. For a given AK value, 
the difference of crack growth rate between 1/100/1 test data and 1/1 test data represents the 
amount of time-dependent crack growth during the load hold period of 100 s after 1 s of load 
rise time. In a similar manner, the amount of time-dependent crack growth during the load hold 
period of a cycle is determined, and by dividing this value with load hold period, th, the average 
time-dependent crack growth rate, (daldt)avg, is subsequently determined for a given cycle. 

The average time-dependent crack growth rate during the load hold period, (daldt)avg, is 
characterized by the average value of C,, (C,)avg, and shown in Fig. 7. The characterizing 
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FIG. 4--Regression results of fatigue crack growth rates of a ICr-IMo-O.25V steel at 538~ 
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FIG. 5--Fatigue crack growth behavior of a 1Cr-1Mo-O.25V steel at 538~ under trapezoidal 
waveshapes. 
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parameter (Ct)avg is estimated using Eq 4 from the measured crack length, material creep con- 
stants, and test load data. Equation 4 was deprived [2] for materials showing elastic-secondary 
creeping behavior. 

2a/3Pc(O,n) (1 - t ,2) AK4 F '  2 ,,-3 
(C,),~, = E ~ --~ (EA),-~,t~Ui~ + C* (4) 

Where 

2 
I [ ( n  + 1)2] ~'i- n + 1 7r(1 -- t ,2) 

a = ~ [ 2not~+~ j ' a"~+' = n I,, , /3 = 1/3, P,. (90 ~ n) ~ 0.38, 

th is load hold time and I, is a dimensionless function dependent on n [6]. C* was estimated 
using known J-integral solutions [71 as in Eq 5. 

C* = ,4 h l / _ - _ . , n l l . . _ ~ _ . . _ 1  (5) 
( W -  a)" \ W ] \ | . 4~O!  

Where ~ is a dimensionless function [71, P is hold load, and h~ is a function dependent on n. 
For ICr-lMo-0.25V steel whose n value is 9.1, h~ is derived as shown in Eq 6 by interpolating 
the h~ data for other n values given in EPRI J- handbook [71. 

h a_ 

Equation 6 is valid in the range of 0.375 < a/W < 1. In Eq 4, employed for estimating the 
(C,)avg, load rise time effect is not considered. Hence, the data scatter observed in Fig. 7 is not 
surprising. 

D i s c u s s i o n  

Effect of  Load Increase Rate 

In the creep-fatigue crack growth models previously proposed for trapezoidal waveshapes 
using 6", as a characterizing parameter, various material behaviors such as secondary creep, 
primary creep [8], and crack tip plasticity [9] were considered in estimating C, values. However, 
load history effects such as effect of load increase rate were not considered. It has been generally 
assumed that the load is applied instantaneously in trapezoidal fatigue waveshapes, which 
means that the crack tip stress field at the beginning of the load hold period is purely elastic 
or elastic-plastic HRR stress field. 

Riedel [10] showed that the crack tip stress field at the beginning of the load hold period is 
affected by the load rise time, tr. Resultingly, the crack tip stress relaxation and the crack 
growth rate during the succeeding load hold period are also affected by the load rise time. 
When the load increase time is shorter than a certain transition time [9] that is required to attain 
the extensive creep condition near the crack tip, the intensity of the singular stress field at the 
crack tip at the beginning of the load hold period is expressed by C(t) as shown in Eq 7: 

K:(1 - 13) 
c(o = + c *  (7)  

E(n + 1)[t + t,./(1 + 2n)] 
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where E is Young's modulus, 1: is Poisson's ratio, K is the stress intensity factor, n is creep 
exponent, and t is elapsed time after holding the load. Similarly, the magnitude of C,, which 
represents the creep zone expansion rate at the crack tip during the load hold period, should 
also be affected by the load increase time. Using an analogy, a new estimation equation for C, 
can be proposed as follows. 

When the load is instantaneously applied for a trapezoidal waveshape, the small-scale creep 
condition is dominant at the crack tip. In this case, C(t) becomes a function of t-1 and C, 
becomes a function of t ( n - - 3 ) / ( n - - 1 ) .  On the other hand, if the load is increased in tr, C(t) is a 
function of (t + tr/(1 + 2n)) ~ as shown in Eq 7. Analogous to C(t), the dependence of C, on 
tr Can be expressed as shown in Eq 8: 

n--3 

' t  4afl?c(O'n) (1 - u 2) (EA)ZST-~ t + ~ tr (8) 
C , =  E ( n -  1) W f f  1 + 2n 

This is obtained by substituting t with t § 6tfl(1 + 2n) in the C, equation [2] derived for elastic- 
secondary creeping materials. In Eq 8, a constant 6 is introduced as a scaling factor since what 
we can infer from the analogy between C(t) and C, is only the functional form of Ct, not the 
exact value of the function. The value of 6 could be determined by comparing the measured 
C, with that obtained from detailed finite element analysis as in the case of determining the 
value of fl [11]. Equation 8 implies that crack tip stress relaxation during the time tr under 
varying load conditions, i.e., from zero to the hold load, is equivalent to that during the time, 
6t,/(1 + 2n), under the constant hold load. By substituting Eq 8 to the definition of (C,),vg, 
Eq 9, a new equation for (C,),vg, is derived as shown in Eq 10. 

f0 th 1 C, dt (9) (C,)a~, = t-~ 

2olflP~(O,n) 
(C,)~vg - E 

2 2 

t h + - -  t r - -  t r 

_ A K  4 F'  (EA),-L~L ' l + 2n ~ + C* 
(1 : )  ~ T th 

(10) 

Using this newly proposed Eq 10, (Ct),vg values are estimated again and the new (da/dt)avg 
versus (Ct),vs relation is obtained as shown in Fig. 8. The value of 8 is temporarily assumed 
to be unity. However, a more accurate value of 6 can be determined from finite dement analysis, 
which is a future subject for this research. In Fig. 8, data scatter is reduced considerably in 
comparison with Fig. 7. This implies that Eq 10 effectively reflects the effect of load increasing 
rate on Ct values at the succeeding load hold period. Using Eq 10 and the creep-fatigue crack 
growth model previously proposed [3], the difference of crack growth rates under different 
conditions of load increase time can be predicted more accurately. The model can be used in 
assessing the severity of  damage or crack growth acceleration after a sudden start-up practice 
of elevated temperature components such as turbines or other pressure vessels. 
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Initial Transient Behavior in Creep-Fatigue Crack Growth 

Time-dependent crack growth behavior, (daldt)avg versus (C,)avg, under the 1/100/1 condition 
is shown in Fig. 9 with data of two additional tests performed for investigating crack tip damage 
morphology. One set of crack growth data obtained from the test interrupted at the early stage 
of the testing when it still showed the initial transient behavior is denoted as solid rectangles 
(m), and the other obtained from the test continued until it showed regular crack growth behavior 
after passing the initial transient period is denoted as solid triangles (&) with two lines showing 
the scatter band of regular crack growth trend. Figure 10 shows optical microscopy of the crack 
tip area of the sectioned specimen surface for both cases. The crack tip regions are enlarged 
and shown in Fig. l l a  for the transient behavior specimen and in Fig. 12a for the regular 
behavior specimen. Scanning electron microscopy of the fracture surface at the corresponding 
crack tip region is also shown in the same figures (Fig. 1 lb and Fig. 12b). 

The transient behavior specimen shows a considerably thick oxidation layer along the crack 
surface (Fig. 10a). The crack tip is actually embedded in the oxide layer; thus, the oxide tip is 
propagating through the metal matrix in advance of the crack tip. The crack tip propagation is 
behind the oxide tip propagation. This is clearly shown in Fig. 11. In Fig. 1 lb, the shape of 

FIG. lO---Crack growth morphology of ICr-lMo-O.25V steel at 538~ (a) initial transient crack 
growth; (b) regular crack growth. Copyright by ASTM Int'l (all rights reserved); Wed Dec 23 19:37:59 EST 2015
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FIG. 11--Crack tip morphology of ICr-IMo-O.25V steel during initial transient crack growth: 
(a) side view; (b) fracture surface. 

the flat crack propagation surface is different from that of the rocky oxide fractured surface, 
which is also distinguished from the brittle metal fractured surface. In the regular behavior 
specimen, thickness of the oxidation layer is considerably decreased as the crack tip is propa- 
gating through the metal matrix. Many creep cavities are also observed on the grain boundaries 
near the crack tip as expected. From the above observations, it can be concluded that the initial 
transient behavior in Cr-Mo-V steel occurs because of the oxidation-dominant creep growth 
mechanism. Thus, the C, parameter may not be used as a characterizing crack-tip parameter 
during the initial transient crack growth period. 

Conclusions 

Creep-fatigue crack growth tests were performed under triangular waveshapes and trape- 
zoidal waveshapes with 0.5, 1, 10, and 100-s load rise times and lO0-s load hold time using a 
typical 1Cr-lMo-0.25V rotor steel at 538~ The effects of load increase rate on the crack 
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FIG. 12--Crack tip morphology of 1Cr-lMo-O.25V steel during regular crack growth: (a) side 
view; (b) fracture surface. 

growth behavior during the succeeding load hold period are investigated. The following con- 
clusions are obtained. 

1. From the fatigue test results under the triangular waveshapes with [load rise time]/[load 
decay time] of 0.5/0.5, 1/1, 10/1, 100/1 (unit: second), it was found that the time-dependent 
crack growth did not occur when the load rise time was increased from 0.5 to 10 s. However, 
the time-dependent crack growth due to creep occurred when the load rise time was increased 
to 100 s. 

2. Fatigue test results under the trapezoidal waveshapes with [load rise time]/[load hold 
time]/[load decay time] of 0.5/100/1, 1/100/1, 10/100/1,100/100/1 (unit: second) are reported. 
When (da[dt)avg values are characterized by (Ct)avg estimated using the equation previously 
derived for elastic-secondary creeping materials, data scatter is large since the effect of load 
increase time is not considered in the estimating equation of (C,),vg. 
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3. A new 6", equation is proposed in which the effect of load increase rate on the values of 
C, during the succeeding load hold period is considered. Effectiveness of the new C, equation 
is argued by showing reduction of data scatter in the (da/dt)av~ versus (C,)avg relation. 

4. Initial transient behavior was shown in creep-fatigue crack growth tests using 1Cr-lMo- 
0.25V steel at 538~ in air. It was verified that the cause of the initial transient behavior is the 
oxidation-dominated crack growth mechanism during the transient period. Since the oxidation 
is dominant during the transient period, C, cannot characterize the time-dependent crack growth 
rate, which assumes a creep-dominant crack growth mechanism. 
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ABSTRACT: The fatigue crack propagation behavior of a Ti-6A1-4V alloy has been investigated 
at room temperature and at 300~ Tests were run in air, high vacuum, and some other environ- 
ments with controlled partial pressure of water vapor and oxygen. The enhancement of the fatigue 
crack growth rates observed in air in comparison to high vacuum, considered as an inert envi- 
ronment, is clearly attributed to the presence of water vapor. Tests in a controlled environment 
demonstrate that very low partial pressure can accelerate crack propagation. On the basis of 
previous studies on A1 alloys and steels, two controlling mechanisms are considered and dis- 
cussed, namely, a propagation-assisted water vapor adsorption and a hydrogen-assisted 
propagation. 

KEYWORDS: fatigue crack propagation, titanium alloy, temperature, environment 

Titanium alloys present high specific strength and can be operative at elevated temperatures. 
Because of this, they are particularly suited to aeronautical applications and more precisely in 
turbine engines. For such applications, the metal can be subjected to embrittlement induced by 
conjugated load-environment-temperature interactions that can result in substantial loss in re- 
sistance to fatigue crack propagation (FCP). Previous investigations [1,2] have shown that crack 
growth rates in ambient air are invariably greater than those in vacuum, both at ambient and 
elevated temperatures. At 300~ and in the near-threshold range, the differences between am- 
bient air and vacuum are more pronounced than at room temperature (RT). But the mechanisms 
governing environmentally assisted crack growth have not been completely elucidated, partic- 
ularly the specific role of water vapor and of oxygen on titanium alloys. This paper describes 
an investigation of the effects of controlled gaseous environment on fatigue crack propagation 
on a Ti-6A1-4V alloy to determine the active species responsible for embrittlement in ambient 
air at 300~ 

Materials and Experimental Procedure 

The material used in this investigation was a forged a + /3 Ti-6A1-4V alloy heat treated for 
1 h at 965~ water quenched, aged at 705~ (2 h), and air cooled. This alloy displays a 
heterogeneous microstructure consisting of 80% of globular primary phase, av (8/~m diameter), 
and colonies of platelets (100/~m wide and 8 p~m thick), all outlined by fl phase (Fig. 1). The 

1 Laboratoire de M6canique et de Physique des Mat6riaux, URA CNRS 863, Site du Futuroscope, 
Chasseneuil du Poitou, BP 109, 86960 Futuroscope Cedex, France. 
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FIG. 1--Illustration q/ Ti-6Al-4V rnicrostrur 

yield stress, ultimate strength, elongation, and Young's modulus were, respectively, 975 MPa, 
1035 MPa, 16%, and 122 GPa at RT and 650 MPa, 770 MPa, 20%, and 107 GPa at 
300~ 

Fatigue crack growth experiments were carried out on a compact tension specimen (10 mm 
thick and 40 mm wide) complying with the ASTM Test Method for Measurements of Fatigue 
Crack Growth Rates (ASTM E 647). Tests were conducted on a servohydraulic machine that 
can operate at temperatures up to 500~ under sinusoidal load time waveform and at frequencies 
varying from 0.5 to 35 Hz. Tests under controlled gaseous atmospheres were performed at 
300~ in an environmental chamber with partial gas pressures measured by means of a mass 
spectrometer. A recording electrical potential system was used for monitoring crack length. 
The detailed experimental procedure and calibration of this method have been described else- 
where [3]. Crack mouth opening measurements for monitoring the crack tip opening were made 
at RT by means of back strain gages. At constant Kmax, the R ratio was increased so as to 
eliminate crack closure and to provide the effective crack growth behavior at RT and at 300~ 
Samples were fatigue precracked in ambient air in the range from 2000 to 3000 N with a load 
ratio of 0.1 to introduce a sharp crack approximately 0,3 mm in length. For each propagation 
test, cracking was performed using a shedding procedure to reach near threshold conditions, 
and then the propagation curves were established at increasing AK. 

The specimens, after failure, were then submitted to scanning electron microscope (SEM) 
examinations of the fracture surface to establish the propagation mechanisms of the fatigue 
cracks. 

Fatigue Crack Propagation Data 

Crack propagation curves obtained from tests carried out in ambient air at RT and 300~ 
are shown in Fig. 2. Crack growth rates are plotted as a function of the change in the stress 
intensity factor (SIF) AK with a load ratio R = P~n/Pm~, = 0.1. This diagram displays little 
influence of temperature for rates higher than 10 -s  m/cycle where RT propagation is slightly 
faster than at 300~ The more significant difference is the plateau phenomenon observed at 
300~ at about 10 -8 m/cycle, which appears to be a critical rate below which temperature has 

Copyright by ASTM Int'l (all rights reserved); Wed Dec 23 19:37:59 EST 2015
Downloaded/printed by
University of Washington (University of Washington) pursuant to License Agreement. No further reproductions authorized.



PETIT ET AL. ON ATMOSPHERIC INFLUENCE 119 

10 .7 

A O" a 
u 

u 

E 
V 

z 
lo 
m 

10 10-9 

Ambient  air, R=0.1 
35 Hz 

o.: 
o o f l  

o _ �9  Q 

o 
�9 o 

J 
0 

10-1o J , , , I 

5 6 7 8 9 1 0  20 

o RT 

�9 3000C 

30 

AK ( M P a V m )  

FIG. 2--Influence of temperature on nominal fatigue crack propagation. 

a greater influence. In this rate range, increasing temperature induces crack growth rates of one 
order of magnitude higher than at RT at the same AK. Nominal threshold at both temperatures 
is quite similar with a value around 6 MPaX/-m. 

In order to examine the possible role of the environment, Fig. 3 compares crack propagation 
behavior in air at RT and 300~ to reference tests conducted in high vacuum ( <  5 �9 1 0  - 4  Pa). 
The nominal propagation in high vacuum appears to be nearly insensitive to temperature in all 
the explored rate range. For crack growth rates higher than 10 -8 m/cycle, a limited influence 
of environment is detected at RT and at 300~ But at rates lower than 10 -8 m/cycle, the 
reference data in high vacuum brought to light a large environmental effect when the tests are 
performed in ambient air. This effect is much more accentuated at 300~ the temperature at 
which the growth rates in air can be two orders of magnitude higher than those in vacuum at 
the same AK range. These results are in accordance with previous observations and support 
coupled effects of environment and temperature on fatigue propagation in ambient air [4-11]. 

Because of the sensitivity to an aggressive environment, including ambient air, of fatigue 
crack growth in metallic alloys [12-25], a detailed analysis of fatigue crack growth behavior 
of titanium alloys requires experiments allowing an identification of the respective influence 
of environment and crack closure. For such a prospect, crack growth data including closure 
correction or tests performed in conditions expected without closure are considered. Experi- 
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FIG. 3--Influence of ambient air on nominal crack propagation at RT and at 300~ 

ments performed under inert environment are then used to correlate experiments data to basic 
mechanisms and theories since the latter do not take the environmental influence into account. 
Such reference propagation will be labeled as intrinsic propagation. To go further into the 
analysis of the governing mechanisms, some critical experiments conducted in air and moist 
environments with a view to identify the active species responsible for the enhanced propa- 
gation in air will be presented and discussed. 

Closure Correction 

To obtain the effective crack propagation, two methods were used: 

1. In the first method, the crack opening displacement 6 was recorded as a function of the 
applied load P at a low frequency (0.35 Hz) in accordance with the mechanical perfor- 
mance of the X-Y plotter, and the effective propagation was then determined using the 
procedure proposed by Kikukawa et al. [26]. 

2. In the second method, tests were performed at variable R with constant Kma~ in conditions 
where Krm, is higher than the stress intensity level for crack closure. 

Comparative measurements were performed at RT using the two methods, as illustrated in 
Fig. 4 for tests in high vacuum. Similar effective data were obtained. The assumption was then 
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made that the effective propagation at 300~ can be determined using the same constant Kma x 
conditions as the ones used at RT. To check out the validity of this experimental procedure, 
the absence of closure was verified at different AK levels as illustrated in Fig. 5 for a test in 
humidified nitrogen. A constant growth rate was obtained for an R ratit hi~her than a critical 
Rcut value. The R values used during the constant Kmax tests (26 MPaVm)  were effectively 
higher than the Rout, i.e., in the condition without closure. 

In addition, Fig. 5a shows clearly that, when closure is eliminated, there was no influence 
of K~x  or R ratio on the growth rates for the Km~x levels used during these tests. The effective 
crack propagation curves (daldN versus AKeff) for tests performed at RT and 300~ are plotted 
in Fig. 6. At mid-rates (>10  -8 m/cycle), the elevation of temperature had little effect on the 
effective propagation; most of the difference observed on the nominal propagation can be 
attributed to crack closure. But, the large plateau range still observed at 300~ at about 10 -8 
m/cycle brings to light an important change in the crack growth mechanism that leads to a 
strong detrimental effect of temperature in the near-threshold range. 

Intr insic  Behavior 

To try to separate the respective influence of  microstructure and of the environment, the 
intrinsic propagation (i.e., in the condition without closure and in high vacuum) of  the Ti-6AI- 

Copyright by ASTM Int 'l  (all rights reserved); Wed Dec 23 19:37:59 EST 2015
Downloaded/printed by
University of Washington (University of Washington) pursuant to License Agreement. No further reproductions authorized.



122 ELEVATED TEMPERATURE EFFECTS: FATIGUE AND FRACTURE 

5 10 .8 
(a) AK=I 1.Z MPa.Vrn 

4 1 0  .8 
u 

u 

E 
" "  3 10 .8 
Z 
'10 

2 10 8 

1 10 -8 
0 0,2 0,4 

R 

L 

I i J , , I ~ ~ i i f 

Rcut 0,6 

- (b )  Z~K-2.6 MPa~/m 

"~'1,4 10 -9 .-~ 

U 

E 

Z 
"0 

ill 
"0 

4 10 "I~ 

y 
I I i J i i l l J i l i ~ l J L i i i l l  

O, 9 Rcut O, 91 

R 

FIG. 5--Crack growth data versus R.R frorn tests performed a tt 300~ in humidified nitrogen for 
two AK levels: (a) AK = 11.2 MPaX/m; (b) AK = 2.6 MPaX/rn). 

4V alloy has been studied as described previously [27]. Figures 7a and 7b present, respectively, 
intrinsic data without and with correction for Young's modulus variations with temperature 
obtained from tests performed at decreasing AK (shedded load steps) or at increasing AK after 
threshold. The following conclusions have been drawn: 

1. For crack growth rates higher than 10 -8 m/cycle, the data are independent of the exper- 
imental procedure. In this rate range, intrinsic propagation plotted versus AKefflE (Fig. 
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FIG. 6---Influence of temperature on effective fatigue crack propagation in ambient air. 

7b) shows that temperature has no influence. In the mid-rate range, a stage II propagation 
is operative with a uniform transgranular morphology, as illustrated in Fig. 8. This regime 
results from an alternative slip mechanism that can develop along more or less symmet- 
rical slip systems. 

2. At decreasing AK, the intrinsic propagation in the low rate range at 300~ is slightly faster 
than at RT. Tests performed at constant Kmax after the threshold were initiated by de- 
creasing the minimum level of the stress intensity factor Kn~, (i.e., by reducing the R 
ratio) so as to increase the AK range about 5%. At 300~ it can be noticed that, following 
the first increasing AK step after reaching the intrinsic threshold range, the crack was 
reinitiated in a condition corresponding to the experimental curve obtained using the 
shedding procedure. But afterward the crack growth rate decreased rapidly (data points 
into brackets), and a higher threshold range was reached very close to the intrinsic thresh- 
old at RT. Another increasing step was necessary to reinitiate the propagation. Considering 
all the data at 300~ the large hysteresis existing between decreasing and increasing AK 
experiments has been attributed to a fundamental change in the crack growth mechanism 
from a Stage II propagation to a very slow crystallographic propagation called "Stage I- 
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l ike" (Fig. 9a). Indeed, at the scale of each grain, this mechanism corresponds to a Stage 
I, but at a macroscopic scale, the crack remains normal to the stress axis as a Stage II 
crack. Recently [28], an identification of the involved crystallographic planes have been 
made by means of the technique of electron back scattering patterns (EBSP). About six 
points on each facet have been investigated, and five facets have been analyzed. The 
corresponding chaneling patterns are illustrated with related pole figures in Fig. 9 
and support that all facet orientation lies within the basal planes of the ot phase 
(Fig. 9d). 

Intrinsic data for a GP-hardened aluminum-lithium alloy, a medium carbon structural steel 
type E460, an austenitic stainless steel type 316, and the present Ti-6A1-4V are plotted in Fig. 
10. After correction for the Young's modulus variation for the different alloys, as reported in 
Ref 29 where numerous aluminum alloys and steels are considered, all data for the Stage II 
propagation collapse on the same line. This propagation has been identified as the intrinsic 
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with temperature. 

Stage II regime for all metallic alloys [12,30,31] and is described by the following relation 
derived from the initial models of Weertrnan and Rice [32,33]: 

da/dN = A/D*( AK~ff/E) 4 (1) 

where A is dimensionless, and D* is a critical cumulative displacement as introduced by Weert- 
man [32] or Rice [33]. 

A best fit for data representative of the intrinsic Stage I-like propagation on the assumption 
of a slope m = 4 is presented. The slower growth rate can be analyzed as a lowering of AKeff 
induced by crack branching and deflection, as proposed by Suresh [34], or by a grain boundary 
barrier effect, which is enhanced when a single slip mechanism is operative [35]. It is noticeable 
that the retardation effect is much larger for Ti-6A1-4V than for A1 alloys. Thus, the Stage I- 
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FI( ;. 8--Micr()l?actographie aspect of Stage H propagation in high vacuum in the mid-rate range 
at 300%'. 

like regime cannot be rationalized using a unique relation as illustrated in Fig. 10. The retar- 
dation can be very substantial when the number of available slip systems is restricted as in Ti- 
6AI-4V alloys or can be very limited when some secondary slips systems are activated like in 
AI-Li alloys [36]. Indeed, this crystallographic regime cannot be rationalized with respect to 
AKefr/E, the expected shielding effect on the Stage I-like regime being mostly dependent on 
the microstructure, and hence can be very different from one material to the other even with 
the same matrix as shown in Ref 37. 

Environmentally Assisted Propagation: Identification of Active Species 

Figure 11 shows effective data obtained in ambient air and in high vacuum with correction 
for Young's modulus (i.e., versus AKeff/E) for the two tested temperatures. This diagram il- 
lustrates the specific influence of environment, which clearly appears deleterious at low rates 
(<  10 -8 m/cycle), this effect being more pronounced at 300~ 

To identify the species responsible for the embrittling processes observed in air at 300~ 
experiments were carried out in atmospheres containing a controlled amount of water vapor 
and oxygen. A first experiment was performed at atmospheric pressure in pure nitrogen gas 
containing the same amount of water vapor as ambient air (1.3 kPa). The partial pressure of 
oxygen contained in the nitrogen environment was 1 Pa, i.e., 1 0  4 times lower than in air. The 
crack growth rate data plotted in Fig. 12 for both cases are identical for rates below 10 -7 133/ 
cycle. This results supports a predominant influence of water vapor. 

To get more precise information on the effect of water vapor, tests were performed at dif- 
ferent partial pressures of water vapor using nitrogen containing a low amount of water vapor 
or operating at low pressure by means of a controlled leak in the experimental vacuum chamber. 
Tests were conducted at 35 Hz and the corresponding propagation curves are presented in Fig. 
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13a. The residual partial pressures of water vapor and oxygen are also mentioned in this figure 
for the different test. Examples of spectra given by the mass spectrometer are presented in Fig. 
13b for high and low vacuum, respectively. When the lower partial pressure of water was 
increased from 2 . 1 0  -4 Pa (high vacuum) to 10 -2 Pa (medium vacuum), a first effect was 
already detected consisting of an FCP acceleration in the near-threshold regime. This result 
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indicates that even a very limited number of adsorbed water vapor molecules can modify the 
slip conditions and favor activation of some secondary slip systems to then generate a faster 
propagation close to the Stage II regime. This change in the crack propagation mechanism can 
be associated with a partial pressure of water vapor located around 10 -2 Pa at 35 Hz. Never- 
theless, near the threshold, cracked surfaces still present large crystallographic areas, as illus- 
trated in Fig. 14. The question is whether higher crack growth rates in medium vacuum com- 
pared to high vacuum are related to a change in the propagation mechanism or to an important 
softening of the grain boundaries barrier effect. A sole experiment carried out in medium 
vacuum cannot bring the answer. At rates higher than 10 -8 m/cycle, little difference is observed 
between high and medium vacuum, and in both cases a Stage II regime is operative. 

When the partial pressure of water vapor is substantially higher (from 1 Pa to 1.3 kPa), the 
characteristic plateau range observed in active environments becomes progressively more and 
more pronounced until it reaches a level and a shape similar to that observed in ambient air or 
humidified nitrogen. The corresponding crack growth rates are two orders of magnitude higher 
than in high vacuum in the near-threshold range and around three times higher in the mid-rate 
range. 
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rection for Young 's modulus variations. 

An analysis of the residual gas using a mass spectrometer indicates 75% of water vapor in 
medium vacuum and an amount of oxygen lower than the resolution of measurement ( <  10 -5 
Pa). Therefore, a dominant role of water vapor is highly suspected. 

Discussion 

In previous studies [38--40], the influence of environment at RT on the fatigue crack growth 
behavior of steels and aluminum alloys has been analyzed as the result of two mechanisms that 
are presented in Fig. 15: 

1. An adsorption-assisted propagation due to water vapor molecules adsorbed onto fresh 
surfaces. The critical cumulative displacement at the crack tip is then reduced in accor- 
dance with the Lynch approach [41]. This regime, generally predominant in the mid-rate 
range (10 -8 to 10 -6 m]cycle), call be observed in a wide rate range when conditions for 
its occurrence are fulfilled [40]. 
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FIG. 12--Effective propagation curves in ambient air and in humidified nitrogen. 

2. A hydrogen-assisted propagation, hydrogen being provided by the dissociation of ad- 
sorbed water vapor molecules and then dragged within the process zone by mobile dis- 
locations during cycling. This process is operative in conditions leading to sufficiently 
high hydrogen concentration, i.e., below a critical rate (daldN)cr, which depends upon 
several parameters including the surrounding water vapor pressure, the test frequency, 
and the crack geometry (closure, R ratio), and generally when the deformation at the crack 
tip is localized within individual grains all along the crack front. 

Even if the hydrogen-assistance mechanism is somewhat different in A1 alloys, steels, and 
Ti alloys, the prominent role of water vapor on fatigue crack propagation behavior of TA6V 
at 300~ has been clearly demonstrated through the experiments presented here and above, and 
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FIG. 13a--Effective propagation curves in different environments containing controlled partial 
pressures of water vapor and oxygen. 

comparable FCP water-vapor-assisted propagation can be "a  priori" considered for these me- 
tallic alloys. Figure 16 is a comparison of the effective behavior, including a correction for 
Young's modulus, of E460 construction steel, 316 steel, 7475T7351 and X7075 aluminum 
alloys all tested in air at RT, and the present Ti-6A1-4V alloy tested in air at 300~ The intrinsic 
Stage II regime, identical for A1, Ti-based alloys, and steel [38] (see Fig. 10), is reported in 
this figure for comparison purposes. A sensitivity to an air environment is shown to be strongly 
dependent on metals with regard to propagation curves in the low crack growth rate range, 
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which differs from one alloy to the other. However, a typical common critical rate range at 
about 10 -s m/cycle can be pointed out for all materials. This critical step is associated with 
SIF ranges where the plastic zone size at the crack tip is of the same order as grain or sub- 
grain diameters. In addition, there is general agreement that, for growth rates lower than this 
critical range, crack propagation results from a step-by-step advance mechanism instead of a 
cycle-by-cycle progression as generally observed in the Paris regime in air where propagation 
curves are nearly similar. On this basis, comparable conditions for the occurrence of a hydro- 
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FIG. 14---Crystallographic areas of cracked surface obtained in the near threshold range (10 -1~ 
re~cycle)from tests performed in medium vacuum (10 -2 Pa). 
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gen-assisted propagation mechanism can be reasonably suggested for the Ti alloy at 300~ in 
the near-threshold area (<  10 a m/cycle) as described in previous studies [1,16,42-44]. 

The analysis of the Stage II crack propagation behavior under low partial pressure of water 
vapor can be developed on the basis of a recent and detailed study of fatigue crack growth 
under low-pressure gaseous atmospheres in a high-strength low-alloy steel [39]. Very low 
partial pressure of water vapor (10 -3 Pa) has been proved to substantially increase the growth 
rates of a Stage II fatigue crack. This phenomenon has been modeled on the basic assumption 
that adsorption of water vapor molecules on fresh crack surfaces is the main mechanism in- 
volved in such cases. The proposed model provides a comprehensive picture of what happens 
at the crack tip, especially regarding the transport of active species to the tip. The adsorption- 
assisted regime is shown to be controlled by the competition between transport, adsorption 
consumption rate, and crack advance kinetics. Testing carried out on some other materials (A1 
alloys and steels) and some data gathered from the literature have suggested that the adsorption- 
assisted Stage II regime could prevail in a wide range of materials and exposure conditions 
(low water vapor pressure, fluid environment, etc.). In all cases, adsorption may not be viewed 
as an embrittling mechanism process, but rather as a mechanism inducing enhanced plasticity 
of the cyclically strained material at the crack tip. The consequence is interpreted as a lower 
value of the critical displacement D* as defined by Weertman and Rice [32,33] leading to 
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rupture and enhanced crack growth rates, the propagation being described by a relation similar 
t oEq  1: 

da/dN = A]D*( AK~ff/E) 4 (2) 

A recent and detailed analysis of dislocation structures near the fatigue crack tip in copper 
supports the fact that a unit volume of material located at a given distance from the crack tip 
sustains a much larger number of cycles during fatigue cracking in vacuum than in air [45]. A 
similar behavior can be considered in all ductile metallic alloys. 

D* can be correlated to the coverage rate of freshly created surfaces by adsorbed water vapor 
molecules as defined by Langmuir [46] and noticed 0. In other words, 0 = 0 means that no 
adsorption occurs (intrinsic behavior), the opposite of 0 = 1, when every site of the free surface 
is occupied by an adsorbed molecule. In such conditions, the relation between D* and 0 can 
be written as [47] 

D* = Do* �9 D*I/(DT + O(Do* - DT)) (3) 

where Do* and D* represent the value of D* in inert and saturated environments, respectively. 
This relation assumed that when 0 is lower than unity, conditions for the occurrence of a 
hydrogen embrittlement mechanism are not satisfied and environmental influence is restricted 
to the sole action of adsorption. Critical conditions for the activation of a subsequent hydrogen- 
related mechanism, which depend on the nature of the flow inside the crack, on the total 
surrounding pressure, and on deformation localized within individual grains along the crack 
front, require at least the condition 0 = 1, which is necessary but could not be sufficient. 

The experimental data obtained on the present Ti-6A1-4V suggest the existence of a saturated 
adsorption-assisted regime, as illustrated in Fig. 17. The test conducted at a partial pressure of 
water vapor of 1 Pa at 35 Hz gives a typical example of the transition from the adsorption- 
saturated regime to the intrinsic regime when 0 evolved from unity near the threshold to close 
to zero in the mid-AK range when the crack grows during the test performed at increasing AK; 
hence, the area of the freshly created surfaces enlarges. Concurrently, changing the test fre- 
quency from 35 to 0.5 Hz in the same environment at a AKeff value of 15 MPa~/-m induces a 
propagation about ten times higher. 

Another illustration of the global effect of environment is presented in Fig. 18 where crack 
growth data, normalized with respect to those in an inert environment, are plotted as a function 
of the exposure (i.e., partial pressure of water vapor PH~O divided by two times the frequency 
f [1,8,21]) at two fixed values of AKeff. A significant increase in crack growth rates appears 
over the range of exposure. 

At a AKeff of 10 MPaN/-m, which is representative of the mid-rate range, adsorption of water 
vapor molecules on freshly created surfaces is assumed to be solely operative, and the growth 
rates for the adsorption-saturated regime are about nine to ten times higher than for the intrinsic 
Stage II. The critical exposure for adsorption seems to be about 10 -1 Pa-  s. 

At a AKeff range of 3 MPaN/-m, the sensitivity to environment is much higher. The additional 
acceleration can be attributed to the hydrogen assistance when the localization of  the plastic 
deformation of the crack tip is supposed to allow the attainment of a critical hydrogen concen- 
tration condition generally encountered in the near-threshold regime (daMN < 10 -8 m/cycle). 
The attainment of  a saturated influence of hydrogen and the existence in itself of  such a regime 
are questionable due to the very small number of available data. The critical exposure for the 
action of  water vapor at AKeef = 3 MPaN/m is about 10 -2 Pa-  s. Even though the failure 
mechanisms are different for steels and titanium alloys, the hypothesis formulated on the role 
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FIG. 17--1dentification of  the adsorption-assisted regime at saturation (0 = 1). 

of hydrogen in substantiated by the works done by several authors on hydrogen-assisted crack- 
ing in Ti alloys, which is dependent on hydrogen concentration, microstructure, yield stress, 
local stress intensities, and temperature [48-52]. Two mechanisms are often evoked: one is 
fracture by localized plastic deformation enhanced by the presence of hydrogen, and the other 
is a brittle fracture of the stress induced by titanium hydrides. The occurrence of one or the 
other of these mechanisms depends on several factors like the local stress intensity at the crack 
tip [48] and the tested temperature [52]. An understanding of crack propagation under the 
conditions presented in this paper requires further investigations to precisely understand the 
role of the different crack mechanisms. 
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Conclusion 

This investigation of fatigue crack propagation in a Ti-6AI-4V alloy at RT and at 300~ and 
in various gaseous-controlled containments of water vapor and oxygen leads to the following 
conclusions: 

1. In high vacuum (inert reference environment), the temperature has a very 10w influence 
on Stage II propagation which is predominant in the mid-rate regime, The slight acceleration 
observed at 300~ is taken into account by the variation of the Young's modulus with tem- 
perature. Near the threshold, the localization of the plastic deformation within a single slip 
system in each individual grain favors a retarded crystallographic Stage I-like regime highly 
sensitive to grain boundary barrier effects. 

2. In all the other environmental conditions, a Stage II propagation is operative in the whole 
explored rate range (about 10 -1~ to 10 -7 m/cycle). 

3. The enhancement of fatigue crack growth rates in comparison to the intrinsic propagation 
is clearly attributed to the presence of water vapor. 
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4. Very low partial pressure of water vapor can substantially accelerate the propagation. 
5. Two controlling mechanisms are proposed: an adsorption-assisted propagation and an 

additional hydrogen-assisted propagation. 
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ABSTRACT: This paper provides fatigue crack growth information at low crack growth rates 
for two sheet titanium alloys: fl-21S, a/3 alloy, and Ti-62222, an a +/3  alloy. Room (25~ and 
elevated temperature (175~ fatigue crack growth tests at two different stress ratios, R = 0.1 
and 0.5, were performed. Effects of temperature and stress ratio were evaluated in order to study 
the complex interaction between fatigue, environment, and loading conditions. Crack-opening 
load was measured throughout the test from automated compliance measurements and was used 
to adjust fatigue crack growth data for crack closure. For fl-21S, fatigue crack growth rates were 
similar at 175 and 25~ at a stress ratio of 0. I, while crack growth rates were lower at 175 versus 
25~ at a stress ratio of 0.5 for the same nominal AK. Concepts associated with crack closure 
accounted for this as crack growth rates were found to be higher at 175~ than 25~ for both 
stress ratios when plotted as a function of AK,ff, showing a temperature dependency on crack 
growth rate. For Ti-62222, fatigue crack growth rates were comparable between 25 and 175~ 
for R = 0.5, but were different at R = 0.1 where crack closure was observed at 175~ Fatigue 
crack growth behavior of these two titanium alloys was comparable for all loading and temper- 
ature conditions. 

KEYWORDS: beta and alpha + beta titanium alloys, threshold fatigue crack growth, crack 
closure, elevated temperature, microstructural influences 

fl-21S is a metastable/3 titanium alloy that exhibits high strength, good ductility, and ex- 
cellent corrosion and hydrogen absorption resistance and is capable of  heavy cold reductions, 
therefore making it an excellent candidate for aerospace applications [1,2]. Ti-62222 was de- 
veloped in the mid-1970s as a deep-hardenable, elevated-temperature a + /3 alloy for thick 
section forging in turbine engine applications [31. Both materials have found numerous appli- 
cations in the sheet form and are of  high interest for airframe and aero-skin applications [3,4]. 
Durability and damage-tolerant analysis are required of  these materials i f  they are to be used 
in critical airframe applications, and a reliable defect-tolerant approach to life prediction must 
be based on accurate knowledge of  fatigue crack propagation and damage mechanisms. Fur- 
thermore, fatigue crack growth threshold values furnish valuable information for life prediction 
models and provide knowledge on crack growth rates and behavior from initially small defects. 

Microstructure plays a significant roll in crack propagation in ti tanium alloys [5-12] and 
consequently controls the features o f  crack path and fracture surface morphology. Observations 
made regarding crack path and microstructural interaction as well as the fracture surface char- 
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2 Material research engineer, Advanced Structures and Materials Structures Engineering, Lockheed- 
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acteristics provide important additional information on the process of damage mechanisms. 
Microstructural influences on fatigue crack propagation have been used to explain closure 
effects of cracks due to roughness-induced closure, crack tip slip reversibility, and crack path 
tortuosity [13,14]. 

Temperature and environment are known to influence the fatigue crack propagation of tita- 
nium alloys [7,12,15]. The effect of elevated temperature on AKth is very complex; however, 
the dominating mechanism is usually associated with crack closure [16]. This can be associated 
with the deposit of material on the surface as a result of fretting contact, the formation of an 
oxide layer, or modifications of slip character due to slip irreversibility in the presence of 
oxidation layers [13]. 

The purpose of this work is to present the results of near-threshold fatigue crack growth 
behavior for/3-21S and Ti-62222 for stress ratios of 0.1 and 0.5 at 25 and 175~ Threshold 
fatigue crack damage is analyzed in three manners: fatigue crack growth data, crack path 
morphology using standard metallurgical methods, and fractographic analysis using scanning 
electron microscopy. Relationships between the microstructure, temperature, stress intensity 
range, and crack growth rate will be provided. 

Experimental Details 

Materials 

Fatigue crack growth tests were performed on two individual titanium alloys, fl-21S (Ti- 
15Mo-2.7Nb-3AI-0.2Si) and Ti-62222 (Ti-6A1-2Sn-2Zr-2Mo-2Cr). The fl-21S was evaluated 
in the solution-treated and aged (STA) condition with the heat treatment parameters reported 
in Table 1. The microstructure of fl-21S is nearly equiaxed and essentially single-phase/3; 
however, the aging process subsequently precipitates a fine a phase for strengthening at both 
the grain boundaries and within the grains [17,18]. The microstructure is shown in Fig. la, 
where the a precipitates are evident in the fl matrix. The grain size varies from 10 to 50/~m 
with a random distribution. The Ti-62222 was also evaluated in the STA condition (Table 1). 
This material consists of an equiaxed alpha phase dispersed evenly throughout an a + /3  matrix 
where the estimated grain size was less than 10/zm (Fig. lb). The tensile properties in the 
longitudinal direction at room and elevated temperature for both materials are provided in Table 
2. 

Specimen Design 

Specimens were machined from sheet material 1.53 and 1.65 mm thick for/3-21S and Ti- 
62222, respectively, into extended compact tension specimens [19] (Fig. 2). The stress intensity 
solution for the extended compact tension specimen is 

K = (9/1/2 P (1.4 + a) V ~  B O- - a) 3r2 (3.97 - 10.88a 2 + 26.25a 3 - 38.9ct 3 + 30.15a 4 - 9.27oc ~) 

TABLE 1--Heat treatment and aging information for ~-21S and Ti-62222. 

Solution Heat Treatment Aging 

.Thickness, Temperature, Time, Temperature, Time, 
Alloy mm ~ h ~ h Note 

/3-21S 1.53 851 0.5 537 8 Air cooled 
Ti-62222 1.65 732 0.5 510 10 Air cooled 
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FIG. l a--fl-21S microstructure showing beta phase decorated with alpha phase. 

where ct is crack length normalized by specimen width (a/W). The compliance solution in terms 
of crack mouth opening displacement (u), load (P), modulus, (E), and thickness (B) is 

ot = 1.004 - 5.5495u + 6.0988u 2 - 16.0075u 3 + 32.3436u 4 - 22.2843u 5 

where 

1 
U - -  

[(vBE/P) + 11 

The specimens were ground on one side using progressively finer SiC paper. Polishing was 
carried out using a suspension of 1 /.~m alumna particles and water and then 0.05/xm alumna 
particles and water. /3-21S specimens were etched using an etchant consisting of 60 parts 
proprionic acid, 30 parts H2Oz, 15 parts HNO3, 2 parts HR, and 15 parts H20. Keller's modified 
etchant was used to etch the Ti-62222. Both etchants revealed the general grain structure of 
the material, exposing distinct differences between the ot and/3 phases. 

FIG. lb---Ti-62222 microstructure showing equiaxed beta phase dispersed in the alpha phase. 
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TABLE 2--Mechanical properties of ~-21S and Ti-62222. 

Temperature, ~ UTS, MPa YS, MPa % Elongation 

~-21s 
25 1365 1268 8.6 

175 1185 1068 10 

Ti-62222 
25 1341 1223 9.5 

175 1237 1015 9.4 

Test Procedures 

All specimens were tested in accordance with the ASTM Standard Test Method for Mea- 
surement of Fatigue Crack Growth Rates (ASTM E 647) using an automated digitally controlled 
servo-hydraulic closed-loop testing system. Continuous load shedding with a constant load ratio 
was used to exponentially reduce AK for a given amount of crack advance using the relationship 

AK = AKo exp c(a"-a~ 

where ao and AKo are the beginning crack length and stress intensity range, respectively, at 
the start of the test, and an is the calculated crack length during the test. The value of the 
shedding constant (c) used was - 0 .  l/ram. Crack length was monitored using a crack mouth 

f - - - -  

0793-- 

~ 3 8  

FIG. 2--Extended compact tension specimen, dimensions in ram. 
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opening displacement (CMOD) gage. Crack lengths were measured using a traveling micro- 
scope with an accuracy of 0.02 mm to confirm crack length measurements from the compliance 
calibration. Data were taken automatically at predetermined crack length intervals of 0.4 mm 
for crack growth rates above 10 6 mm/cycle and 0.2 mm for values of  da/dN below 1 0  - 6  mm/ 
cycle. A sinusoidal waveform with a frequency of 20 Hz was used for all test conditions. 

Crack growth data were analyzed in terms of crack growth rate (da/dN) and Mode I stress 
intensity range (AK). Crack growth rates were calculated from crack length versus cycle data 
using a two-point secant method. The growth rate used to define Agth values was 10 -7 mm/ 
cycle, the rate specified in ASTM E 647. 

Effective stress intensity values were calculated using crack opening loads, Pop, using the 
following relationship 

AK(Pm~x - Pop) 
AKef f --- 

(Pmax - Pmin) 

where P . . . .  P . . . .  and Pop were determined from compliance curves. Crack closure levels were 
monitored using the compliance method where the opening stress intensity (Kop) was deter- 
mined from the load corresponding to first deviation in linearity of the unloading compliance 
curve. 
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FIG. 3a--Fatigue crack growth rate data for  fl-21S at 25~ R = 0.1 and 0.5. 
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FIG. 3b--Fatigue crack growth rate data for fl-21S at 175~ R = 0.1 and 0.5. 

Typical aero-skin temperatures experienced during subsonic and supersonic speeds were 
incorporated into the test matrix, those being 25 and 175~ Heating of the specimen was 
accomplished using resistive heating elements that were attached by a clamping system direcdy 
above and below the mid-plane and on both sides of the specimen. Temperature variations 
along the crack front were within 1% of the test temperature. Temperature variations in the 
direction of the loading pins was minimal due to the close proximity of the heaters with respect 
to the crack path. In addition, tests were performed at two stress ratios, 0.1 and 0.5. 

Crack path profiles were observed from the specimen using standard light microscopy, and 
scanning electron microscopy was used to obtain pictures of the crack path profile. Fracture 
surfaces were preserved by sectioning both sides of the crack path after specimen failure and 
were examined in a scanning electron microscope. 

Results and Discussion 

fl-21S 

Room temperature fatigue crack growth curves for stress ratios of 0.1 and 0.5 are shown in 
Fig. 3a. The threshold stress intensity range, AKth, for a stress ratio of 0.1 was 2.7 MPaN/m, 
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whereas, for a stress ratio of 0.5, AKth was 2.2 M P a ~ m ,  demonstrating a stress ratio depen- 
dency on crack growth rates. Crack closure was not observed for either R = 0.I or 0.5 at the 
25~ condition. 

Elevated temperature fatigue crack growth rates for stress ratios of 0.1 and 0.5 are shown in 
Fig. 3b. The threshold stress intensity range, AKIn, for elevated temperature at a stress ratio of 
0.1 was found to be 2.5 MPaV'-m, whereas, atR = 0.5, AKth was 2.9 MPa~/-mm. This is contrary 
to the stress ratio dependency observed at room temperature. This behavior, however, can be 
explained in terms of crack closure, as crack closure was observed for the 175~ test condition 
at both stress ratios. While crack closure was observed over the whole portion of the fatigue 
crack growth curve for low stress ratio, at high stress ratio crack closure was observed only 
below AK values of approximately 5.0 MPaN/~. At a stress intensity range of approximately 
3.9 MPa~mm, a crossover in fatigue crack growth behavior was observed as fatigue crack 
growth rates became slower at R = 0.5 than at R = 0.1. At higher AK values, tests at R = 0.5 
had greater crack growth rates than R = 0.1 tests. When corrected for crack closure, the 
effective threshold stress intensity value, AKth .e f f  , w a s  2.2 and 1.8 MPaVm for R = 0.1 and 
0.5, respectively. Thus, crack closure was able to account for most of the difference in fatigue 
crack growth behavior for elevated temperature at different stress ratios. 

Room and elevated temperature fatigue crack growth curves for low stress ratio are compared 
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FIG. 4b---Fatigue crack growth rate data for fl-21S at 25 and 175~ R = 0.5. 

in Fig. 4a. At stress intensity values greater than approximately 4 MPaN/-m, similar crack 
growth rates were observed for both temperatures, whereas, at near threshold values, moderately 
lower fatigue crack growth rates were observed at elevated temperature. When AK was cor- 
rected for crack closure at 175~ a significant shift to the left in the fatigue crack growth curve 
was observed at 175~ in comparison to 25~ (Fig. 4a). This behavior is consistent with that 
reported by Petit et al. [20] where nominal fatigue crack growth curves were similar for room 
temperature and 300~ in Ti-6A1-4V. However, AKeff crack growth rates at elevated temper- 
ature were higher than at room temperature. Thus, at low stress ratio, nominal threshold data 
indicated a lack of temperature influence; yet, when corrected for crack closure, the threshold 
data demonstrated the detrimental effect of elevated temperature. 

Room and elevated temperature fatigue crack growth curves for R --- 0.5 are shown in Fig. 
4b. The value of AK at 175~ was greater than that at 25~ for the same nominal crack growth 
rate. However, AKeff was less at 175~ than at 25~ for crack growth rates below about 10 -6 
mm/cycle. This behavior was similar to the lower R ratio tests. The propensity for decreased 
crack growth rates at elevated temperature for nominal threshold conditions can be attributed 
to crack tip shielding and a decline in crack tip sharpening due to crack closure. This can be 
explained most effectively in terms of Fig. 5, which represents the ratio of KoplKm~ versus 
Kraal, where Kma~ is the maximum stress intensity and Kop is the crack tip opening stress 
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intensity required to overcome crack closure. The total stress cycle consists of two parts: one 
part is required to overcome crack closure, Kop, and the other is responsible for crack extension. 
Therefore, the crack tip driving force is decreased as the ratio of Kop/Kma x increases. At elevated 
temperature for a stress ratio of 0.5, the driving force was reduced substantially due to crack 
closure as threshold conditions were approached, thus producing a slower crack growth rate. 
The elevated temperature tests at a stress ratio of 0.1 demonstrated a moderate decrease and 
then an increase in crack tip driving force as threshold was approached. This would explain 
the elevated temperature fatigue crack growth behavior for R = 0.1 and 0.5. 

The fractured specimens were examined both optically and by scanning electron microscopy 
to relate the fatigue crack path to various microstructural features. Generally speaking, crack 
propagation was found to be globally fiat with little deviation from the specimen centerline. 
Crack path tortuosity was minimal with small deflections along the crack path; however, de- 
flections observed were usually associated with crack tip/grain boundary interaction. A dis- 
tinction must be made between macro-roughness due to redirection of the crack path and micro- 
roughness produced by the local redirection of the cracks due to microstructural features. The 
latter was the typical mechanism controlling the path in which the crack followed. Crack 
branching and secondary cracking was not observed at R = 0.1 for either temperature and was 
limited to a few isolated cases at R = 0.5 but only at room temperature. A typical crack path 
section at near threshold for fl-21S is shown in Fig. 6 for a stress ratio of 0.1 at room temper- 
ature. Fatigue crack path profiles suggest microstructural insensitive growth at intermediate 
AK, with an increase in microstructural influences as AK approached threshold for all test 
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FIG. 6--[3-21S crack path at near threshold (25~ R = O. 1. 

conditions. Fractographs taken at near threshold revealed that fracture was crystallographic in 
nature for all temperatures and stress ratios in this regime. The fracture surface was character- 
ized by transgranular facets of varying orientation on the order of the size of the/3 grain (Fig. 
7). 

Fracture surfaces for elevated temperature tests were examined in detail to identify the mech- 
anisms of crack closure since large crack path deflections were absent, intuitively indicating 
that crack path tortuosity was not the primary cause of crack closure. Tortuosity in the direction 
of crack growth was eliminated as a viable argument for the crack closure observed since crack 
path profiles were similar for all loading and temperature conditions. However, SEM micro- 
graphs of through-thickness fatigue crack fronts provided valuable information associated with 
crack closure measurements made at 125~ Through-thickness crack morphologies were de- 
flected more at elevated temperature in comparison to room temperature tests (Fig. 8), These 

FIG. 7--fl-21S fracture surface showing fine a precipitates in [3 matrix (25~ R = 0.1. 
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larger crystallographic facets in the presence of Mode II displacement would enhance rough- 
ness-induced closure due to an increase in surface mismatch [13]. Roughness-induced crack 
closure can be identified on the fracture surface by the presence of mechanical rubbing or 
damage, where the surface experienced deformation and fretting [21]. For the 175~ tests (Figs. 
8b and 8d), it can be seen that, while the facets show a greater propensity for deflection in 
comparison to 25~ (Figs. 8a and 8c), the edges are smoother, a result of surface contact and 
fretting during unloading. Fracture surface observations for room temperature samples tested 
at R = 0.1 did exhibit distinct crystallographic facets, yet no surface damage was observed 
(Fig. 9a). However, at elevated temperature the fracture surface for the same stress ratio showed 
evidence of mechanical damage (Fig. 9b). Consistently no surface damage was observed at 
room temperature, yet it was observed at 175~ for tests at high stress ratio. Figure 9b also 
shows the characteristic larger through-thickness faceting observed at elevated temperature. 

A discoloration of the fracture surfaces was observed at 175~ due to elevated temperature 
oxidation. Oxide-induced closure has been associated with titanium alloys as a primary con- 
tributor to increased threshold values at elevated temperature [20]. Therefore it requires some 
discussion here. While fl-21S offers superior oxidation resistance in comparison to other tita- 

FIG. 9--fl-21S micrograph of" (a) R = 0.1, 25~ near threshold; (b) R = 0.1, 175~ near 
threshold. 
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152 ELEVATED TEMPERATURE EFFECTS: FATIGUE AND FRACTURE 

nium alloys [1], it is still susceptible to oxidation. Recent studies by Wallace et al. [22] showed 
oxide thickness measurements on the order of 840 nm for an exposure condition of 600~ for 
72 h. Preliminary studies in this work show an oxide layer thickness on the order of 70 nm at 
175~ When oxide thickness approaches the crack tip opening displacement (CTOD ~ K2/ 
OryE), oxide-induced closure may become the dominant mechanism of crack closure. Although 
CTOD was not experimentally measured in this study, theoretical CTOD values at near thresh- 
old for fl-21S were found to be on the order of 40 nm; thus, elevated temperature oxidation 
could have an effect on the crack closure observed. At a stress intensity range of approximately 
4 MPa~/-m, the CTOD and oxide layer thickness were found to be similar. This stress intensity 
range value corresponds to the region on the fatigue crack growth curve (Fig. 3b) where crack 
closure levels became more pronounced at elevated temperature. A recent study by the authors 
I231 on/3-21S having different heat treatments revealed various levels of crack closure under 
elevated temperature conditions. While oxide thickness was comparable for the different heat 
treatments at elevated temperature, one would expect the magnitude of crack closure to be 
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FIG. 10b--Fatigue crack growth rate data for  Ti-62222 at 175~ R = 0.1 and 0.5, 

similar for the heat treatments if oxide-induced crack closure were the dominating mechanism 
of crack closure. This, however, was not the case. Therefore, although oxide-induced closure 
may be a contributing factor to the crack closure observed, it does not appear to be the principal 
mechanism. 

Ti-62222 

Room temperature fatigue crack growth curves for stress ratios of 0.1 and 0.5 are shown in 
Fig. 10a. The threshold stress intensity range values for stress ratios of 0.1 and 0.5 were 2.1 
and 2.2 MPaX/-m, respectively. Comparison of the different stress ratios indicated a behavior 
nearly independent of mean stress at near threshold conditions. The similarity for the different 
stress ratio tests at room temperature would indicate the absence of closure, which was in fact 
the case. Elevated temperature fatigue crack growth rates for stress ratios of 0.1 and 0.5 are 
shown in Fig. 10b. The threshold stress intensity range values for R = 0.1 and 0,5 were 3.1 
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FIG. l la--Fatigue crack growth rate data for  Ti-62222 at 25 and 175~ R = 0.1. 

and 2.2 MPaV'm, respectively. Crack closure was observed at 175~ at R = 0.1, yet not at R 
= 0.5, which yielded slower crack growth rates at R = 0.1. However, when accounting for 
closure, crack growth rates as well a s  mgeff.th were very similar for both load ratios. 

Room and elevated temperature fatigue crack growth curves for a stress ratio of 0.1 are 
shown in Fig. 1 la. Nominal threshold crack growth rates were found to be lower at elevated 
temperature than at room temperature, producing a higher AKth. Effective threshold crack 
growth rates for 175~ however, produced similar behavior in comparison to room tempera- 
ture. Room and elevated temperature tests for a stress ratio of 0.5 (Fig. 1 lb) showed no no- 
ticeable difference in fatigue crack growth behavior, indicating a lack of temperature depen- 
dence. This supports the findings observed at lower load ratio. 

Examination of crack path profiles for all loading and temperature conditions revealed mi- 
crostructurally influenced crack growth at low AK levels (Fig. 12a) with minimal microstruc- 
turally sensitive crack growth at intermediate AK levels (Fig. 12b). At intermediate AK levels, 
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FIG. lib---Fatigue crack growth rate data for Ti-62222 at 25 and 175~ R = 0.5. 

the crack path profile was observed to be fiat with evidence of transgranular fracture. There 
was, however, evidence of out-of-plane deflections, where extruded material was observed 
along the crack path, specifically at elevated temperature (Fig. 12b). 

Examination of the fracture surface revealed small planar facets intermixed with ductile-like 
features at near AKth values (Fig. 13a). This appearance is consistent with the microstructure, 
where the small faceted region represents fracture of the a composition and the ductile-like 
regions are associated with fracture of the/3 composition. At intermediate stress intensity values, 
the fracture surface exhibited a pronounced decrease in faceting (Fig. 13b). Comparison of the 
fracture surfaces for the room and elevated temperature conditions did not show any significant 
differences regardless of  temperature or stress ratio. A change in the fracture surface appearance 
was not observed for a stress ratio of 0.5. However, at elevated temperature for R = 0.1, there 
were isolated regions on the fracture surface where mechanical rubbing occurred (Fig. 13c). 
The frequency of this behavior, however, was much less than that observed for the/3-21S. 
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FIG. 12a- 7~7fical crack path profile.Ira" 7)-62222 al dliesho/d. 

fl-2 IS and 77-62222 Comparison 

While initial application concepts for these materials wcrc different, their potential use as 
aero-skin materials are similar; therefore, a general comparison between the two materials will 
be performed. Ti-62222 and /3-21S exhibited similar fatigue crack growth behavior at room 
temperature regardless of stress ratio (Fig. 14). At R = 0.1,/3-21S showed higher crack growth 
rates in comparison to Ti-62222 for the same nominal AK, h values at elevated temperature (Fig. 
14a), yet effective crack growth rates for the two materials were very similar. At elevated 
temperature,/3-21S showed lower crack growth rates in comparison to Ti-62222 at the same 
nominal AK for R = 0.5 at crack growth rates below about 10 -5 mm/cycle (Fig. 14b). This 
difference can be attributed to the closure behavior observed at high load ratio at elevated 
temperature for/3-21S but not for Ti-62222. Table 3 is a summary of the fatigue crack growth 
threshold values for each test condition evaluated. 

Crystallographic structure appeared to play a more significant role in fatigue crack threshold 
behavior than did grain size, where one would expect higher AKth values for larger grain size 
[16]. The significant difference in grain size between the two materials would predict higher 
threshold values for fl-21S, but for all test conditions a significant difference in AK, h was not 
observed. Since AKth values were similar for the two materials, each having significantly dif- 
ferent grain sizes, the combined composition of the a + /3 alloy compensated for the smaller 

FIG. 12b--Typical crack path profile for Ti-62222 for  intermediate stress intensity values. 
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FIG. 13a--Ti-62222 fracture surface at near threshold (25~ R = 0.1. 

FIG. 13b---Ti-62222 fracture surface at intermediate crack growth rates (25 ~ R = O. 1. 

FIG. 13c--Ti-62222 fracture surface showing surface damage (175~ R = 0.1. 
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FIG. 14a--Fatigue crack growth rate data for ~-21S and 77-62222 (25~ 175~ R = 0.1. 

grain size in comparison to the large-grained/3 alloy. The od/3 composition of the Ti-62222 
provides strer~gth, toughness, and ductility, while the a composition promotes the greatest 
resistance to crack growth. This makes it a comparable material to/3-21S, which promoted a 
slightly rougher crack path due to a larger grain size. 

Summary and Conclusions 

/3-21S exhibited lower fatigue crack growth rates at elevated temperature than at room tem- 
perature under nominal stress intensity values. This was attributed, in part, to a reduced crack 
tip driving force caused by crack closure. Fracture surface observations confirmed this behavior 
for room and elevated temperature conditions./3-21S exhibited transgranular fracture defined 
by crystallographic planes at low and intermediate AK levels for room temperature conditions. 
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FIG. 14b--Fatigue crack growth rate data for fl-21S and Ti-62222 (25~ 175~ R = 0.5. 

However, the fracture surfaces examined for the elevated temperature test conditions revealed 
mechanical damage due to Mode II displacement and larger through-thickness facets that pro- 
duced roughness-induced closure. This caused a reduction in the driving force at the crack tip. 
Elevated temperature oxidation was found to contribute to the crack closure observed. 

Ti-62222 exhibited very similar fatigue crack growth behavior at both test temperatures at 
high stress ratio. At low stress ratio, crack closure was observed at 175~ but not at 25~ 
resulting in moderate differences in nominal crack growth rates. Crack path profiles showed 
little influence of microstructure at intermediate AK values with an increase in microstructural 
influences as lower AK values were approached. 

Fatigue crack growth behavior was similar for both materials. Microstmctural differences 
played an important role in determining the overall fatigue crack growth behavior of these two 
titanium alloys. Crack closure conlributed to the overall fatigue crack growth behavior in both 
materials, specifically at elevated temperature. 
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TABLE 3--Fatigue crack growth rate threshold for different test conditions. 

Stress Ratio, R Test Temperature, ~ AKth AKth,eff 

13-31S 

0.1 25 2.7 2.7" 
0.5 25 2.2 2.2 a 
0.1 175 2.5 2.2 
0.5 175 2.9 1.8 

Ti-62222 

0.1 25 2.1 2.1" 
0.5 25 2.2 2.2 a 
0.1 175 3.1 2.2 
0.5 175 2.1 2.1" 

"Crack closure was not observed, thus AKth = AKth,eff. 
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ABSTRACT: The temperature dependence of the plane=strain initiation fracture toughness 
(Kj~ci) is modeled micromechanically for a variety of advanced aluminum alloys that fail by 
microvoid processes. Materials include precipitation-hardened ingot metallurgy, spray formed, 
subrnicron-grain-size powder metallurgy, and metal-matrix composite alloys. A critical-plastic- 
strain-controlled model, employing tensile yield strength, elastic modulus, work hardening, and 
reduction of area measurements, successfully predicts Kjici versus  temperature for eight alloys, 
providing a strong confirmation of this approach. Modeling shows that Kjici is controlled by the 
interplay between the temperature dependencies of the intrinsic failure locus ~F(o-dtrn) and the 
crack-tip stress/strain fields governed by alloy flow properties. Uncertainties in ~?(tr~,/trn), as 
well as the critical distance (volume) for crack-tip damage evolution, hinder absolute predictions 
of Kj~c,. Critical distance (calculated from the model) correlates with the nearest-neighbor spacing 
of void-nucleating particles and with the extent of primary void growth determined from quan- 
titative fractography. These correlations suggest a means to predict absolute plane-strain fracture 
toughness. 

KEYWORDS: fracture toughness, ductile fracture, micromechanical modeling, aluminum al- 
loys, elevated temperature 

Recent research has focused on measuring the plane-strain initiation fracture toughness, as 
well as plane-strain and plane-stress crack-growth resistances, of advanced plate and sheet 
aluminum alloys [1-6]. Experimental J-integral (J) versus crack extension (Aa) curves were 
established using elastic-plastic fracture mechanics (EPFM) and precision crack length moni- 
toring by direct-current potential difference (DCPD) or unloading compliance [7,8]. The DCPD 
technique more effectively detected microscopic damage constituting initial crack extension 
compared to standardized offset methods, particularly in thin-sheet or high-tearing-resistance 
alloys [5,8]. The linear-elastic plane-strain fracture toughness calculated from J at the DCPD- 
detected initial crack extension (Kjici), as well as the J (or equivalently K) versus Aa curves, 
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were reported as a function of temperature for experimental and commercial aluminum alloys, 
including advanced 2XXX precipitation-hardened alloys [1,4], submicron-grain-size powder 
metallurgy alloys [2,3], a spray-formed 2XXX alloy, and a 2XXX alloy reinforced with SiC 
particulate [5,6], In all cases, fracture was based on microvoid damage. 

It is important to model fracture toughness in order to understand the basic microstmctural 
and deformation properties that govern Kjtci and K versus Aa, particularly as a function of 
temperature. Measured Kj~c~ versus temperature data for aluminum alloys vary widely, and 
temperature dependencies of Kj~c i and tensile ductility often differ. These trends must be un- 
derstood. The critical-plastic-strain-controlled model is most pertinent for predicting aluminum 
alloy initiation fracture toughness and is detailed below. Although this model is simple con- 
ceptually, model accuracy has not been established over a range of flow properties and micro- 
structures. Some model parameters are difficult to define unambiguously. 

The objective of this work is to apply the strain-controlled model to predict the temperature 
dependence of plane-strain initiation fracture toughness for eight advanced aluminum alloys 
based on measured deformation and fracture properties. This study aims to understand the 
continuum and microstructural origins of the measured temperature dependencies of fracture 
toughness. In addition, the variation of model parameters with temperature and microstructure 
offers a unique opportunity to test the model critically. 

Review of Strain-Controlled Fracture-Toughness Modeling 

Micromechanical models of fracture toughness must couple three elements [9-11]: (1) an 
estimate of the intrinsic fracture resistance, (2) solutions for the crack-tip stress and strain fields 
that drive microscopic fracture, and (3) a microstmctural distance pertinent to the fracture 
process. These models overcome the limitations of earlier work, which considered only the 
crack-tip driving force and critical distance [12,13]. 

Fracture Resistance 

For the aluminum alloys considered, fracture is by microvoid nucleation, growth, and co- 
alescence (MNG) involving second-phase particles. A critical strain should characterize fracture 
resistance regardless of the relative contributions of void nucleation and growth. While strain 
explicitly drives void growth [14-18], the void-nucleation criterion is couched typically in 
terms of a critical stress. The stress that concentrates near the particle/matrix interface is, how- 
ever, a function of the remote strain [10,19,20]. 

Ideally, the effective plastic strain to failure (eF) is the void-nucleation strain plus the strain 
required to grow the voids to the critical event characterized by Kjici. There are two approaches 
for estimating the critical fracture strain: modeling and direct measurement. The critical strain 
for each stage of MNG is affected by stress-state triaxiality (characterized by trm/O'n, where o'm 
is mean stress and trfl is flow stress) [14-16]. Since a gradient of trm/O" n exists ahead of a crack 
tip [11,12], a stress-state-dependent failure-strain locus (~l~(o'm/o-~)) must be determined. 

Models exist for predicting both the nucleation and growth strains [14-16]; however, cal- 
culating ~(trm/O'n) is complicated in the following ways. First, some MNG modeling param- 
eters (such as the void-nucleating particle fracture strength or interface decohesion strength and 
the solution for stress local to a particle) are uncertain [19-21]. Second, when primary void 
growth contributes substantially to ~[?(o'Jo'a), voids coalesce by two means: impingement or 
shear-based strain localization [14,22]. Strain-localized coalescence criteria are uncertain and 
depend on the spacing of  "primary" void-nucleating particles [23,24], strain hardening and 
strain rate hardening [15,23-26], ~r~hrn [27,28], and the volume fraction of  "secondary" void- 
nucleating particles [4,14]. Third, the contribution of each MNG stage to ~F(o'Jo'n) can vary 
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among alloys. Finally, particle and void interactions in three dimensions, as well as local triaxial 
stress from elastic constraint on matrix plastic flow, complicate prediction of ~F. 

A reasonable estimate of ~(O'm/O'fl) is obtained by integrating the Rice and Tracey void 
growth equation at constant O'm/trn [16,17,29]: 

~ ' =  ot exp(--/3 ~-n) (I) 

a is a material constant inversely related to the inclusion content, and/3 is the stress-triaxiality 
sensitivity. For many steels and other alloys,/3 equals 1.5 as predicted by Rice and Tracey 
[29,30]. However, /3 may change if void nucleation contributes significantly to ~ ,  if ~F is 
insensitive to global tr~/trn, or if void growth is aided by localized strain. 

Direct measurement of ~(O'm/O'ft) avoids the complexities associated with MNG modeling. 
The ~(trm/trfl) lOCUS is measured typically by straining notched tensile specimens having a 
range of imposed O'm/Orfl values [18,31]. Alternately, measurements of fracture-surface micro- 
roughness are used to estimate ~F(trm/trfl) [11,32]. Measured~(O-m/trn) includes the three stages 
of MNG and thus cannot offer insight into MNG mechanisms. 

Crack-Tip Plastic Strain and Stress-State Triaxiality Fields 

The solutions for effective plastic strain ~P) and stress-state triaxiality (trm/O'n) crack-tip 
fields should be consistent with the observed Mode I crack-tip profile geometry, as well as the 
angular orientation of void-damage sites ahead of the stationary crack tip. Hutchinson, Rice, 
and Rosengren (HRR) derived the stress and strain fields for a crack tip undergoing small 
geometry change (i.e., no blunting) where J-dominance prevail s [33,34]. Solutions for ~v and 
orJo'n ahead of a blunted crack tip [12,35-37] are assumed to be more relevant for fracture of 
high-strength aluminum alloys [8]. The finite-strain, flow-theory, finite-element-modeling 
(FEM) results of McMeeking for a smoothly blunting crack tip are used in this study [35]. The 
following function is fit to ~P results reported for a work-hardening exponent (n from tr t~ e") 
of zero, a tryJE ratio of 0.003, and an angular orientation of 0 ~ from the crack plane 

~P = 0.3511 - (2) 

The variable x is the distance from the crack tip, and 8 is the Mode I crack-tip-opening dis- 
placement defined by a 90 ~ included angle. The crack-tip strain field is insensitive to work 
hardening; fields for n of 0.1 and 0.2 were nearly identical to the perfect plasticity case [35]. 

McMeeking's stress fields at 0 ~ are plotted as crack tip opening stress (tr0o or tryr) normalized 
by the uniaxial yield stress. For perfect plasticity, the flow stress equals the yield stress, and 
am/'rn equals (tryyhrn - 1/V3) [38]. ~rm/trn was determined from FEM-calculated tryyhrn, and 
the following function was fit to the trm/O'n field: 

- -  = 0.5796 + 1.9053 - 0.7311 + 0.1303 x 
O'fl 

- 0.01118 + 0.0003694 (3) 

This field is assumed to approximate e~Jcre for aluminum alloys due to their low work- 
hardening rates. For modest to high work hardening (0.1 < n < 0.2), the field is still adequate 
since o~m and o'f~ increase by similar amounts as n increases [38]. 
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Critical Distance 

The critical distance (l*) over which MNG damage occurs is an essential model element 
since the crack-tip strain singularity precludes defining the failure criterion at the point of 
maximum strain [11,12,18]. An accepted definition of l* for initial crack extension by MNG 
is some multiple of the nearest-neighbor interparticle spacing [11,31]. Equating l* with the 
average spacing of void-nucleating particles is not correct because more than one particle may 
participate in void link-up during crack extension and coalescence may depend on particle 
properties. It is not possible to determine l* a priori by metallographic or fractographic mea- 
surements. Thus this parameter is often used as a curve-fitting constant to match experimental 
toughness data [2-4,10,31]. If the MNG mechanisms are constant as temperature varies, then 
l* may be invariant. This assumption must be examined critically. 

Model Formulation 

The critical-plastic-strain-controlled model criterion states that the plane-strain initiation 
toughness corresponds to the applied stress-intensity (K) level required for the crack-tip plastic 
strain to exceed the stress-state-dependent fracture resistance over a microstructural distance 
[11,18,31,38]. A graphical illustration of this model is shown in Fig. 1, where ~P (Eq 2), ~ 

Gys E x 

d .  K 2 ( l-V 2 ) 

0 1 2 3 4 

0 . 3 0  . . . 

o.,o f '.~ 
;:Ol, j .  ll.( 
,, i- o 
"~ o.o_ .1 . . . . . . .  

0.0; f ~ 

0 1 (~)" =l'/~,c 2 3 4 

x / 8  
FIG. 1--Illustration of the critical-plastic-strain-controlled model. The crack-tip effective plastic 

strain (-d p) and stress-state-triaxiality fields (or,/tr~) [351 are plotted with a typical failure strain 
locus (-~F(tr,,/tr~)) ahead of the crack tip. For fracture initiation, ~P must exceed -~(tr,/tr~) over a 
critical distance (1"). 
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(r and (rJ(rn (Eq 3) are plotted as a function of normalized distance ahead of the crack 
tip, x/& ~F(trm/trn) ahead of the crack tip is obtained by substituting Eq 3 into Eq 1. The 
fracture criterion is satisfied at the intersection of the ~P and ~F(o'Jtra) curves, yielding an 
intrinsic fracture strain f~*), a characteristic stress-state triaxiality (trm/trn)*, and a ratio of 
critical distance to critical crack-tip opening displacement (xl6)*. A computer program was 
written to determine E* and (xl6)* iteratively from Eqs 1 through.3. The ~P and O'm/tr n fields 
were the same for each alloy and testing condition, while ~F(O'm/trn) was given by Eq 1 applied 
to smooth and notched tensile bar reduction of area data. 

At a critical distance ahead of the crack tip (x = l*), ~P increases to ~* as applied 6 increases 
to 6~c, where fracture initiates by void impingement or void sheeting between the void nucle- 
ation sites and the crack tip. 61c is expressed implicitly in terms of l* and ~* by employing Eq 
2 with EP equal to E* and x/6 equal to l*/61c 

I* " / x --0.5309 

E* = 0.3511 [0.2571 (~)] (~l*c) (4) 

The following relationships relate 6 I C  t o  K j I C i  [35,39,40] 

J 
6 = a n -  (5) 

~rys 

K2(1 - ~;) 
J - (6) 

E 

The quantity, v, is Poisson's ratio. The dimensionless constant, d., is a function of n, stress 
state, o'yflE, and the definition of 6. Values of d.  are related linearly to n between 0.0 and 0.2 
(d, = 0.58 - 1.4n) [35] and are similar to those given by analytical solutions [39]. 

Effects of temperature-dependent alloy deformation and fracture properties on Kjlci are not 
shown explicitly by the iterative solution, but such effects can be seen from simpler modeling 
approaches [10,111 

Kjici ~ /O'ys E l* -~* 
~/(1 - ~ )  d.  (7) 

The parameters r E, ~*, and dn are temperature dependent, while l* and v are assumed 
constant. 

Determinat ion  of  Model  Parameters  

Alloy Systems 

Extensive data on microstructure, as well as temperature-dependent deformation properties, 
stress-state-governed fracture strains, and initiation fracture toughnesses were obtained for nine 
aluminum alloys. The nine alloys belong to four systems: (1) ingot metallurgy (I/M) [1,4,41], 
(2) spray formed (SF), (3) powder metallurgy (P/M), SiC particulate-reinforced metal-matrix 
composite (MMC) [5,10,42], and (4) P/M, submicron grain size (SM/GS) [1-3]. Alloy desig- 
nation, product form, and nominal composition are listed in Table 1. The I/M alloys, MMC 
matrix, and SF alloy are precipitation hardened, and the tempers are indicated. AA2134 was 
characterized in both the underaged (UA) and overaged (OA) conditions [41]. The SM/GS 

Copyright by ASTM Int'l (all rights reserved); Wed Dec 23 19:37:59 EST 2015
Downloaded/printed by
University of Washington (University of Washington) pursuant to License Agreement. No further reproductions authorized.



170 ELEVATED TEMPERATURE EFFECTS: FATIGUE AND FRACTURE 

TABLE 1--Aluminum alloys studied. 

Alloy Alloy Product Nominal Alloy 
Designation System" Form Composition, weight % 

AA2095-T8 I/M Plate 
AA2195-T8 I/M Plate 
AA2618-T851 I/M Hate 
AA2519-T87(+ Mg + Ag) I/M Sheet 
AA2134-type (+Mn) I/M Plate 
N203-T6 SF Extrusion 
CM AI SM/GS Extrusion 
AA8009 SM/GS Extrusion 
2009/SiC/20p-T6 PM/MMC Plate 

A1-4.6Cu- 1.5Li-0.4Ag-0.4Mg-0.15Zr 
AI-4.0Cu- 1.0Li-0.4Ag-0.4Mg-0.15Zr 
AI-2.6Cu-I.6Mg-I.0Fe-I.2Ni-0.2Si 
AI-5.8Cu-0.5Mg-0.5Ag-0.3Mn-0.15Zr-0.1V 
AI-4.0Cu-I.5Mg-0.15Zr (0, 0.3, 0.6, 1.0 Mn) 
A1-5.0Cu-0.5Mg-0.5Mn-0.4Zr-0.4Ag-0.2Ti-0.2V 
AI + 2.5 vol% A1203 
AI-8.5Fe-I.3V-1.7Si 
A1-3.6Cu-I.3Mg + 19.5 vol% SiC 

I/M = ingot metallurgy, SF = spray formed; SM/GS = submicron grain size; PM/MMC = powder 
metallurgy, metal-matrix composite. 

alloys were processed by two different P/M techniques: cryogenic milling (CM AI) or rapid 
solidification by melt spinning (AA8009), followed by powder compaction, hot extrusion, and 
rolling [2,3]. Thicknesses of sheet, plate, and extrusion range from 3.2 to 25.4 mm. Processing 
and microstructural details for each alloy are reported elsewhere [1-5,43,44]. 

Fracture Toughness 

Longitudinal-transverse-oriented (LT) compact-tension (CT) specimens were precracked by 
fatigue to crack length-to-width ratios (a/W) between 0.5 and 0.6. The CT thickness was 3.2 
mm for A A 2 5 1 9 + M g + A g  and N203, 3.9 mm for AA2095 and AA2195, 6.3 nun for CM A1 
and AA2009/SiC/20p, and 7.6 mm for AA2618 and AA8009. The 6.3 and 7.6-mm-thick spec- 
imens were sidegrooved by 20% of the gross thickness. Fracture-toughness temperatures ranged 
from - 1 8 5  to 325~ depending on the alloy system. Specimens were tested at a constant 
actuator displacement rate of between 0.26 and 2.5/xm/s. 

The J versus Aa behavior for AA2618, AA2519+Mg+Ag,  N203, CM AI, AA8009, and 
AA2009/SiC/20p was characterized using the ASTM Test Method for Determining J-R Curves 
(E 1152) and the DCPD technique without partial unloading [1,6-8]. The first deviation from 
the baseline trend of the DCPD versus load-line displacement data was associated with initial 
crack extension. Values of Kj~ci were calculated at this point from the applied J using Eq 6. 
J-dominance and plane strain prevailed for each alloy at initial crack extension according to 
ASTM E 1152 [40]. Details of these experiments are reported elsewhere [1-6,8]. 

The J versus Aa curves for AA2095 and AA2195 were measured using ASTM E 1152 and 
unloading-compliance-based crack-length measurements. The 0.2-mm offset-blunting-line con- 
struction from ASTM Test Method for Jic, A Measure of Fracture Toughness (E 813) defined 
the applied J associated with initial crack extension. Significant crack extension accompanies 
the blunting-line definition of initiation fracture toughness (Kj~c), leading to an overestimate 
compared to Kj~ci values from the DCPD method [5,8]. The provisional initiation fracture 
toughness (KQ) from ASTM Test Method for Plane-Strain Fracture Toughness of Metallic 
Materials (E 399) was reported for AA2134 [41]. Initiation toughness from KQ reflects stable 
crack growth and overestimates Kjlci. 
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TABLE 2--Temperature-dependent tensile properties for aluminum alloys. 

Alloy Temperature 
Designation Range, ~ O-y,, MPa E, GPa n %RA 

AA2095-T8 [46] - 140/135 621/524 79.3/69.0" 0.059/0.005 11/22 
AA2195-T8 [46] - 185/135 693/538 80.3/69.0 a 0.066/0.005 15/44 
AA2618-T851 [45] 25/225 450/365 75.3/60.0 0.05/0.005 23/35 
AA2519-T87(Mg+Ag) [4] 25/175 5 0 4 1 4 0 4  72.4/63.7 b 0.045/0.013 40157 
N203-T6 25/190 447/342 72.1/66.0 0.085/0.028 28/61 
CM A1 [3] 25/325 265/150 72.0/58.0 b 38/13 
AA8009 [2] 25/316 395/270 83.4/61.5 0.077)0.040 51/39 
2009/SiC/20p-T6 [10] 25/316 410/90 108/60 b 0 .12510.042 2.6/23 

"Based on precision modulus measurements at 25~ arid -185~ 
b Based on temperature-dependent E for pure aluminum [47]. 

Deformation Properties 

Based on uniaxial tensile tests, the 0.2% offset yield strength (trys), elastic modulus (E), 
work-hardening exponent (n), and percent reduction of area (%RA) were reported for each 
alloy as a function of temperature [1-4,10,41,45,46]. Table 2 summarizes results corresponding 
to the lowest and highest test temperatures for each alloy. Values of try, E, and n decrease 
monotonically for each alloy as temperature increases. Values of %RA show two temperature 
dependencies: increasing %RA as temperature increases for the I/M, SF, and MMC systems 
[4,10,45,46] and decreasing %RA as temperature increases for SM/GS alloys [2,3,45]. 

Void-Nucleating Particle Spacings 

The size and spacing of primary void-nucleating particles were evaluated. Measured volume- 
fraction (fv) and average radius (?) data for void-nucleating particles in AA2618, AA2134, and 
AA2009/SiC/20p were taken from the original studies [1,6,41]. For AA2095, AA2195, 
AA2519, and N203, measurements of ? and fv were averaged over longitudinal, transverse, 
and through-thickness metallographic sections. With the exception of AA2195, particles smaller 
than 2/~m in diameter were assumed to not participate in primary void nucleation and were 
ignored. In AA2195, constituent particles were small, and the lower-bound diameter was 0.5 
/g,m. 

Three measures of interparticle spacing were obtained for each alloy. The mean free path 
(A), which is independent of particle shape and distribution, is equal to (4/3)?(1 - fv)/fv [48]. 
The center-to-center nearest-neighbor spacings of a random distribution of spherical particles 
on a plane (A2) and in a volume (A3) are given by [48]: 

A2 6f~ (8) 

(9) 
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TABLE 3--Characteristics of primary void-nucleating particles. 

Alloy Primary Void 
Designation Nucleating Particles ~ fv ?,/~m h, p,m A2, /xm A 3,/zm 

AA2095-T8 [43] Tl, Al7Cuffe 0.037 3.80 132 14.3 10.8 
AA2195-T8 [43] C 0.0066 1.39 279 12.4 7.0 
AA2618-T851 [1] FeNiAI9 0.08 3.75 58 9.6 8.3 
AA2519-T87(Mg+Ag) [4] O, C 0.012 2.85 313 18.8 11.9 
N203-T6 . .. 0.022 2.44 145 11.9 8.3 
AA2134(+0.00 wt%Mn) S, C' 0.0t75 2.55 190 13.9 9.3 
AA2134(+0.31 wt%Mn) S, C' 0.0196 2.65 180 13.7 9.3 
AA2134(+0.61 wt%Mn) S, C' 0.0220 2.50 150 12.2 8.5 
AA2134(+ 1.02 wt%Mn) S, C' 0.0407 2.90 91 10.4 8.0 
2009/SiC/20p-T6 [6] SiC 0.195 1.5 8.3 2.5 2.5 

a where T~ = primary AI2CuLi. 

O = Primary AI2Cu. 

C = Impurity (Fe,Si) constituents. 
S = Primary AI2CuMg [41]. 

C' = Mn-bearing constituents [41] (AI2oCu2Mn3, Al2oCu2(Mn,Fe)3. 

The area fraction measured by image analysis is assumed to equal fv. For AA2134, the average 
constituent-particle radius for the four different Mn contents was calculated from published 
values of fv and A [411. The results of the particle-spacing analysis are summarized in Table 
3. The types and compositions of constituent particles are listed for each alloy and discussed 
elsewhere [1,4,6,41,43]. 

Stress-State-Governed Intrinsic Fracture Resistance 

In order to determine the failure locus, eF was measured or estimated for a wide range of 
o',Jtrn. Failure in this context is defined as the measured strain at the "critical void damage 
event" characteristic of the coalescence of void damage at a notch root or crack tip [18,49]. 

~F was calculated from fractured tensile bars using the following expression [18,50-52]: 

100 / (10) 

The initial and final diameters at the minimum cross section, do and de, respectively, are mea- 
sured for each smooth or notched round tensile specimen [18,27]. Measured %RA at fracture 
was used in Eq 10, resulting in overestimated ~F compared to the strain at the critical damage 
event. Experimental and computational studies suggest that this error is small because reduction 
of the minimum cross-sectional area is limited after the critical damage event [18,49]. 

Stress-state triaxiality is governed by the ratio of the notch-root diameter (d) to the profile 
radius of the notch (R) [18,27,51,52]: 

= ~ + l n  + 1 

The initial profile radius and do were used to estimate o'm/o'fl. 

(11) 
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FIG. 2--Stress-state-dependent failure strain for AA2519 -lT87( +Mg -tAg) at 25 ~ [4]. A theo- 

retical prediction from integration of Rice and Tracey' s void growth law is indicated by the solid 
line 116,17]. 

The dependence of ~ on  O'm/Orfl varies significantly for different aluminum alloys. Figure 2 
shows a failure locus for AA2519+Mg+ Ag measured at 25~ compared to a model prediction 
based on Eq 1. Least squares curve fitting was employed to determine an a of 0.75, and the 
Rice-Tracey (R-T) dependence was observed (fl = 1.5) [16,17]. Figure 3 displays failure loci 
for AA2134 and AA2OO9/SiC/2Op. In overaged AA2134 (0.6% Mn), ~F also follows a R-T 
dependence, while ~F in underaged AA2134 is less sensitive to O'm]O" fl (fl = 0.70) [41]. Values 
of ~F for AA2OO9/SiC/20p are insensitive to global O'm/O'fl at 25~ (i.e.,/3 -- O) because local 
constraint on matrix plastic flow dominates ~F [42]. These loci demonstrate that/3 varies from 
0 to 1.5 depending on alloy microstructure and the mechanisms of void nucleation through 
coalescence. 

Measured failure loci do not exist for all the alloys or all the temperatures of interest; it is 
necessary to employ simplifying assumptions to facilitate modeling of Kj~ci. For alloys where 
a failure locus was measured for only one temperature, a and/3 were determined from least 
squares regression based on Eq 1 and/3 was assumed to be temperature invariant. The available 
%RA data at other temperatures were employed to calculate an a value for each temperature. 
Figures 4 and 5 display smooth and notched ~F versus temperature for AA2519+Mg +Ag  and 
AA2OO9/SiC/2Op, respectively, and list calculated a and/3 values. ~F is equally sensitive to 
O'm/O'fl at all temperatUres for AA2519 + Mg + Ag, as evidenced by a constant ductility-constraint 
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FIG. 3---Ambient temperature, stress-state-dependent failure loci for AA2OOg/SiC/2Op-T6 [42] 

and AA2134 in the underaged and overaged tempers [41]. 

ratio, rs,. (rs, is defined as the ratio of smooth to notched ~F and is measured from the least 
squares regression of the two temperature dependencies.) For AA2009/SiC/20p, ~F is insensi- 
tive to global O'm/O'n to 175~ and/3 equals zero (Fig. 5). Between 175 and 316~ fl increases 
from 0 to 1.5 as local constraint on matrix plastic flow is relaxed. 

In alloy systems where notched tensile ductility is not available, an R-T exponential depen- 
dence is assumed (/3 = 1.5). In most cases ~F is measured from uniaxial tensile specimens 
(O'm/O'n = 0.33) and ot is calculated from Eq 1. Replicate ~F measurements were averaged to 
determine one value of a for each test temperature. 

Given measured or estimated ~F(Crm/O'n) for each alloy and temperature (Eq 1) as well as 
Eqs 2 and 3, the model criterion is applied to determine ~* (Fig. 1). Values of ~* are plotted 
in Figs. 6 through 8 for the I/M and SM/GS aluminum alloys over the temperature ranges given 
in Table 2. Fracture strains for AA2519+Mg+Ag and N203 rise sharply as temperature in- 
creases and are significantly higher than the values for AA2618, which increase only modestly 
with increasing temperature (Fig. 6). Values of ~* increase monotonically from cryogenic to 
elevated temperatures for AA2195 (Fig. 7). For AA2095, ~* is insensitive to temperature 
between - 140 and 25~ and increases between 25 and 135~ Fracture strains decrease from 
25 to 175~ for CM AI and AASO09 (Fig. 8), consistent with observations for other SM/GS 
aluminum alloys [53,54]. The intrinsic damage mechanisms controlling the temperature de- 
pendencies of  ~* for the various aluminum alloys are considered elsewhere [2-4,42]. 
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FIG. 4--Effective plastic strain to failure of smooth and notched bars of AA2519 +Mg § dem- 

onstrating the temperature independence of the constraint ratio, rs, [41. 

Micromechanical Modeling Results 

With the parameters Orys, E, ~*, and d.  determined as a function of temperature, K j i c i  is 
predicted from Eqs 4 through 6. A single adjustable parameter, l*, is calculated by equating 
measured and predicted Kj~c~ at 25~ This constant is assumed to be temperature independent. 

Temperature Dependencies 

AA2519-T87 (+Mg § temperature dependence of Kj~ci for AA2519+Mg+Ag is 
predicted successfully, as shown in Fig. 9, based on eF measured over a range of ~rm/(rn (Figs. 
2 and 4) [4]. Variability in the measured tensile properties (e.g., %RA) leads to variability in 
predicted Kjici. A linear-regression fit to the Kj~ci measurements agrees reasonably with the fit 
to predictions, as shown in Table 4. A 95% confidence interval estimate of the slope (m) using 
the student t-distribution indicates that there is no significant difference between m for the 
measurements ( -0 .044  < m < 0.0) and predictions ( -0 .028 < m < 0.0). An l* value of 23.7 
/xm was calculated from average measured Kjici at 25~ and was used to predict Kjic~ from 75 
to 175~ The calculated value of l* correlates with the planar nearest-neighbor spacing of 
undissolved A12Cu and Fe-bearing constituent particles (A 2 = 18.8/zm) and is twice the nearest- 
neighbor spacing in a volume (A 3 = 11.9/~m). 

'AA2618-T851 and N203-T6--Agreement between model-predicted and measured temper- 
ature dependencies of Kj~ci is fair for AA2618 and N203. Figure 10 shows modeling results 
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FIG. 5--Effective plastic strain to failure of  smooth and notched bars of  AA2OO9/SiC/2Op-T6 

plotted as a function of temperature, demonstrating the insensitivity of  -d~ to global stress-state 
triaxiality at temperatures up to 175~ [42]. 

based on uniaxial tensile tests and an assumed/3 of 1.5. The model predicts that Kjtc~ increases 
as temperature increases for N203, but the slopes are not equal (Fig. 10 and Table 4). For 
AA2618, predicted Kjici declines slightly from 25 to 175~ compared to a temperature- 
invariant-measured Kjic,. Measured Kjici increases mildly between 175 and 225~ while pre- 
dicted KjIct continues to decline. Calculated values of l* are 11.9 p,m for AA2618 and 17.9 
p,m for N203, equivalent to 1.4A 3 and 2.2A 3, respectively. 

AA2095-T8 and AA2195-T8--Considering a wider temperature range including cryogenic 
levels, modeling using uniaxial-tensile properties predicts that Kjic is nearly temperature in- 
sensitive for AA2095 (m = -0 .01)  and AA2195 (m = -0.005).  The predicted trends agree 
with measured trends for both alloys, as shown in Fig. 11 and Table 4. Measured Kjic for 
AA2195 is variable, resulting in uncertainty in the temperature dependence. This variability 
could be an artifact associated with the offset definition of initiation toughness coupled with 
the difficulty in measuring the steeply rising J versus Aa curve for small Aa [8]. Calculated 
values of l* are 27.9 /zm for AA2195 and 13.5 /zm for AA2095, equivalent to 4.0A3 and 
1.25A3, respectively. 

AA2OO9/SiC/2Op-T6--Prediction of Kj~ci is challenging for the complex microstructure of 
the MMC, which contains a high-volume fraction of void-nucleating SiC particles distributed 
inhomogenously [10]. Due to the inherent variability in measured Kact, upper-bound and lower- 
bound l* values were calculated at 25~ and used for toughness predictions from 50 to 316~ 
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FIG. 6--The critical fracture strain for spray-formed N203-T6, AA2618-T851 [1 ,45] ,  and 

AA2519- T87( § § [4] as a function of  temperature. 
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elevated temperatures [46]. 
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FIG. 8--Critical fracture strain versus temperature for submicron-grain-size AASO09 [2] and 

cryogenically milled aluminum 131. 
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FIG. 9--Critical-plastic-strain-controlled model predictions and experimentally measured values 
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TABLE 4---Linear regression fits to predicted and measured Kjtci versus temperature. 

Alloy Temperature 
Designation Range, ~ Predicted Fit, Kj ic i  : Measured Fit, K j i c i  : 

AA2095-T8 -185/135 21.9MPaX/-m - 0.010*T a 
AA2195-T8 - 185/135 36.9 MPaX/m - 0.005*T 
AA2618-T851 25/175 20.5 MPaVm - 0.016*T 
AA2519-T87(+Mg+Ag) 251175 32.8 MPaX/~ - 0.014*T 
N203-T6 25/190 26.0 MPaX/-~ + 0.014*T 
CM A1 25/125 14.1 MPak/-m - 0.026"T 
CM A1 175/325 13.1 MPaX/m - 0.017*T 
AA8009 25/100 34.1 MPaX/-~ - 0.053"T 
AA8009 175/316 28.5 MPaX/-m - 0.028"T 

21.4 MPaX/m + 0.005*T 
38.5 MPaX/-m - 0.007*T 
20.4 MPaX/-m - 0.004*T 
33.3 MPaX/-m - 0.022"T 
25.4 MPaX/m + 0.038"T 
15.0 MPaX/m - 0.040*T 
9.6 MPaX/-m - 0.015*T 

34.5 MPaX/-m - 0.068"T 
22.5 MPaX/'m 0.037"T 

o T is temperature in degrees Celsius. 

as plotted in Fig. 12 [10]. Two symbols are used for measured g j i c i :  e r r o r  bars represent the 
standard deviation among replicate results, and solid squares show single measurements.  While 
upper-bound predictions exceed measured Kj~ci to 200~ the lower-bound predictions agree 
with measured values. The agreement is worse above 200~ but the decline in Kj~cl is predicted. 
Upper- and lower-bound l* values of  2.9 and 5.2 /xm equal 1.2 and 2.1 times the nearest- 
neighbor SiC particle spacing. The unique issues associated with modeling Kj~ci of  an M M C  
are considered elsewhere [10]. 
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FIG. lO---Critical-plastic-strain-controlled model predictions and experimentally measured values 

of  Kjtci as a function of temperature for AA2618-T851 and spray-formed N203-T6. 
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FIG. I I--Critical-plastic-strain-controlled model predictions and experimentally measured values 

of K~/t.i as a function of temperature for AA2095-T8 and AA2195-T8. 

Submicron-Grain-Size Alloys--Submicron-grain-size alloys suffer losses in O'y~, E, n, and 
~* as temperature increases, as demonstrated by uniaxial-tensile results (Table 2 and Fig. 8) 
[2,3]. Because each of these material properties decreases as temperature increases, Kj~ci is 
predicted to decrease, as illustrated in Fig. 13 [2,3]. The temperature dependencies of predicted 
Kj~c~ for CM A1 over two temperature ranges agree reasonably with the measured trends, as 
presented in Table 4. The model also predicts the temperature dependence of measured Kjici 
over similar temperature ranges for AA8009 (Fig. 13 and Table 4). At 25~ l* is calculated 
as 8.3 /~m for CM A1 and 18.3 ~m for AA8009. The magnitude of Kj~c~ is overpredicted at 
175~ and above for both alloys. 

Microstructural Influences on Initiation Toughness 

Literature data on UA and OA AA2134-type alloys establish the dependence of toughness 
on Mn content and aging condition [41]. Measured values of Kq are plotted for both aging 
conditions as a function of Mn content in Fig. 14; such value exceed Kic because the thickness 
criterion in ASTM E 399 was not satisfied. Kq increases mildly as Mn is added to 0.6 wt%, 
then decreases sharply between 0.6 and 1.0% [41]. The initial rise in Kq was attributed to the 
formation of submicron Mn-rich dispersoids that homogenized slip, while Kq declined as excess 
Mn formed large constituents [41]. This trend was observed in both the UA and OA conditions, 
with a lower measured K o in the overaged condition. 

Predicted Kq from measured uniaxial and notched tensile properties for the UA and OA 
tempers is plotted in Fig. 14. The model predicts the toughness maximum and subsequent Copyright by ASTM Int'l (all rights reserved); Wed Dec 23 19:37:59 EST 2015
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FIG. 12--Critical-plastic-strain-controlled model predictions and experimentally measured values 
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FIG. 14--Critical-plastic-strain-controlled model predictions and experimentally measured values 

of KQ as a function of Mn content for underaged and overaged AA2134 [41 ]. 

decline in KQ as Mn content is increased, as well as the lower toughness in the OA temper. 
Agreement between predicted and measured KQ temperature dependencies is good for UA 
AA2134 and fair for OA 2134. Values of l* were not calculated by equating measured and 
predicted KQ at one Mn content; rather, such values were assumed to be a constant multiple of 
A 3, with the best agreement obtained at l* = 3 A  3. The l* corresponding to each Mn content is 
listed on the top abscissa in Fig. 14 and is identical for the UA and OA tempers because 
constituent size and distribution are not affected by aging. At the two lower Mn contents, voids 
nucleated at undissolved A12CuMg particles. For 0.6% and 1.0% Mn, the volume fraction of 
Mn-containing constituents increased; voids nucleated at these particles, and A3 decreased [41]. 

D i s c u s s i o n  

Temperature Dependence o f  K~lci 

The strain-controlled model quantifies the temperature-dependent interplay between alloy 
fracture resistance and crack-tip strain driving force, which govems initiation fracture tough- 
ness. ~c represents temperature-dependent alloy fracture resistance, while the temperature de- 
pendence of the driving force is represented by trysE/[dn(1 - v2)] or ~b. The temperature de- 
pendence of ~c is governed by ~F(O'm/O' f l ) ,  since l* is assumed to be temperature invariant. The 
parameter ~b represents the temperature dependence of crack-tip strain through conversion of 
~c to Knc~ (Eqs 5 and 6). As temperature increases, ~b and K decline for a fixed ~ic. Physically, 
try s and E decrease, dn increases, and ~P is increased for a fixed x and applied K. The dependence 
of crack-tip ~P on K, trys, E, and d, is derived by substituting Eqs 5 and 6 into Eq 2 and is 
represented by the top abscissa in Fig. 1. 

Temperature-insensitive Kjic~ arises When Sic and ~b counterbalance. For AA2519 + Mg + Ag, Copyright by ASTM Int'l (all rights reserved); Wed Dec 23 19:37:59 EST 2015
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predicted Sic increases by 38%, from 13.7/zm at 25~ to 18.9/zm at 175~ Over the same 
temperature range, try s and E decrease by 20 and 12%, respectively (Table 2), while d, increases 
by 8%. The parameter ~b decreases by 35%, from 7.7 • 107 MPa 2 at 25~ to 5.1 • 107 MPa 2 
at 175~ Values of Knci, expressed as (~tc • ~b) ~/2, are approximately equal at 25 and 175~ 
the ratio of predicted Kaci from uniaxial-tensile data at 25~ to that at 175~ is 1.05. The 
increased intrinsic fracture resistance at 175~ is effectively offset by the enhanced crack-tip 
strain field at a given K. A similar competition between the temperature dependencies of 8~c 
and ~ results in approximately temperature-insensitive Kac~ for AA2618, AA2095, and 
AA2195 (Figs. 10 and 11). 

Values of Kjic~ decrease above 200~ for AA2009/SiC/20p despite the dramatically increas- 
ing intrinsic fracture resistance (Fig. 5), which demonstrates the strong influence of temperature- 
dependent crack-tip ~P on Kjici. Higher eF above 200~ is offset by an increased sensitivity to 
trm/Crn, and sharply decreasing Ogys, E, and n dominate the temperature dependence of Kaci. 
Interplay between 8~c and ~b also governs the elevated-temperature degradation of Kjlci for 
SM/GS aluminum alloys. Because of uniquely decreasing eF as temperature increases (Fig. 8), 
~ic and ~b cooperatively degrade Kjlci. 

The interplay between Sic and ~b is a necessary component for modeling temperature- 
dependent Kjlci. Micromechanical models that consider only the temperature-dependent plastic- 
strain field [12,13] predict declining fracture toughness with increasing temperature for precip- 
itation-hardened AA2519+Mg+Ag, AA2618, AA2095, AA2195, and N203, counter to the 
mildly rising, mildly declining, or temperature-insensitive Kj~ci measured for these alloys. For 
the SM/GS alloys, AA8009 and CM A1, only a mild decline in Kjici would be predicted. For 
AA2009/SiC/20p, the measured temperature dependence of Knci is predicted solely from de- 
clining Crys, E, and n due to the dominance of ~P [10], but this agreement is fortuitous. 

Microstructural Influences on Kjlci 

The effect of microstmcture on initiation toughness is understood from the strain-controlled 
model via the interplay between the deformation-property-dependent crack-tip strain-field term, 
~, and the intrinsic crack initiation resistance term, Sic. For AA2134, changes in ~b with the 
addition of manganese are small in both the underaged and overaged tempers [41]. Effects of 
Mn on KQ reflect trends in ~ic and hence ~F(trm/O" n) and l*. 

Lower toughness is measured and predicted for the OA temper despite higher uniaxial-tensile 
~F compared to the UA temper because eF is less sensitive to stress triaxiality in the UA 
condition (Fig. 3). This complexity illustrates the danger in predicting initiation toughness 
solely from uniaxial-tensile data. Microstructural changes may alter ~F(trm/trf0, and fl does not 
necessarily equal 1.5. 

Uncertainties in k'~( trJtr~) 

Strain-based micromechanical modeling of initiation fracture toughness yields reasonable 
values of/*,  as well as accurate temperature dependencies of Kjlci. Absolute values of Knci 
are not predicted due to uncertainties in ~F(trJtrfl) and l*. Four uncertainties in ~F(O'm/trn) are 
discussed. 

Damage Correlation--Initiation-toughness models predict the K level for coalescence of 
process-zone void damage with the crack tip. Standard measures of initiation toughness are not 
modeled accurately if the measurement reflects stable crack extension [5,8,10]. Rather, model 
predictions are best compared to a high-resolution indication of the K level for initial crack 
extension. Initiation toughness determined from DCPD measurements, Kjici, is well suited for 
this purpose. In contrast, K o and Klc (from ASTM E 399) or Kjlc (from ASTM E 813) reflect 
some stable crack growth and overestimate initiation toughness, especially for alloys with large 
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tearing resistance or thin-sheet specimens [5,8]. The temperature dependencies of toughness 
are predicted from the model (Figs. 11 and 14), but l* values may be overestimated. 

The comparison between measured and modeled initiation toughness is an exercise in equat- 
ing damage for different stress and strain fields, particularly those for a crack tip versus a blunt 
notch or smooth tensile specimen. The most relevant experiments are those that detect equiv- 
alent levels of microvoid damage at ~F for smooth and notched tensile bars and at Kj~ci for a 
precracked specimen. ~F calculated in this study is based on %RA at fracture (Eq 10), which 
overestimates the strain at a damage level corresponding to Kj~ci. A technique was developed 
to detect the formation of a central flaw within smooth and notched tensile specimens deformed 
at a constant strain-gage extensometer rate [18,27], but this procedure has not been correlated 
with microvoid damage in the crack-tip process zone at Kj,cl. 

Approximation of  ~-~r--The use of Bridgman's [50] analysis to calculate ~ (Eq 10) may 
overestimate the strain required to damage and fracture a notched tensile specimen [6,42,51]. 
Finite element modeling demonstrated that strains on the surface and in the center of a notched 
specimen are underestimated and overestimated, respectively, by Bridgman's equations [51]. 
The degree of error is insensitive to work hardening, but increases for larger strains and more 
severe notch acuity [51]. Since this error is independent of work hardening and, hence, tem- 
perature, it is accounted for by calculating l* at 25~ and does not affect significantly the 
predicted values of Kj,c~ at elevated temperatures. If the ~F values in Figs. 5 through 8 are 
corrected based on FEM results [51], then ~*f decreases significantly, calculated l* is larger, 
and process zone damage at Kj~c~ is predicted over more average particle spacings. 

Deformation History--As strain accumulates in smooth or notched tensile bars, the ratio of 
the notch root diameter to profile radius (d/R) continually changes, thus altering O'm/O'n as given 
by Eq 11 [55]. The change in O'm/O" n is small, so the error is accounted for by calculating l* at 
25~ and does not affect significantly the predicted trends of Kj~c~. Another difficulty with 
deformation histories is that the mild change in trm/O'n for deforming smooth and notched tensile 
bars does not correspond to the rapid decline of  o',,/o'n as t5 and ~P increase at a given distance 
ahead of the crack tip (Fig. 1) [18]. This discrepancy is an inherent limitation of the critical- 
plastic-strain-controlled model. 

Stress-Triaxiality Sensitivity--The sensitivity of EF to ~rm/trn varies among engineering 
alloys. The R-T exponential dependence derived from void-growth modeling (/3 = 1.5) is 
commonly observed for alloys where void nucleation strains are small and MNG is character- 
ized by uniform void growth [29,30,56]. The R-T dependence is observed for AA2519 (Fig. 
2) and OA AA2134 (Fig. 3) and is assumed for AA2095, AA2195, AA2618, N203, AAS009, 
and CM A1. The R-T dependence is not always observed. For three low-alloy, quenched and 
tempered steels, ~F is more sensitive to ~rm/trn (/3 > 1.5) [27]. For UA AA2134 (Fig. 3) and 
AA2OO9/SiC/20p (Figs. 3 and 5), sF is less sensitive to O'm/Cr n. 

The value of/3 for a given alloy depends on the stress-tfiaxiality sensitivity and strain ac- 
cumulated in each MNG stage [57]. In commercial aluminum alloys, the true strain required 
to nucleate the majority of voids at large, brittle constituents is a small fraction of ~F [58,59], 
and the R-Texponential dependence is a reasonable assumption. However, if the void nucleation 
stage contributes substantially to ~F, fl will change. The void nucleation strain ~Puc) can depend 
strongly on O'm/O'fl [60] or be insensitive to it [41], causing/3 to increase or decrease, respec- 
tively. For example, Walsh et al. sectioned deformed smooth and notched tensile specimens of 
OA AA2134 to show that the void nucleation rate (dNa/de) is independent of trm/O" n [41]. For 
the failure locus,/3 equals 1.5 since voids nucleate at small strains. 

Three other factors may affect/3. First, a high-volume fraction of large brittle void-nucleating 
particles precludes global stress-triaxiality sensitivity because local constraint of matrix defor- 
mation promotes high levels of local trm/trfl [42]. Global constraint-insensitive sF is observed 
in AA2009/SiC from 25 to 175~ (Figs. 3 and 5). Second, slip localization can accelerate void 
growth and diminish the effect of hydrostatic stress. Walsh et al. reported that slip localization Copyright by ASTM Int'l (all rights reserved); Wed Dec 23 19:37:59 EST 2015
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in UA AA2134 accelerates void growth and leads to void coalescence at a lower critical volume 
fraction of voids [41];/3 for this alloy is less than 1.5 (Fig. 3). Third, mean stress can affect 
the critical condition for void coalescence [27,28], limiting the strain accumulated during pri- 
mary void growth and altering/3. 

Because the stress-state-dependent failure locus varies significantly among alloys, rigorous 
fracture toughness modeling must include EF measurements over a wide range of global O'm/Or ft. 
Determining ~(trJ trf l )  from a single global-constraint level and Eq 1--as  for AA2618, 
AA2095, AA2195, N203, and CM Al-- is  an oversimplification. There is no guarantee that/3 
equals 1.5 or is invariant with increasing temperature. 

Interpretation of Calculated 1" 

The critical distance, the sole adjustable parameter in the strain-controlled model, is calcu- 
lated by equating measured and predicted Kj~ci at a single temperature and hence depends on 
accurate determination of measured initiation toughness and each model input. This parameter 
is affected mainly by uncertainties in ~P(O'm/~rn); generally ~F(trm/O-n) is overestimated, causing 
l* to be underestimated. 

Ultimately, l* must be determined by an independent means for absolute toughness predic- 
tion. This distance should relate to the primary void-nucleating particle spacing for alloys that 
fail by microvoid fracture and may represent the distance required for void coalescence at K 
equaling Kj~ci. Calculated l* for each A1 alloy is given in Figs. 9 through 14, while primary 
void-nucleating particle spacings are given in Table 3. The nearest-neighbor spacing of primary 
void-nucleating particles, A2 or A3, governs void coalescence and should correlate with l*. 

Tensile and Kjc data for steels are sufficient to predict l* from the model for comparison to 
A3 [61-64] 4 Smooth-tensile bar %RA was employed to estimate ~(trm/o-n) , with fl assumed 
to equal 1.5. Figure 15 shows correlations between l* and A3 for steels (solid symbols) and six 
of the aluminum alloys included in this work (open symbols). The distance,/*, was calculated 
at each temperature where Ks~ci was both measured and predicted. Error bars indicate plus/ 
minus one standard deviation of l* for the aluminum alloys, including the effect of temperature 
on l*. For each A1 alloy except AA2195 and AA2009/SiC, voids nucleated at 2 to 20 /xm 
diameter and widely spaced particles (Table 3). Voids nucleated at small (0.5 to 1.0/xm) and 
more closely spaced particles in AA2195 and at large (3/xm) and closely spaced particles in 
the MMC. For each steel but one, microvoid fracture was governed by small (0.2 to 0.4-p~m 
diameter), closely spaced sulfides or carbides [61-64]. The exception is a low-alloy steel (plus 
Ni and Si) with larger 0.7-/xm-diameter sulfide particles that served as more widely spaced 
void-nucleation sites [62]. 

Figure 15 suggests two trends between l* and A3: one for alloys where microvoid fracture 
is controlled by both widely spaced (large) particles and a second population of interdispersed 
submicron particles 5 (dashed line) and another for alloys where microvoid fracture is controlled 
by void damage associated with a single size distribution of relatively closely spaced particles 
(solid line). For the former case, l* is proportional to 1.8A3, while for the latter case, l* is about 
five times A 3. One intercept is close to the expected value of zero, while the other is negative. 
These correlations remain reasonable at about 1.8A3 and 3.8A3 if forced through zero. Alter- 
natively, l* may not be a fixed multiple of A3; the relationship may depend on microstructure 
and the details of MNG. 

4 The crack-tip strain and stress fields used in modeling (Eqs 2 and 3) are for a smoothly blunted crack 
tip, so only steels with a smoothly blunted crack tip were considered. Fields have been calculated for 
cracks that blunt to vertices [36]. 

5 Voids nucleated from submicron particles soften the ligament between large microvoids growing from 
primary particles and promote the onset of strain-localized coalescence [4]. 
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calculated critical distance (l*) in steels [61-64] and aluminum alloys for single and bimodal 
distributions of void-nucleating particles. 

The data in Fig. 15 are analyzed further based on the extent of primary void growth prior to 
coalescence. Data legends with an asterisk represent alloys where primary void growth was 
quantified by the ratio of the final void radius (Rv) to the nucleating-particle radius (R~). Values 
of Rv and R~ were measured from fracture-surface dimples in high-constraint regions, directly 
ahead of the specimen fatigue precrack [61,62]. Figure 16 displays a unique relationship be- 
tween Rv/Rt and I*/A3. The function /*/A3 = 1.24 + O.038(Rv/Rl) 2 was obtained by least 
squares curve fitting, with a coefficient of determination (r e) equal to 0.71. For no primary void 
growth (Rv/RI = 1), voids coalesce spontaneously upon nucleation, and l*[A 3 is expected to 
equal 1. The quadratic fit yields an I*/A3 value of 1.28 at Rv/R~ equal to 1. 

The effect of primary void growth on I*/A3 in Fig. 16 is interpreted as follows. The critical 
distance for each alloy is a fixed multiple of A3, with the multiple dependent on Rv/RI. The 
parameter Rv/R I is a direct measure of resistance to void coalescence. The steels in Fig. 16 
exhibit higher Rv/R~ ratios relative to AA2519 + Mg + Ag due to higher work hardening (which 
retards coalescence) and/or a unimodal particle distribution (which precludes strain softening 
between primary voids). For the high Rv/RI case, primary void growth allows particles further 
from the crack tip to nucleate voids as K increases and the plastic strain distribution spreads. 
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More particles are involved in the critical coalescence event that constitutes K j i c i  , and l* is a 
larger multiple of A3. For the low RvlRI case, the void-coalescence condition is satisfied before 
void damage accumulates over more than one or two particle spacings. The bimodal particle 
distribution favors this behavior because secondary void damage from small particles promotes 
void sheeting between primary voids [4,14]. The ratio, l*[A3, is relatively low due to this strain- 
localized coalescence. 

The results in Fig. 16 suggest that l* is temperature dependent because RvlR~ changes with 
temperature. In I/M, spray-formed, and MMC alloys, l* should increase mildly with temperature 
as RvlR~ increases. For example, void sheeting is retarded in AA2519+Mg+Ag as temperature 
is increased from 25 to 150~ and RvlRt increases from 3.2 to 3.8 [4]. Based on the correlation, 
l*[A 3 should increase slightly from 1.6 to 1.8. A mildly increasing l* would improve the pre- 
dicted Kj]ci temperature dependencies for N203, AA2618, AA2095, and AA2009/SiC, but 
would worsen agreement for AA2519+ Mg+Ag and AA2195. 

The rapid degradation in Kjlci with temperature for AA8009 and CM AI (Fig. 13), which is 
underpredicted by the model employing a constant l*, is rationalized based on changing l* due 
to a fracture mode change near 175~ A change in deformation mode was postulated for 
AA8009, and a change in dimple morphology (from spherical and well developed at 25~ to 
shallow above 175~ was observed [1]. A similar change in dimple morphology, from spher- 
ical at 25~ to faceted at 175~ was observed in CM A1 [3]. The change in dimple morphology 
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is consistent with intravoid instability and strain-localized void coalescence in SM/GS alloys, 
where increased temperature reduces work hardening and causes strain softening between grow- 
ing primary voids [3]. Strain-localized coalescence occurs at lower macroscopic ~p and may 
occur over a smaller microstructural scale. If a second l* (7.4/xm) is calculated for AA8009 
from measured Kj~ci at 175~ predicted and measured values of Kj~c~ agree for temperatures 
from 200 to 316~ [2]. If a second l* (4.2/xm) is calculated for CM A1 at 175~ predicted 
Kj~ci agrees more closely with measured values. 

The correlations shown in Figs. 15 and 16 provide a means of estimating l* a priori and 
predicting absolute values of Kj~ci from microstmctural (A3) and fractographic observations 
(Rv/Rt). Caution is dictated. More detailed microscopic studies of the evolution of MNG as a 
function of alloy microstmcture and temperature are required to understand the correlations in 
Figs. 15 and 16. Measurements of A3 are complicated by the three-dimensional distribution of 
primary void-nucleating particles that can be nonuniform due to particle clustering or banding 
from processing. A Dirichlet cell tessellation procedure describes the local geometric properties 
of inclusions in a steel [65,66], but has not been integrated with a model of crack-tip fracture. 
This problem is formidable because of the strong distance and angular dependencies of crack- 
tip ~o and O'm/tr n, coupled with a heterogeneous distribution of one or more populations of 
void-nucleating particles. 

Because ~* and Rv/Rx are measures of intrinsic alloy fracture resistance, critical fracture 
strain and critical distance are not independent. It is reasonable to speculate that I*/A 3 is a 
unique monotonically increasing function of E*, analogous to the trend in Fig. 16. Accordingly, 
it may be possible to eliminate l* from the model by substituting the dependence of this pa- 
rameter on E* and A3. For the alloys in Fig. 15, I*/A3 correlates with ~*, hut the data are too 
scattered to provide a quantitative correlation. More precise measurement of ~p(tr,,/o'n) and 
~* are required to confirm this notion. If future studies can relate I*/A3 and ~*, then absolute 
predictions of temperature and microstructure effects on Kj~c~ will be possible based on mea- 
sured ~p(o-,,/on), O-y~, E, n, and A3. 

Conclusions 

1. The critical-plastic-strain-controlled model successfully predicts the temperature depen- 
dence of plane-strain initiation fracture toughness (Kj~c,) for a variety of advanced aluminum 
alloys that crack by microvoid processes. Predictions are based on smooth-bar tensile defor- 
mation properties, an estimate of the exponential decay of the fracture strain (-~) with stress- 
state triaxiality (Orm/Orfl), and a single adjustable parameter (l*). 

2. Approximately temperature-insensitive Kj~ci is predicted and observed for 2000 series 
precipitation-hardened alloys from cryogenic to elevated temperatures, while a degradation of 
Kjici with increasing temperature is correctly modeled for submicron-grain-size alloys. 

3. The temperature dependencies of Kjic, are traceable to the interplay between thermally 
sensitive intrinsic fracture resistance and the crack-tip strain field, which is temperature depen- 
dent through O'ys, E, and n. Both components are necessary to predict temperature-insensitive 
initiation toughness in precipitation-hardened aluminum alloys, where the fracture strain (~p) 
generally rises with temperature while O-ys, E, and n decline. 

4. Uncertainties in the critical distance (l*) and the failure loci (~F(O'm/O'fl)) preclude pre- 
dictions of absolute values of Kjici. Accurate determination of EF(trm/trn) is complicated by the 
need to correlate damage at the initiation event within tensile specimens and the process zone 
ahead of a crack tip. 

5. Model-calculated critical distance correlates with the nearest-neighbor particle spacing 
(A3) for several aluminum alloys and steels, and l*]A 3 correlates with the extent of primary 
void growth. Both correlations suggest an approach to predict absolute toughness values from 
tensile properties coupled with microstructural and fractographic observations. 
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ABSTRACT: Because of their ease of fabricability, durability, and good specific properties, 
precipitation-hardened aluminum alloys have been the materials of choice for subsonic aircraft 
for over 50 years. At the present time, precipitation-hardening alloys are being evaluated for use 
in elevated temperature applications such as supersonic transport aircraft. These applications 
require stability of mechanical properties, implying stable microstructures. In this study, it has 
been shown that for three materials of interest, microstructural evolution at relatively low tem- 
peratures may result in complex changes in mechanical properties with fracture resistance being 
a salient example. Changes in amounts and kinds of grain boundary fracture, probably related 
to growth of grain boundary precipitate phases or segregation of embrittling species to the bound- 
aries, appear to dominate the behavior. 

KEYWORDS: fracture, aluminum alloys, elevated temperature exposure 

Precipitation-hardened aluminum alloys present special problems with regard to elevated 
temperature service. Generally, the microstructure of such alloys is not stable for long times at 
elevated temperature [1-5]. Previous studies have shown that tensile strength and ductility are 
not adequate indicators of microstructural stability [6]. While tensile properties remain nearly 
constant, fracture toughness may show significant degradation after elevated temperature ex- 
posure. The use of these alloys for elevated temperature applications will therefore require 
better understanding of the related mechanisms of microstructural evolution and property deg- 
radation. The objective of the present study is to assess the effect of elevated temperature 
exposure on the fracture properties of several aluminum alloys and to correlate the observed 
changes to microstructural features. 

Mater ia ls  

Three ingot metallurgy, precipitation-strengthened aluminum alloys were chosen for exam- 
ination in this study. Their microstructures differ in grain structure, crystallographic texture, 
and precipitate type. Comparison of the performance of these alloys may help to determine the 
optimum microstructure for elevated temperature service. 

Alloy 1 has a nominal composition in weight % of aluminum-5.4 copper-0.5 magnesium- 
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192 ELEVATED TEMPERATURE EFFECTS: FATIGUE AND FRACTURE 

0.5 silver-0.12 Zirconium-0.3 manganese. The grain structure of Alloy 1 is nearly equiaxed 
(aspect ratio 1.3 : 1) with a mean grain diameter of approximately 24/xm. Alloy 1 is recrystal- 
lized and exhibits a weak crystallographic texture [7]. The primary strengthening phase in Alloy 
1 is the variant of A12Cu, which forms as thin hexagonal plates on the matrix { 111 } planes [8]. 

The nominal composition in weight % of Alloy 2 is aluminum-3.5 copper-0.96 lithium-0.4 
magnesium-0.42 silver-0.12 zirconium-0.3 manganese. The alloy is recrystallized but exhibits 
a strong {011 }< 100>, GOSS, recrystallization texture, and grains that are elongated in the 
rolling direction; the aspect ratio of the grains is about 8 : 1 [7]. The primary strengthening 
phase in Alloy 2 is T~, which has a composition of A12CuLi and forms as thin, hexagonal plates 
on the matrix { 111 ) planes ]9]. 

Alloy 3 is composed of aluminum-3.4 copper-0.8 lithium-0.4 magnesium-0.5 silver-0.14 
zirconium. The alloy is mostly unrecrystallized, with a strong deformation texture dominated 
by brass, { 011 } <211 >,  and S, { 123 } <634> ,  components, with some R, { 124 } <211 >,  re- 
crystallization components. The grains are highly elongated in the rolling direction. As in Alloy 
2, the primary strengthening phase is T~ [10]. Electron backscatter channeling micro-pole figure 
data indicate that the mean distance between high angle boundaries in the S (thickness) direction 
of the Alloy 3 sheet is 7 to 8/xm. In the L (rolling) direction, the mean distance between high 
angle boundaries is greater than 200 brm. 

All three alloys were provided as sheet product as 2.3 mm thick in the T8 (stretched and 
artificially aged to peak strength) condition. The precipitation aging temperatures were 175~ 
for Alloy 1 and 160~ for Alloys 2 and 3. 

Experimental Procedures 

Elevated Temperature Exposure 

The test alloys were exposed in air-circulating ovens for times ranging from 100 to 9000 h 
depending on the alloy and exposure temperature. Exposure temperatures were 93, 107, and 
135~ (Alloy 3 was not exposed at 93~ Temperature control in the ovens was _+2.8~ 

Hardness Testing 

Rockwell A scale hardness was determined for all of the alloys as a function of exposure 
time at elevated temperature. The average of five tests is reported for each condition. 

Fracture Testing 

For each exposure condition, duplicate (triplicate for some Alloy 3 exposure conditions) 
R-curves were produced by the J-integral method according to ASTM Test Method for Deter- 
mining J-R Curves (E ! 152-87). The unloading compliance method was used for physical crack 
length measurement. J-R curves were converted to K-R curves via the following equation [12]: 

/~ = X/7 • E (1) 

Specimens were compact tension type with W = 50.8 nun. The load-line displacement rate 
was 0.004 nurds, and unloads were performed after each 0.04 mm of displacement. Starting 
alW was 0.6. In the results section, total R-curves will not normally be presented; instead, the 
R-curve values at physical crack extensions of 0.1 and 2.0 mm will be used to represent, 
respectively, the initiation toughness and the tearing resistance of the material. The definitions 
of the initiation toughness and tearing resistance are illustrated in Fig. 1. 
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Tearing 
Resistance 

Initiation 
toughness 

1 

0.1 2.0 
~a, mm 

FIG. l--Schematic R-curve illustrating initiation toughness determined at Aa = 0.1 mm and 
tearing resistance determined at Aa = 2.0 mm. 

Fractography 

Fractography was performed in a scanning electron microscope in order to qualitatively 
assess changes in fracture mode and path. Quantitative analysis of area fraction of intergranular 
fracture was determined for selected conditions by manual point counting on fractographs taken 
at X500 magnification. The percent of intergranular fracture was determined at a physical crack 
extension of 2 mm and, in some cases, at the initiation of stable tearing. For each determination, 
a minimum of four views were analyzed, giving a minimum area of analysis of 164 000/zm 2. 
The grid used for the analysis had an equivalent spacing of 10/xm between intersections. 

Results 

Hardness  

The results of the hardness tests are presented in Figs. 2a-c. Alloys 1 and 2 exhibit mono- 
tonically increasing hardness with increasing exposure time at 93 and 107~ Exposure at 135~ 
causes decreasing hardness in Alloy 1 and increasing followed by decreasing hardness in Alloy 
2. After 3000 h at 135~ both alloys have lower hardness than in the T8 condition. Alloy 3 
exhibits an increase in hardness due to exposure at 107~ for times up to 7000 h. After 7000 
h of exposure, the hardness decreases but remains above the T8 hardness. Alloy 3 hardness 
resulting from exposure at 135~ peaks at 1000 h of exposure, and by 7000 h of exposure the 
hardness is below the T8 level. While it would be difficult to compare strength levels from 
alloy to alloy based on hardness measurements, comparison of hardness for one alloy at dif- 
ferent conditions should be relatable to alloy strength. 

Fracture  Behav ior  

A l l o y / - - A l l o y  1 was tested in the T8 condition and after exposure at 93, 107, and 135~ 
for 1000 and 3000 h. Initiation toughness as a function of exposure time and temperature is 
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FIG. 3--Initiation fracture toughness and % 1G fracture at Aa = 0.1 mm as functions o f  exposure 
time and temperature: Alloy 1 in the L-T orientation. 

shown in Fig. 3. The range of initiation toughness observed is small, but a trend of decreasing 
toughness with increased exposure time may be observed in the data for exposure at 135~ 
The percentage of intergranular (% IG) fracture at crack initiation in the T8 condition and after 
1000 and 3000 h of exposure at 135~ is also plotted in Fig. 3 (closed circles). The trend in 
% IG fracture supports the observed trend in initiation toughness. 

The tearing resistance (TR) and % IG fracture of Alloy 1 at Aa = 2 mm are plotted in Fig. 
4 as functions of exposure time and temperature. The fracture behavior due to exposure at all 
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FIG. 4---Tearing resistance and % IG fracture at Aa = 2.0 mm as functions o f  exposure time and 
temperature: Alloy 1 in the L-T orientation. 
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196 ELEVATED TEMPERATURE EFFECTS: FATIGUE AND FRACTURE 

three temperatures is characterized by a sharp drop between the T8 condition and 1000 h of 
exposure followed by a smaller decline or property stabilization between 1000 and 3000 h of 
exposure. Reductions are similar for 93 and 107~ exposures and larger for 135~ exposures. 
The 93 and 107~ fracture mode data correlate well with the TR data but the correlation with 
the 135~ exposure data is not as good. A large increase in area fraction of IG failure between 
1000 and 3000 h of exposure at 135~ does not correspond to a large decrease in TR, indicating 
that other factors (possibly related to the observed reduction in hardness) are involved. Com- 
parison of Figs. 3 and 4 indicates that 135~ exposure causes a greater reduction in tearing 
resistance than in initiation toughness. 

Figures 5a-d are representative micrographs of initiation and stable tearing regions (Aa = 2 
ram) of Alloy 1 fracture surfaces in the T8 condition and after 3000 h of exposure at 135~ 
The increase in intergranular fracture after exposure is readily evident in these micrographs. 
Microvoids in the transgranular region are nucleated primarily at large constituent particles, 
which may have diameters greater than 1/~m. Intergranular fracture facets are dimpled as well, 
but the dimples are shallower than those that occur in transgranular regions and the nucleating 
particles; when they are observed, are submicron in size. 

FIG. 5--Representative Alloy 1 fractographs from L-T specimens. Arrows indicate macroscopic 
crack growth directions: (a) T8 condition in the initiation region; (b) T8 4- 3000 h at 135~ condition 
in the initiation region; (c) T8 condition at Aa = 2 ram; (d) T8 4- 3000 h at 135~ condition at Aa 
-=2 ram. 
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Al loy  2--Alloy 2 was tested in the T8 condition and after exposure at 93, 107, and 135~ 
for 1000 and 3000 h (the same conditions as Alloy 1). In addition to L-T data, fracture toughness 
data in the T-L direction were obtained. The fracture behavior of Alloy 2 is well behaved in 
that it generally follows expected trends of decreasing initiation toughness and TR with in- 
creasing severity of exposure. All of the Alloy 2 R-curve data are summarized in Figs. 6a-d. 

T-L initiation toughness (Fig. 6a) degrades monotonically with increasing exposure time and 
temperature. L-T initiation toughness (Fig. 6b) shows similar trends with the exception of the 
93~ 3000-h data point. If that point is disregarded, severity of exposure again correlates with 
reduction in toughness. Alloy 2 T-L and L-T tearing resistance as functions of exposure time 
and temperature are plotted in Figs. 6c and 6d, respectively. The T8 TR is 20% lower in the 
T-L orientation than in the L-T, but the two orientations display similar trends with respect to 
elevated temperature exposure. In both cases, degradation after 93~ exposure is mild, degra- 
dation is severe after 135~ exposure, and intermediate after 107~ exposure. 

The % IG fracture in Alloy 2 was measured for the T8 condition and after exposure at 135~ 
for 1000 and 3000 h. Measurements were made at Aa = 2 mm for the T-L and L-T orientations. 
Figure 7 is a plot of the Aa = 2 mm tearing resistance plotted as a function of the % IG fracture 
for both the T-L and L-T orientations. An excellent correlation is obtained between tearing 
resistance and % IG fracture. It is interesting to note that the % IG fracture in the T8 condition 
is relatively high, suggesting that the level of grain boundary precipitation is high in the T8 
condition. Figures 8a and 8b are representative micrographs of Alloy 2 fracture surfaces at T8 
and after exposure at 135~ for 3000 h. As in Alloy 1, the increase in area fraction of IG failure 
is readily observed by comparison of the two micrographs. 
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FIG. 6~Al loy  2 fracture resistance: (a) T-L orientation, Aa = O. 1 mm, (b) L-T orientation, Aa = 
0.1 mm, (c) T-L orientation, Aa = 2.0 mm, (d) L-T orientation, Aa = 2.0 mm. 
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FIG. 7--The effect of  fracture path on tearing resistance: Alloy 2 exposed at 135~ Open symbols, 
L-T orientation; closed symbols, T-L orientation; circles, T8; diamonds, IO00-h exposure; squares, 
3000-h exposure. 

Alloy 3--Depending on the conditions of elevated temperature exposure, Alloy 3 exhibited 
three distinctly different types of R-curve. These three types of R-curve are illustrated in Fig. 
9. The first type (open circles) is characterized by stable crack growth at toughness levels similar 
to or slightly higher than Alloys 1 and 2; this type of R-curve is representative of the behavior 
of T8 material. The second type of R-curve (closed circles) is characterized by initial crack 
extension (up to about 0.5 nun) similar to that in T8 material followed by unstable crack growth 
or pop-in at a low, constant, stress intensity level. The initial pop-in event typically results in 
crack extension of greater than 2 mm. The third type of R-curve behavior observed (open 
squares) is stable tearing at toughness levels below that observed for T8 material. This type of 
behavior is typical of material that has been exposed at 135~ 

The fracture behavior of Alloy 3 as a function of elevated temperature exposure is summa- 
rized in Figs. 10a and 10b. Exposure at 107~ results in complex R-curve behavior (Fig. 10a). 
Initiation toughness remains nearly constant between 0 and 9000 h of exposure. Between 1000 
and 7000 h of exposure the R-curves are of the pop-in type, and the Aa = 2 mm TR goes 
through an apparent minimum at 4500 h of exposure (the TR for pop-in type R curves is 
assumed equal to the stress intensity at the pop-in). After 9000 h of exposure, the behavior is 
similar to the T8 condition. Exposure of Alloy 3 at 135~ results in monotonic reductions in 
initiation toughness and Aa = 2 mm TR with increasing exposure time (Fig. 10b). The R-curves 
are of  the stable tearing type at reduced toughness level. 

Each type of  R-curve behavior is associated with a characteristic fracture morphology (shown 
in Figs. 1 la-c). T8 material fractures primarily by transgranular microvoid coalescence (TG 
MVC) with some IG fracture (Fig. 1 la); material exposed at 107~ for 9000 h exhibits fracture 
surface characteristics similar to the T8 material. Pop-in fractures are characterized by inter- 
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FIG. 8--Representative Alloy 2 fractographs: L-T specimens at Aa = 2 mm. Arrows indicate 
macroscopic crack growth direction: (a) T8 condition; (b) T8 4- 3000 h at 135~ condition. 

granular and inter-subgranular failure, which exhibits extremely shallow dimpling on boundary 
facets. In some cases, dimples are not resolved (Fig. 1 lb). Stable tearing at low toughness levels 
also results in IG and inter-subgranular fracture, but grain boundary facet dimpling is more 
pronounced that in the pop-in failures and the failure mode could be termed "ductile inter- 
granular" (Fig. 1 lc). 

Figures 12a and 12b are, respectively, a low magnification SEM micrograph representative 
of the slant fracture region of Alloy 3 fracture surfaces from material that has been exposed at 
elevated temperature (the differences between the pop-in and low toughness stable tearing 
fracture surfaces mentioned in the previous paragraph are evident only at higher magnification) 
and an optical micrograph of a metallographic section through a fracture surface with the crack 
growth direction into the plane of the picture. As the two figures show, the slant fracture regions 
are made up of a series of steps formed by boundary fractures. The components of the fracture 

Copyright by ASTM Int'l (all rights reserved); Wed Dec 23 19:37:59 EST 2015
Downloaded/printed by
University of Washington (University of Washington) pursuant to License Agreement. No further reproductions authorized.



2 0 0  ELEVATED TEMPERATURE EFFECTS: FATIGUE AND FRACTURE 

Stress intensity, 
MPa~rn 

12o] 
100 

80 

60 

40 

20 

[] 

8 

o o 
o 

\ 

Stable tearing, high toughness 

~oO oooO o d~~ 
~D l~l~in 

[] [] 

S t a b l e  t e a r i n g ,  l o w  t o u g h n e s s  

I I 1 I 1 I I ! I 

0,0 0.5 1.0 1.5 2.0 2,5 3.0 3.5 4.0 

Physical Crack Extension, mm 
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surface that are parallel to the loading direction may be thought of as the "risers" of the steps, 
while the horizontal components (perpendicular to the loading direction) may be considered 
the "treads" of the steps. The width of the "treads" was measured from SEM micrographs 
and found to be 3.5/xm on average. 

As reported in the "Materials" section of this paper, the distance between high angle bound- 
aries in the S direction (perpendicular to the "risers," parallel to the "treads") is approximately 
7 to 8 /~m, and the distance between boundaries of any type is approximately 3.5 /~m. The 
distance between high angle boundaries in the L direction (parallel to the "risers," perpendic- 
ular to the "treads") is greater than 200/~m. This suggests that the "risers" of the steps that 
comprise the fracture surface may be either high or low angle boundaries, while the treads are 
almost exclusively low angle boundaries. Recent TEM studies of similar alloys indicate that 
even very low angle boundaries (<2  ~ ) may be heavily decorated with precipitates, perhaps 
resulting in low-energy fracture paths [5]. 

Discussion 

Ductile Boundary Failure 

The observed fracture behavior of Alloys 1, 2, and 3 as a function of elevated temperature 
exposure may be divided into two types of response. The first type is that exhibited by Alloys 
1 and 2 at all exposure temperatures and by Alloy 3 due to exposure at 135~ This first type 
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FIG. lO--The effect of  elevated temperature exposure on the fracture behavior of  Alloy 3." 
(a) I07~ exposure, (b) 135~ exposure. 

of fracture may be viewed as a competition between TG MVC due to void nucleation at large 
constituent particles and ductile grain boundary failure. 

The size and hence the ability of the large constituent particles to nucleate voids are relatively 
insensitive to aging at the exposure temperatures used in this study [13]. Changes in void 
nucleation at incoherent, second-phase particles of constant size are a function of the ability of 
the surrounding matrix to accommodate strains at the particle interfaces. The ability of the grain 
boundary particles to nucleate voids will also be primarily a function of their size and spacing, 
which are expected to change as a function of the elevated temperature exposures used in this 
study [14,15]. 

Fractography suggests that the primary mechanisms of fracture toughness degradation in 
these aluminum alloys are related to changes in the grain boundaries that occur during long- 
term elevated temperature exposure. At exposure temperatures below the aging temperature, 
the solid solution initially developed during the solution heat treatment and quench will continue 
to be supersaturated. Additional precipitation will result if sufficient thermal energy is available 
for diffusion. Boundary diffusion is fast compared to bulk diffusion at the temperatures of  
interest, and grain boundary particles may grow rapidly until solute in the grain boundary region 
is depleted (grain boundary diffusion rates may be as much as six orders of magnitude higher 
than volume diffusion rates at the temperatures of interest) [16]. The coupled increases in the 
% IG fracture and decreased toughness measured in Alloys 1 and 2 as a result of elevated 
temperature exposure are in accord with the above observations as is the observation of dimpled 
IG fracture and reduced toughness in Alloy 3 exposed at 135~ 
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Brittle Boundary Failure 

The overall fracture behavior of Alloy 3 as a function of elevated temperature exposure 
appears to be the result of two different mechanisms. As stated above, exposure at 135~ results 
in ductile grain boundary fracture similar to the behavior of Alloys 1 and 2. Degradation in 
both the initiation toughness and the tearing resistance is observed as would be expected if 

FIG. 11--Representative Alloy 3 fractographs from L-T specimens: (a) T8 condition, high tough- 
ness, stable tearing R-curve, (b) T8 4- 4500 h at 107~ condition, pop-in type R-curve, and (c) T8 
4- 7000 h at 135~ low toughness, stable tearing type R-curve. In all cases, the macroscopic crack 
growth direction is horizontal. Copyright by ASTM Int'l (all rights reserved); Wed Dec 23 19:37:59 EST 2015
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FIG. 12~Alloy 3 slant region fracture morphology: (a) scanning electron micrograph looking 
down onto the surface of an L-T specimen exhibiting intergranular and inter-subgranular fracture. 
Crack growth direction is vertical, S direction is horizontal; (b) optical metallographic section 
through Alloy 3 slant fracture region. Crack growth direction is into the plane of the picture, L 
direction is vertical, and S direction is horizontal 

boundary precipitates are growing larger with increasing time of exposure. Exposure at 107~ 
results in pop-in behavior at low tearing resistance followed by recovery of T8 behavior and 
fracture mode after 9000 h of exposure. In addition, initiation toughness remains almost un- 
changed for all exposure times at 107~ and R-curves up to the point of pop-in are similar to 
T8 R-curves. The boundary failure observed in Alloy 3 after exposure at I07~ is more brittle 
than that observed in any of the alloys after any of the other exposures. Whether the brittle 
boundary facets are truly smooth or are covered with unresolved dimples is not presently 
known. What is certain about the pop-in behavior and the brittle boundary fracture mode is 
that it occurs primarily along low angle boundaries. 

Nucleation of voids at grain boundary particles is controlled by a critical strain, which will 
decrease with increasing particle size at constant strength (increased alloy strength will reduce 
the critical strain for void nucleation). Particle size on grain and sub-grain boundaries increases 
with increasing time at 135~ resulting in crack initiation and stable tearing at progressively 
lower toughness levels and ductile/dimpled boundary fracture as observed in the SEM micro- 
graphs. Exposure at 107~ on the other hand, results in very smooth boundary fracture and 
unstable pop-in crack growth similar to cleavage phenomena that are critical stress controlled 
[17]. A candidate mechanism for production of this type of failure is segregation of an em- 
britfling element to boundaries [18]. Lynch and Byrnes performed an activation energy study 
of embrittlement of Alloy 8090 and have proposed that lithium may serve the role of boundary 
segregant and embrittler in AI-Li-X-X alloys [19]. The elevated temperature exposures that 
produce the highest hardness in Alloy 3 are also the exposures that result in pop-in fracture 
behavior; It may be that the pop-in behavior can occur only when the yield strength is high 
enough for a critical stress to be achieved across a sufficient number of subgrain boundaries. 
When the hardness of Alloy 3 is observed to decrease after 9000 h of exposure at 107~ the 
pop-in behavior is also eliminated, lending credence to the explanation proposed. Combination 
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of the segregated lithium with copper and aluminum to form grain boundary T1 precipitates at 
long times may also account for the recovery of T8 toughness levels after 9000 h of exposure. 

An alternative explanation for the occurrence of the brittle boundary fracture in Alloy 3 
follows. The ease of grain or subgrain boundary dimpled rupture is dependent on the size of 
grain boundary particles, the interparticle distance, and the area fraction of the boundary that 
is covered by the particles [17,20]. One might suppose that growth of existing particles would 
be faster at 135~ than at 107~ while nucleation of new particles would be favored by the 
greater supersaturation achieved at 107~ Hence, 107~ exposure would result in grain or 
subgrain boundaries that were populated by a greater number density of smaller particles rel- 
ative to exposure at 135~ In addition, the volume of precipitate may be lower after 107~ 
exposure, resulting in a narrower precipitate free zone (PFZ). It has been suggested that a 
narrow PFZ contributes to lower grain boundary strain to fracture and more rapid work hard- 
ening of the PFZ relative to wider PFZs [21,22]. The narrow, rapidly hardening PFZ and a 
strong matrix would result in high normal stresses that could cause decohesion of particle matrix 
interfaces at low strains. The small spacing between void nucleating particles would cause 
those voids to interact after very little growth ]21] and could result in the type of fracture 
observed in Alloy 3 after 107~ exposures, which result in increased strength relative to the 
T8 condition (those between 1000 and 7000 h). The reduction in strength observed after 9000 
h of exposure could prevent grain boundary stresses from rising to a level capable of causing 
interface decohesion (void nucleation) at the small grain boundary particles. So, the dominant 
fracture mechanism after 9000 h of exposure would revert to the MVC observed in the T8 
material. 

An explanation for the failure to observe smooth grain boundary facets in Alloy 2 is also 
required. Alloy 2 exhibits similar strength and composition as Alloy 3; however, its grain 
structure is significantly different. Recall that a large fraction of the grain boundary failures in 
Alloy 3 are subgrain boundary failures. Precipitates growing on subgrains in alloys similar to 
Alloy 3 [5] generally retain a higher aspect ratio than do those on high angle boundaries, which 
tend to assume a blocky morphology, and they tend to grow fastest in orientations that are 
nearly parallel to the boundary. This difference in aspect ratio and preferred orientation may 
result in greater areal coverage of subgrain boundaries versus grain boundaries for a given 
volume of boundary precipitate. In addition, the combined grain boundary and subgrain bound- 
ary area in Alloy 3 is much greater than that in Alloy 2 which, being recrystallized, has no 
subgrains. In Alloy 3 a continuous, fracture path along boundaries will be much more accessible 
that in Alloy 2: this alone could explain the absence of pop-in behavior in Alloy 2. 

Summary 
Except for the case of Alloy 3 exposed at 107~ reductions in fracture toughness associated 

with elevated temperature exposure of precipitation-hardened alloys in this study correlate well 
with an increase in ductile intergranular failure. Toughness reductions and % IG fracture gen- 
erally scale with the severity of elevated temperature exposures. It is proposed that the observed 
increases in the percentage of ductile IG fracture are a result of increased boundary precipitation 
with increased severity of elevated temperature exposure. The increased boundary precipitation 
may be occurring on high angle boundaries (all alloys) or low angle boundaries (Alloy 3). 

The pop-in behavior observed in Alloy 3 occurs only after elevated temperature exposures, 
which produce the highest observed hardness levels in the alloy. The fracture appearance as- 
sociated with the pop-in is brittle intergranular, and the R-curve behavior suggests a stress- 
controlled fracture mode [17]. The above observations indicate that some embrittlement phe- 
nomenon could be controlling fracture at the highest strength levels. Segregation of lithium has 
been reported to be energetically feasible in the embritflement of Alloy 8090 and is a possible 

Copyright by ASTM Int'l (all rights reserved); Wed Dec 23 19:37:59 EST 2015
Downloaded/printed by
University of Washington (University of Washington) pursuant to License Agreement. No further reproductions authorized.



REYNOLDS AND CROOKS ON ALUMINUM ALLOYS 205 

explanation for the observed behavior in Alloy 3 [19]; however, the possibility that finely 
dispersed precipitates on Alloy 3 boundaries after 107~ exposure are responsible for the pop- 
in behavior cannot be dismissed. 

Based on this study and previous work on precipitation-hardened aluminum alloys intended 
for elevated temperature service [6], it is apparent that screening methods for microstructural 
stability that are based primarily on consideration of retention of strength are inadequate. Hard- 
ness (this study) and strength [6] may rise or remain steady with elevated temperature exposure; 
hence, no indication of material degradation is received. Changes in grain boundary character 
may become evident only in the severe stress state developed at a crack tip, as in a fracture 
test. In all cases, evaluation via mechanical testing should be coupled with identification of 
changes in fracture mechanisms via electron microscopy. 
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ABSTRACT: The results of a study on the high-temperature damage mechanisms in a unidi- 
rectional Nicalon fiber-reinforced reaction-bonded silicon nitride (RBSN) composite are pre- 
sented in this paper. The microstructure of the as-manufactured and tested specimens were char- 
acterized using a variety of techniques including: X-ray diffraction; optical, scanning, and 
transmission microscopy; and dilatometry. Single-edge notch specimens under three-point bend 
loading were tested under a constant displacement-rate condition as well as under a sustained 
loading condition at 1000~ in air. The load-line displacement was used as the in situ indicator 
of damage accumulation. The fracture surface and the damage zone around the main crack were 
characterized in the fractured specimens to investigate the high-temperature fracture mechanisms. 
Under constant displacement rate, the composite showed extensive nonlinear load versus dis- 
placement behavior, indicating that the presence of the fiber has indeed toughened the composite. 
Cracks propagated nominally along the notch plane, though some delaminations were also ob- 
served. The substantial bulk oxidation occurred even at test temperatures as low as 800~ and 
resulted in significant changes in the dimension of the composite specimens. The fiber pullout, 
fracture surface morphology, and delamination were all strongly influenced by the high- 
temperature oxidation. 

KEYWORDS: ceramic matrix composite, reaction-bonded silicon nitride, Nicalon fiber, oxi- 
dation, damage, creep, cracks 

The motivation to increase the thermal efficiency of  heat engines has stimulated renewed 
interest in the use of  ceramic components.  Unfortunately, monolithic ceramics are extremely 
brittle. The need to improve their fracture resistance, hence the reliability of  ceramic compo- 
nents, has pushed the research on ceramic matrix composites (CMCs) to the forefront of  ma- 
terials research and development  [1]. 

Both silicon nitride and silicon carbide possess outstanding resistance to thermal shock, 
creep, and corrosion at elevated temperatures. Therefore, silicon-carbide-reinforced silicon ni- 
tride composites are considered as promising candidate materials for high-temperature com- 
ponents. However,  prior to the engineering application, the fracture behavior of  the composites 
must be thoroughly understood. On the other hand, for non-oxide ceramics, attention must be 
paid to the possible chemical  degradation at high temperatures in an oxidizing atmosphere. 
Most  of  the research so far on silicon-carbide-reinforced silicon nitride composites has con- 
centrated separately on either the mechanical  behavior at room temperature or the bald oxidation 
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effects of the materials at elevated temperatures [2-4]. Relatively little work has been devoted 
to correlate the crack growth and fracture behavior of the composites with long-term oxidation 
at high temperatures [5,6]. 

The defects in the as-manufactured composite have a significant influence on both the chem- 
ical and mechanical behavior of the composite since they can serve as the oxygen passages 
and also as fracture initiation sites during high-temperature loading. 

Since this composite is designed for high-temperature applications, microstrnctural and di- 
mensional stability in the service environment is a critical requirement. The oxidation through- 
out the bulk material will alter not only the material properties but also the component dimen- 
sions. Even local oxidation in regions containing cracks will have considerable influence on 
the fracture behavior. This therefore provides the impetus for the present work. 

Materials and Experimental Procedure 

Test Materials 

The continuous Nicalon fiber-reinforced RBSN composite used in this research is manufac- 
tured using the reaction sintering technique [7]. The ceramic grade Nicalon fiber has a diameter 
of approximately 15 ftm and consists of a Si-C-O compound [1]. Filament winding is used to 
fabricate the green composite, which yields a relatively homogeneous impregnation of the 
silicon powder into the gaps between fibers. In this process, first, the fiber tow is impregnated 
with a slurry of attritor-milled 0.2 to 0.5-/xm-diameter silicon powder in ethanol with the 
addition of a fugitive binder and a dispersant. Then, the fiber tow is wound upon a mandrel 
with a tow spacing of 0.5 mm per turn to form a unidirectional fiber tape. The number of wound 
fiber tow plies is determined by the required composite plate thickness. A typical nitriding step 
consists of heating the dried and dimensionally constrained green composite plates in vacuum 
to 900~ followed by filling the furnace with a gas mixture of 95% nitrogen and 5% hydrogen. 
The temperature is then ramped to 1200~ During the reaction sintering process, the pressure 
in the furnace is maintained at the ambient level by adding nitrogen as it is consumed by the 
reaction. After holding at the maximum temperature for up to 3 h, samples are cooled and 
removed from the furnace. Examination of the cross section of the composite showed that the 
silicon powder penetrates into the fiber tows satisfactorily because minimal fiber touching was 
observed. Since the fiber tow was wound onto the mandrel layer by layer, the composite has 
an alternate fiber-rich and matrix-rich layer structure. The thickness of the matrix-rich layers 
is controlled by the packing of the silicon powder into the fiber tows during the green composite 
manufacturing process. 

For comparison, pure RBSN was also fabricated with the same sintering process starting 
from the same raw silicon slurry. Microstructural characterization was performed on this pure 
RBSN. Since the microstructure of pure RBSN was very different from the microstructure 
of RBSN in the composite matrix, no further mechanical testing was conducted on this pure 
RBSN. It was felt that no meaningful comparisons between properties could be made between 
pure RBSN and the RBSN in the composite matrix. There are some free fibers at the incom- 
pletely densified composite plate edges. Loose fibers were split from these composite edges to 
investigate the damage on the fiber caused during the whole composite manufacturing process. 

Microstructural Characterization 

The polished cross sections of the as-received material and the material tested at 1000~ as 
well as the pure RBSN, were examined with the optical microscope. The porosity associated 
with the large pores was measured using the point counting method on the video screen attached 
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to the optical microscope to determine the area fraction [8,9]. For continuous fiber composites, 
the area fraction of fibers is also equal to the volume fraction of fibers. Surfaces of the fibers 
subjected to different processes were examined using SEM. Finely polished composite samples 
were exposed to hydrofluoric acid for 5 min, which is expected to selectively etch out the 
silicon dioxide. Thereafter, the silica-rich regions could be identified under the microscope as 
evidence of oxidation. 

The samples of the composite and the composite constituents as shown in Table 1 were 
examined using an X-ray diffraction (XRD) pattern to investigate the composition and micro- 
structural changes caused by reaction sintering and 1000~ exposure in air. The machine pa- 
rameters for X-ray generation and collection were maintained the same for collecting the XRD 
data for all the samples. Therefore, the relative peak intensities in the spectra have certain 
quantitative comparability. Since XRD can only obtain data averaged over a relatively large 
region, composite samples were also examined under a transmission electron microscope 
(TEM) and the attached energy dispersive X-ray spectrometer (EDS) to determine the local 
crystal structures and compositions. 

The dimensional changes of the composite at different temperatures were studied using a 
computer-controlled double push rod dilatometer [10]. Rectangular bars were prepared with 
their length oriented in the directions perpendicular and parallel to the reinforcing fibers to 
measure the transverse and longitudinal thermal expansions of the composite as temperature 
changed. The constant temperature dilatometry measurement was conducted at 600, 700, 800, 
900, and 1000~ with a hold time of 10 h at each temperature. The heating rate of the dila- 
tometer furnace between each temperature stage was chosen as 3~ to allow uniform 
temperature throughout the sample. 

Mechanical Tests 

Single-edge-notched bend (SENB) bars were machined from the as-manufactured composite 
plates. These specimens were used to perform the high-temperature fracture tests. The specimen 
geometry and loading configuration are illustrated in Fig. 1. The ratio of the initial crack length, 
ao to the width, W, is 0.3 to permit sufficient remaining ligament for studying the crack prop- 
agation behavior. The three-point bend geometry also assists in maintaining the crack growth 
along the notch plane since the maximum stress occurs only on this plane. Due to the brittleness 
of ceramic materials, fatigue precracking is difficult and also not deemed necessary because 
the microcracks produced during the specimen machining can serve the same purpose as the 
precrack [11]. The conventional crack monitoring techniques, such as compliance measure- 
ment, are not directly applicable to this material at elevated temperature due to nonlinearities 
associated with creep [12]. Further, the presence of the fiber makes the definition of a crack 
length somewhat ambiguous due to phenomena such as fiber bridging and asynchronous break- 

TABLE 1--The sample conditions for XRD analysis. 

Number Material 1000~ Exposure Time, h Sample State 

A As-received Nicalon fiber . . .  Powder 
B Fiber split from composite . . .  Powder 
C Pure RBSN matrix . . .  Solid surface 
D As-manufactured composite Solid surface 
E Composite "2() Solid surface 
F Composite 135 Solid surface 
G Composite 520 Solid surface 
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FIG. 1--The specimen configuration and the loading mode. 

age of the fiber and the matrix. Some success has been achieved in correlating electrical re- 
sistance to damage development at room temperature but not at high temperatures. The in situ 
damage development at elevated temperatures can only be measured qualitatively by monitor- 
ing the load-line displacement. 

Three-point bend tests were performed at 1000~ in air. A special loading fixture was de- 
signed to perform the bend test in a tensile loading frame. One specimen was tested with 
monotonic loading at a constant load-point displacement rate of 50/xrn/min while continuously 
monitoring load and load-line displacement. Two specimens were tested under dead-weight 
loading in a creep test frame at load levels of 175 and 215 N and held at 1000~ for 115 and 
500 h, respectively. Prior to loading, all specimens were soaked at 1000~ for 20 h to stabilize 
the temperature in the furnace. 

Results and Discussion 

Microstructural Characterization 

Figure 2 shows the optical micrographs of the pure RBSN and the as-manufactured com- 
posite. It can be seen that the pores in the RBSN have a uniform spatial distribution and are 
smaller in size compared to the pores in the composite, which are irregular in shape and vary 
in size. The majority of the large pores in the composite are concentrated in the fiber-rich 
regions. Such pores can potentially decrease the fracture strength and oxidation resistance of 
the composite by serving as fracture initiation sites and also passages for oxygen. The measured 
porosities for the pure RBSN and the composite were 6 and 16 vol%, respectively. When micro- 
scale porosity is also included [11,13], the total porosity in the composite is estimated to be in 
the range of 35 to 40 vol%. Thus, the 16% porosity mentioned above applies only to the large 
pores. The fiber fraction of the composite is also measured using the point-counting technique 
to be approximately 15 vol%. 

Figure 3 shows SEM micrographs of an as-received fiber, fibers exposed to 1000 and 1200~ 
(the test temperature and the peak manufacturing temperature, respectively) in air for 2 h, and 
a free fiber removed from the loose plate edge of the as-manufactured composite. The as- 
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FIG. 2--The micrographs of the as-polished cross sections: (a) RBSN; (b) as-received composite. 

received fiber has a smooth surface, and no visible damage is detected in the fiber exposed to 
1000~ Some superficial reaction spots are evident on the otherwise smooth surface (Fig. 3c) 
of the fiber exposed to 1200~ By comparison, the loose fiber extracted from the composite 
edge appears to have damage spots that run deeper into the fiber (Fig. 3d). This indicates that 
heating in air is less aggressive for the fiber than the reaction sintering process, in which a 
combination of nitrogen and hydrogen was used along with the silicon powder and the accom- 
panying impurities. There are numerous low-density whisker mats around the fiber split from 
the composite. Since the formation of a-Si3N4 in the form of whisker mats [13] is favored at 
reaction temperatures below the silicon melting point, whisker mats that stick to fibers in the 
composite are assumed to be a reaction sintering product of a-Si3N4. 

XRD Data--Figure 4 is the XRD patterns obtained from various samples as listed in Table 
1. Pattern A, obtained from the initial Nicalon fiber powder, demonstrates that the as-received 
fiber consists of ultra-fine r-silicon carbide, consistent with the manufacturer's report [14], 
which noted that the Nicalon fiber is homogeneously composed of ultra-fine r-SiC crystals 
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FIG. 3--The SEM photos of  the different fiber: (a) as-received; (b) fired at IO00~ in air fi)r 2 h; 
(c) fired at 1200 ~ in air for 2 h; (d) split from .failed composite. 

with excess carbon and 9 to 11% oxygen. Pattern B from the ground powder of the loose fibers 
extracted from the composite edges shows ce-Si3N 4 peaks and/3-SIC humps. The/3-SIC humps 
indicate that the reaction sintefing process does not induce grain growth in the fiber. The TEM 
diffraction pattern inside the fiber showed a ring pattern resulting from the ultra-fine crystal 
grains, while the diffraction from the matrix region in the composite showed clear diffraction 
spots. In addition, the local EDS spectrum obtained from inside of the fiber in the composite 
also confirmed that the fiber has a uniform Si-C-O composition [15]. The ot-Si3N 4 peaks ob- 
served in the XRD pattern of the powdered fibers split from the composite are attributed to the 
loose reaction sintering product of whisker mats stuck on the fiber surface. 
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FIG. 4 - - The  X R D  spectra o f  samples listed in Table 1. Note." 1 = a-Si3N4; 2 = fl-Si3N4; 3 = 

silicon; 4 = crystobalite (Si02); 5 = Si20N2; 6 = Co IzFeo mSio.o2; 7 = Ferrous disilicide (FeSi2); 
= E - s i c .  

The XRD pattern, labelled C, from the pure RBSN has much more residual elemental silicon 
than the composite samples. This indicates that the high porosity and coarse pores in the 
composite matrix may be helpful during nitriding of silicon in the reaction sintering process 
since these open pores assist the nitrogen in infiltrating into the whole green compos i te  plate. 
The ferrous disilicide (FeSi2) is exclusively found in the pure RBSN sample. Carbon, iron, and 
silicon compound (Co 17Feo.18SioJ has stronger peaks in the powder sample of the fiber ex- 
tracted from the composite and also in samples from other composites but was not observed 
in the RBSN sample. This implies that, during the sintering process, the i ron--a  trace contam- 
inant generated during attritor milling--reacts with the excess carbon in the fiber and the silicon 
to form the compound, which concentrates in the fiber-rich regions of the composite, perhaps 
at the fiber/matrix interface. It is also possible that at high temperatures in the reducing nitrogen 
atmosphere SiO may escape from the fiber surfaces and form silicon oxynitride or even silicon 
nitride [1,13]. These two reactions occurring during the reaction sintering process may explain 
the damage spots seen in Fig. 3d on the surface of the fiber removed from the as-manufactured 
composite edge. 

The XRD Pattern D of the as-manufactured composite shows that the composite contains 
mainly silicon nitride and traces of residual silicon, silicon oxynitride (Si2ON2), and the carbon, 
iron, and silicon compound. These observations are consistent with the observed composition 
of the fiber that was extracted from the composite, as demonstrated in Pattern B. The matrix 
contributes silicon nitride and residual silicon in addition to the peaks corresponding to the 
composition of the interface and the fiber. 
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Comparing the XRD pattem labelled from D to G in Fig. 4, it is evident that the composite 
oxidized at 1000~ by a reaction between Si3N4 and oxygen to form silicon dioxide. As the 
exposure time increases, the amount of silica increases dramatically, while no silica was de- 
tected in the as-manufactured composite. The relative intensities of silica humps or the crys- 
tobalite peaks from Sample E to Sample G increase greatly, and the corresponding intensities 
of Si3N4 peaks decrease sharply. At 1000~ glassy silica has a tendency to crystallize into 
crystobalite [16]. However, at this temperature the transformation needs to overcome a rela- 
tively high nucleation energy barrier. Therefore, whether the transformation can take place is 
determined by the availability of proper crystal nucleation sites in the material. Even subtle 
material condition change, such as a residual finger print on the original sample surface, can 
alter the transformation. Accordingly, it is easy to understand why Sample G, which was 
exposed to 1000~ for 520 h, has much less crystobalite than Sample F, which was exposed 
to the same temperature for 135 h. However, it is clear that the oxide content in Sample G is 
more than in Sample F as indicated by the decreasing relative Si3N4 peak intensities. Even 
though only one pattem is presented for each sample in Fig. 4, scanning at different sample 
depths of the same composite specimen yielded similar pattems. 

Optical Microscope and SEM Analysis--Figure 5 shows optical micrographs of the pol- 
ished cross sections of the composite in the as-manufactured condition and after exposure to 
1000~ in air for 520 h. It shows that the matrix in the high-temperature exposed composite is 
flatter and has higher reflectivity. This may be due to the fact that newly produced high-volume 
silica sealed some matrix pores. Figure 6 shows the same sections but etched in hydrofluoric 
acid for 5 min. It appears that the hydrofluoric acid did not attack the as-manufactured com- 
posite because its appearance is the same as before etching. On the other hand, the etchant 
severely attacked the regions surrounding the fibers in the composite exposed to 1000~ in air 
for 520 h. The large voids produced by the etchant in the matrix regions surrounding the fibers 
were visible even more clearly under SEM at high magnification. Because hydrofluoric acid 
selectively attacks silicon dioxide, it can be concluded that the etched regions are where the 
silicon dioxide formed during high-temperature exposure. 

Silicon nitride is thermodynamically unstable in comparison with the oxide in air at high 
temperatures [1,17]. However, the oxidation rate of the nitride depends strongly on the porosity 
and impurities in the original silicon nitride and the environmental conditions. The pure dense 
silicon nitride can resist oxidation up to 1500~ [18]. Nevertheless, a silicon nitride specimen 
with low-density, coarse open pores and high impurity content such as the RBSN in the com- 
posite matrix will oxidize at a much lower temperature. Because the densities of glassy silica 
and crystobalite are 2.2 and 2.7 g/cm 3, respectively, and the density of Si3N 4 is 3.2 g/cm 3, the 
oxidation of Si3N 4 will result in a more than 50% volume increase. In the case of porous RBSN, 
as long as the pore radii are mainly below 0.04 to 0.05/xm, the surface pores will be effectively 
sealed by the initial oxidation products. This stops further supply of oxygen to the inner material 
[17]. It has been shown that silicon nitride specimens with large thickness and containing only 
small pores do not show detectable oxidation in the interior up to temperatures as high as 
1300~ [17]. 

As discussed previously, the matrix in the composite has high porosity consisting of coarse 
open pores. Thus, oxygen can easily penetrate into the inner material, and the oxidation can 
begin on the surface and the interior of the sample simultaneously. Since the open pores are 
too big to be effectively sealed by the oxidation products, the whole specimen will be oxidized 
rapidly. In addition to the coarse open pores in the matrix, the loose whisker mat layer around 
each fiber, as shown in Fig. 3, also forms a cylindrical open passage for oxidation. The hydro- 
fluoric acid-etched sample of the high-temperature exposed composite shown in Fig. 6 proves 
that the regions around fibers are oxidized more severely than the surrounding dense matrix 
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FIG. 5--The as-polished composite surface: (a) in the as-manufactured condition; (b) after ex- 
posed to lO00~ for 520 h. 

regions. The identical XRD patterns obtained at different sample depths of the same high- 
temperature exposed specimen verify that the oxidation took place throughout the whole sample 
thickness during the high-temperature exposure. 

The oxidation proceeds into grains through the grain boundary after the surfaces are oxidized 
and results in the destruction of the crystalline nature of the boundaries [17]. The grain- 
boundary glassy phase that forms will facilitate the relative grain movement, which enhances 
creep deformation. However, the crystallization of the silica in the boundary phase will com- 
pensate for some of the creep-enhancing effect of the glassy phase because the crystalline phase 
is expected to have a higher thermal activation barrier for viscous processes such as creep in 
the boundary layer. The unpredictability of the transformation from silica to crystobalite at 
1000~ makes predicting the creep behavior of the composite even more complicated. 

Thermodynamically, SiC is also unstable in air at high temperatures. However, the photo- 
micrograph in Fig. 3 shows that the oxidation does not attack the fibers in the composite 
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FIG. 6--The polished and etched (in HF for 5 min) surfaces of  the composite: (a) in the as- 
manufactured condition; (b, c) after exposed to lO00~ for 520 h. 

significantly during the 1000~ exposure. The oxidation resistance of the fibers may be a result 
of its finer pore size and a higher density compared with the matrix. On the other hand, the 
silica surrounding the fiber formed by the oxidation of the loose Si3N4 whisker mat may also 
have served as a sealing layer, thus stopping the oxygen from diffusing into the fiber. 

Figure 7 shows the expansion of the composite as a function of time at various temperatures 
in both transverse and longitudinal directions. These results clearly demonstrate that for tem- 
peratures equal to or higher than 800~ the specimens were expanding even when the tem- 
perature was held constant. Since the oxidation of either Si3N4 or SiC will result in volume 
expansion, the expansion confirms that the oxidation occurs in the composite in air at a tem- 
perature as low as 800~ It is also evident from Fig. 7 that the dimensional change caused by 
the oxidation is larger in the transverse direction than in the longitudinal direction. This verifies 

Copyright by ASTM Int'l (all rights reserved); Wed Dec 23 19:37:59 EST 2015
Downloaded/printed by
University of Washington (University of Washington) pursuant to License Agreement. No further reproductions authorized.



216 ELEVATED TEMPERATURE EFFECTS: FATIGUE AND FRACTURE 

U 

1050 0.7 

900 Temperature - - ~  ~ ' ~  

750 ] Tran 
/ 

450 
Longitudinal expansio 

300 . . f  

150 7 - -  

0 I I a I | t I 
0 500 1000 1500 2000 2500 3000 3500 

Time (minutes) 
FIG. 7--The expansion of the composite at different temperatures. 

0.6 

0.5 

0.4 "-" 

0.3 

0.2 

o.I 

0 
4000 

further that the fiber was less oxidized than the matrix since the less oxidized fibers will con- 
strain the longitudinal expansion of the composite while the constraint is significantly smaller 
in the lateral direction. 

Fracture and Crack Growth Tests 

Figure 8 is the load versus load-line displacement plot of the test conducted on the composite 
under displacement-controlled monotonic loading conditions. Several sharp load drops were 
observed throughout the plot. These sudden load drops were caused by unstable crack propa- 
gation. Since the fiber is the toughening element, the sudden load drops may have been caused 
by fracture of the fiber tows at the crack tip, by sudden debonding of the fiber tows from the 
matrix, or by sudden crack propagation in the composite between two strong fiber-rich regions. 
However, throughout the test, the composite held reasonable strength value and did not fail 
catastrophically. In fact, subsequent to each load drop, an increased load was necessary to 
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FIG. 8--The load versus load-line displacement for the monotonic loading test. 
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FIG. 9--Load-point displacement versus time plot of the creep test. 

continue further deformation such as observed for ductile materials which show a rising 
R-curve type behavior. This indicates that the presence of the reinforcing fibers has toughened 
the ceramic matrix. 

Figure 9 is the plot of load-point displacement versus test time during a sustained load test 
at a load of 175 N and a temperature of 1000~ The initial time and zero displacement are 
defined as the point immediately after the test load was applied to the specimen following 
heating and soaking. Thus, the elastic deformation caused by loading and the thermal expansion 
during heating and soaking periods (20 h) are eliminated in this plot. Except during the initial 
period, the displacement during the sustained load tests gradually decreased. Such behavior 
can only be caused by a change in specimen dimension due to oxidation, which apparently 
dominated the displacement measurement. Figure 10 shows the relationship between the post- 
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FIG. lO~Post-test specimen width versus IO00~ exposure time. 
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test specimen width as a function of exposure time at 1000~ showing a continuous increase 
with time and confirming the above postulate. This result plus the dilatometer measurement in 
Fig. 7 imply that under the test conditions the oxidation rate follows a linear kinetic law [19]. 

From Fig. 9 it appears that the composite has a high initial inelastic, time-dependent defor- 
mation rate. This may be due to the fiber/matrix interfacial glassy silica layer that formed during 
the heating and the soaking period from the oxidation of the loose Si3N4 whisker mats. The 
silica layer will aid the fiber/matrix sliding, and it is possible that during the initial period of 
the test, the displacement caused by sliding processes dominated the expansion produced by 
oxidation. However, as time progresses the dimensional changes due to oxidation overwhelm 
the effects due to deformation. The displacement versus time plot also shows that a state of 
nearly constant displacement is reached after 400 h. There are two possible explanations for 
the constant displacement stage. The first is that the oxidation reaction slowed down as the 
available Si3N4 was consumed or the oxygen paths were increasingly blocked by the oxide. 
The second explanation is that as the silica amount increases in the whole specimen, providing 
more opportunity for the fiber/matrix interface and the grain boundary to slip and thus en- 
hancing the creep rate, which will tend to contribute positively to the displacement. Simulta- 
neously, the displacement rate may also have increased due to damage accumulation and the 
resultant stiffness reduction of the composite. More tests are needed to determine which one 
is the controlling factor. Fracture in these specimens occurred when the specimen was cooled 
down to about 800~ after completion of the I O00~ exposure. 

Fracture Mechanisms 

Figure 11 shows the crack profiles of the three fractured specimens. All the cracks appear 
to be propagating nominally along the notch plane. Delamination along the fiber direction is 
observed in all three specimens, but the extent of delamination seems to decrease with an 
increase in high-temperature exposure time. 

Figure 12 shows the appearance of the pulled-out fibers from the three fractured specimens. 
Substantial loose whisker material remained attached to the fiber pulled out from the 20-h 
exposed specimen and only some particles adhere on the smooth fiber surface. There is a thick 
layer of loose material surrounding the fiber pulled out from the 120-h exposed specimen. The 
fiber from the 500-h tested specimen has a dense and clean layer at the surface that is most 
likely the silica layer from the interface oxidation. The fiber pull-out length over the whole 
crack plane was examined. The longest pulled-out fiber length for each fractured specimen was 
measured using SEM. It shows that this length decreases as the high-temperature exposure time 
increases. The measured longest pulled-out fibers are 360, 170, and 75 /xm for specimens 
subjected to 1000~ for 20, 135, and 520 h, respectively. These observations clearly display 
the increase in the bonding between the fiber and the matrix with increasing 1000~ exposure 
time. 

The XRD Pattern E in Fig. 4 shows that for 20-h exposure at 1000~ oxidation has not 
attacked the composite substantially. The pulled-out fiber in Fig. 12a shows that after this short 
time exposure, loose whiskers that formed during the composite manufacture remained on the 
fiber surface. The loose whisker layer, along with the possible glassy silica in the interface 
regions that formed during the heating and soaking period, may assist the relative sliding 
between the fiber and the matrix as argued before. As the exposure time increased, more loose 
Si3N4 whiskers at the interface were converted into dense and high-volume oxide. The fiber/ 
matrix interface was strengthened by the oxide. When this new interface is stronger than the 
surrounding matrix, some loose matrix material will be pulled out with the fiber from the 
composite as seen in Fig. 12b. On the other hand, if the oxidation produces a uniform glassy 
silica layer which has low viscosity at high temperature, around the fiber, the pulled-out fibers 
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FIG. 11--The fractured specimens tested under different conditions: (a) monotonic loading; 
(b) 215 N, 115 h; (c) 175 N, 500 h. 
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FIG. 12--The pulled-out fibers from the composite specimens shown in Fig. 11. 

will have a clean surface, as in the case of the third fiber in Fig. 12c. The above arguments are 
only rational after-the-fact explanations. From these results, it is not possible to make any 
predictions on the nature of the interface unless a better understanding of the kinetics of the 
formation of crystalline silicon dioxide is available. 

Figure 13 shows the fracture surfaces of the three tested specimens close to the notch tip. 
The fracture surface becomes flatter as the exposure time increases. No obvious steps of dif- 
ferent height can be observed on the fracture surface of the specimen that was tested under a 
sustained load for 500 h, while such steps were observed around some fibers on the other two 
fracture surfaces. In Fig. 13a, from the specimen exposed to temperature for 20 h, the fiber 
fracture is fiat. However, the matrix surrounding the fiber was uneven. Thus, the overall rough- 
ness was higher in this specimen than for the other two cases. This is another indication 
that oxidation has altered the interface behavior. When the interfacial strength is low, as the 
crack approaches the fiber, debonding will deflect the crack [20]. The crack has to restart 
when it passes a fiber to be able to propagate further. This will produce an uneven 
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FIG. 13--The fracture surfaces of the specimens shown in Fig. 11. 

fracture surface. In contrast, when the interface is strong, such as after longer exposure periods, 
the crack will cut through the fiber directly and produce a flatter fracture surface. The strength- 
ening of the interface will decrease the composite toughness since the crack can cut through 
the fiber directly. 

Figure 14 shows the polished longitudinal sections of the fractured specimens close to the 
crack plane. The photomicrographs reveal that delamination occurs primarily in the fiber-rich 
region where the matrix was not well consolidated and defects are present. Some transverse 
matrix cracking around the main crack plane is also evident on the specimen, which was tested 
under monotonic loading. These transverse matrix cracks occurred in the region halfway be- 
tween the notch tip and the back edge of the specimen and appear to have grown just in the 
matrix region bounded by fiber tows. The transverse matrix cracks are bridged or stopped by 
the fibers in their paths of propagation. The formation of these transverse cracks must be time 
and stress state dependent since no such transverse matrix cracks are found in the two specimens 
tested under sustained load. The formation of these transverse matrix cracks can be explained 
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FIG. 14--The longitudinal sections of fractured specimens shown in Fig. 11. 

using the shear-lag model [21,22], which states that the applied stress in the matrix is transferred 
to the fiber by means of the interfacial shear stress and if the fiber is strong enough multiple 
transverse cracks will occur in the matrix. The formation and propagation of such secondary 
cracks will consume extra energy and will thus effect material toughening. Copyright by ASTM Int'l (all rights reserved); Wed Dec 23 19:37:59 EST 2015
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More testing at different temperatures is necessary to fully characterize the mechanical dam- 
age in these composite systems in the absence of environmental effects. In the future, more 
tests are planned at 1000~ and below 800~ to further understand the changes in microstructure 
due to thermal effects and to provide further insight into the complex damage mechanisms 
during the simultaneous presence of oxidation and creep. 

Summary and Conclusions 

The high-temperature fracture behavior of the unidirectional Nicalon fiber-reinforced RBSN 
composite was studied. The microstructure of the as-received and post-high-temperature ex- 
posed materials was extensively characterized. Three-point bend tests were performed on the 
SENB specimens of this composite at 1000~ in air to determine the fracture mechanisms 
under these conditions. The oxidation of the composite and its effects on the fracture behavior 
at elevated temperatures were discussed. 

The composite was found to have high porosity and many coarse open pores, especially in 
the fiber-rich regions. A loose whisker layer of Si3N 4 at the fiber/matrix interface was also 
observed in the composite. This structure makes the composite sensitive to oxidation, which 
was observed at a temperature as low as 800~ Severe oxidation attacked the matrix material 
at 1000~ in air, while the reinforcing fiber remained almost unattacked. The oxidation caused 
the composite to expand substantially in the transverse direction. By comparison, the expansion 
in the fiber direction was smaller due to the constraint imposed by the fibers. 

The oxidation changed the matrix properties and the interface structure in the composite. 
XRD studies showed that as the 1000~ exposure time increased, the oxidation increased 
greatly. At 1000~ the oxidation of the composite increased linearly with time and the products 
included glassy silica as well as crystobalite. It was not possible to predict under what conditions 
crystobalite forms at 1000~ it is thus difficult to predict the influence of oxidation on the 
fracture mechanisms at this temperature because the formation of crystobalite or glassy silica 
have very different influences on the strength of the fiber/matrix interface. 

Under three-point bend loading, despite some delamination and secondary matrix transverse 
cracking, the crack initiated and propagated nominally along the notch plane in the direction 
perpendicular to the principal stress direction, i.e, the Mode I cracking direction. However, 
some weak fiber/matrix interracial regions in the composite deflected the crack in the transverse 
direction, causing delamination. This crack deflection temporarily stopped the major crack 
propagation and contributed to the crack growth resistance of the composite. 
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