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Foreword

The Twenty-Third National Symposium on Fracture Mechanics was held on 18-20 June
1991 in College Station, Texas. ASTM Committee E24 on Fracture Testing was the sponsor.
Ravinder Chona, Texas A&M University, presided as symposium chairman and is the editor
of this publication.
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Overview

The National Symposium on Fracture Mechanics has evolved, since its beginnings in 19685,
into an annual forum for the exchange of ideas related to the fracture of engineering materials.
The Twenty-Third National Symposium carried on this tradition and was held in College Sta-
tion, Texas, on 18-20 June 1991. The symposium was sponsored by ASTM Committee E24
on Fracture Testing, with the cooperation and support of the Department of Mechanical Engi-
neering at Texas A&M University.

The diversity of interests and the wide range of problem areas in which fracture mechanics
can play a role in ensuring structural integrity was reflected in the topic areas that were
addressed in the 63 papers that were presented at the symposium. The symposium drew 110
attendees from 18 countries around the world, highlighting the strong international flavor that
the National Symposium and ASTM’s fracture-related activities have acquired over the years.

The efforts of the authors of the manuscripts submitted for publication and the diligence of
the persons entrusted with the task of peer-reviewing these submittals have resulted in the com-
pilation of papers that appear in this volume. These papers represent a broad overview of the
current state of the art in fracture mechanics research and should serve as a timely recording
of advances in basic understanding, as a compilation of the latest test procedures and results,
as the basis of new insights and approaches that would be of value to designers and practitio-
ners, and as a stimulus to future research.

The volume opens with the paper by Dr. John M. Barsom, who delivered the Second
Annual Jerry L. Swedlow Memorial Lecture at this symposium. Barsom’s presentation
addressed the need for a better understanding of the basic issues involved in several different
structural applications of fracture mechanics technology. As such, it serves as a road map for
future directions and is a highly appropriate tribute to the memory of the individual who
played a very important role in shaping the National Symposium into the forum that it is
today.

Following the Swedlow Lecture are forty-five papers that have been broadly grouped into
seven topical areas, based on the main theme of each paper. These groupings are, however,
only intended as an aid to the reader, since no classification can ever be absolute. Topics of
interest to a particular reader will therefore be found throughout this volume, and the reader
is encouraged to consult the Index for the location of topics of specific interest.

The groupings that have been adopted are detailed next and are similar to the broad cate-
gories that were used to divide the presentations into coherent topical sessions at the sympo-
sium itself. The first group of nine papers addresses analytical and constraint-related issues in
elastic-plastic fracture mechanics, with much of the emphasis being on topics related to tran-
sition range behavior. The next section of seven papers also deals with elastic-plastic fracture,
but emphasizes applications. Following this are two sections that both address linear-elastic
fracture mechanics, with a group of three papers emphasizing analytical aspects, and a group
of four papers that are more applications oriented. Subcritical crack growth and nondestruc-
tive evaluation methods are the joint themes of the next group of eight papers. Following this
are eleven papers addressing the fracture of composites and nonmetals, a topic area that is
receiving increasing attention from the fracture community and which had significant repre-

Copyright®1993 by ASTM International WWW.astm.org



2 FRACTURE MECHANICS: TWENTY-THIRD SYMPOSIUM

sentation at a National Symposium for the first time. Finally, a grouping of three papers deal-
ing with probabhilistic and dynamic issues closes out this volume.

In addition to the technical program, a highlight of the symposium was the presentation by
Dr. George R. Irwin of the 1991 medal named in his honor to Dr. Hugo A. Ernst of the Georgia
Institute of Technology. and the presentation by Dr. C. Michael Hudson, Chairman of Com-
mittee E24, of the 1991 Award of Merit and designation of Fellow of ASTM to Dr. Richard
P. Gangloff of the University of Virginia,

The Symposium Organizing Committee consisting of Prof. T. L. Anderson, Prof. R. Chona,
Dr.J. P. Gudas, Dr. W. S. Johnson, Jr., Prof. V. K. Kinra, Prof. J. D. Landes, Mr. J. G. Merkle,
Prof. R.J. Sanford, and Mr. E. T. Wessel are pleased to have been a part of this very significant
technical activity. The committee and the symposium chairman in particular would like to
express their appreciation of the support received from the authors of the various papers pre-
sented at the symposium: of the thoroughness of the peer-reviewers who have played a major
role in ensuring the technical quality and archival nature of the contents of this publication:
of the efforts by various ASTM staff to help make the symposium and this volume a success,
particularly Mr. P. J. Barr, Ms. L. Hanson, Ms. H. M. Hoersch, Ms. M. T. Pravitz, Ms. D.
Savini, and Ms. N. Sharkey; and of the support, encouragement, and assistance extended by
Prof. W. L. Bradley, Head of the Department of Mechanical Engineering at Texas A&M Uni-
versity. Finally, the symposium chairman would like to especially thank Ms. Katherine A.
Bedford, Staff Assistant at Texas A&M University, for all her contributions during the plan-
ning of the symposium and the preparation of this volume.

Ravinder Chona

Department of Mechanical Engineering, Texas
A&M University,College Station, Texas;
symposium chairman and editor.
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John M. Barsom'

Structural Problems in Search of Fracture
Mechanics Solutions*

REFERENCE: Barsom, J. M., “Structural Problems in Search of Fracture Mechanics Solu-
tions,” Fracture Mechanics: Twenty-Third Symposium, ASTM STP 1189, Ravinder Chona, Ed.,
American Society for Testing and Materials, Philadelphia, 1993, pp. 5-34.

ABSTRACT: This second Jerry L. Swedlow Memorial Lecture presents a few significant devel-
opments in fracture mechanics that occurred over the past 25 years and some unresolved prob-
lems relating to materials and design and to technology transfer and education. Examples of
some accomplishments and problems needing solutions are presented in areas of fracture tough-
ness, including elastic, elastic-plastic and short cracks, and of environmental effects.

Professor Jerry L. Swedlow was an educator and a researcher who devoted his career to the
transfer of technology to his students and to scientists and engineers. Thus, the lecture appro-
priately concludes with a few observations, needs, and recommendations concerning technology
transfer.

KEY WORDS: fracture mechanics, fatigue (materials)

It is an honor and a privilege to present the second Swedlow Memorial Lecture. Jerry was a
colleague with whom I worked closely on several projects. He was a neighbor whose children
and mine spent several years playing and growing up together. Above all, Jerry was a friend
whom I think of frequently and I miss terribly. I thank the National Symposium Committee
for inviting me to make this presentation.

Although Jerry Swedlow’s publications were concentrated in the analytical aspect of frac-
ture mechanics, his interests spanned all facets of the technology. He was very interested in
applying fracture mechanics to practical problems and toiled hard as a professor and as chair-
man of the National Symposium on Fracture Mechanics to transfer the available knowledge
to others. Jerry and others’ contributions to the analytical aspects of fracture and some of the
unresolved analytical problems have been presented by M. L. Williams [ ] in the first Jerry L.
Swedlow Memorial Lecture. This second lecture presents a few significant fracture mechanics
developments that occurred over the past 25 years and some unresolved problems relating to
materials and design and to technology transfer and education.

Materials and Design Considerations

The application of national and international specifications results in safe and reliable engi-
neering structures. These specifications are continually being updated and should reflect the
most current knowledge in a given field. Incorrect use and violation of the requirements of the
specifications may result in failure of a component or an entire structure. Also, because spec-
ifications present minimum requirements, the need for additional requirements must be

! Senior consultant, Metallurgical Services, U.S. Steel, Pittsburgh, PA 15219-4776.
* Second Annual Jerry L. Swedlow Memorial Lecture.
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6 FRACTURE MECHANICS: TWENTY-THIRD SYMPOSIUM

investigated for new and improved designs, for use of new materials, for use of common mate-
rials in new and unique applications, and for any other nontraditional situation. Such an
investigation should occur early in the design process, at which time the responsible engineer
should obtain and incorporate the needed additional requirements.

Technical developments during the past 20 years resulted in significantly improved char-
acterization of the behavior and performance of steel structures. These developments include
understanding and prediction of the effects of temperature and rate of loading on fracture
toughness, the fatigue crack initiation and propagation behavior of fabricated components
under constant and variable amplitude loading, and corrosion fatigue crack initiation and
propagation behavior of constructional steels in aqueous environments [2]. Some of these
developments have been incorporated in specifications for bridges [ 2,3].

Although significant progress has occurred during the past 25 years, further technical
accomplishments are needed to improve the safety, reliability, and economy of steel struc-
tures. Predictive models are needed to identify fatigue-crack initiation sites and unstable crack
extension in weldments where large variations in mechanical properties and microstructure
occur in neighboring small regions. ‘Analytical and experimental procedures are needed to
characterize the fatigue and fracture. behavior of short cracks where traditional fracture
mechanics analyses for deep cracks are not valid. Plant-life extension methodologies should
be developed to predict the remaining life of plant components. Other problems exist for
which solutions are needed and where fracture mechanics technology can contribute signifi-
cantly. The following sections present some accomplishments and problems needing solutions
in the areas of fracture toughness, including elastic, elastic-plastic, and short cracks and of
environmental effects.

Linear Elastic Fracture-Toughness Characterization

Most constructional steels can fracture either in a ductile or in a brittle manner. The mode
of fracture is governed by the temperature at fracture, the rate at which the load is applied, and
the magnitude of the constraints that prevent plastic deformation. The effects of these param-
eters on the mode of fracture are reflected in the fracture-toughness behavior of the material.
In general, the fracture toughness increases with increasing temperature, decreasing load rate
and decreasing constraint. Furthermore there is no single unique fracture-toughness value for
a given steel even at a fixed temperature and loading rate.

The increase of fracture toughness with temperature is shown in Fig. 1 for Charpy V-notch
(CVNj} specimens and in Fig. 2 for plane-strain critical stress intensity factor, K., specimens
[2.4]. The data in Fig. 2 also show the shift of the fracture-toughness transition curve to higher
temperature as the rate of loading increases.

From a failure analysis point of view, the fracture-toughness value for the material may be
used to calculate the critical crack size at fracture under a given applied stress, or the magnitude
of the stress at fracture for a given critical crack size. However, it is essential that the fracture-
toughness value be determined at the fracture temperature and at the appropriate loading rate
for the structural component of interest. A low dynamic fracture toughness [7 J for example,
(5 ft-1bf)] at the fracture temperature does not necessarily mean that the steel did not possess
adequate fracture toughness under slow loading conditions. Similarly, cleavage features at a
short distance from the initiation site do not necessarily mean that the steel was brittle under
slow loading conditions. Unfortunately, misunderstanding these simple and basic observa-
tions has resulted in erroneous analyses of fractures.

The Charpy V-notch impact specimen continues to be the most widely used specimen for
characterizing the fracture-toughness behavior of steels. These specimens are. routinely tested
for many failures regardless of the relevance of the test results to the particular investigation.
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FIG. 1—Charpy V-notch test results for a low-carbon steel.

Furthermore, the steel is usually characterized as brittle and not having sufficient fracture
toughness for its intended application if it exhibits Charpy V-notch values below about 20 J
(15 ft-1bf) at the fracture temperature. The characterization is made without regard for the
difference in loading rate between the test and the structure.

The static and dynamic (impact) fracture-toughness behavior for constructional steels can
be-understood by considering the fracture toughness transition curves, Fig. 3[2,4,5]. The shift
(that is, distance along the temperature axis) between the static and impact fracture-toughness
transition curves depends on the vield strength of the steel, Fig. 4 [2,4,5]. Thus, the static and
impact fracture-toughness transition curves are represented by a single curve for steels having
yield strengths higher than about 897 MPa (130 ksi). On the other hand, the shift between these
curves is about 71°C (160°F) for a 248 MPa (36 ksi) yield strength steel.

The fracture-toughness curve for either static or dynamic loading can be divided into three
regions as shown in Fig. 3. In Regions I, and I, for the static and dynamic curves, respectively,
the steel exhibits a low fracture-toughness value.

In Regions II, and II,, the fracture toughness to initiate unstable crack propagation under
static and dynamic loading, respectively, increases with increasing temperature. In Regions
I11, and II1,, the static and dynamic fracture toughness, respectively, reach a constant upper-
shelf value.
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In Region I, the static and the dynamic fracture-toughness values are essentially identical.
Thus, the same low fracture-toughness values would be expected regardless of the loading rate
used to fracture the specimens. In Regions I, the static fracture toughness increases to an
upper-shelf value while the dynamic fracture toughness remains low. Therefore, the specimen
may exhibit a high fracture-toughness value under static loading but a low fracture-toughness
value under impact loading. Depending on the yield strength of the steel and the correspond-
ing shift between the static and impact curve, this behavior may extend well into Region III;.
Within this temperature zone, the steel may have a high fracture-toughness value under static
and intermediate loading rates yet exhibit a 7 J (5 ft-1bf) impact Charpy V-notch fracture-
toughness value. Many constructional steels in actual engineering structures operate within
this temperature zone. Consequently, a 7 J (5 ft-1bf) Charpy V-notch value at the fracture
temperature does not necessarily mean that the steel did not possess sufficient fracture tough-
ness for its use in a slowly loaded structure. This mistake has been made often in failure anal-
yses despite the various documents that have been published on this subject.

In Region III, the static and dynamic fracture toughnesses are on the upper shelf. In this
region, the mode of fracture is shear deformation that is governed by the yield strength and
strain-hardening characteristics of the material. Because the dynamic yield strength for steels
isabout 172 MPa (25 ksi) higher than the static yield strength [ 2], the dynamic fracture tough-
ness in Region 11, is higher than the static fracture toughness.

Fracture Surface Characteristics

Another error frequently made in failure analyses of steel components is caused by misin-
terpretation of the visual and fractographic observations on the fracture surface. Fractures of
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constructional steels usually exhibit flat cleavage surfaces in the crack-propagation zone. In
many cases, this fracture surface feature is incorrectly assumed to reflect low fracture-tough-
ness characteristics for the steel without regard for the crack-initiation behavior for the mate-
rial, the temperature at the time of fracture, or the loading rate under which the fracture
initiated.

The features of fracture surfaces for steels can be understood by reexamining the fracture-
toughness transition behavior under static and impact loading, Fig. 3. The static fracture-
toughness transition curve depicts the mode of crack initiation and the features of the fracture
surface at the crack tip. The dynamic fracture-toughness transition curve depicts the mode of
crack initiation under impact loading and the features of the crack propagation region under
static or impact loading.

In Region [, for the static curve, Fig. 3, the crack initiates in a cleavage mode from the tip
of the fatigue crack. Figure 5 is a scanning electron micrograph of an ABS-C steel specimen
statically loaded to fracture in Region .

In Region II,, the fracture toughness to initiate unstable crack propagation increases with
increasing temperature. This increase in crack-initiation toughness corresponds to an increase
in the size of the plastic zone and in the zone of ductile tearing (shear) at the crack tip prior to
unstable crack extension. In this region, the ductile-tearing zone is usually very small and dif-

l-Fatic_:;ue crack

Fatigue crack

FIG. 5—Scanning-electron micrograph of static fracture initiation Region I
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ficult to delineate visually. In Region III,, the static fracture toughness is quite high and some-
what difficult to define, but the fracture initiates by ductile tearing (shear).

Once a crack initiates under static load, the features (cleavage or shear) of the fracture sur-
face for the propagating crack are determined by the dynamic behavior and degree of plane
strain at the temperature. Regions I, II,, and Il in Fig. 3 correspond to cleavage, increasing
ductile tearing (shear), and full-shear crack propagation, respectively. Thus, at Temperature
A, the crack initiates and propagates in cleavage. At Temperatures B and C, the crack exhibits
ductile initiation but propagates in cleavage at Temperature B and in a mixed mode (cleavage
plus ductile dimples) at Temperature C. The only difference between the crack initiation
behaviors at Temperatures B and C is the size of the ductile-tearing zone, which is larger at
Temperature C than at Temperature B. At Temperature D, cracks initiate and propagate in
full shear.

Figure 6 presents a light micrograph of a fracture profile and scanning electron micrographs
of static fracture initiation and subsequent propagation for an ABS-C steel specimen tested at
a temperature between Points B and C in Fig. 3. Figure 7 presents similar micrographs for an
identical specimen of the same ABS-C steel plate tested dynamically at the same temperature
as the one presented in Fig. 6. A comparison of Figs. 6a and 7a shows more plastic deformation
in the vicinity of the fatigue crack front under static loading conditions than under dynamic
loading. Figure 6b shows a region of ductile dimpling crack-initiation zone at the tip of the
fatigue crack front followed by cleavage propagation. The metallographic features for the ini-
tiation and the propagation regions of this statically loaded specimen are shown at higher mag-
nification in Figs. 6¢ and 64, respectively. Figure 7 shows that the crack initiation and prop-
agation for this dynamically fractured specimen were by cleavage. Thus, under identical test
conditions, the ABS-C steel exhibited high fracture toughness and ductile crack initiation
under static loading, but low fracture toughness and cleavage initiation under dynamic load-
ing. However, both specimens exhibited cleavage crack propagation. These examples dem-
onstrate that a cleavage crack initiation may occur either because the steel has low static frac-
ture toughness at the fracture temperature or because the steel was subjected to dynamic
loading. Moreover, cleavage crack propagation can occur even for a material having a high
crack-initiation fracture toughness sufficient for a structure that is loaded slowly or at an inter-
mediate loading rate.

Figure 8 [2,4] shows the fracture surfaces and fracture-toughness values (CVN and K) for
an A572 Grade 50 steel. The specimen tested at —41.1°C (—42°F) exhibited a small amount
of shear initiation at a temperature slightly below B in Fig. 3. The specimen tested at 3.33°C
(38°F) exhibited increasing shear initiation (between B and C). The specimen tested at 22°C
(72°F) exhibited full shear initiation (Temperature C) and, despite the high fracture toughness
[67 J (49 ft-1bf) and 490 MPa Vm (445 ksi V/in.)], still exhibited a large region of cleavage
propagation. Thus, ductile crack propagation should only be expected at Temperature D,
which is essentially dynamic upper-shelf, Charpy V-notch impact behavior.

Most constructional steels exhibit adequate initiation fracture toughness at the temperature
and loading rates for common engineering structures. However, once this fracture-toughness
level is exceeded, the crack may propagate unstably exhibiting a flat, cleavage, brittle fracture
surface.

Elastic-Plastic Fracture Toughness

A thorough understanding of material and structural performance awaits further develop-
ments in elastic-plastic fracture mechanics. Despite the excellent progress that has occurred
over the past several years {6-9], better understanding of testing, interpreting, and applying
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FIG. 6c and d— X 625.
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Fatigue crack

I—Fatigue crack

FIG. 7—Light micrograph of fracture profile and scanning-electron micrographs of dynamic fracture
initiation in Region Il (a) X 250 and (b) X625.
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FIG. 8— Fracture surfaces of 38 mm (1.5-in.)-thick compact-tension specimens of A572 Grade 50 steel.

elastic-plastic fracture toughness is urgently needed. A few of the several areas that should be
investigated are presented in the following discussion.

Most low- and medium-strength constructional steels have insufficient thickness to main-
tain plane strain conditions under slow and intermediate loading at normal service tempera-
tures. Thus, for many structural applications, the linear-elastic analyses used to calculate K,
values are invalidated by the formation of a large plastic zone along the crack front prior to
fracture. Consequently, test methods and fracture-toughness parameters have been developed
to characterize the elastic-plastic and plastic fracture-toughness behavior of metals. The most
commonly used elastic-plastic fracture-toughness parameters are the crack-tip opening dis-
placement (CTOD) and the J-integral. The CTOD parameter is a measure of the critical dis-
placement, or strain, at the tip of a crack. Standard test methods for determining the critical
CTOD value at a fracture have been published in ASTM Test Method for Crack-Tip Opening
Displacement (CTOD) Fracture Toughness Measurement (E 1290-89) [ /0] and in the British
Standard BS5762 Method for Crack Opening Displacement (COD) Testing [ 11].

In general, the CTOD value for structural steels, like CVN test results, increases with
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increasing test temperature. Beyond a given test temperature, the rate of increase in CTOD
values accelerates until the CTOD values reach a constant value resulting in an upper-shelf
behavior similar to CVN test results. An example of this behavior is shown in Fig. 9 [2,12].
The significant increase in CTOD values with an increase in the amount of visually observable
ductile (fibrous) stable-crack extension is seen prior to fracture. The behavior at temperatures
corresponding to the CTOD upper-shelfis an indication of the ability of the material to exhibit
ductile crack extension prior to fracture rather than the inherent resistance to crack initiation.

The CTOD fracture-toughness curve in Fig. 9 may be divided into four regions as shown
schematically in Fig. 10 [2,13]. The four regions have been designated lower-shelf, lower-tran-
sition, upper-transition, and upper-shelf fracture-toughness behavior. The load-displacement
records for each of these regions is shown in Fig. 11 [12].

The lower-shelf region is characterized by linear-elastic fracture mechanics where fracture
toughness is represented by K. The plastic zone along the crack tip is extremely small and,
visually, the fracture surface exhibits brittle cleavage features with no visible ductile fracture
zone in the vicinity of the crack tip.

Visual observation of the fracture surface of specimens tested in the lower-transition region
shows negligible, if any, ductile (fibrous) fracture zones at the crack tip. However, the plastic-
zone size at the crack tip becomes larger than permitted by ASTM Test Method for Plane-
Strain Toughness of Metallic Materials (E 399-83) for linear-elastic analyses to be applicable.
This deviation from linearity is usually reflected in the load-displacement curve, Fig. 11.
Finite-element analysis [ /4] shows that in this region a plastic hinge develops in a three-point

2.5
[ LEGEND 20
[ w—ALL BRITTLE —80
2-0_* © - FIBROUS THUMBNAIL
| * - ALL FIBROUS —70
L (2}
L o
~ 1.5F o s e -
E r / -
A - ° 8 —-50 ﬁ
a - <
o - il
o 1.0F 740
a
L o]
L o | —{30 5
i |
0.5k °®e 20
- [ ] [ ]
- : - — 10
i - ey LB
b - m—m —_— i
0.0 ol 1 1 L 1 L ! 0
-150 -100 —-50 ) 50 100
TEMPERATURE (°C)
L1 1 1 I 1 1 1 1 1
-200 -100 0 100 200

TEMPERATURE (°F)
FIG. 9—CTOD-temperature transition curve for an A36 steel plate.
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bend test specimen that demonstrates that the lower transition region is definitely a region of
elastic-plastic fracture behavior. Consequently, elastic-plastic fracture-mechanics analysis is
required to characterize the fracture-toughness behavior in this region.

The upper-transition region is characterized by ductile crack initiation followed by ductile
stable-crack extension prior to unstable crack extension in a brittle manner. The ductile stable-
crack extension is recognized by a fibrous “thumbnail” that is detectable by unaided visual
observation of the fracture surface. The load-displacement curves exhibit significant plasticity
(deviation from linearity) prior to unstable-crack extension, Fig. 11.

The upper-shelf region is characterized by ductile crack initiation and ductile crack propa-
gation. The entire fracture surface is often fibrous, and the load-displacement record is a
round-house curve, Fig. 11.

CTOD values measured at elevated test temperatures where the steel behaves plastically are
at least an order of magnitude larger than the values measured at low temperatures. Thus, a
CTOD-versus-temperature plot for a steel tested at low temperatures, where the crack prop-
agates brittlely [CTOD =< 0.025 mm (1 mil)] and at elevated temperatures, where the crack
propagates partially or fully in a ductile mode [CTOD = 0.25 mm (10 mil)], masks the plane-
strain K, fracture-toughnesstransition behavior [CTOD = 0.25 mm (1 mil)] discussed earlier.
Consequently, a better understanding of the fracture toughness transition behavior for steels
from low temperatures to high temperatures may be obtained by studying the change in the
critical stress intensity factor at various temperatures. This study is presented in a later section.

Variability

Elastic-plastic fracture-toughness data in the temperature transition zone exhibit large scat-
ter, Fig. 12 [13]. A systematic investigation and a thorough understanding of the cause of data
scatter has been hindered by conveniently relegating the scatter to material inhomogeneities.
Most materials including steels are not homogeneous or isotropic, and therefore, do contribute
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FIG. 12—CTOD versus temperature test resuits for the rectanguiar A36 steel specimens.
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partially to the observed fracture-toughness data scatter. However, fracture-toughness test
results even for a homogeneous isotropic steel would exhibit large data scatter in the transition
zone. This behavior is inherent in the change in the microscopic fracture processes at the crack
tip as a function of temperature. Thus, at very low temperatures, the crack initiates and prop-
agates in cleavage and the steel exhibits low fracture toughness values with small data scatter.
At very high temperatures, the crack initiates and propagates by ductile tearing and the steel
exhibits high fracture toughness values with small data scatter. Thus, the transition zone is
bound at the low temperature end by cleavage crack initiation and propagation and at the high
temperature end by ductile crack initiation and propagation. In the hypothetical case, where
the fracture toughness transition occurs in a very small temperature zone, half the specimen
would exhibit cleavage crack initiation and propagation and the other half would exhibit duc-
tile crack initiation and propagation. This hypothetical example suggests that a significant por-
tion of data scatter in the transition zone may be caused by the unstable equilibrium charac-
tenistic of the crack-tip fracture mechanisms. The magnitude of variability is a function of the
rate of change of the fracture mechanisms as a function of temperature with the narrower tran-
sition zones producing larger data scatter.

It has long been known that fracture toughness transition is influenced by the constraint at
the crack tip. For example, plane stress, K., test results exhibit transitions at lower tempera-
tures than K|, test results for the same material. Consequently, a better understanding of the
causes of fracture toughness variability in the transition zone and the effects of constraint on
variability may help explain the increased scatter in the elastic-plastic fracture-toughness val-
ues as the specimen size and crack size change, Fig. 13 [13,14].

Correlations of Various Fracture-Toughness Parameters—Several theoretical and empiri-
cal relationships have been developed to correlate various fracture-toughness parameters. The
following are useful relationships that are available for analyzing material behavior and struc-
tural performance.

Relationships for K, J, and CTOD [2]—The equations used to estimate K from J are

K = V/JE plane stress @)
The equation used to estimate K from CTOD is
K= VmEo,é (2)

where m is a constant factor that varies from 1 to 2 depending on the degree of through-thick-
ness constraint, that is, plane strain or plain stress.
Equations 1 and 2 indicate that J can be related to CTOD by the following relationship

J=Mo,6 (3)

Finite-element analysis [ /5] of three-point bend specimens having different sizes and from
five materials indicated that J and CTOD are linearly related over the entire range of behavior
from linear elasticity to the limit load. In addition, for the range of material and specimen sizes
investigated, the finite-element analysis provided a consistent correlation of J with CTOD
using the flow stress, oq,,, instead of the yield stress and using 72 = 1.6 for the plane strain and
m = 1.2 for plane stress. The flow stress is the algebraic average of the yield strength and the
tensile strength of the material. However, the best correlation between J and CTOD for both
plane-strain and plane-stress test results is given by the equation

J = 1.70(]0“,5 (4)
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This equation is based on extensive data obtained by testing 13 steel grades having yield
strengths of 228 to 924 MPa (33 to 134 ksi), Fig. 14 [16], and three-point bend specimens
having different sizes and crack-length to specimen-width ratios, Fig. 15 [15].

Correlation of K,y Ky, and Charpy V-Notch (CVN) Impact Energy Absorption—The
Charpy V-notch impact specimen is the most widely used specimen for material development,
specifications, and quality control. Moreover, because the Charpy V-notch impact energy
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absorption curve for constructional steels undergoes a transition in the same temperature zone
as the impact plane-strain fracture toughness (K},), a correlation between these test results has
been developed for the transition region and is given by the equation [2,4]

2
B _ 5wy (5)
E
where Ky, is in psi/in.'?, E is in psi, and CVN is in ft-Ibf. The validity of this correlation is
apparent from the data presented in Fig. 16 [4,17] for various grades of steel ranging in yield
strength from about 248 (36) to about 966 (140) MPa (ksi) and in Fig. 17 {4,17] for eight heats
of SA 533B, Class 1 steel. Consequently, a given value of CVN impact energy absorption cor-
responds to a given K, value (Eq 5), which in turn corresponds to a given toughness behavior
at lower rates of loading. The behavior for rates of loading less than impact are established by
shifting the K, value to lower temperatures by using the data presented in Fig. 4 that show
that the shift between static and impact plane-strain fracture toughness curves is given by the
relationship’

Tan = 215 — 1.50,

for
248 MPa (36 ksi) < oy, = 130 ksi
and
Toin = 0
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FIG. 16—Correlation of plane-strain impact fracture toughness and impact Charpy V-notch energy
absorption for various grades of steel.
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for
o,s > 896 MPa (130 ksi)

where 7 is temperature in °F and o,,is room-temperature yield strength. The temperature shift
between static and any intermediate or impact plane-strain fracture-toughness curves is given
by [2]

Tain = (150 — a,)&" (6)

where

T = temperature, °F;
a,s = room temperature yield strength, ksi; and
strain rate, s\,

€
The strain rate is calculated for a point on the elastic-plastic boundary for the crack tip accord-
ing to

# 0

where 1 is the loading time and E is the elastic modulus for the material.

For adesired behavior at a minimum operating temperature and a maximum in-service rate
of loading, the corresponding behavior under impact loading can be established by using Eq
6 and the equivalent Charpy V-notch impact value can be established by using Eq 5.
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Barsom and Rolfe [2] suggested a relationship between K. and upper-shelf Charpy V-notch
impact energy absorption. This upper-shelf correlation was developed empirically for steels
having room temperature yield strength, o,,, higher than about 756 MPa (110 ksi) and is given
by the equation

K\ 5 oy
(U—N) = (CVN 20) (8)

s
where K, is in ksi/in.'”, g, is in ksi, and CVN is energy absorption in ft- Ibf, for a Charpy V-
notch impact specimen tested in the upper-shelf (100% shear fracture) region.

The K|, calculated by using the upper-shelf correlation with CVN appears to correspond
closely to the maximum critical K-value for crack initiation prior to stable ductile crack exten-
sion. Thus, the upper-shelf correlation appears to define the critical stress intensity factor at
the boundary between the lower transition and the upper transition behavior.

Fracture-Toughness Transitions—Elastic Through Plastic Behavior—Fracture toughness
characterization by using CTOD masks the elastic plane-strain fracture-toughness transition
for constructional steels, Fig. 9 [2,12]. This masking occurs because the CTOD value corre-
sponding to the upper limit of plane-strain elastic fracture-toughness behavior is less than
about 0.025 mm (1.0 X 107 in.), which is between 1 and 5% the CTOD value at the upper-
shelf plastic behavior. One may overcome this masking first by recognizing the existence of
and testing for the plane-strain fracture-toughness transition then by plotting the data on a
scale that shows this behavior. The use of the critical stress intensity factor presents an inter-
esting insight into the various fracture toughness transition regions for steels.

Figure 18 [2,12] presents the critical stress intensity factor for A36 steel throughout the frac-
ture toughness behavior regions. This figure includes critical K-values calculated by using the
J, CTOD, and CVN correlations that were presented in the preceding section.

Region S;, Fig. 18, represents the plane-strain fracture-toughness transition under slow load-
ing. For most steels, this transition occurs at very low temperatures, less than 43°C (110°F),
where the yield strength decreases significantly with increasing temperature [2] and the frac-
ture toughness increases by about 100% from a low value of 27.5 MPa Vm (25 ksi Vin.) to
over 55 MPa \/m (50 ksi Vin.).

The increase in fracture toughness is characterized by an increase in the crack-tip strain at
fracture manifested by an increase in the stretch zone, plastic zone, and a ductile dimpling
zone at the crack tip. Once the crack initiates, it extends unstably in a brittle manner across
the entire specimen cross section.

in Region Sy, Fig. 18, the crack initiates ductilely and the fracture occurs at essentially con-
stant critical crack-tip strain. This critical strain may increase slowly as the test temperature
increases depending on the rate of change of the yield strength and the strain hardening. In
this region, the crack tip exhibits a negligible, if any, visible subcritical ductile crack extension
and the stored energy at fracture is sufficient to propagate the initiated crack brittlely across
the specimen. The fracture toughness in this region appears to correspond closely to the value
obtained from J..

In Region Sy, the fracture toughness increases significantly principally due to increasing
stable ductile crack extension with increasing test temperature. Thus, in this region, cracks
initiate ductilely and exhibit increasing amounts of stable crack extension with increasing tem-
perature. Also, this transition seems to occur in the same temperature zone as the impact
Charpy V-notch fracture toughness transition that is also related to increasing amounts of duc-
tile crack extension measured as percent fibrous fracture on the specimen fracture surface.

In Region S,y, the crack initiates and propagates ductilely.

Short Cracks—Most engineering structures contain small stress raisers and crack-like
imperfections that are either material related or fabrication induced. Various codes and stan-
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dards impose limits on the size of allowable imperfections. Fracture mechanics analyses of
these imperfections invariably assume them to be planner discontinuities whose fracture
behavior is similar to large cracks. In most applications this assumption is unrealistically con-
servative and, based on the available data, technically unjustified. Thus, one of the most sig-
nificant anticipated technical developments is understanding and characterizing the behavior
of short cracks and the application of this knowledge to engineering structures.

The plastically deformed zone in the vicinity of a short crack is larger than for a deep crack
when both cracks are subjected to identical, elastically calculated, stress intensity factors.
Increased plastic deformation increases metal damage under fluctuating loads and increases
the metal’s resistance to fracture under static loads. Consequently, fatigue crack growth rates
for short cracks differ from those for deep cracks subjected to the same, elastically calculated,
stress intensity factor range. Similarly, the fracture toughness of short cracks is higher than for
deep cracks at the same test temperature, Fig. 135.

The data in Fig. 19 [ 18] show the increase in CTOD at a given temperature with decreasing
a/W. The data correspond to the transition behavior between Regions Sy and Sy, where an
appreciable amount of plasticity occurs prior to fracture. These differences are the result of
change in constraint and plastic deformation and would not occur in an ideal elastic brittle
material. The available data suggest that the fracture toughness value is governed by yield
strength, strain hardening, and inherent fracture toughness of the material and by the absolute
value of the crack length and the specimen dimensions.

The data in Fig. 19 [18] indicate that the CTOD for the material tested increased by 2.5
times when a/ W increased from 0.5 to 0.15. This increase is significant when analyzing the
safety and reliability of actual structures with shallow cracks. Until recently, most investiga-
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tions into the fracture behavior of shallow cracks concentrated on deriving the behavior of
highly constrained deep cracks from the behavior of less-constrained shallow cracks. Fortu-
nately, the recognition of the importance of predicting short crack behavior from deep crack
data is increasing. Such information should lead to a better understanding of structural per-
formance and failure analyses, and to safe and economical designs.

Analytical and experimental investigations [12-15,19-25] carried out over the past few
years have increased our understanding of the behavior of short cracks. However, numerous
investigations are needed to better characterize short cracks. Further analytical solutions are
needed to relate the fracture behavior of short cracks to material properties and constraint.
Also, simple standardized test methods should be developed to measure the fracture toughness
that is characteristic of short cracks. The simple adoption or adaptation of present test methods
for deep cracks may not be adequate to properly characterize short crack behavior. Finally,
the application of this knowledge to material selection and to design and analysis of engineer-

ing structures and equipment is essential.

Environmental Effects

Research is urgently needed to increase fundamental knowledge of environmental effects
on the behavior of steels under static loads and under constant- and variable-amplitude fluc-
tuating loads. A primary objective of such an effort should be the prediction of the behavior
of any material-environment system from basic properties and characteristics of the material
and the environment, or from short-duration tests, or both.

Figure 20 [2] presents corrosion-fatigue crack-initiation data for four steels (A36, A588
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Grade A, AS517 Grade F, and V150) under full-immersion conditions in a room-temperature
3.5% solution of sodium chloride in distilled water. These steels represent large variations in
chemical composition, thermo-mechanical processing, microstructure, and mechanical prop-
erties (tensile strength, yield strength, elongation, strain hardening, fracture toughness, etc.).
The combined data encompass frequencies of 1.2 to 300 cycles per minute (cpm) and stress
ratios from — 1.0 to 0.5 and span four orders of magnitude in corrosion-fatigue crack-initia-
tion life between about 10* and 108 cycles.

Considering the large variation in materials and test conditions, the data fall within a sur-
prisingly narrow scatter band. The data show significant environmental effects well below the
fatigue limits in air for steels tested. Also, the data indicate that a corrosion-fatigue crack-ini-
tiation limit does not exist for steels even in a mild aqueous environment. The data and the
correlating equation presented in Fig. 20 are very important for equipment and structural
design. However, the same data generate more questions than answers. For example, what is
the corrosion-fatigue crack-initiation mechanism that is essentially independent of steel com-
position, microstructure, physical properties, cyclic frequency, and immersion time? What are
the synergistic mechanisms that occur below the fatigue limit in air between cyclic stress fluc-
tuation and the environment resulting in the initiation of corrosion-fatigue cracks even when
the localized stresses are elastic? Finally, are the observations and conclusions derived from
this set of data applicable to other material-environment systems? Answers to these and other
questions can lead to better designs in vartous materials and environments and can save exten-
sive time and money needed to generate corrosion-fatigue crack-initiation data, especially at
low frequencies and stress fluctuations. Some of the test results in Fig. 20 required a machine
dedicated for one year to obtain a single datum point at 120 cpm. Time and expense for low-
frequency tests that better simulate actual structures are prohibitive.

Observations and conclusions derived from corrosion-fatigue crack-initiation test results
cannot be extended to corrosion-fatigue crack-propagation behavior. Once a corrosion-fatigue
crack initiates and becomes a propagating crack, whose plane is perpendicular to the applied
stress, the significance of the various test parameters changes. For example, unlike corrosion-
fatigue crack initiation, test frequency, Fig. 21 [2,26], stress ratio, Fig. 22 [2,27], and load path
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FIG. 21—Corrosion fatigue crack growth data as a function of test frequency.

ina cycle, Fig. 23 {2,28], can have significant influences on the corrosion~fatigue crack prop-
agation behavior. Also, compressive stress fluctuations are as damaging as tensile stress fluc-
tuations for corrosion-fatigue crack initiation where they have negligible effect on the rate of
corrosion-fatigue crack propagation.

Corrosion-fatigue crack-propagation data show that the environment at the tip of the crack
is different from the bulk environment, that the environmental damage does occur below the
stress-corrosion-cracking threshold under static loading, and that this damage occurs only dur-
ing transient deformation that increases the crack-tip opening. The data indicate the existence
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FIG. 23—Corrosion fatigue crack growth rates in 12Ni-5Cr-3Mo steel in 3% solution of sodium chloride
under various cyclic stress fluctuations with different stress-time profiles.

of a cyclic frequency that is unique for the material-environment system at which the com-
bined mechanical fatigue damage and the environmental damage are at a maximum. Corro-
sion-fatigue crack extension occurs less at frequencies above or below this unique cyclic fre-
quency. Based on the available information, a schematic representation of the corrosion-
fatigue crack-propagation behavior for steels subjected to different sinusoidal cyclic-load fre-
quencies has been constructed, Fig. 24 [2]. This figure is an oversimplification of a very com-
plex phenomenon.

At this point in time, there are no procedures or models available to predict a priori the
corrosion-fatigue crack-propagation behavior of any material-environment system. The only
available tool is to conduct tests on the material in the environment of interest under condi-
tions that simulate the actual structure. Tests at low cyclic-load frequencies are difficult, time
consuming, and very costly in the propagation region and are prohibitive for the threshold
behavior. Fundamental understanding of the corrosion-fatigue mechanisms are urgently
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FIG. 24—Schematic of idealized corrosion fatigue behavior as a function of cyclic load frequency.

needed. Predictive models that are based on basic characteristics of the material and the envi-
ronment are badly needed for various material-environment systems.

Technology Transfer and Education

Professor Jerry Swedlow was an educator and a researcher who devoted his career to the
transfer of technology to his students and to scientists and engineers. Consequently, it is appro-
priate to end this presentation with a few comments concerning technology transfer.

Historically, safety, reliability, and economy of engineering structures have been accom-
plished by pursuing fundamental scientific and engineering knowledge and from extensive
field experience. Although further improvements can be achieved by conducting research on
specific topics, immediate improvements can be achieved by transferring existing knowledge
to present and future scientists and engineers.

The transfer of fracture mechanics technology should occur in different environments and
at various levels. The transfer is needed in classrooms, within the fracture mechanics com-
munity, and to other scientists and engineers. Each of these environments involves conditions
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and requirements that are unique. Despite the significant technological development during
the past 25 years in understanding material behavior under complex loading conditions, a neg-
ligible number of institutions of higher learning have incorporated them into their curriculum
and very few material scientists, engineers, and designers are aware of these developments.

There is an urgent need to transfer available technologies to present and future scientists
and engineers. For the future generations in science and engineering, this technology transfer
should be addressed in the classroom and formally incorporated in the curriculum. Given the
over-crowded nature of the present four-year curriculum, this will require imaginative rethink-
ing of the courses in mechanical behavior of materials and design of structural components
and equipment.

Very few material scientists, engineers, and designers are aware of the available technical
developments. Consequently, the need for additional requirements beyond the minimums
dictated by the applicable codes may not be recognized by designers and practicing engineers.
Material scientists rarely appreciate the design and fabrication requirements that materials
must satisfy to be fit for their intended application.

Technology transfer among the material scientists and engineers and the design engineers
suffers from lack of understanding of each other’s capabilities and needs. At times, they appear
to exist as distinct cultures who, for all practical purposes, have ceased to communicate. Tech-
nology transfer for current practitioners can be accomplished by conducting short courses and
seminars and by publications aimed at the uninitiated rather than at peers. Technology trans-
fer between scientists, engineers, and practitioners can be accomplished only by breaking the
cultural barriers separating them and by a sincere desire to communicate and understand each
other’s technical strengths and needs.
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ABSTRACT: A method for estimating the decrease in crack-initiation toughness, from a refer-
ence plane-strain value, due to positive straining along the crack front of a circumferential flaw
in a reactor pressure vessel, is presented in this study. This method relates crack initiation under
generalized plane-strain conditions with material failure at points within a distance of a few
crack-tip-opening displacements ahead of a crack front, and involves the formulation of a micro-
mechanical crack-initiation model. While this study is intended to address concerns regarding
the effects of positive out-of-plane straining on ductile crack initiation, the approach adopted in
this work can be extended in a straightforward fashion to examine conditions of macroscopic
cleavage crack initiation. Provided single-parameter dominance of near-tip fields exists in the
flawed structure, results from this study could be used to examine the appropriateness of apply-
ing plane-strain fracture toughness to the evaluation of circumferential flaws, in particular to
those in ring-forged vessels that have no longitudinal welds. In addition, results from this study
could also be applied toward the analysis of the effects of thermal streaming on the fracture resist-
ance of circumferentially oriented flaws in a pressure vessel.

KEY WORDS: crack-initiation toughness, generalized plane strain, fracture toughness, micro-
mechanics, slip-line theory, reactor pressure vessel, ring-forged vessels, thermal streaming, cir-
cumferential flaw, fracture mechanics, fatigue (materials)

For U.S. pressurized-water reactor (PWRs), use of plane-strain fracture toughness data to
evaluate the potential for initiation of longitudinal flaws in the reactor pressure vessel (RPV)
is appropriate when the RPV is subject to loading situations in which the total axial strain is
close to zero. However, this approach may not be appropriate for circumferential flaws. In the
case of a circumferential crack, the strain parallel to the crack front produced by the pressure-
induced hoop stress is positive (Fig. 1). It is well-known from small-specimen testing that a loss
of plane-strain constraint results in a ligament contraction along the crack front and an asso-
ciated increase in resistance to crack initiation [1,2]. For some structural materials, the ele-
vated toughness can be on the order of two to five times the plane-strain value. Because a neg-
ative strain parallel to the crack front has been demonstrated to be associated with a greater
resistance to crack initiation, it is reasonable to suppose that a positive strain parallel to the
crack front may be associated with an enhanced tendency toward crack initiation.

The point to be made is that transverse strain is not necessarily a cause of toughness devia-
tion from a reference plane strain value. Rather, available experimental data suggest the pos-
sibility of correlating the magnitude of the crack-initiation toughness with the magnitude of
the transverse strain. Issues thus arise relative to the application of plane-strain fracture tough-
ness to the evaluation of circumferential flaws, particularly to those in ring-forged vessels that

' Research specialists, Oak Ridge National Laboratory, Oak Ridge, TN 37831.
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FIG. t—Configuration of circumferential flaw in weld of ring-forged reactor vessel showing positive ten-
sile hoop strains parallel to the crack front.

have no longitudinal welds [3]. The need for early resolution of these issues is accentuated by
the fact that four out of five reactor vessels that currently violate the minimum Charpy upper-
shelf requirement given in Ref 4 are of ring-forged construction [5].

Current fracture analysis methods do not provide a straightforward procedure to estimate
the effects of positive out-of-plane straining on crack-initiation toughness by extrapolating
existing plane stress to plane strain crack-initiation data. Current capability to estimate crack-
initiation toughness under conditions of minor relaxation from plane strain is empirical, and
methods such as Irwin’s 8, approach [6, 7] are physically plausible only for limited deviations
from plane-strain toward plane-stress conditions. Without a better understanding of the cor-
relation between a critical value of K or J at crack initiation and the associated through-thick-
ness straining conditions in the vicinity of a crack front, it is difficult to justify the use of an
extrapolation scheme to estimate effects of positive out-of-plane straining on crack initiation.

Objective and Scope

The objective of this paper is to describe the development of a method for estimating the
decrease in crack-initiation toughness, from a reference plane-strain value, due to positive
straining along the crack front of a circumferential flaw in a reactor pressure vessel (RPV). This
paper will present the first phase of this work, which focuses on the development of a slip-line
description of the near-tip region based on a generalized plane-strain version of the Rice-John-
son model of a blunting crack under plane-strain conditions. In addition, the scope of the
investigation is limited to crack front constraint conditions that can be described in terms of
the conventional one-parameter in-plane K-fields and the transverse strain. Preliminary esti-
mates on the change in crack-initiation toughness associated with either negative or positive
straining along a crack front will be presented. It is anticipated that results from the slip-line
analysis will be used to guide the development of a finite-element description of the near-tip
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region in the next phase of this study, at which time the effects of the higher order 7-stress on
crack initiation under generalized plane-strain conditions will also be examined.

While this study is intended to address concerns regarding the effects of positive out-of-plane
straining on ductile crack initiation, the approach adopted in this work can be extended in a
straightforward fashion to examine conditions of macroscopic cleavage crack initiation. Pro-
vided single-parameter dominance of near-tip fields exists in the flawed structure, results from
this study could be used to examine the appropriateness of applying plane-strain fracture
toughness to the evaluation of circumferential flaws, in particular, to those in ring-forged ves-
sels that have no longitudinal welds. In addition, results from this study could also be applied
toward the analysis of the effects of thermal streaming on the fracture resistance of circumfer-
entially oriented flaws in a pressure vessel [8-10].

Micromechanical Approach to Crack-Initiation Prediction

The crack-initiation prediction adopted in this study relates crack initiation under gener-
alized plane-strain conditions with material failure at points in the vicinity of a crack front and
involves the formulation of a micromechanical crack-initiation model. A micromechanical or
near-tip approach to crack-initiation prediction involves not only a proper description of the
near-tip stresses and strains at the onset of crack initiation but also considers the microscopic
mechanisms through which a macroscopically sharp crack initiates from its original position.
While a comprehensive understanding of these aspects of crack initiation is not yet available,
qualitative understandings of crack initiation have been available for some time. Examples of
crack-initiation models using a micromechanical approach can be found in the literature [17-
19]. In principle, the micromechanical approach can be validated using plane-strain to plane-
stress crack-initiation data so reasonable confidence in its validity can be established.

The starting point of the micromechanical crack-initiation model involves a description of
the stress and strain distributions within a distance of two to three crack-tip-opening displace-
ments (5,) directly ahead of a two-dimensional crack front. The essential difference between
this formulation and traditional small-geometry-change (SGC) linear-elastic and elastic-plas-
tic fracture mechanics formulations [20-22] is that large-geometry-change (LGC) effects in
the vicinity of the crack tip are considered. Consideration of LGC effect means that the tra-
ditional mathematically sharp crack is now replaced with a blunted notch under load, which
is the physically more meaningful crack-tip representation when one is interested in events
within a distance of a few §, from the deforming crack tip.

The near-tip model of a blunted notch employed in this study is a modified version of the
Rice-Johnson (RJ) model of a blunted notch under plane-strain conditions [/2,23,24]. The
modified RJ model presented here is formulated to analyze a blunted notch under generalized
plane-strain conditions and is identical to the RY model under plane-strain conditions. Both
the RJ and the modified RJ models investigate LGC effects by examining the near-tip stress
and strain fields using slip-line theory. Use of slip-line theory is properly limited to a rigid,
perfectly plastic material. However, methodologies exist within the context of both the RJ and
the modified RJ models to take into account elastic-plastic and strain-hardening material
response in an approximate fashion. Note that the near-tip analysis could be carried out using
a finite-element description of the near-tip region, and such a description is planned for the
next phase of this work. The simplicity and “analytic” nature of the slip-line near-tip formu-
lation, as opposed to the “numerical” nature of a finite-element description make the slip-line
formulation well suited to revealing qualitatively the effects of generalized plane strain on
crack initiation. Essential features of the problem can be highlighted readily and trends in
results established. For the purpose of providing preliminary estimates of the effects of trans-
verse straining on fracture toughness, the present methodology is deemed to be adequate
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for the first phase of this work. Nevertheless, the probable limitations of one-parameter ap-
proaches are recognized.

Generalized Plane-Strain Rice-Johnson (RJ) Model

The modified or generalized plane-strain RJ model follows closely the development of the
RJ model. However, instead of using plane-strain slip-line theory, a generalized plane-strain
description of the slip-lines has been employed. A general derivation of the slip-line equations,
for arbitrary values of the uniform out-of-plane strain component, €,, is a formidable task.
Fortunately, in considering the effects of positive out-of-plane straining on crack initiation of
circumferential flaws in RPVs, one is interested in values of €, that are usually less than, and
at most on the order of a few times, the yield strain. Within a region of dimensions comparable
in magnitude to a few §, ahead of a blunted notch and over the range of values of €, of interest
in this study, it is anticipated that the out-of-plane stress component, ¢, analogous to its plane-
strain counterpart, will remain the intermediate principal stress component. This is because,
near the crack tip, the value of €, is small compared to €, and €,. Development of the governing
equations for generalized plane-strain slip-line theory, subject to the stipulation that o,
remains the intermediate principal stress component, is much more tractable and is presented
in Ref 25. While the generalized plane-strain equations given in Ref 25 reduce to their plane-
strain counterparts when ¢, = 0, they cannot be used to analyze plane-stress problems where
o. = 0 for reasons already stated. Associated with the class of generalized plane-strain prob-
lems examined in Ref 25 are limitations on the forms of the generalized plane-strain equa-
tions, and these limitations have been made explicit in Ref 25. Let the degree of out-of-plane
straining at a material point be characterized by the value of the function, {, that takes the
form

2

¢ = [ - (2—) (1)

In Eq 1, €, is the Mises effective plastic strain defined by the relationship
€, = V%egE; 2)

where €, is the strain tensor. The stipulation that ¢. remains the intermediate principal stress
imposes limitations on the allowable range of values for €,/¢,. Specifically, €./e, must obey the
inequality

<5 3)

v

=

4

A state of plane strain exists when the { function takes on the value of unity. The generalized
plane-strain, slip-line relationships appropriate to both the sharp crack and the blunted notch
problems are developed in Ref 25 and summarized in the following sections.
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Small-Geometry-Change Solution

Under generalized plane-strain conditions, the plane-strain Prandtl stress field indicated in
Fig. 2a is modified as follows. Within Regions A and B, the slip-lines gradually deviate from
the indicated 45° and 135° inclination with respect to the crack plane as one moves away from
the plane of symmetry. This deviation is dependent on the degree of out-of-plane straining, ¢.
This deviation from “straightness™ also applies to the radial slip-lines within the centered fan,
C. However, the asymptotic nature of the present problem (that is, the small size of the crack-
tip zone being analyzed as compared to §,) permits one to regard the sharp-crack slip-lines as
“‘straight.”

Following Ref /2, a deformation theory of plasticity is used to describe the strains, so that
the path independent J-integral [23] can be used to obtain simple relationships between J,

\5{\“_._377- 29).[-0

(2+TT) T,

(a)

(b)

)

FIG. 2—(a) Prand:! slip-line construction of near-crack-tip stress state for contained yielding of an
ideally piastic material. This slip-line field corresponds to singular strains in the fan region and results in
a nonzero value of the crack-tip-opening displacement. (b) Slip-line construction for the blunted notch

region assuming a smooth blunted notch tip profile. (c) Slip-line construction for the blunted notch region
assuming sharp vertices exist along the notch tip.
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R..... and 6,. Specifically, these relationships subject to plane-strain, small-scale-yielding con-
ditions are given in Ref 12 and take the form

2 2
3(1 —») (K) (K)
R =—F7+———|—| =0217|— 5
22+ ) \To O (5)
il N SN G
5, = 2t x Ern 0.613 Eoy 2.8 ERm,x (5b)

where 7, is the yield stress in shear. The quantity, R,,.,, may be regarded as a very approximate
measure of the maximum distance to the elastic-plastic boundary along a radial line within
the fan. In Eqs 54 and b, Poisson’s ratio is taken to be » = 0.3. In addition, the Mises shear-
tension yield relationship is used such that ¢, = 7 V3, where a, is the yield stress in tension.
The coefficients in Eqs 5a and b are probably slightly large, and discussions concerning more
refined elements can be found elsewhere [12,16,26~-29]. For the purpose of this study Eqs 5a
and b are entirely adequate because it is the functional form of these relationships that is of
interest.

An important approximation in the RJ model concerns the manner in which the sharp
crack SGC solution provides the appropriate boundary conditions for evaluating the near-tip
fields of the blunted notch LGC problem. According to slip-line theory, it is known that
straight slip-lines transmit a uniform velocity parallel to themselves. From Eq 55, it is seen
that &, 1s of the order o,/ E times the maximum extent, R, of the plastic zone. Therefore,
Region D in Fig. 2b is typically 2 orders of magnitude smaller than R, such that when viewed
on the larger size scale of the plastic zone in Fig. 2a, Region D still appears as a point. It is
therefore argued in Ref /2 that the velocities on the boundary of Region D are known in terms
of velocities in the fan far away from the boundary, and these velocities are then assumed to
be given by the velocities in the centered fan of the SGC solution.

The crack-tip-opening displacement, when viewed on the scale of Fig. 25, is the relevant
measure of loading that determines the stress and strain distributions within Region D. Con-
ceptually, this is equivalent to taking 8, as a measure of “time,” so the velocities mentioned in
the previous paragraph are defined as the rate of change of displacement quantities with §,.
From Ref 12, the radial velocity, V,, within the centered-fan region takes the form

v,0) = ﬁ [cos(ﬁ - %) — cos (20 - ’—2’” 6)

Large-Geometry-Change Solution

Introduce a set of characteristic 3 coordinates into Region D as indicated in Fig. 3 [12],
where lines of 8 = constant and o = constant are the first and second principal shear direc-
tions, respectively. The coordinate origin is located at the apex of Region D and is defined such
that o = 0 and 8 = ¢ — =/4 on the upper boundary of Region Dand 8 = 0anda = ¢ — #/
4 on the lower boundary. The first principal shear angle is denoted as ¢. The scaling arguments
presented in the last section imply that the constant displacement rate, V,, along each straight
a line of the LGC noncentered fan, can be approximated by the radial displacement rate, V,,
of the SGC centered fan, with the shear angle, ¢, of the noncentered « lines replacing the polar
coordinate, 8 (which coincides with the shear angle), for the radial or « lines of the centered
fan. Consequently, the velocity normal to the boundary of Region D, V,, now takes the form
[12]
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FIG. 3—Schematic illustrating the definition of the slip-line coordinate system (a,8) in the neighborhood
of the blunted notch. The first principal shear angle is denoted as .

V(o) =2—\l/§[cos(¢—§) —cos(2¢—§)} @)

Evaluation of the stress and strain distributions within Region D is thus formulated in terms
of a boundary value problem with the velocities as unknowns.

The present generalized plane-strain study also assumes the validity of a single-parameter
description of the near-tip stress and strain fields. Consequently, relationships of the type
shown in Eqs 5a and b also hold in the present case. However, it is not known if the numerical
coefficients under generalized plane strain are the same as those in Eqs 54 and b. For the pur-
pose of comparing crack-initiation toughness values under varying degrees of out-of-plane
straining, the plane-strain relationship, Eq 5, is assumed to hold under generalized plane-
strain conditions.

Finite-element results in Ref 25 indicate that generalized plane-strain loading introduces
modifications to the plane-strain velocity fields (Eq 6) within the centered fan. A rigorous
finite-element treatment of the present problem, for an elastic-plastic material, would entail a
Poisson’s effect correction of the “remote” boundary conditions in Eq 7, and the effects of this
correction were examined for the SGC problem in Ref 30. However, it is unclear how this
correction could be incorporated into the present slip-line model.

In addition, the stipulation of remote elastic K-fields in Eqs 54 and b properly limits the
allowable range of the out-of-plane strain to less than the yield strain. Within the framework
of a slip-line approach and the intent of this study, it is necessary to consider values of the out-
of-plane strain that are on the order of a few times the yield strain.
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As discussed in Ref 25, the perturbations to Eq 7 due to nonzero values of €, are accounted
for in this study using an empirical relationship. The velocity normal to the boundary of
Region D. V,, under generalized plane-strain conditions now takes the form

5oy o (1= 2e) A _ ]
V(p) = 2 [cos(q& 4) cos(29 2)} (8)

The in-plane velocities within Region D, along the characteristic directions, are determined
by the solutions to the equations

V., . £9S.

do t V= 2 da ©a)
and

Vs . _E95

a8 + V, = > 9h)

where £, is the uniform “strain rate” along the out-of-plane direction, and S, and S; are dimen-
sional distances along the characteristic coordinate directions. Because 6, serves as a measure
of “time” in this problem, the uniform strain rate, ¢, is defined according to the relationship

_ de,
T ds,

. 8Z
€, - 6, (10)
An interpretation of Eq 10 is that the magnitude of the out-of-plane strain component, &,
is reached when the crack-tip-opening displacement attains the reference steady-state value,
8,, such that the generalized plane-strain loading situations examined in this study can be con-
sidered proportional in nature, Therefore, the quantity, €./5,, in Eq 10 should be regarded as
“constant” during an analysis. Because the derivatives, S,/d« and 45,/8, in Eqs 9a and b are
unknowns themselves, Eqs 9a and b need to be evaluated in an iterative manner for the
unknown velocities within Region D. For the range of €, values considered in this study, an
efficient iterative scheme is found by using the logarithmic spiral solution associated with a
semicircular notch profile as an initial guess for evaluating the derivatives, 4S,/da and 3S/98.
In all cases considered, less than ten iterations of Eqs 92 and b were required to achieve a con-
vergent solution,

Strain Distribution Directly Ahead of a Blunted Notch

Following Ref 12, solution for the strain distribution directly ahead of the blunted notch tip
begins by associating all quantities along the x-axis, directly ahead of the notch tip, paramet-
rically in terms of the tangent angle, ¥, of the point on the notch tip intersected by the 8 slip-
line drawn from the point of interest on the x-axis, as schematically shown in Fig. 4. Hence,
¥ = =/2 represents the point on the x-axis at the outer extremity or apex of Region D. The
point at the deformed notch tip on the x-axis corresponds to ¢ = 0. From the velocity solution,
the dimensionless x-direction velocity component directly ahead of the blunted notch, V,, is
known and can be expressed via ¢ in the form

VY=o = V¥) (1D
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FIG. 4—Schematic illustrating the definition of the tangent angle, 4, associated with location along the

x-axis directly ahead of the blunted notch tip. The point at the deformed notch tip on the x-axis corresponds
toy = 0.

Let the deformed x-coordinate of a material point corresponding to Angle ¢ be written in
terms of the nondimensional function, F(y), defined by the relationship

x = 6F () (12)

In the RJ model, the distortions occurring ahead of Region D, in the neighborhood of the apex,
are considered small. As a result, the y-direction or “opening’ strain, £}, ahead of the blunted
notch takes the form

__("_rw
s = = | Fo e ™ (3)

A significant difference between the plane-strain RJ model and the modified RJ model used
in this study arises from the assumption concerning the state of strain at the apex. The mag-
nitudes of the strains in the constant stress regions, A and B, in Fig. 2a are on the order of the
yield strain, and hence the state of strain at the apex in Fig. 3 can be expected to be of similar
magnitude. Let €., denote the shear strain components along the characteristic directions
ahead of the blunted notch. In the plane-strain RJ formulation, ¢, = €, along the crack plane,
so that use of Eq 13 within Region D implies zero strain at the apex. Evidently, this assumption
was deemed acceptable in view of the large strain that develops adjacent to the blunted notch
tip. However, it is clear from Eq 3 that the state of strain must have nonzero values of the in-
plane strain components for a state of generalized plane strain to exist at the apex (and
throughout Region D). Therefore, inclusion of the small, but nonzero, state of strain at the
apex is crucial toward a proper consideration of generalized plane-strain effects. For the pur-
pose of comparing the difference in initiation toughness due to nonzero values of the out-of-
plane strain, €,, the assumption is made that a nonzero value of e, = &, exists at the apex and
that the magnitude of this shear-strain component at the apex is independent of the magnitude
of £,. The condition governing ¢4 at the apex employed in this study is admittedly arbitrary.
However, within the context of both the RJ and the modified RJ models, the state of strain at
the apex is not quantitatively defined.
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Associated with the assumption of ,; = €, at the apex, Eq 3 provides the “reality condition”
governing the admissible values of ¢, as a function of the assumed state of strain at the apex of
the form

€,

eﬂ
The y-direction strain at the apex, €,,, is related to €, via the relationship

eZ
€0 = € — % (15)

2

The x-direction strain at the apex, €,,, can then be found via the condition of plastic strain
incompressibility. The y-direction strain directly ahead of the blunted notch takes the form

" Vi

Fin) — Vi) " (16)

8,v(‘p) =€, —

By formally setting the apex shear strain, e, = 0, the modified RJ relationship Eq 16 can be
reduced to its plane-strain RJ counterpart Eq 13.

In presenting numerical results, both the magnitude of the out-of-plane strain, ¢,, and the
apex shear strain, €,, are normalized with respect to the uniaxial yield strain, €,. The strain
distribution normal to the crack plane within Region D of Fig. 3 is shown in Figs. 5a and & as
a function of the normalized undeformed distance, X/8,, for €,/¢;, = 4 and three values of €,/
g = —2,0, 2. Figures 5z and b represent the same strain distribution drawn to two different
strain scales for clarity. For the values of ¢,/¢, and ¢€,/¢, indicated in Fig. 5, the strain distri-
bution is fairly insensitive to the input parameters except in the immediate neighborhood of
the apex.

As first demonstrated by the plane-strain RJ model [12], large strains are predicted directly
ahead of the blunted notch when LGC effects near the blunted notch tip are considered in a
consistent near-tip formulation. However, these large strains exist only within a distance of
less than three 8, from the blunted tip. A consequence of the limited extent of the large strain
region is that in situations where crack initiation involves ductile mechanisms requiring large
strains, the opening displacement at initiation must be such that Region D incorporates char-
acteristic microstructural dimensions relevant to the fracture process [12].

Note that a strain singularity is predicted as X approaches zero in the present analysis due
to the assumption of a smoothly blunted notch. Plane-strain finite-element calculations based
on a blunted notch profile (Fig. 2¢) that has included vertices suggest that the magnitude of
the opening strain is large but finite as the tip is approached [37].

Stress Distribution Directly Ahead of a Blunted Notch

Solution for the stress distribution directly ahead of the blunted notch tip in Fig. 3 follows
closely the procedures employed in the plane-strain RJ model, and therefore only the key steps
will be discussed here. Following Ref 12, the uniaxial true stress-strain relationship is assumed
to take the form

o = fle") a7n
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FIG. 5—(a) Distribution of the “opening” strain, €,, normal to the crack plane as a function of normal-
ized undeformed distance, X/6.. Note that large strains are predicted ahead of the blunted notch. (b) Dis-
tribution of the “‘opening” strain, €y, normal to the crack plane redrawn on a different scale along the strain
axis. Note that for values of the out-of-plane strain component, €,, up to two times the yield strain, €,, the

effect on the g, strain distribution is minimal.
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where f(e") is the uniaxial hardening relationship. The equation for the y-direction “opening”
stress directly ahead of the blunted notch, within the intense strain Region D in Fig. 24, then
takes the form

2 2 2 v 2
0, = WM(IP)f( \/gse) + V3 Jo M(n)f( 3 Se) dn (18)
where
1 i 2
M) =1-— 5(2—) (19a)
el¥) = Ve, + el + eg, (19b)

and ¢, is given by Eq 16. Under plane-strain conditions such thate; = 0, M() = 1, and e ()
= ¢, and the corresponding RJ expression is recovered. Numerical evaluation of Eq 19 is based
on a uniaxial power-law stress-strain relationship of the form

o 8ll N ES” N

n(5) - (5) @

Op €9 Op

In Fig. 6, the effect of the magnitude of the apex shear strain on the opening-stress distri-
bution is indicated for input parameter values N = 0.2, oo/E = &, = 0.0025, ¢/, = 0, and
five values of the apex shear strain €,/e, = 0, 1, 2, 3, and 4. The RJ prediction [ 2] assumes
€,; = 0 within Region D (Fig. 3) and corresponds to the case €,/e, = 0. Detailed finite-element
near-crack-tip results obtained by assuming K-dominated far-field conditions [ /6] and from
various compact-tension specimen geometries [32] indicate that the apex shear strain, g,, is
on the order of a few times the yield strain, g,.

Note that there is actually a stress singularity predicted in the hardening cases at X = 0,
although the singularity is weak and dominates over a very small distance relative to , as
shown in Fig. 6. Physically, this upturn in stress as X approaches zero can be disregarded for
two reasons: (1) this upturn in stress is a consequence of the continuously hardening stress-
strain relationship adopted in Eq 20, and the stress would saturate if a limiting flow stress is
imposed on Eq 20; and (2) the region of dominance of the singular stress is much less than one
5, so that its physical relevance can be questioned.

Disregarding the stress singularity, it is seen that a stress maximum is predicted at a finite
distance ahead of the blunted notch tip when LGC effects are considered, in contrast to SGC
sharp crack analyses. This stress maximum occurs either within the large-strain region, or at
the location where the large-strain stress solution intersects the small-strain solution. Note that
both the value and the location of the stress maximum are strongly dependent on the assumed
apex strain state. The concept of a maximum achievable stress suggests the possibility of
abrupt toughness transitions with temperature or loading rate in materials susceptible to stress-
controlled cleavage failure [/2]. This observation has important consequences with regard to
the application of conventional cleavage failure models, which consider cleavage failure to be
possible when the maximum achievable stress exceeds a material failure stress over a micro-
scopically significant distance, generally on the order of a few grain diameters.

In Fig. 7, the effect of out-of-plane straining on the opening stress distribution is indicated
for input parameter values N = 0.2, 6o/E = 0.0025, €,/e; = 4, and three values of the out-of-
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FIG. 6—Distribution of the “opening”’ stress, oy, normal to the crack plane as a function of normalized
undeformed distance, X/é,. Disregarding the spurious stress singularity, it is seen that a stress maximum
that is strongly dependent on the value of the apex shear strain, €,, is predicted at a finite distance ahead
of the blunted notch tip.

plane strain €,/e, = —2, 0, and 2. It is seen that deviation from plane-strain constraint results
in either minimal change or a decrease in the value of the opening stress ahead of the blunted
notch. While a decrease in o, under less than plane-strain conditions appears consistent with
observed cleavage toughness trends, the rather pronounced reduction in o, due to positive out-
of-plane straining is counter-intuitive. Discussions on the observed trends for o, can be found
in Ref 25. Implications of the present results regarding (ductile) toughness predictions under
generalized plane-strain conditions are presented in the next section.

Material Failure Criteria and Crack-Initiation Toughness Prediction

A number of material failure criteria exist in the literature, all of which seek to correlate the
attainment of a critical value of the macroscopic fracture parameter, such as K or J, with more
fundamental material properties such as limiting stresses and strains. Because fracture param-
eters involve a length dimension, an empirical microscopic length parameter—such as mean
grain size or mean void spacing—is usually associated with these material failure criteria. In
situations where the material failure process is ductile in nature, it is commonly accepted that
the failure strains are sensitive to the associated stress state.

A simple ductile failure criterion is adopted in this study to estimate the decrease in crack-
initiation toughness, from a reference plane-strain value, due to positive straining along the
crack front. This material failure criterion assumes that crack initiation can be expressed in
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FIG. 7—Distribution of the “‘opening”’ stress, o,, normal to the crack plane as a function of normalized
undeformed distance, X/5,. Note that deviation from plane-strain constraint results in either minimal
change or a decrease in the value of o, ahead of the blunted notch.

terms of critical values of global or macroscopic stress and strain parameters and is similar to
the simpler of the two failure criteria used in Ref /2. Specifically, the Mises effective strain
directly ahead of the blunted notch is assumed to be the limiting strain parameter, and the
critical value of this strain parameter at failure is assumed to be a function of the associated
triaxial stress rate at the material point. Following Refs /4 and 15, the material failure criterion
is assumed to take the simple form

ef=oqae °% 21)

where 0,, is the mean stress, €, and o, are the Mises effective stress and strain, and « is the value
of the failure strain as the triaxial stress ratio, 0,,/0,, approaches zero. Motivation for the func-
tional form of Eq 21 comes from various theoretical analyses [//,33] that suggest that the
growth of voids is strongly dependent on the state of triaxial stress in the vicinity of these voids.
In Fig. 8 (taken from Ref 15), the experimentally determined material failure curves are shown
for a wide variety of materials. The failure curves are strong functions of the materials of inter-
est, and thus application of Eq 21 to toughness prediction requires the generation of a failure
curve appropriate to the material under investigation. Two curves correspondingto o = 1 and
a = 2 have been included in Fig. 8 for comparison with other experimentally generated failure
curves.

In the first phase of this work, a hypothetical failure curve corresponding to « = 1 in Eq 21
is used to examine the influence of out-of-plane straining on the deviation from plane-strain
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FIG. 8— Material failure curves for a variety of structural materiafs. It is seen that the shapes of these

failure curves are strongly dependent on the material of interest. Material failure curves corresponding to
a = 1l and a = 2 in Eq 21 are indicated for comparison.

crack-initiation toughness. Note that, in general, the results to be presented based on o = 1
will not be quantitatively correct for RPV grade materials such as A533-B at a given temper-
ature. The limiting values of €, associated with the « = 1 curve and various values of ¢, are
determined as the intersection ofthe & = 1 curve with the calculated stress-strain distributions.
The corresponding critical values of the normalized distance parameter, X/8, ahead of the
blunted notch tip can be related to a critical value of the fracture parameters, K or J, via rela-
tionships of the type indicated in Eq 5b. Prediction of the absolute magnitude of the fracture
parameter at initiation (K = K.) requires that a definite value of the characteristic distance
variable, X = X, be available. Previous attempts at fracture toughness predictions based on
definite values of X, can be found in Refs /2 and 14. In determining the relative change in
initiation toughness due to €, it is only necessary to assume X, is independent of e,. With the
further assumption that the numerical coefficient in Eq 5b is also independent of €,, an
assumption that appears to be well supported by the finite element results [25], the relative
change in initiation toughness can be determined from the relationship

5_; = \/glc (22)
ch 6(
where (K, §,) are the critical values of K and §, associated with a nonzero value of e,, and (K|,
d1.) are the critical values of K and §, associated with the plane-strain conditions corresponding
toe, = 0. Toughness predictions based on this procedure are summarized in Table 1 for input
parameters 6/ E = 0.0025, e,/e, = 4, N = 0, 0.1 and three values of e,/e, = —2, 0, and 2.
Results in Table 1 indicate minimal change in the initiation toughness for the given choice
of input parameters. It should be reemphasized that the material failure curve associated with
a = 1 is chosen merely to illustrate the manner in which the present analysis method could
be used to predict crack-initiation toughness. In addition, the results in Table 1 are strongly
dependent on the assumed form of the material failure criterion. The implication of these cal-
culations is that the decrease in crack-initiation toughness from a reference plane-strain value
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TABLE | —Toughness predictions based on yield strain o,/E =
0.0025 and apex strain €./, = 4 as a function of the degree of
strain hardening, N, and the degree of out-of-plane straining,

82/80.

N e./e A X/5, K/Kie
0 —2 0.108 1.232 1.011
0 0 0.101 1.260 1

0 2 0.092 1.292 0.988
0.1 —2 0.059 1.465 1.026
0.1 0 0.049 1.542 1
0.1 2 0.040 1.625 0.974

due to a moderate degree of out-of-plane straining is minimal, provided the stress and strain
states in the vicinity of the crack tip can be characterized by a one-parameter X field. Obvi-
ously, this observation must be considered tentative, and much more work remains to validate
the assumptions and to improve the approximations used in the present analysis.

Discussion

Limited biaxial studies on part-through, surface-cracked plates [34,35] indicate that the
crack-initiation toughness expressed in terms of the stress intensity factor, K, is rather insen-
sitive to the range of biaxial loading examined in those studies under ““cleavage” crack-initi-
ation conditions, However, it is significant that the implications from the present near-tip
analysis stand in contrast with wide-plate results presented in Refs 36 and 37. As discussed in
Ref 25, it is believed that a two-parameter approach is needed to characterize crack initiation
in some of the wide-plate tests. Use of the present approach to predict crack initiation under
positive out-of-plane straining conditions for a circumferential flaw awaits the determination
of the near-tip stress and strain fields appropriate to pressure vessel applications.
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ABSTRACT: The applicability of fracture mechanics data generated from standard fracture
toughness specimens in predicting structural integrity is often a concern. For elastic-plastic con-
ditions, a second parameter identified as “constraint” (hydrostatic stress divided by the equiva-
lent stress) is being used to link different specimen/flaw configurations, thus providing a mech-
anism for using data generated from standard fracture toughness specimens to predict structural
integrity. Much of the literature is concerned with the difference in constraint between specimens
and a structure, while little effort is being given to investigating the sensitivity of the crack initi-
ation process to constraint for a given material. This paper presents experimental results relating
crack initiation processes to constraint for a ferritic steel and an aluminum-based alloy.

KEY WORDS: tension tests, equivalent plastic strain, constraint, crack initiation, fracture
mechanics

This paper addresses one of the concerns associated with using small, standard fracture
toughness specimens to accurately predict structural integrity. The concern is the effect on
fracture of the difference in constraint between the fracture toughness specimen and the struc-
tural component that arises from their different configurations. A major part of this concern
is the material’s fracture sensitivity to constraint, which has not been quantified. Previous
work [/] used specimens containing surface cracks to simulate structural components for
comparison with crack-tip opening displacement (CTOD) measurements associated with ini-
tiation of crack growth in single-edge notch bend, SE(B}; compact tension, C(T}); and middle
crack tension panels M(T). These specimens exhibited different values of constraint.

These results [1] established that the apparent correlation between constraint and CTOD
associated with crack growth initiation depends on the definition of crack growth initiation.
Constraint was defined as the hydrostatic stress divided by the equivalent stress, where the
latter is based on the von Mises yielding criterion. The variation in the correlations between
constraint and CTOD was due to the substantial ranges observed in the slopes of the CTOD
versus crack growth (Aa) plots for the different specimen geometries tested. Hancock et al. [2]
concluded that crack growth initiation in the A710 steel used in this work is sensitive to con-
straint. This conclusion is based on defining crack initiation as crack growth of 200 um.

! Principal engineer, engineering specialist, and senior engineering specialists, respectively, Idaho
National Engineering Laboratory, P.O. Box 1625, Idaho Falls, ID 83415.
2 Graduate student, Texas A&M University, College Station, TX 77843.
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Because crack initiation was a dimple rupture event, tension specimens were tested to quantify
the sensitivity to constraint of crack initiation. Given the uncertainty of the relationship
between constraint and initiation of cracking for A710 steel, a second material (606 1-T6 alu-
minum) was studied to examine possible differences in crack initiation sensitivity to con-
straint. Sensitivity to constraint is related to microstructural features associated with initiation
of holes (voids) and their subsequent coalescence. The significant difference in the volume
fraction of second-phase particles, as well as the particle sizes, between the two materials was
expected to produce differences in sensitivity of the crack initiation process to constraint.

Metallurgical factors associated with particle size and shape, as well as the strength of the
particle and of the bond between the particle and matrix, will affect the sensitivity of crack
initiation to constraint. For example, Cox and Low [3] suggested that stress triaxiality does
not have a significant effect on void formation. In their work, the AISI 4340 contained man-
ganese sulfide (MnS) inclusions and the 18-Ni, 200 grade, maraging steel contained titanium
carbonitride inclusions. They concluded that the degree of triaxiality had no discernible effect
on fracture, and that void nucleation was dependent on the level of applied tensile stress.

These conclusions contrast with observations of Hirth and Froes [4] who suggested that tri-
axiality primarily influenced hole nucleation by particle/matrix decohesion. Recent work by
Harvey and Jolles [5] showed differences in microvoid density as a function of constraint.
These observations suggest that it is necessary to quantify how a specific material’s fracture
behavior is affected by constraint. This may be done by testing different fracture toughness
specimens that include surface cracks or tension specimens with varying degrees of constraint.
The tension specimens used in this study were similar to those used by Hancock and Mac-
Kenzie [6].

Experimental Procedures

Tests were conducted at 20°C on specimens fabricated from as-rolled ASTM A710 steel and
from 6061-T6 aluminum. Their chemistry and mechanical physical properties are presented
in Table 1.

Specimen Configuration and Constraint

Three axisymmetric tension specimen configurations (Fig. 1) were used to measure the crit-
ical strain for initiation of dimple rupture as a function of constraint. Finite-element models
were developed to predict the stress and strain fields during tensile loading of these specimens.
Figure 2 shows the initial computational mesh for a sample notch configuration. Because of
symmetry, only a portion of each specimen was modeled. Axisymmetric quadratic elements
were employed, with the mesh refined in the notch region where large stress and strain gradi-
ents were observed. Geometric nonlinearity effects were included in the analyses. Loading

TABLE {—Chemistry and mechanical and physical properiies.

A710
0.05C.0.47 Mn, 0.010 P, 0.004 S, 0.25 Si, 0.74 Cr, 0.85 Ni, 0.21 Mo, 1.20 Cu, 0.038 Cb, and balance
Fe
oy = 470 MPa, 0, = 636 MPa, E = 208.4 GPa, » = 0.256

6061-T6 ALUMINUM
0.64 Si, 0.6 Fe, 0.33 Cu, 0.13 Mn. 1.1 Mg, 0.23 Cr, 0.23 Zn, 0.10 Ti, and balance Al
ays = 228 MPa, o, = 290 MPa, E = 69 GPa,» = 0.33
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FIG. 1—Schematic of notched tension specimens. Four integration points were used in each element for
which solutions were calculated.

resulted from the application of a uniform displacement along the top boundary of the spec-
imen. Material response was simulated assuming elastic-plastic behavior based on a von Mises
yielding condition and isotropic hardening. The true stress-true strain plots for both the steel
and aluminum materials, provided in Fig. 3, were used for these calculations.

Constraint is defined as the hydrostatic stress (¢/ = %oy ) divided by the von Mises equiva-
lent stress

al
|

'2‘ SijSi' (1)
where

o = the trace of the stress tensor, and
S, = the components of the stress deviator tensor.



58 FRACTURE MECHANICS: TWENTY-THIRD SYMPOSIUM

NS S

T 7 77 777
I J 7 7 777

Points used for
constraint calculation

FIG. 2—Mesh plot for notched tension specimens.

The constraint was quantified at the center of the small diameter {D,) and at the surface of the
notch root, see Fig. 2. The ABAQUS finite-element computer code [ 7] was used to quantify
the constraint, the local stress, and the equivalent plastic strain

2
o= \/54 @

where ¢ are the components of the plastic strain tensor, as a function of applied strain as mea-
sured by the ratio of the original small diameter (D,) to the instantaneous small diameter (D).
All stress results reported from ABAQUS are in terms of the Cauchy stress definition. Figure
4 shows plots of the equivalent plastic strain and constraint versus Do/D for the three A710
specimen geometries. Changes in notch root radii were included in the calculations of con-
straint as a function of plastic flow.
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Techniques Used to Locate Cracks

Measurements of void size, shape, and location were made using both metallographic and
microtopographic techniques. In the metallographic examinations, a longitudinal section
through the gage region of the tension specimen was examined using light microscopy; mate-
rial was removed from the sample in nominally 0.64-mm (0.025-in.) increments between
examinations. The microtopographic technique was used on specimens tested to failure. The
topography of the fracture surface was measured and various software was used to reconstruct
the void initiation and growth process. The magnitude and location of dimple formation was
measured by each technique as a function of applied strain (Dy/D) to estimate the local plastic
strain required for void initiation as a function of constraint. These two techniques provided
complementary results. Crack initiation was arbitrarily defined as the local stress, strain, and
constraint associated with a crack having a length of nominally 0.05 mm, which is about two
grain diameters for A710 and one grain diameter for 6061-T6 aluminum.

Reconstruction of Crack Growth Process

Microtopography allows reconstruction of the crack growth process. This provides a basis
for identifying the crack initiation location and determining the relative crack growth (given
at least a small amount of plasticity) in test specimens loaded to failure. The microtopographic
data collection system is analogous to systems used to develop topographic land maps. The
area of interest on the two mating fracture surfaces must be exposed completely to give access
to the high-resolution laser range finder. Then, local height measurements over the area of
interest on the two mating fracture surfaces are made. By maintaining registration between the
two surfaces and using a common height reference plane, mathematical operations can be per-
formed on the raw data that result in a “topographic map” of the height difference, that is, the
void volume, at the instant of fracture. Various aspects of the fracture process can be investi-
gated by using this technique with selective specimen loading schemes, including periods of
fatigue, monotonic loading, and cleavage.
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FIG. 4—Numerical results for equivalent plastic strain and constraint versus Dy/D.

From the void volume map generated by the microtopography system, three things can be
determined. First, the areas of crack initiation can be identified. Second, the direction and
(qualitatively) relative amount of crack extension from initiation sites can be determined; and
third, the degree of plastic deformation associated with onset of crack growth can be assessed.
These determinations are based on the fact that as a ductile crack grows, the fracture surfaces
in the wake have continuously increasing separation as a function of crack growth. The actual
amount of separation is dependent upon, at a minimum, the von Mises stress in the crack-tip
process zone, the material’s constitutive behavior (amount of hardening), and the instanta-
neous crack shape, both locally and globally. The general premise is that the fracture surface
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0.6 1

coinciding with larger separations (void “height™) at the instant of failure actually separated
earlier in the fracture process than points with less separation at failure. Constant void height
contour lines thus show the initiation sites and subsequent growth when successive contours
are viewed in sequence. Potential errors of this process and the methodology used to manage
these errors are presented in the Appendix.

As noted in Fig. I, a “‘local” specimen displacement (extension) was measured overa 12.7-
mm gage length, axially spanning the entire reduced (notch) section of the test specimens. As
a first approximation, it was assumed that this displacement had a 1:1 correlation with instan-
taneous crack opening, that is, an increment of remote displacement corresponds to an equal
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FIG. 5—Force versus local displacement.
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increment of crack opening at the initiation point or points. For the later stages of crack
growth, just before final specimen failure, this is probably not unreasonable. However, there
are errors in this approach when extrapolating back to the point of crack initiation from the
displacement at failure. Some of these are discussed later.

Results
Tension Tests

For the three different specimen configurations and two materials, there was good agree-
ment between load-load point displacement plots for replicate specimens.

A710—Figure 5a shows representative load-load point displacement plots for notched ten-
sion specimens tested at 20°C. Figures 5b, ¢, and 4 show variations in load-load point displace-
ment plots for specimen Types A, B, and C, respectively. Also included are predictions based
on numerical analysis techniques. Many of the specimens that were loaded and then unloaded
weer examined metallographically. Some of the specimens that failed during the test were
examined by microtopography. All of the Type A specimens failed by dimple rupture. All of
the Type B and C specimens failed by cleavage after experiencing some ductile (dimple) rup-
ture. Figure 6 shows the fracture surface of Type B and C specimens where ductile fracture
initiated on the central region and at the perimeter, respectively.

606 1-T6—Specimen test results were similar to those shown in Fig. 5. Some of the speci-
mens that were loaded and then unloaded were examined metallographically, and some of the
specimens that failed during the test were examined by microtopography.

Metallography

A710 Steel—The specimens that were tested are listed in Table 2 with a summary of the
results. Those specimens designated “microscopy,” for posttest examination, were mounted
and examined at each of several polishing steps, as explained earlier, to locate the source of
cracking and identify the nominal values of D,/D associated with crack initiation. For this
evaluation, cracks/holes of nominally 0.05 mm long were defined as initiation. Figure 7 is a
summary plot of the equivalent plastic strain versus constraint. Closed symbols denote where
cracking was detected and the open symbols designate results where cracking was not detected.
A substantial trend of decreasing equivalent plastic strain with increasing constraint for crack
initiation is evident. The microstructural features associated with this trend were not identi-
fied. Figures 8, 9, and 10 show the extent of cracking in Specimens A-2, B-1, and C-4, respec-
tively. For Type A specimens, cracking initiated in the central region and continued in a dim-
ple rupture process until final fracture by shear. For Type B specimens, the crack generally
initiated in the central region. Cracking was just starting to initiate at the surface for Specimen
B-5, but the extent of cracking at the surface was nominally 0.008 to 0.030 mm at only a few
locations, well short of the 0.05 mm defined as initiation. This specimen configuration expe-
rienced some dimple rupture followed by cleavage fracture. For Type C specimens, the crack-
ing initiated next to the tip of the notch. This specimen configuration experienced dimple rup-
ture around the perimeter before failing by cleavage.

606 1-T6—Similar to the approach used for A710, cracks/holes nominally 0.05 mm long
were defined as crack initiation. Figure 11 is a summary plot of the equivalent plastic strain
versus constraint; again, closed symbols denote cracking. Here also a trend of decreasing
equivalent plastic strain with increasing constraint for crack initiation is evident. Figures 12
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i

FIG. 6—Fracture surfaces of specimens where ductile fracture initiated (a) at the central region (Type
B specimen) and (b) at the perimeter (Type C specimen,) — = I mm.

and 13 show the extent of cracking in Specimens A-4 and C-2, respectively. Because the as-
polished surfaces of the aluminum contain many particles, making it difficult to separate
cracks from artifacts, the local cracks are circled in these figures.

A comparison between Figs. 7 and 11 shows a similar trend, as expected, but the A710
results are to the right of the 606 1-T6 results—the equivalent plastic strain required to initiate
a crack is somewhat smaller for 6061-T6 than for A710 at the same constraint. Obviously, it
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TABLE 2—Summary of tension test results for A710.

Maximum Final Final

Specimen Stress, Stress, Elongation, Posttest

Number MPa MPa mm Dy/D Exam
A-1 291 291 0.44 1.061 MT?
A-2 291 173 1.81 1.35 MC*®
A-6 297 222 1.66 1.43 -
A-7 295 295 0.46 1.06 MT
A-8 294 192 1.80 1.37 .
A-9 294 227 2.20 1.48 MT
B-1 352 309 1.01 1.198 MC
B-3 351 290 1.09 . ..
B-4 339 290 1.02 - MT
B-5 340 293 1.02 1.214 MC
B-6 342 289 1.09 - MT
B-7 346 346 0.44 1.068 MT
B-8 355 311 1.00 1.195
B-9 343 343 0.47 1.071 MC
B-10 350 288 1.12
C-1 387 387 0.50 1.068 MT
C-2 389 377 0.84 1.115 MT
C-3 383 383 0.50 1.072 MT
C-4 384 374 1.58 1.123 MC
C-5 389 336 1.05 1.172
C-6 380 312 1.07 .
C-7 372 282 1.19
C-8 382 382 0.50 1.067 MT
C-9 381 327 1.07

C-10 379 341 1.03 1.168 MC
C-3X MT

4 MT = microtopography.
4 MC = sectioned and microscopy.

1s possible to say that the 6061-T6 is more brittle than the A710. But additional work relative
to identifying particles that initiated dimples, and their distribution and location, and the con-
ditions required to initiate a void and coalescence will be required to provide an explanation.

Microtopography

A710—For specimens tested to failure, it was observed that Type B and C specimens all
failed by cleavage after some dimple rupture. Therefore, microtopography could quantify only
the extent of dimple rupture prior to cleavage failure. Figure 6 shows that dimple rupture ini-
tiated in the central region for Specimen B-4 and at the surface for Specimen C-3. The micro-
topography results for Specimen A-9, shown in Figs. 14a through e, are profiles similar to those
found in topographic maps. Figure 14a shows the portion of the specimen that had the largest
separation; this is the region where dimples were first initiated. Figures 145 and ¢ show addi-
tional dimple formations and subsequent coalescence. Finally, Figs. 144 and e show the frac-
ture process just prior to failure. The small squares observed in the figures are most likely due
to bad data, as discussed in the Appendix.

The microtopography results are summarized in Table 3. These data were used to estimate
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FIG. 7—FEquivalent plastic strain versus constraint for A710 steel.

the stress, strain, and constraint associated with each initiation event. These results are
included in Fig. 7. It is obvious that the microtopography results agreed well with the micros-
copy data in that the closed symbols with a tail (denoting microtopography) are adjacent to
the other closed symbols. In Fig. 14, it is evident that cracking initiated in the central
region and that initiation occurred at nominally 0.80 to 0.90 mm surface separation prior to
failure.

606 1-T6—The microtopography measurements revealed that fracture of the tension spec-
imens was influenced significantly by texturing that occurred during rolling of the plate. The
present technique did not provide useful information for these specimens.

TABLE 3—Summary of A710 microtopography results.

Notch Location of Plastic
Configuration Imtiation Displacement
A center 0.43 (0.96)°
B center 0.085 (1.37)
C surface 1.25 (0.53)

4 Constraint is provided in parentheses.
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FIG. 10—Photograph of cracking at notch tip in a C-notch A710 specimen;, v+— = 100 um, and
—=25um.
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FIG. 1 1—Equivalent plastic strain versus constraint for 6061-T6 aluminum.

Summary

A710—The test data summarized in Fig. 7 shows a significant trend between equivalent
plastic strain and constraint associated with initiation of cracking. This observation is in agree-
ment with work by Hancock et al. [2], Hirth and Froes [4], and Harvey and Jolles [5]. The
constraint in Hancock et al. [2] is based on the ratio of T/o, where T is the T-stress, see Eq 3,

K

and o, is the yield strength. Rice [8] suggested the T-stress term for the second term of the
Williams’ expansion [9]. Obviously, this constraint term is not quantified in the same manner
as constraint is in this paper. Hancock et al. [2] included a plot relating 7/q, to constraint, as
defined here, showing that constraint ranged from 2 to 3. The constraint term in Reuter et al.
[1], defined in the same manner as in this paper, shows values ranging from nominally 1.8 to
2.8. These values are considerably larger than the maximum of 1.5 used in Fig. 7. Figure 7
shows that the equivalent plastic strain, associated with initiation of cracks, ranges from 1.4 to
0.20 for constraint ranging from 0.5 to 1.5. But, when constraint exceeds 1.5, the critical value
of equivalent plastic strain is limited to 0.20 or less. Therefore, for fracture toughness speci-
mens, where constraint typically ranges from 1.8 to 2.8, there is only a limited amount of
equivalent plastic strain available for initiation of a crack. The observation that crack initia-
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FIG. 14—Microtopography results for an A-notch A710 specimen: (a) at 100 um separation, (b) at 200
um separation, () at 300 um separation, (d) at 400 um separation, and (e) at 500 um separation.

o

tion, for a tension specimen, is associated with decreasing equivalent plastic strain for increas-
ing constraint is in agreement with the observation, from fracture toughness specimens, that
crack growth initiation is associated with decreasing CTOD for increasing constraint. A more
complete comparison is not possible because the constraint values for the two types of tests
did not overlap, nor is it possible to provide a quantitative comparison between equivalent
plastic strain and CTOD.

The microtopography system provided useful test data for the three notch configurations,
suggesting that it was possible to accurately reconstruct the fracture process in these specimens.
Verification of the reconstruction process was based on comparison of the location of crack
initiation and the constraint/equivalent plastic deformation associated with crack initiation
as measured using both microtopography and metallography. Successful development of
microtopography will considerably reduce the cost of obtaining data on the crack growth
process.

6061-T6—This material was used to obtain a measure of the sensitivity of crack initiation
to specific materials. As was noted earlier, Fig. 11 showed a significant trend between con-
straint and equivalent plastic strain associated with initiation of cracking for this material. The
comparison of the relationships between constraint and equivalent plastic strain for the two
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FIG. 14—Continuea.

materials (Figs. 7 and 11) shows a significant difference between them. The additional work
required to identify the particles that initiated dimple rupture, as well as their distribution and
location, and the conditions required to initiate void formation and coalescence has not yet
been performed.

Conclusions

The relationships between constraint and equivalent plastic strain at crack initiation for ten-
sion specimens fabricated from A710 and from 6061-T6 were identified. The observed sensi-
tivity of equivalent plastic strain for crack initiation to constraint for the tension specimens
fabricated from A710 is consistent with the conclusions of Reuter et al. [ /] and Hancock et al.
[2], who observed that crack growth initiation occurred at decreasing CTOD with increasing
constraint. The constraint ranged from 0.5 to 1.5 for the tension specimens and from 1.8 to
2.8 for the fracture toughness specimens. From the tension test data, it is apparent that the
equivalent plastic strain can range to a maximum of 0.2 for constraint in excess of 1.5. A quan-
titative relationship between equivalent plastic strain and CTOD is not available at this time.

The 6061-T6 showed a similar trend to the A710 in the relationship between equivalent
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FIG. 14—Continued.

plastic strain and constraint, but the A710 data were shifted to a higher constraint. A definitive
study relating microstructural features, for each material, to the crack initiation process as a
function of constraint has not been performed.
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APPENDIX

Potential Error Sources and Error Management for Microtopography

The laser-point range sensor (PRS), which makes the actual height measurements, is some-
what sensitive to the reflective nature of the surface being measured. For irregular, specular
surfaces, the PRS may have difficulty making a valid height reading; this is the case with a
typical cleavage fracture in the A710 steels being measured. While Type A specimens failed
solely by dimple rupture and Type C specimens showed mainly ductile fracture prior to ulti-
mately failing by cleavage, the Type B specimens failed primarily by cleavage. Although it has
not yet been used, a thin, diffusely reflecting coating may improve the PRS’s ability to measure
cleavage fracture surfaces.

Given that a certain percentage of locations in the scanned area will have a bad data flag on
the height reading, some way of managing bad data points must be devised. The software and
analysis techniques require data at regularly spaced intervals over the fracture surface. For this
reason, scan points yielding bad data cannot be discarded nor ignored during data collection.
Because of high measurement sensitivity, small spatial resolution, and (typically) highly irreg-
ular surface heights, extrapolation of surrounding “good” data to the point having a bad read-
ing is not deemed (at present) an acceptable solution.
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The current technique for managing bad data is to identify it as bad by adding a constant
value to a selected decimal position that is higher than the resolution of the PRS. For example,
if the PRS can measure to 0.1 um, a constant can be added to the second decimal place to
identify the reading as potentially bad, for example, xxx.x5. This height value can always be
identified as bad in subsequent analyses, by checking for the nonzero value in the appropriate
decimal position. For the purpose of graphing the data in topographic form, the bad data posi-
tions are set to a constant value lower than the minimum of the good values so that bad data
areas appear as isolated points of low height on the contour maps. They are easy to identify
visually and can be ignored in the qualitative interpretation of the ‘“void height” contour
maps. Other methods of managing bad data should be examined.
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ABSTRACT: Specimen size effects on K, data scatter in the transition range of fracture tough-
ness have been explained by extremal (weakest link) statistics. In this investigation, compact
specimens of A533 Grade B steel were tested in sizes ranging from ¥TC(T) to 4TC(T) with suf-
ficient replication to obtain good three-parameter Weibull characterization of data distributions.
The optimum fitting parameters for an assumed Weibull slope of four were caiculated. Extremal
statistics analysis was applied to the ¥TC(T) data to predict median K. values for 1TC(T),
2TC(T), and 4TC(T) specimens. The distributions from experimentally developed 1TC(T),
2TC(T), and 4TC(T) data tended to confirm the predictions. However, the extremal prediction
model does not work well at lower-shelf toughness. At —150°C, the extremal model predicts a
specimen size effect where in reality there is no size effect.

Another model that has potential for dealing with data scatter effects in the transition range is
the Irwin 3.8 relationship. This model uses breakdown in constraint as the argument for spec-
imen size effects and suggests that data sets can be transposed from one size to another by oper-
ating on each individual datum with the following equation

K. = Kj. VBi/B:

Both models predict about the same distributions for specimens larger than 1TC(T), and only
the extremal statistical model can predict correctly the smailler specimen distribution. With the
8.~8i. relationship, the limitation appears to be that 8, =< = must not be exceeded. Therefore,
both the statistical and 8. models have limitations for their use. This study explores these limi-
tations and makes specimen size requirement recommendations on K. data.

KEY WORDS: transition temperature, Weibull analysis, size effects, constraint, cleavage frac-
ture, size requirements, fracture mechanics, fatigue (materials)

The fact that section size has an effect on the transition temperature of ferritic steels has been
known for several decades, but aside from empirical observations of constraint effects [/,2],
no rationale in the form of analytically based models had been forthcoming until recently.
Early application of statistical practices lacked a physical concept that could serve as the basis
needed to contribute to an improved understanding of what had already been known empir-
ically. Recently, Weibull fitting of data has been used to characterize data distributions, and
the principle of extremal statistics (weakest link theory) has been shown to provide the needed
size effect model. The accuracy of determinations requires considerable replication of tests,
however. In the current project, over 120 compact specimens of A533-B base metal in sizes
ranging from %TC(T) to 4TC(T) and A533-B weld metal ranging from 1TC(T)to 8 TC(T) have
been tested in the transition range with sufficient replication at some of the test temperatures

! Senior engineer, Metals and Ceramics Division, Oak Ridge National Laboratory, Oak Ridge, TN
37831-6151.
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for viable statistical analysis. Hence, the new methods that are used to predict trends in median
toughness values due to specimen size can be effectively tested. The toughness parameter to
be used herein is K. that is defined as K at onset of cleavage instability, and it is derived by
conversion from J-integral at instability, J.. This paper will evaluate Weibull fitting methods
and extremal statistics that are used to predict specimen size effects. An alternative predictive
model, the 8, fracture toughness factor, that is derived from measured values of K. and that
uses a constraint based argument will also be reported.

Test Data

The test temperatures and numbers of specimens for the various specimen sizes-of A553-B
steel are given in Table 1. All specimens were proportionally dimensioned compacts with rel-
ative initial crack size, a/W, nominally at §.5. Data scatter observed here is shown in Fig. 1.
The dependence of data scatter on specimen size is most evident at —75°C. Specimens of small
thickness tend to lose constraint earlier when entering the transition range because the volume
of cross-slip type of plastic deformation relative to the material thickness controls the transi-
tion toughness development rate. Larger specimens require more ductility for proportional
cross-slip, and essentially similar data scatter characteristics are delayed to higher tempera-
tures. It can be noted also that specimen size effects do not exist on the lower shelf and tend to
vanish again at high toughness levels on the transition curve. To add evidence for the data
scatter characteristics of large specimens at high toughness, test data from the Fifth Irradiation
Series at Oak Ridge National Laboratory (ORNL)[3] were added herein. There were two weld
metals of identical chemistries, except for copper content, see Table 2. Extremal statistics had
been applied in that project because there was a need for making specimen size predictions.

Extremal Statistics

An application of extremal statistics to transition temperature behavior was developed in
1979 by Landes and Shaffer {4]. Using a two-parameter Weibull model, they demonstrated
how data from 1T compact specimens, 1TC(T), could be used to characterize the fracture
toughness distribution of larger 4T compact specimens, 4TC(T). The scatter in fracture tough-
ness between replicate specimens was proposed to be governed by occasional weak points or
sources for brittle cleavage crack initiation that are distributed randomly throughout the
microstructure. Specimens with through-thickness cracks have zones of concentrated stress at
the crack tip, the volumes of which are proportional to the specimen thickness. Therefore, the
probability for imperfections of critical size to cause cleavage fracture is relatable to specimen
thickness. The mean fracture toughness was projected to be lower and the standard deviation

TABLE | —Test conditions and number of replicate specimens used in statistical analysis.

Test Number of Specimens
Temperature,
Material °C LTC(T) ITC(T) 2TC(T) 4TC(T) 6TC(T) 8TC(T)
AS533-B Plate 13A —150 18 17 12
-75 20 26 12 6
—18 6 2
24 5
AS533-B welds
2W 10 4 2 2 2

73W -5 4 2 2 2




82 FRACTURE MECHANICS: TWENTY-THIRD SYMPOSIUM

400 T T | T l |
-18°C
__ 350~ TAT —
% 24°C
iT

&€ 300 |— —]
£
g
¥ 250 |— -75°C —
73 4T, 2T AT, V2T
4 [
Z 200— ]
z , _ HSST PLATE 43A
3 A533B-14
e 50— LT ORIENT .
g i

{00 |— —
5 -150°C
E 2TAT, VoT

o~ J1] I .

o | | | | | I |
=200 -150 -{00 =50 o} 50 {00 150 200

TEMPERATURE (°C)
FIG. 1—Data scatter of Ky, values of A533-B Class 1 steel.

smaller for larger specimens. The fracture toughness was expressed in terms of J,, and the dis-
tribution for the baseline data was fitted to the following two-parameter Weibull model

Py =1 — exp [—(J/8))'] (D

where P;, is the probability that an arbitrarily chosen 1TC(T) specimen will have J, < J, 8, is
a scale parameter (J. = 6, when P;, = 0.632), and b is the Weibull slope.

The fitting constants determined from the data are 6, and b. In using this model, it is
assumed that the constraint is equal over all specimen sizes. Prior experience indicated that
constraint does not vary sufficiently in compact specimens when the remaining ligament
length is equal to or less than the specimen thickness [5]. Then if one were to test 4TC(T)
specimens, the probability for J, instability prior to reaching the toughness level, J, is given by

Pu=1— exp [~ (/6] 2

where 6, = §,(N)” and N = (4/1).

The preceding two-parameter model had predicted mean J, for 4TC(T) specimens of ASTM
A471 steel quite accurately at two of three test temperatures [4]. The Weibull slope (on J,) was
determined to be b = 5. Later experience suggests that they had an insufficient amount of data
replication to obtain accurate Weibull slopes. Also a weakness not recognized was that the two-
parameter extremal model will tend toward zero fracture toughness as the specimen size tends
to infinity. Therefore, in a later publication [6], the weakness was corrected by introducing a
three-parameter Weibull model. This has a lower-bound toughness value, J,;,, that defines a
lower limiting toughness for specimens of infinite thickness. The toughness parameter is
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TABLE 2—Materials.
(a) Yield and tensile strengths of test materials.

Strength, MPa (ksi)

Material Yieid Ultimate
A533-B 444 (64.4) 600 (87.0)
A533-B SA weld

2W 499 (72.4) 608 (88.2)
73W 490 (71.1) 600 (87.0)

(b) Nominal chemical compositions.

Composition, % by Weight

Material C Mn P S Si Cr Ni Mo Cu v

AS533-B? PLATE 13A
0.25 1.34 0.35° 0.040° 0.29 0.55 0.52
AS533-B* WELDs
2W 0.093 1.66 0.006 0.006 0.044 0.27 060 0.58 0.23 0.003
73W 0.098 1.56 0.005 0.005 0.045 0.25 0.60 0.58 0.31 0.003

2 ASTM specifications for A533 Class 1.
5 Maximum.

expressed as (J, — Jni) and the denominator in Eq | becomes (8, — J). Figure 2 was used
to illustrate the trial-and-error procedure used to identify an optimum J;, value on ¥TC(T)
specimens of A508 steel. The general form is
b
Pnp=1—exp [" ((‘2_—‘]]‘:‘)} (3)
Seven examples of three-parameter determinations gave four apparently reasonable J,,;,
results for lower-bound toughness predictions. The three poor predictions were from data sets
that had only four to seven data, and these were far too few to expect a good measure of the
nonlinearity of a data population.
In current publications, it is more common to see three-parameter Weibull fitting to X,
data, where J, is first calculated and then converted to K, using

Ki = VJE @

Weibull Constant Fitting Methods

Wallin [ 7] has performed Weibull analyses, using K. data on numerous similar material
data sets, large and small, and has concluded that toughness distributions generally show a
fixed Weibull slope of 4 and that K, also tends to be constant at about 20 MPa \/m, inde-
pendent of test temperature. Implicit in this argument is that all J, distributions should have
aslope of b = 2; noting that K is proportional to the square root of the J-integral. Brought into
question is the initial finding of Landes and Shaffer where slope, b, was 5 for their J, data on
A471. The Wallin observation has been generally supported by the work of others [8,9] who
have shown that a slope of 4 on K data has a basis in micromechanics theory. The assertion
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FIG. 2—Example of the effect of minimum toughness parameter on data linearity and slope.

that K, is constant is less secure from a fundamental standpoint. Assuming K, has physical
meaning as a lower-bound toughness, some have suggested that lower bound K|, or K, values
obtained from ASME Code regulations could be used [70]. On the other hand, the best fits to
the Weibull model are usually obtained with K, values considerably lower than those indi-
cated by the code curves. Figures 3 and 4 are representative of what results from seeking the
best K ,;, values using the base metal data from the test matrix of Table 1. There are four spec-
imen sizes and four test temperatures represented. The two fitting techniques used were (1)
adjusting all three Weibull constants to get an optimum linear fit to the data and (2) setting
the Weibull slope to 4 and then finding K,;, for optimum fit. Table 3 lists the fitting constants
and correlation coefficients of the two methods, and it appears that the fundamentally justified
Weibull slope of 4 can provide a suitable representation of the distributions in most cases. One
rule that was used, however, is that K,;, was never allowed to be a negative value. Because of
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FIG. 3—Example of best linearity with three variable parameters versus fixed slope and two variable
parameters; ITC(T) specimens tested at — 150°C.

TABLE 3—Comparison of Weibull fitting parameters for best correlation coefficient.

Three Fitting Parameters Fixed Slope, Two Fitting

Parameters
Test
Temperature, Size, Correlation Correlation
°C (T Slope K pin® Coefficient Slope Kain® Coeflicient
—150 »T 1.7 25 0.991 4 10.5 0.975
—150 IT 1.6 34 0.993 4 24.5 0.961
—150 2T 3.0 24 0.990 4 19.0 0.998
—75 %T .1 89 0.991 4 42.5 0.933
—75 IT 33 0 0.993 4 0 0.993
—175 2T 4.7 0 0.983 4 13.5 0.983
—75 4T 1.8 44 0.986 4 6.0 0.982
—18 IT 0.9 109 0.988 4 0 0914
24 IT 32 0 0.913 4 0 0913

2 Kmin for best fit with b, Ko, and K, variable.
b K min for best fit with K; and Ky, variable.
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parameters; 4TC(T) specimens tested at —75°C.

this, a few slopes were only near to 4. There were two cases where good linearity and a Weibull
slope of 4 were not entirely compatible, and these are shown in Figs. 5 and 6. Both cases had
some data at relatively high toughness conditions for the size of specimen used, and their Wei-
bull plots suggest bilinearity with an apparent break point at 125 MPa \/m for ¥TC(T) and
192 MPa \/m for 1TC(T).

Prediction of Size Effects

The density function for the %T compact specimens was used to predict median K, values
for the Weibull fits to 1T, 2T, and 4T compact specimen data generated at the same test tem-
perature (—75°C), see Fig. 7 and Table 4. There are two sets of determinations in Table 4. In
both cases, a fixed Weibull slope of 4 was used, with K,,;, variable in one case and fixed at 20
MPayv/m in the other case. The magnitude of median shift predicted for increased specimen
size was reasonable in both cases.

The same exercise applied to tests made at — 150°C (Table 4) was not as satisfactory. A spec-
imen size effect was expected, but the distributions fitted to real data indicated no effect. The
scatter bands of data for all tests made on A533-B plate on all specimen sizes and for all test
temperatures was shown in Fig. 1. Note that at —150°C, the smallest specimens tested,
%TC(T), had both the highest and lowest K, toughness values. Extremal statistics erroneously
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FIG. 5—Bilinear Weibull slope development for ¥TC(T) specimens tested at — 75°C.

TABLE 4—Size effect predictions using extremal statistics (Weibull slope of four, comparing best K
versus fixed K.

Median K, MPa Vm

Fit Actual Data Extremal Predictions from

Test ®TC(T)
Temperature, Size
°C C(T) Best Kuin Kyin = 20 Best Kyin Kpin = 20

—-75 ¥T 122.4 124.8

-5 IT 102.4 98.6 109.9 108.2

~75 2T 102.6 102.1 99.3 94.1

—-75 4T 86.4 85.3 90.4 82.3
—150 ¥T 40.6 39.8
—150 IT 434 43.7 339 36.7

—150 2T 44.8 448 319 340
—150 4T 28.5 31.8
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FIG. 6—Apparent bilinear slope development for 1 TC(T) speciments tested at — 18°C.

predicted a size effect because of a breakdown in the weakest link model. This will happen
when the size of the imperfection needed to cause cleavage initiation becomes very small such
that many cleavage sources exist at all points along the crack tip. Hence, there is a need to
identify a lower toughness limit below which extremal statistics will not apply. A suggested
approach will be addressed in the Discussion.

There can be some difficulty with the application of extremal statistics at the high toughness
end of the material transition curve. This was experienced in the Heavy-Section Steel Irradi-
ation Program in the Fifth Irradiation Series [3]. The objective of the experiment was to estab-
lish lower-bound K, curves on two A533-B weld metals of different copper contents. Of special
interest was the shift and potential change in shape of the lower bound due to irradiation dam-
age. Four 8T compact specimens (two of each copper content) were to be tested at the highest
possible toughness level that would be consistent with the ASTM validity requirements on K.
It was determined that the maximum K. would be a valid K, at 150 MPa \Vm, and a tem-
perature where this was likely to happen was chosen using smaller specimens. The sequence
used was to first test four 2TC(T) specimens at the selected temperature to provide a baseline
Weibull distribution for predicting the 8TC(T) distribution. One of the two plots made is
shown in Fig. 8. Because median K, was predicted to be 150 MPa \/m, it was presumed that
the chance of obtaining valid K. should be one in two for each large specimen tested. Never-
theless, none of the four large specimens gave valid K. The trend indicated with 4TC(T) and
6TC(T) specimens gave no evidence that there might have been a breakdown in the extremal
assumption, but the high toughness position on the transition curve evidently had broadened
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FIG. 7T—Density functions predicted from s TC(T) specimens tested at — 75°C.

the scatter-band width for large specimens enough to make it difficult to assure an aim value.
Hence, the utility of these predictions of size effects may be limited to a transition temperature
window in the lower transition range.

B8.~P1. Fracture Toughness Correlation

Another perspective on the K, data scatter phenomenon is to consider that the early (lower
temperature) increase in K, data scatter of small specimens is due to the lower constraint.
Smaller specimens tend to respond nonlinearly with less crack-tip plastic deformation, readily
losing constraint in the crack-tip region. Larger specimens require proportionately more cross
slip, and similar data scatter is delayed to higher temperatures. To relate high and low con-
straint toughness, Irwin [/7] had developed a semiempirical relationship based on the behav-
ior of high-strength metallic materials. Merkle has investigated the potential of this relation-
ship for use with the structural steels that are used in pressure vessels. It is as follows

60 = 6[0 + 146%c (5)

where 6(‘ = (I/B)(ch/ays)z and 6[6 = ( I/B)(ch/ays)z- .

The 8. value determined for each individual datum is picked out of a family of replicate tests.
An estimate of K. is made on each one, thereby establishing a family of K. distributions. The
procedure is to use 8. in Eq 5 and to determine the corresponding B, either by iteration or by
using a preformulated solution of the cubic equation. Then K|, is determined using
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Bie

KIc = K.Ic 6

(6)

The three-parameter Weibull can then be fitted to the K, distribution or to interpolated
values for intermediate specimen sizes. Equation § is used to interpolate in all cases. Figure 9
shows K, data selected at three toughness levels from within the actual data sets for 1TC(T),
2TC(T), and 4TC(T) specimens (A533-B base metal tested at —75°C). These are the solid data
points in Fig. 9. The interpolation and extrapolation by Eq 5 of the three specifically selected
toughness levels are shown as open data points. The solid line represents the toughness trend
over varied thicknesses that is implied by Eq 5. Irwin had cautioned that the semiempirical
relationship should not be used when 8, is greater than «, and this limit is denoted in Fig. 9 as
a dashed line. This limitation required that for the toughness of A533-B at —75°C, data from
1T or larger compact specimens must be used to develop the baseline Weibull plot. Figure 10
shows predictions of density functions from use of the 1 TC(T) baseline data. Table 5 compares
the predicted size effect on median K, obtained from the density functions to those from the
extremal statistical model. Again, this is using the 1 TC(T) specimen data as baseline. Note that
the beta method projects essentially the same result except for ¥TC(T) where most of the pro-
jected values have 8, much greater than .
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TABLE 5—Predicted specimen size effect, comparing extremal statistics and beta methods.

Median K, MPa \/m

Predictions from 1TC(T)

Test Temperature, Size, Fit Actual
°C C(T) Data Extremal Beta
—-175 %T 122.4 121.3 159.8
—-75 iT 102.4
-75 2T 102.6 85.8 81.1
—-75 4T 86.4 72.1 74.2
—150 %T 40.6 48.2 47.2
—150 1T 43.7
—150 2T 44.8 399 42.6
—-150 4T 36.8 424
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K. data and size effect prediction by constraint effects assumption.

Discussion

The practical application for this work is to learn how data taken from small fracture-
mechanics-type specimens can be used to infer the fracture toughness performance in full-
scale structures. The general format of data development limitations is illustrated schemati-
cally in Fig. 11. This is for ¥T compacts made of A533-B. From evidence in Figs. 5 and 6, it
appears that constraint is controlled sufficiently for Weibull fitting and extremal statistics pre-
dictions for 8. up to 2x. The low toughness limitation for extremal statistics has not been deter-
mined, but a practical lower limit might be where 8. = 0.4. These limits would apply to dis-
tributions where a high percentage of the K. values within the baseline distribution would
satisfy the suggested criteria. Figure 11 indicates that the semiempirical 8.8, relationship
might be suitable for toughness where 8, 1s equal to = or less. This model tends to plateau along
with test data at the lower plateau of transition toughness, and median K. can be more rea-
sonably determined with this model.

If it can be established with reasonable confidence that the Weibull slope is almost always
four for most structural steels, and that K, = 20 MPa \/m is a reasonable compromise value,
then the number of small specimens needed to establish a reasonable baseline Weibull distri-
bution is highly reduced because only the scale parameter need be determined. Perhaps only
a half-dozen specimens would suffice. Such a practice would only be suitable for establishing
trends in mean toughness, however, because the tails of the fitted distribution curves would be
quite unreliable and not usable to estimate lower-bound values. The utility would be for the
determination of median transition curve shifts due to irradiation damage effects.



McCABE ON TRANSITION RANGE DATA 93

5
250 WEIBULL
PREDICTIONS
777 Bic—Prc
% PREDICTIONS

_. 200 }— K,, TOUGHNESS  |—]
3 TRANSITION
X
)
8 450 |- Ric=2my/ |
I IBJc=1'5"r\
(L4
]
B
st
W 400 |— —
o]
=
(&}
<
o
'S

50 — —

0]

( T-TN DT) ——

FIG. 1 1—Zone of application for predictive models for K. data from % TC(T) specimens.

Conclusion

This paper has used selected data from two projects that were designed to study the fracture
mechanics aspects .of transition temperature behavior of structural steels. It is concluded that
statistical methods and a constraint-based model can be incorporated into an overall plan to
deal with size effects. Transition temperature shifts can be predicted for materials that are used
in large structures using small-surveillance-size specimens. The establishment of lower-bound
K. curves by testing just a few small specimens is not suggested at the present time.
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ABSTRACT: In order to study effects of constraint on fracture toughness, it is reasonable to
study the region of large strains close to the crack tip within which the microscopic separations
that lead to fracture often take place. The first step in this direction was taken in 1950 by Hill,
who postulated that close to a circular notch tip the principal stress directions would be radial
and circumferential, so that the plastic slip lines (maximum shear stress trajectories) would be
logarithmic spirals. The resulting equation for stress normal to the notch symmetry plane,
neglecting strain hardening, was identical to that for the circumferential stress near the bore of
an ideally plastic thick-walled hollow cylinder under external radial tension, because the relevant
geometries are identical. Hill’s hypothesis was extended algebraically by Merkle to include strain
hardening with a generalized-plane-strain small-strain hollow cylinder analogy, and numerically
in a more general way geometrically for plane strain and large strains by Rice and Johnson. Large
strain finite element analyses have shown that a wedge-shaped zone ahead of a blunting crack
tip deforms like a hollow cylinder. This paper extends the generalized plane strain hollow cyl-
inder analogy to large strains. The strain equations are derived by analyzing the constant volume
deformation of a differential cylindrical element. The circumferential strain is singular at the tip
of an initially sharp crack. With the strain distribution determined, the stresses are obtained by
integrating the equation of radial equilibrium. An approximation is developed for the first incre-
ment of radial stress near the strain singularity. Calculations show that the in-plane stresses are
only slightly sensitive to transverse plastic strain.

KEY WORDS: fracture mechanics, crack-tip blunting, transverse strain, constraint effects, large
strains, fatigue (materials)

Nomenclature

b, b, Crack-tip opening, current and initial, respectively, mm

c Radial displacement of point located at initial infinitely sharp crack tip, mm
E Elastic modulus, MPa

e, Engineering strain in axial direction, dimensionless

F(e) Function of strain that is linear in distance from crack tip, dimensionless

h Constraint factor, dimensionless

! Height of ring element, mm

N Strain hardening exponent, dimensionless

R Original distance from crack tip, mm

T Radial distance from coordinate origin, current and initial, respectively, mm

! Research specialist, Oak Ridge National Laboratory, Oak Ridge, TN 37831.

95

Copyright®1993 by ASTM International WWW.astm.org



96 FRACTURE MECHANICS: TWENTY-THIRD SYMPOSIUM

S Stress parameter defined by Eq 46, MPa

u, u, Radial displacement, mm

Uy Circumferential displacement, mm

v Displacement defined by Eq 57, mm

w Axial displacement, mm

X Undeformed horizontal coordinate, mm

Xo Horizontal offset of hollow cylinder analogy coordinate origin from original crack
tip, mm

X, ¥ Deformed coordinates, mm

0, Crack-tip-opening displacement, mm

€,, €., €; Principal strains, dimensionless
€, €, €, Circumferential, radial, and axial strains, respectively, true strain unless otherwise
noted, dimensionless

€, Shear strain between characteristic directions at apex of large strain region,
dimensionless

€0 Power law reference strain, dimensionless

€ Effective plastic strairi, dimensionless

ey True crack opening strain, dimensionless

n Maximum shear strain, dimensionless

6 Angle measured from the crack plane, radians

)N Strain function defined by Eq 6, dimensionless

v Poisson’s ratio, dimensionless

o Blunted crack or notch root radius, mm

G Stress, MPa

¢,, 02, 03 Principal stresses, MPa
04, 0, 0, Circumferential, radial, and axial stresses, MPa

oy Yield stress, MPa

ay Power law reference stress, MPa

o, Effective stress, MPa

Om Mean (hydrostatic) stress, MPa

X Distance from blunted crack tip, mm

Fracture mechanics is a collection of material testing and analysis procedures applied for
the purpose of preventing fracture due to cracks in structures. It is recognized that yielding can
and does occur near the tips of cracks, the result being lower stresses and higher strains per-
pendicular to the crack plane than would otherwise exist. However, yielding does not neces-
sarily prevent the buildup of hydrostatic stresses relative to shear stresses in the crack-tip plastic
zone but, in fact, can ampiify this buildup. This is because of the restraint of attempted trans-
verse contractions resulting from enforced compatibility with the adjacent regions subjected
to lower stresses.

Existing fracture mechanics procedures are based on the premise that, by following pre-
scribed methods, precracked laboratory specimens can be tested under conditions of effective
maximum constraint and the results transferred conservatively to structures in terms of a
material property called *fracture toughness.” It has been demonstrated repeatedly that below
the upper shelf, fracture toughness values measured with small laboratory specimens tend to
develop increased upward scatter as specimen size decreases. In the smallest specimens, dim-
ples are visible on the specimen surfaces at the crack ends, thus demonstrating the powerful
tendency for transverse contraction to occur along a crack front. This is the inevitable conse-
quence of the constant plastic volume condition, which is one of the physical conditions gov-
erning yielding. Realizing that cracks oriented circumferentially in a pressure vessel are sub-
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jected to a nominal transverse strain condition more severe than plane strain, it is prudent to
consider the possibility that a positive out-of-plane strain condition can have an effect on
toughness opposite to that of transverse contraction, namely, lowering the toughness.

To study the effects of constraint on fracture toughness, it is important to select the right
location within the crack-tip stress and strain field for investigation. Despite the success
achieved by treating K and J as single parameters that can be conveniently determined away
from the crack-tip region but still assumed to control near-crack-tip behavior, understanding
constraint effects has thus far not become amenable to this approach. Thus, it seems beneficial
to select as a location for study the region of large strains close to the crack tip within which
the microscopic separations that lead to fracture actually take place. This approach is not a
new one. In fact, it predates linear-elastic fracture mechanics. However, without a mathemat-
ical or a computational connection with global structural behavior, there is no obvious way to
transfer information from laboratory specimens to structures. Nevertheless, important infor-
mation about the basic physical parameters governing fracture, including the nominal stress
state at the flaw location, can be developed by this approach.

The first step applicable to studying the stress and strain distributions in the plastic zone
immediately bordering a blunting crack tip was taken by Hill [ /] in 1950. Considering a notch
with a circular tip, Hill postulated that close to the notch tip the principal stress directions
would be radial and circumferential and that the plastic slip-lines (maximum shear stress tra-
jectories) would therefore be logarithmic spirals. The resulting equation for stress normal to
the notch symmetry plane, neglecting strain hardening, is

a=ay[l+ln(l+§)] (1)

where x is distance from the notch tip, p is root radius, and o is yield stress. Equation 1 is
identical to the expression for the circumferential stress near the bore of an ideally plastic
thick-walled hollow cylinder under external radial tension because the relevant geometries are
identical.

Hill’s analysis did not consider strain hardening nor attempt to relate the notch root radius
to the remotely applied load. In 1969, Rice and Johnson [2] developed a near-crack-tip, plane
strain, large-strain, rigid-plastic analysis considering strain hardening and assuming an infi-
nitely sharp initial crack. Although the geometry analyzed was approximately a field of loga-
rithmic spirals, the boundary displacement loading based on a singular shear strain distribu-
tion did not produce a perfectly circular-blunted crack tip, so the slip-lines were not exactly
log spirals [3]. One strain distribution on the plane of symmetry was determined for ideally
plastic conditions, and the stresses were then determined for various strain-hardening expo-
nents by integrating the equation of equilibrium and applying the flow rule. The strain at the
apex of the slip-line field was assumed to be zero [3] and, for strain hardening, a stress singu-
larity occurred very close to the tip of the blunting crack. Because the calculated stresses at the
apex of the slip-line field were finite, but the plastic strains were assumed zero and the elastic
strains neglected, a state of pure hydrostatic tension was implied at that location. This result
is not physically realistic enough to use in evaluating constraint effects, but the results are easily
improved by assuming a finite strain at the apex, as explained in Ref 3.

Assuming that the conditions of stress and strain near the apex of the near-tip slip-line field
are only mildly sensitive to the exact shape of the blunted crack tip, Merkle [4], following Hill’s
suggestion [/]. proposed an analysis of the stresses and strains ahead of a blunted crack tip on
the plane of symmetry based on a circular-blunted crack tip. It was reasoned that, on the plane
of symmetry, the equilibrium and strain-displacement equations should be identical to those
for an axisymmetrically loaded thick-walled hollow cylinder. Actually, this is only true if
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du,/d, = 0, because i, changes sign at § = 0. However, as will be discussed later, numerical
calculations show that this condition is approximately satisfied close to the plane of symmetry.
Consequently, the hollow-cylinder analogy has the potential for illustrating details of near-
crack-tip behavior without requiring complex or expensive analytical procedures. This is espe-
cially true with regard to the effects of transverse strain, because stress analysis solutions for
thick-walled hollow cylinders under conditions of generalized plane strain include explicitly
the effect of €.. The original hollow-cylinder analogy calculations [4] were based on small
strain theory and therefore gave strain distributions that did not agree well with the Rice and
Johnson results near the blunted crack tip. However, the original hollow-cylinder analogy did
include the elastic strains, which the Rice and Johnson analysis neglected, and these strains
may turn out to be important, especially the transverse (out-of-plane) elastic strain near the
point of peak stress.

Basis for the Hollow-Cylinder Analogy

The basis for the hollow-cylinder analogy is Hill’s approximation [/] that immediately
ahead of a round-tipped notch, the slip-lines are orthogonal logarithmic spirals. Because these
lines cross every radial and circumferential line at 45°, the principal directions of stress (and
implicitly also of strain) are radial and circumferential, just as they are in an axisymmetrically
loaded thick-walled hollow cylinder. The basic concept is thus illustrated in Fig. 1, showing
that within the overall plastic zone there is a much smaller flame-shaped zone immediately
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FIG. 1—Schematic diagram of near-tip plastic zones of blunting crack (source: Ref 4).
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ahead of the blunting crack tip within which the slip-lines are approximately logarithmic spi-
rals. Hill’s model of the region immediately ahead of a circular notch tip did not consider strain
hardening, and thus nothing was said explicitly about strains. Merkle [4] extended Hill’s
hypothesis to include strain hardening, reasoning that stress analysis solutions for axisym-
metrically loaded thick-walled hollow cylinders should be applicable on the plane of symmetry
ahead of a blunting crack tip as long as the through-thickness stress remains the intermediate
principal stress. Using cylindrical coordinates and recognizing that the principal directions of
stress and strain in the logarithmic spiral slip-line region are radial and circumferential, it fol-
lows that all the equilibrium and conventional strain-displacement equations reduce to those
for an axisymmetrically loaded thick-walled hollow cylinder except the circumferential strain-
displacement equation, which for small strains is

19u, u,
€ = r o, + , 2
For the hollow cylinder analogy to hold, du,/d, must be shown to be negligible or zero on the
plane of symmetry. In Ref 4, symmetry was used as an argument for setting du,/d, = O on 4
= (°. However, because u, changes sign while passing through zero at 8 = 0°, du,/d, theoret-
ically does not have to be zero on the plane of symmetry. Thus, additional information must
be used to determine if du,/3, is actually small enough to neglect on the plane of symmetry.

Two separate studies of the stresses and strains very close to a blunting crack tip by the finite-
element method have produced results that support the hollow-cylinder analogy. As indicated
in Fig. 2, McMeeking [5] performed near-crack-tip, elastic-plastic large-strain calculations
showing that the variation of effective plastic strain with polar angle, 4, near the plane of sym-
metry is very small. Needleman and Tvergaard [6] performed similar calculations, observing
the details of deformation immediately surrounding the blunting crack tip. Figure 3 shows the
existence of a wedge of finite elements bisected by the plane of symmetry that continues to
subtend the same 22° angle as deformation proceeds. Together, Figs. 2 and 3 imply that, within
a finite angular sector ahead of a blunting crack tip, material points displace only in the radial
direction and circular arcs remain approximately circular. Consequently, within a finite angu-
far sector ahead of a blunting crack tip, 4, = 0. For these conditions, Eq 2 reduces to

u,
g = " (3)

thus providing an empirical basis for the hollow-cylinder analogy.

Derivation of Strain-Displacement Equations for Large Strains

The original hollow-cylinder analogy [4] was developed using the conventional small-strain,
elastic-plastic stress and strain equations for a thick-walled hollow cylinder. However, com-
paring the calculated near-crack-tip strain distribution with the results obtained by Rice and
Johnson [2] showed a discrepancy, the most likely cause of which appeared to be the existence
of large strains very close to the blunted crack tip. The Rice and Johnson analysis [ 2] was based
on large strain theory, so a large strain version of the hollow-cylinder analogy is necessary for
a valid comparison between the two analytical models.

Consider a ring element within a thick-walled hollow cylinder with original inside radius, r;,
thickness, dr;, and height, ¢. Let the radial displacements corresponding to r;and r; + dr,be u
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FIG. 2—Effective plastic strain near a blunting crack tip (source: Ref S).

and ¥ + du, and the uniform increase in height of the ring element be w. Neglecting elastic
strains, the volume of the nng must remain constant. Thus

2ardrl = Qu)(r, + u)dr; + du)(¢ + w) “4)
Define
w
&= (5)
and
e
Mo ®
Then

d(ru) + udu + Ardr, =0 )
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FIG. 3— Deformed finite-elemerit mesh diagrams for blunting crack tip (based on Ref 6).

so that

W+ 2ru— (- M)=0 8)
where ¢? is a constant of integration. From Eq 8, it follows that

u=Va —N2+ 72— 9

Setting #, = 0 gives u = ¢, so ¢ is the radial displacement of a point originally located at r; =
0. In terms of the CTOD

(10)

SR
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For large strains, the circumferential strain is defined by

e,=1n<1+3_) (11

i

so that, using Eq 9

89=%1n.[(1—>\)+f;:] (12)

Note that a singularity in strain occurs for r; = 0. For large strains, the axial strain is defined
by

e, =In(l + e) (13)
so that, from Eq 6
e, = —In(l —2X) (14)

For large strains, the radial strain is defined by

du
g = ln(l + dr‘_) (15)
so that, by using Eqs 9 and 14
£,=—%ln[(l—)\)+§iJ—e, (16)

The foregoing equations agree with those published by McGregor et al. [7] in 1948.
For applications, it is useful to have the strain-displacement equations also expressed in
terms of the deformed radius, r, defined by

r=r+u (17)
Combining Eqs 17 and 9 gives
P—=7
A= (8)
and by using Eq 14
7= (F— Ae (19)

From Eqs 11 and 17, it follows that

e = In (-) 0)
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so that, by using Eqs 19 and 20

e,=—%ln<l—£)—€—" @1

In Eq 21, g, becomes singular at r = ¢. By substituting Eq 18 into Eq 16 and using Eq 14

1 leg €,
€r=§ln<l_“?)_5 (22)

Note that the preceding strain-displacement equations do not include the elastic strains, which
are assumed small, and also that their algebraic forms are independent of the shape of the
stress-strain curve. This observation agrees with the finite-difference results obtained by Rice
and Johnson [2] wherein, for plane strain, the same near-tip strain distribution was found to
exist independent of the yield strain and the strain-hardening exponent.

The form of Eqs 21 and 22 can be examined by using Mohr’s circle of strain. For generalized
plane strain and constant plastic volume, if the maximum shear strain is denoted by  and

€ =€, (23)
then €, and €, must be given by
6 =n— 2 24
1= N > (24)
and
€Z
&=-n=5 (25)

Comparisons with Numerical Calculations

Because the basis for the hollow-cylinder analogy is partly empirical and direct experimental
verification is not possible, it is important to establish its accuracy by means of comparisons
with other independently performed analyses. The quantity of most interest is the maximum
principal tensile strain, &5, acting normal to the plane of symmetry. Because the near-crack-tip
strain distribution is highly nonlinear, it is convenient to construct a function of e, that is linear
with distance from the crack tip. This is possible because there is only one term containing r,
in Eq 12. Thus, by rearranging Eq 12, for plane strain

= Fl(ey) (26)

Figure 4 shows the near-crack-tip strain distribution for 8 = 0° based on undeformed posi-
tions, X, for small-scale yielding and fully plastic conditions, as calculated by Rice and John-
son [2] using the finite-difference method. Figure 4 also shows the plots of F(e%), constructed
for each case by scaling values from the strain curves and calculating F(e}). Substantial lin-
earity is observed. An added advantage of the linear plot is that no distance origin has to be
assumed. While Fig. 4 shows that the calculated values of F(e}) plot close to a straight line, the
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FIG. 4—Near-crack-tip strain and linearized strain function plots for finite-difference analysis results
of Rice and Johnson (based on Ref2).

distance origin is not at the original crack tip, but slightly ahead of it. This is qualitatively con-
firmed by Fig. 5 from Rice and Johnson [ 2] which shows that the curved portion of the blunted
crack profile meets a horizontal segment of the crack profile slightly ahead of the original crack
tip. Thus, in this case, the coordinate origin of the approximately logarithmic spiral slip-line
region lies ahead of the original crack tip. A second comparison is shown in Fig. 6 using the

y/8,
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FIG. 5—Deformed crack-tip and slip-line zone boundary results obtained by Rice and Johnson (source:

Ref

2).
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FIG. 6—Linearized strain function plot for finite-element analysis results of McMeeking (based on
Ref'5).

effective plastic strain values for § = 0° from Fig. 2 as calculated by McMeeking [ 5] using the
finite-element method. Again F(g,) is nearly linear over a substantial range of R/b, where R is
the original distance from the crack tip and & is CTOD. Again, the curve intercept is slightly
ahead of the original crack tip. Thus, two near-crack-tip analyses, the first being Rice’s and
Johnson’s finite-difference analysis [2] and the second being McMeeking’s finite-element
analysis, [4] have both produced near-crack-tip strain distributions having forms close to that
predicted by the hollow-cylinder analogy based on large strains.

Two other available strain distributions, calculated by the finite-element method by Nee-
dleman and Tvergaard [6] and by Goldthorpe, [8] produce plots of F(g,) (not shown) that are
linear until very close to X = 0 but then seem to approach a finite value of strain at X = 0,
Both the latter analyses were begun with finite initial notch radii, as were McMeeking’s, so the
reason for the difference in result is not obvious. Because both Rice and Johnson [2] and
McMeeking [ 5] clearly recognized and demonstrated the existence of a strain singularity for
sharp cracks, preference is given here to their results because they are believed to be more accu-
rate very close to the blunting crack tip.

Because a real material cannot stand infinite strain and the blunting crack surface is free of
normal stress, and therefore under low triaxial constraint, shear fracture should tend to occur
very close to the blunting crack tip. This is a possible explanation for the occurrence of stretch
zones.

An additional comparison can be made between the strain distributions calculated by the
Rice and Johnson slip-line analysis method and the hollow-cylinder analogy discussed in this
chapter. In Ref 3, two modifications were made to the Rice and Johnson slip-line analysis
method to make it more useful and more realistic. The analysis was rederived for generalized
plane strain, and the maximum principal tensile strain at the apex of the slip-line field was
made nonzero. It is easily shown that for a nearly plane strain degree of constraint and » =
0.3, the elastically calculated maximum principal tensile strain at a distance of two times the
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FIG. 7—Comparison of near-crack-tip strain distribution curves obtained by Rice and Johnson method,
as described in Ref 3, assuming e, = 0.01, and by hollow-cylinder analogy based on large-strain theory,
assuming Xo/8, = 0.15.

CTOD from the crack tip is ~ 1%. Thus, the total tensile strain at this location must equal or
exceed this value. Assuming a total shear strain at the apex of 1%, the comparison between the
modified slip-line analysis method results of Ref 3 and the hollow-cylinder analogy results are
as shown in Fig. 7. Overall, the hollow-cylinder analogy is a good approximation. The assumed
horizontal offset, X,, for the hollow-cylinder analogy governs the accuracy of the strain
approximation near the blunting crack tip but has no effect near the apex of the log spiral slip-
line zone. The closeness of the hollow-cylinder approximation near the apex of the slip-line
zone depends on the assumed value of the shear strain at that location in the modified slip-
line analysis model. Because the hollow-cylinder analogy provides a satisfactory strain esti-
mate, the next step is to calculate the stresses on the plane of symmetry.

Stress Calculations

For radial and circumferential principal stress directions, the equation of radial equilibrium,
written in terms of current radii, has the familiar form

do, a4 — a,

dr r @7
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In this analysis, the elastic strains are neglected. Thus, the usual superscript, p, on strain
symbols indicating plastic strain is not used. The general equation for the von Mises effective
plastic strain is

\@1 —&)f + (e~ &) + (& — &) (28)
Using Egs 21 through 25

Tl=£§+—z (29)

2

2 /e,
S AAVARS G0
2 e \/ 1+§5+(2y 31
\/-3-90 e e 3Bn

The general equation for the von Mises effective stress is

and

ot

Eliminating n from Eq 30 gives

T ==

Ge = —% V(o) — 02 + (02~ o3 + (03 — o0)’ (32)

For deformation theory, the principal plastic strains are given by the flow rule, which can be
written in the form

| o1
-8
Q
LR

(33)

N | o—
Q
~
QO
&

Using Eqs 32 and 33

(00 — 0) = % o \/1- (%) (34)

as found by McGregor et al. [ 7]. From Eq 31

§(§%>
€, : 4 €y

g) - (35)

el £Z
1+ + (—)
€ €
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so that substituting Eq 35 into Eq 34 gives

(0 — 0) = % o (36)
From Eq 27
do, = (a0 — 0) & (37)

Therefore, the radial stress can be calculated incrementally, starting at the free surface of the
blunted crack tip and using Eq 36 and the effective stress-strain relationship, which is general.
In this analysis, the effective stress-strain’ relationship is assumed to be a pure power law,
according to which

€
g, = 0y (——) (38)

o-mz [ (39)

= (40)

The stresses are calculated for the deformed radii. For calculating de, from Eq 39, the strain
at the average radius over an increment of distance is used. For calculating o, from Eq 40, the
strain at the point of interest is used.

An equation for the transverse stress, o,, can be obtained by using the flow rule, Eq 33, and
the effective stress-strain relationship. The result is

N

2 (2] 12)-

1 r 0y
5(~ + —) 1)
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A constraint factor [9], A, defined by
h=-" (42)

where ¢, is the hydrostatic stress, is sometimes used for comparing the severity of different
stress states with regard to the possibility of fracture. The quantity, 4, can be calculated from

6, 0y
1[e 1<;+;)
h=i(E) g (43)

Effects of the Strain Singularity

The strain singularity that exists at the surface of the blunting crack tip, in the case of an
infinitely sharp initial crack, has an effect on the stresses for strain-hardening material. The
effect is to cause a singularity in the crack-opening stress, which in turn can cause a minimum
to occur in that stress as a function of #, as the effects of the singularity decrease and the effects
of triaxial constraint begin to dominate. Because the in-plane strains are large compared with
the out-of-plane strain very close to the blunting crack tip, an analysis of the effects of the
singularity for the case of plane strain should be adequately descriptive.

Solving the equation of radial equilibrium, Eq 27, for s, and differentiating gives

do,
do, d( dr)

do,

ar 2dr tr dr (44)
For plane strain, Eq 39 gives
N
do, _ 2 0'0< 2 ) N
BT\ Vi) (43)
Let
N
o)
S =" 46
3 oo \/3&:0 (46)
Then substituting Eq 46 into Eq 45 gives
do, S
e @)
and substituting Eq 47 into Eq 44 leads to
doy, _ Sey vo1 9
- s + SNe; o (48)
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For do,/dr = 0, eithere, = 0 or

dlneg, 1
dlnr N (49)

Thus, stationary values of g, occur at infinity and when Eq 49 is satisfied. If there are two sta-
tionary points and the curve of g, is positive singular at r = ¢, then the first stationary point
must be a local minimum because a local maximum would require three stationary values
between r = cand r = oo, It is also possible to show that the first stationary value is a local
minimum by using Eqs 48 and 49 to develop the expression for &?s,/d(In r)’ at the first sta-
tionary point. The result is

d’a, ydlne,

d(n r? Nse * d(In r)?

(50)

which gives a positive quantity.
For plane strain, the location of the local minimum can be calculated by applying Eq 49 to
Eq 21, which gives

& = —=3 — (51)

Using Eq 19 for plane strain

-0 :
v =1z (52)
so that substituting Eqs 21 and 52 into Eq 51 gives

nfi+ (2]

2 = 2N (53)
¢
(ri)

The limit of the left side of Eq 53 as (¢/r;) approaches zero is unity. Thus, there is no local
minimum for values of N exceeding 0.5. Equation 53 is plotted in Fig. 8, from which locations
of the local minimum can be determined graphically.

Calculating the first increment of the radial stress very close to the blunting crack tip requires
an approximation because of the singularity in the circumferential strain. For plane strain, Eq
39 reduces to

da,

( \/%e ) d_r (54)

Sl
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FIG. 8—Curve for determining location of local minimum in crack-opening stress as a function of the
strain-hardening exponent, N.

Also, for plane strain, Eq 21 can be written in the form

o==gulle -9

Near the singularity, r ~ ¢ so that
1 2
€ ~ —Eln [E(r—c)] (56)

Let
r—c¢=v (57)

Then noting that

i v
—=§a’(2—) (58)
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substituting Eq 57 into Eq 56 and the result, plus Eq 58 into Eq 54, gives

N

In ~L

H v
o, c v
d(o'—o) = 30+ Mg d(Z Z) (59)

Integrating by parts, neglecting the second term as small, and using Eq 57 gives, for the first
increment of radial stress

¢
- = 32N (60)

2(7-1) ")

Effects of Transverse Strain

The foregoing equations were used to calculate the in-plane and transverse stresses for three
example problems. The example problems were identical except for the values of transverse
plastic strain, which were —1, 0, and + 1%, respectively. The other parameters used were €,
= (0.0025, N = 0.2, and ¢ = 0.5 §,. The results are plotted in Fig. 9, which shows that the effect
of a given amount of transverse plastic strain of either algebraic sign is to reduce the circum-
ferential stress from its plane strain value by the same relatively small amount. The same is
true for the radial stress. This result was not anticipated because the elastic-plastic, small-
strain, hollow-cylinder analogy equations [4] implied that positive transverse strain would
increase the in-plane stresses and that negative transverse strain would do the opposite. Nev-
ertheless, in retrospect, it is clear that the results obtained here are a direct consequence of Eqs
21,29, 30, 34, and 37, because, from Eqs 21 and 29, 5 is independent of &,, only the square of
£, appears in Eqs 30 and 34, and €, does not appear in Eq 37. Furthermore, the present results
agree qualitatively with the more exact results obtained in Ref 3. In the case of the transverse
stress, also plotted in Fig. 9, positive transverse strain increases the transverse stress, and neg-
ative transverse strain does the opposite. Furthermore, the transverse stress is more affected by
the transverse strain than are the in-plane stresses. The effect of increasing transverse strain is
to increase the constraint factor, A, because of the increase in transverse stress, thereby poten-
tially decreasing the fracture toughness.

Discussion

In comparing analyses, those presented here and in Ref 3 neglect elastic strains, therefore
assuming that all the transverse strains are plastic strains. In contrast, the small-strain, hollow-
cylinder analogy equations from Ref 4 were based on the Tresca yield criterion, which predicts
no plastic strain in the direction of the intermediate principal stress, thus forcing the total
strain in that direction to be completely elastic. It appears that transverse elastic and plastic
strains may have different effects on the in-plane stresses, and therefore including the elastic
strains in a near-tip analysis would be beneficial. It has also been estimated recently [ /0] that
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FIG. 9—Stresses near a blunting crack tip, with transverse plastic strain as a parameter, as calculated
by the hollow-cyiinder analogy for large strains for N = 0.2 and neglecting elastic strains.

somewhat beyond the near-crack-tip large-strain region, positive and negative total transverse
strains do not necessarily have either opposite or identical effects because the total strains are
partitioned differently into elastic and plastic parts in the two cases. The present analysis does
not explain the observed significant effects of geometrical constraint on cleavage fracture
toughness, evidently because of what it omits; namely, elastic strains in the large-strain region
and constraint-induced in-plane stress variations beyond the large-strain region. The effects of
transverse strain on the latter, for three-dimensional problems, is presently not known.
Despite their approximations, the analyses developed here and in Ref 3 have provided valu-
able new information about near-crack-tip stresses and strains, especially about their magni-
tudes at both ends of the large-strain region and the effects of transverse strain, and further
developments appear feasible.

Conclusions

Large-strain finite element analyses have shown that a wedge-shaped zone ahead of a blunt-
ing crack tip deforms like a cylinder. Therefore, a hollow cylinder stress analysis analogy is
valid in this region. Applications of this analogy based on large-strain theory have produced
results in good agreement with those of Rice and Johnson, and McMeeking. Furthermore,
they reveal that the stresses in the large-strain region ahead of a blunting crack tip are only
mildly sensitive to transverse constraint, if elastic strains are neglected. Therefore, constraint
effects on fracture toughness are likely to be caused by some combination of elastic strain
effects in the large-strain region and constraint-induced stress variations just beyond the large-
strain region.
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ABSTRACT: The geometry dependence of several potential criteria for the onset of ductile frac-
ture in tension tests was investigated for a modern tremethylcyclopentanone (TMCP) line pipe
steel using an experimental/numerical approach. Large-strain finite-element simulations were
used to estimate the state of stress and strain in highly instrumented notched and smooth tension
tests of various geometries. The softening effect of void growth became significant only after the
specimens had undergone extensive necking and had lost most of their load-carrying capacity.
Therefore, for this steel, a practical fracture criterion can be based on the conditions at the onset
of significant void growth, eliminating the need for void-growth modeling. At the onset of sig-
nificant void growth, the maximum principal strain, the effective strain, and the strain energy
density were independent of the tension-test geometry.

KEY WORDS: ductile fracture, steels, tension tests, large-deformation analysis, finite-element
method, necking, fracture mechanics, fatigue (materials)

When materials fail in a brittle manner without exhibiting much plastic strain, the inter-
pretation of tension test results is straightforward. However, when the specimen is loaded in
displacement control and there is significant ductility, the plastic strain typically localizes in a
way that is dependent on the specimen boundary conditions, geometry, and the associated
stress state. Only the average stress and strain distributions can be inferred from the experi-
mental data. Therefore, it is not clear how the tension test results should be used to predict the
plastic behavior and failure (defined as actual separation) of components with other
geometries.

A more complicated but possibly related problem is predicting ductile failure of cracked
components. If the structure or component is subjected to load control, it is sufficient to make
a prediction of the fracture load. It is not difficult to get a lower-bound estimate of the limit
load [/-3], which corresponds to the yield strength. If brittle fracture and low-energy ductile
fracture are avoided, the collapse load can be reached. The collapse load is usually estimated
from the limit-load equations using the flow stress (usually defined as the average of the yield
and engineering ultimate strength) in place of the yield strength. Because of the relatively flat
slope of the load-deformation curve characteristic of steel components after yielding, the error
in terms of the actual and predicted collapse loads is usually small. However, for structures
that are loaded in displacement control (most structures with redundancy) or for localized
failure regions restrained from collapse by surrounding elastic material, it would be useful to
have a means of predicting stable extension of a crack.

! ATLSS Center, Lehigh University, Bethlehem, PA 18015-4729.
2 Engineering and Materials Sciences Division, Southwest Research Institute, San Antonio, TX 78228-
0510.

115

Copyright®1993 by ASTM International WWW.astm.org



116 FRACTURE MECHANICS: TWENTY-THIRD SYMPOSIUM

The ductile fracture mechanisms and models have been reviewed recently in a book by
Thomason [4] and an article by Wilsdorf [5]. The ductile fracture process involves void
growth that is generally thought to be controlled by a function of the stress and strain, for
example, see Ref 6. (This is contrasted with cleavage fracture that is thought to be controlled
primarily by the stress [ 7,8].) Because these local fracture criteria are very difficult to observe
in the laboratory and calculate in the structural application (a large-strain numerical simula-
tion is required), an indirect means of analyzing fracture has been developed, that is, fracture
mechanics. Fracture mechanics has given us a methodology to relate the failure conditions in
objects with various geometries containing discrete cracks [9].

Elastic-plastic fracture mechanics, based on the J-integral [10,11], allows a prediction of
tearing. Under special conditions, the crack-tip stress and strain fields in a region within a
radius of about six times the crack-tip opening displacement (CTOD) can be predicted as a
function of J, the stress-strain law, and the spatial coordinates [ /2]. These conditions include
a stationary crack loaded monotonically in bending with an uncracked ligament greater than
about 30 times the CTOD. There are also very limited conditions under which the stress and
strain fields of a growing crack may be similarly characterized [ /3—17]. Crack initiation and
growth are controlled by the stress and strain, but since under these special circumstances the
stress and strain fields are characterized by J, crack initiation and possibly a small increment
of crack growth may be indirectly J-controlled.

Modern low-alloy steels in the upper-shelf of the toughness/temperature transition (such as
the steels considered in this paper) typically exhibit too much plasticity during tearing to meet
the requirements for J-controlled fracture in the available thicknesses. Consequently, the crit-
ical J-values measured from different specimens will exhibit specimen geometry dependence
[18-21]. While this ductility is good for structural integrity, it unfortunately precludes the abil-
ity to analyze tearing with the J-integral.

If the J-integral approach will not work, it is logical to try to use the stress and strain directly
as fracture criteria, as has been done for the case of crack initiation [ 22-24]. Because of the
steep strain gradients and heterogeneous features of the material in the fracture process zone
at the crack tip, the local criteria must be used in conjunction with a characteristic distance or
area. If sufficiently general criteria could be found that governed the final separation of a mate-
rial in tension tests of various geometries and stress states, these criteria should aiso apply to
the same material ahead of a tearing crack. The unfortunate consequence of using these local
fracture criteria is that simple relationships based on the load, displacement, and crack length
(fracture mechanics) no longer can be used for tearing analysis. Rather, complex large-strain
numerical analyses of the cracked body are required to determine the stress and strain fields
ahead of the crack.

Micromechanical models have been developed to rationalize such fracture criteria, such as
void nucleation, growth, and coalescence models [4,5]. However, these models are not prac-
tical for use in structural-scale models for failure prediction. A more practical model should
be based on the history of variables that can be calculated from continuum mechanics, such
as the stress and strain [6].

The major objection is using continuum mechanics to analyze ductile fracture is that the
void growth process is not explicitly treated and therefore many important behaviors that lead
to the final separation of material cannot be simulated [4]. Notwithstanding this objection,
continuum mechanics can be used to simulate the conditions prior to these noncontinuum
effects becoming significant.

For discussion purposes, a distinction will be made between two events leading to ductile
fracture. These “‘events” are actually continuous processes that may be taking place simulta-
neously [4,5]. The first is void nucleation and the onset of significant void growth. Rather than
try to detect these microscopic events, the first event will be defined as the onset of significant
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non-continuum effects, and referred to as damage initiation. The actual void nucleation may
significantly precede what will be called “damage initiation.” (As will be shown later, the onset
of significant noncontinuum effects can be detected by a break in slope in the force-versus-
displacement curve from a tension test.) After damage initiation, the effective (pseudocontin-
uum) yield surface contracts, which is called softening.

As shown later for a very clean (that is, lack of inclusions) X70 pipeline steel, at the time of
damage initiation, the specimens have undergone extensive necking and have therefore lost
most of their load-carrying capacity. (This may not be the case for “dirtier” steels with more
inclusions that could cause earlier void nucleation and larger voids.) If it is possible to make
geometry-independent predictions of damage initiation, this could constitute a conservative
engineering approach to ductile fracture. Perhaps this approach is not satisfying on the micro-
mechanical scale, but it is useful over a far greater range of conditions than the J-integral that
is limited by the onset of gross plasticity.

The second and final event in the ductile fracture process is void coalescence, during which
the material between voids necks and fractures. This event immediately precedes the actual
separation of fracture surfaces. Predicting the behavior of the material between damage initi-
ation and fracture is significantly more complex, for it requires equations for the rate of soft-
ening as a function of the stress and strain, that is, damage evolution equations. Also, it is in
this phase that continuum mechanics is not strictly valid.

Accepting a continuum approach, failure criteria could be developed from experiments
with various geometries and stress states. The histories of macroscopic stress and strain at
material points on the failure plane are needed for this development. Because direct observa-
tion of the stress and strain distribution on the failure plane is not possible, an approximation
of the history of the stress and strain must be obtained from a finite-element simulation of the
experiments. This simulation must necessarily use accurate constitutive models and include
the effect of large strains. The finite-element program, VISCRK, developed at Southwest
Research Institute [25,26] is well suited for this purpose.

With this experimental/numerical approach in mind, an experimental program was con-
ducted to investigate the conditions at failure in tension tests and tearing tests of various geom-
etries. In addition to load and displacement, measurements were made in the experiments to
determine the distribution of the large plastic strains on the specimen surfaces. The extra mea-
surements were made to facilitate comparisons of the experiments to simulations performed
with VISCRK.

This paper describes the tensile experiments and the results of numerical simulations of fail-
ure in tension tests. The focus is on the development and usefulness of the tools that can be
used to investigate the failure criteria. The theory of the large-strain implementation, plastic-
ity, and fracture simulation are presented in other papers [25,26]. The experimental tearing
test data and simulations for the tearing tests are presented elsewhere [27]. Work is underway
to develop consistent fracture criteria based on the experimental/numerical data. There are
preliminary indications that something as simple as the maximum principal strain can be used
as a damage initiation criteria for these modern clean steels.

Materials

Two line pipe-steels were selected for the ductile fracture experiments. The chemistry of
these steels is given in Table 1. Both materials are clearly on the upper shelf of the Charpy
toughness-temperature transition at room temperature and should therefore exhibit fully duc-
tile behavior at all but the highest strain rates. The 27-J transition temperatures for the X46
and the X70 steel are 0°C and — 128°C, respectively.

The material of primary interest is a ““clean” (that is, low impurities and inclusions that serve
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TABLE |—Chemical analysis for the pipeline steels (all values in percent by weigh).

Material C Mn Si P S Ni Ct Mo Cu Ti Al \" Cb B

X46 0.24 1.20 0.26 0.020 0.022 0.02 0.04 0.01° 0.02 0.01° 0.01° 0.05 0.01° 0.0005
X70 0.06 1.50 0.30 0.013 0.008 0.24 0.02 0.01¢ 0.29 0.04 0.01 0.06 0.02 0.0005

4 Less than 0.01%.

as void initiators) ultra-low carbon microalloyed thermo-mechanically controlled process-
grade X70 steel. This steel has an acicular ferrite microstructure with islands of a second phase
(probably bainite) and is among the toughest and most ductile steels available today.

This X 70 steel has the fracture appearance referred to as a “‘shear fracture.” Although shear
fractures are still the result of void nucleation, growth, and coalescence under the influence of
tension [4], the voids in these extremely ductile materials do not initiate until relatively late
in the deformation process. At failure, the voids are still very fine, and hence the lack of the
visibly “dimpled” failure appearance typical in ductile fracture and characteristic of the X46
steel.

The more conventional but still extremely tough X 46 steel has a ferrite-pearlite microstruc-
ture. The X46 steel has a greater number of impurities and inclusions and therefore a lower
fracture strain. Thus, the two steels represent different types of behavior in ductile fracture.

Test Specimen Geometries

For each material, two flat tension specimens with a 38-mm width and 9.4-mm thickness
were tested. Also, round tension specimens with a nominal 6.4-mm diameter were prepared.
Several of these were tested smooth, and two were tested with each of the three notch geom-
etries shown in Fig. 1. These different notch geometries are known to produce different
amounts of triaxial stress or pressure, thus these tests give a range of stress states during the
evolution of plastic strain. For example, the flat specimens produce the lowest constraint.
Round specimens initially provide uniaxial conditions but, after necking, significant triaxial
constraint is developed. Notched specimens provide more consistent constraint throughout
the deformation process.

The tension specimens were taken from the pipe such that the loading axis is parallel to the
circumferential direction of the pipe, that is, transverse to the rolling direction. Flat tension
specimens were taken from sections of pipe that had been flattened. Previous work showed an
nsignificant effect of flattening on the yield strength of these steels [27]. This observation was
confirmed by comparing the yield stress from these tests to the yield stress from the round
tension specimens that were not flattened.

Test Procedures

The round tension tests were performed in a 45-kN closed-loop servohydraulic testing
machine under crosshead displacement control at a rate that gives a nominal strain rate of 107
s~'. Simulations show that the strain rates increase during necking, reaching a maximum of
about 0.006 s~'. (During the final separation of material, the rates probably rapidly increase,
however, for the reasons given in the introduction, it not necessary to understand this final
behavior.) In order to investigate the effect of global strain rate, several of the tests were per-
formed at a nominal strain rate of approximately 1 s™'. Only the maximum load could be
measured from these higher rate tests, and it did not seem to differ significantly from the quasi-
static tests.
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The procedures were in accordance with the ASTM Test Methods and Definitions for
Mechanical Testing of Steel Products (A 370-89). The time. load, and displacement in a cen-
tered 25-mm-gage extensometer and crosshead displacement were digitally recorded. The
round tests were photographed periodically from one side and a video recording was made at
a right angle from the line of the photographs. The diameters during necking were measured
from the photographs and from the video. In addition, calipers were used to measure the
necked diameter during the tests. Although some anisotropy is evident in the shape of the frac-
ture at the neck. it was not significant enough that different diameters could be observed during
the necking. Due to the lights used for the photography. the test temperature was 40°C.

The flat tension tests were also conducted in accordance with ASTM A 370-89 in a 450-kN
closed-loop servohydraulic testing machine under crosshead displacement control at a rate
that gives a nominal strain rate of 10* s™'. Grids with 0.64-mm circles were photoetched on
the front and back surfaces of the flat specimens. The flat specimens were photographed peri-
odically and a continuous video recording was made; again the lights brought the test specimen
temperature to 40°C. The time, load. and displacement in a centered 25-mm-gage extensom-
eter and crosshead displacement were recorded digitally. The change in diameter of the grids
was used to estimate the strain on the surface of the specimens. In addition, an automated
stereoimaging machine [ 28] was used to compare before and after photographs, calculate the
displacements, and make contour plots of the shear and in-plane displacement gradients (engi-
neering strain).

Results of the Tension Tests

Complete test data are available in the original report [2/]. The conventional engineering
stress-strain data from duplicate unnotched specimens shows up to 10% variation in the 0.2%
yield strength and up to 5% vanation in the ultimate strength. The difference between flat and
round specimens is within the range of the scatter. The ultimate strength of the flat specimens
seems to be consistently lower than the round specimens.

The notched round tension-test data cannot be reduced in the conventional manner
because the gage length is not known. However, taking the reduced areas into account, the
average or apparent true axial stress can be determined. The stress is termed “average” because
it i1s known that the stress distribution varies across the midplane, for example, Bridgman
[29]. The stress determined from the load and current area (the apparent true stress) is affected
by constraint. For example, the smaller the notch in the round tension tests the higher the
apparent true axial stress.

It is commonly assumed that plastic flow is incompressible. Therefore, for a small disc-
shaped element of the material at the neck and neglecting elastic compressibility, the engi-
neering strain, ¢, can be determined from the relationship

A 0 L

—=—=1+e¢ 1
where A, is the original, 4 is the current cross-sectional area, L, is the original, and L is the
current length of the small element.

The average axial true strain at the neck (called the natural reduction) can be determined
from the ratio of the original area, 4,, to the reduced area, 4

£=1In (%’) )
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The notched round specimen data were first reduced in terms of the apparent true stress and
the natural reduction. Specimen-dependent stress-strain curves are obtained from this pro-
cedure. The smaller the notch in general, the higher the average axial stress and the smaller the
fracture strain. The apparent true axial stress contains the hydrostatic component (which does
not cause plastic flow) and the deviatoric component. If the stress state were already known,
these could be separated and an underlying effective Mises true stress-strain curve that is inde-
pendent of the tension specimen geometry could be determined.

As shown later, the Bridgman analysis (and other similar analyses [30]) of the stress state
are not accurate for very large strains. Therefore, it is necessary to perform simulations of the
tension tests in an iterative manner using trial curves of effective true stress versus effective
natural strain until the load-displacement curves match. The resulting effective stress-strain
curve exhibits a saturation stress (much higher than the engineering ultimate strength) that is
constant (660 MPa for the X70 steel) for the large strain region.

The fracture strains based on Eq 2 are dependent on the specimen geometry and the stress
state. However, as will be shown later, Eq 2 is not valid for strains much larger than 50%: and
it turns out that when properly modeled, the critical strain at the initiation of damage (about
225% for X 70 steel) is specimen geometry independent.

For the flat tension specimens, the average axial engineering strain was determined from
strain contours generated by stereoimaging photographs before and after the deformation.
Examination of these strain maps shows consistent results between duplicate specimens. Also,
the strain mapping system gave results consistent with the stretching of the grids on the surface.
The results from the last photograph before fracture typically show the center contour is about

10 mm wide and 3 mm high and encloses an area where axial strains are greater than 84%.
The strains are not uniform across the midplane but rather peak in the center.

Results of the Tension Test Simulations

The objective of this work was to develop the computational simulation tools and to dem-
onstrate their use in simulation of ductile fracture. The large-strain formulation and details of
the implementation are given in Refs 25 and 26. The objective stress rate suggested by Dienes
[31] known as the Green-Naghdi rate was used in the computations. The large-strain analyses
require significant computational experience to perform. There are several parameters to
select that have an impact on the accuracy and feasibility of the simulation.

The simulations require an effective stress-strain curve as input, but the curve cannot be
determined directly from an experiment. A first guess of the effective stress-strain curve
included the average axial true stress and natural reduction up to the engineering ultimate
strength, that is, up to the onset of localization. The first trial curve was assumed to be flat, that
is, a saturated effective flow stress was assumed. Adjustments of the effective stress-strain curve
were then made until agreement with the measured force-versus-displacement curve was
obtained. Usually, the adjustments were relatively minor, for example, if the maximum load
was underpredicted, the saturated flow stress was increased or, if the load peaked to quickly,
the point of saturation was adjusted to greater strain.

This iterative process involved some compromise because error between the measured and
predicted force-versus-displacement curve from several specimens was minimized simulta-
neously. This process involved only judgment, although a more formal optimization could be
employed. There is a strong cause-and-effect relationship between the adjustments and
changes in the resultant predictions that builds confidence in the result, although it is not
proven that the effective stress-strain curve arrived at by this process is unique. In view of the
natural variation of the material properties of steel, this error is not thought to be significant.
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Figure 2 shows an example of a result arrived at by this process. One curve was generated
using the effective stress-strain curve shown in Fig. 3 that remains at a saturated flow stress,
that is, without damage. The result is good except that it predicts continuous straining past the
point where the experiment failed. The force decrease in this case comes entirely from the
geometric effects of the necking,

The larger decrease in force toward the end of the experiment is due to a combination of
this geometric effect and material softening or damage that sets in toward the end of the test.
The point where the material softening effects become apparent, that is, where the siope of the
force-versus-displacement curve changes, is defined as damage initiation. The apparent effect
of damage evolution was included in the analysis in a very simple way. The effective stress-
strain curve was altered such that at 133% strain the flow stress drops off as shown in Fig. 3.
The effect of this damage evolution gives better agreement with the measured data as shown
in Fig. 2. In this case, the initiation and evolution of damage were fixed to produce a given
effect in a given specimen. For more general application, constitutive equations that include
criteria for the initiation and evolution of this damage would be required.

Numerous micromechanical models have been developed to characterize the void growth
or damage process. Atkins and Mai [32,33] and Clift et al. [ 34] have recently reviewed most
of the published models. Basically, the useful models are variations on an integral that is pos-
tulated to be a controlling factor in void growth. The integrand is usually given as the incre-
ment of effective plastic strain multiplied by some nonlinear function of the ratio of the mean
stress to the effective stress or other derivable stress quantities. This ratio is the ratio of the stress
quantity that affects the dilatational growth of voids with respect to the stress quantity that
affects their distortion [33].

An often-used void-growth model is an approximation for relatively high constraint factors
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to the results of an analysis by Rice and Tracey [35]. The Rice and Tracey analysis represents
the growth of the average diameter of an isolated two-dimensional void in an infinite medium.

In (R/R,) = 0.283* D 3)

where

R = average radius of the void,
R, = original average radius of the void, and

cp
D= f exp ( 1'50"') de’
0 o,

The integral, D, often appears in the form of a hyperbolic sine or hyperbolic cosine (with an
appropriate change in the constants) rather than the exponential and is postulated to be a mea-
sure of damage [6,36]. Local failure is predicted when this level of damage reaches a critical
value associated with void coalescence. The fracture criterion is stated as an integral that
depends on the history of the deformation. As a fracture criterion, the critical value should
therefore be independent of the history. For example, the critical value of the integral should
be the same for an experiment with high constraint resulting in low fracture strains, and an
experiment with low constraint resulting in high fracture strains.

There are many reasons why this may not be true in certain cases. For example, during the
growth of voids from inclusions under high constraint, voids at smaller particles like carbides
may be initiated that lead quickly to failure [37]. In this case, the void growth is terminated
earlier than it would be under low constraint conditions. Despite the possible problems, many
investigators have been able to correlate fracture using such simple void growth models to pre-
dict ductile fracture, even without explicit consideration of nucleation and coalescence [38-
40].

Gurson [4/] incorporated void growth equations like Eq 3 into constitutive equations such
that the yield stress (corresponding to the unvoided cross-sectional area) is decreased according
to the current volume fraction of the voids. The softening effect in the Gurson model causes
localization of plastic flow that in effect is a prediction of void coalescence. Various modifi-
cations of the Gurson model (basically adding new fitting parameters) have been proposed, for
example, Tveergard and Needleman [42,43].

The strain-energy density (SED) has been used by Sih [44,45] and Nemat-Nasser [46] as a
fracture criterion. Often, this criterion has been employed as simply a critical plastic-work den-
sity [47-51]. This criterion is readily calculated and can be related to macroscopic fracture
criteria as discussed later. Gillemot [ 52] has suggested that a critical SED of plain carbon steels
is from 500 to 700 MJ/m? and for vacuum-remelted steels is from 1000 to 1050 MJ/m>. As
shown later, the critical SED for the X70 steel was 800 MJ/m?, which is in approximate agree-
ment with Gillemot considering that the steel is cleaner than most plain carbon steels.

3
SED (1) = f o,de, = WP the plastic work density
0

! L !
WP = f o, del, = f o.del = aff de? = of
0 0 0 ‘

C))

where

e’ = V%elel for propo'rtion'al stra{nlng, and
o, = flow stress = engineering ultimate stress.
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Atkins and Mai [33] show that for the special case of the constant constraint factor or pro-
portional loading, all of the integrated functions of stress and strain reduce to a constant
(reflecting the hydrostatic stress term) times the critical plastic work per unit volume ( 7).
This relationship may be approximately correct for loading that is nearly proportional. There-
fore, for loading that is nearly proportional, there is approximately a one-to-one correspon-
dence between the damage integral, the plastic-work density, and the effective plastic strain.
For nearly proportional loading, it is therefore approximately equivalent to specify a critical
value of a damage integral, the critical plastic-work density, or the critical effective plastic
strain. The simulations of necking, discussed here, are highly nonproportional, however.

As shown in Fig. 2, the softening effect of void growth became significant only after the spec-
imens had undergone extensive necking and had lost most of their load-carrying capacity.
Therefore, for this steel, a practical fracture criterion can be based on the conditions at the
onset of significant void growth (damage initiation), eliminating the need for void-growth or
damage modeling. In the following discussion, various parameters are compared at the onset
of damage initiation, that is, at the break in the slope of the force-versus-displacement curves.
Since these results are at the initiation of damage, they are unaffected by the treatment of the
end of the stress-strain curve.

Figure 4 shows profiles of the axial stress, the axial strain, the effective plastic strain, the SED,
and the Gurson damage parameter for the 1.6-mm notch round specimen in X70 steel. The
Gurson damage parameter, that is, D in Eq. 3, is essentially the same as the Rice and Tracey
or McClintock parameters. The profiles in Fig. 4 are at damage initiation, that is, where the
decreasing slope of the force-displacement curve changes. Similar profiles at damage initiation
are shown for the 3.2-mm notch round specimen for the same material in Fig. 5. One obser-
vation that can be made is that the Bridgman [29] or Davidenkov [30] analyses that predict a
maximum axial stress of 1.4 times the flow stress for the 1.6-mm notch and less for the 3.2-
mm notch are clearly not applicable. Also, note that the plastic strain increases slightly toward
the outside surface of the specimen. The Bridgman analysis predicts a uniform strain.

The profiles of the SED also increase slightly toward the outer radius, as does the strain nor-
mal to the fracture plane. The radial and circumferential strain components are not shown but
are fairly constant across the fracture plane, about —40%. The large axial strain exceeds the
sum of these other components. Therefore, the isochoric condition (that is, that the trace of
the plastic rate of deformation tensor is zero) does not imply that the trace of the plastic strain
tensor is zero, except at moderate strains. Note that this results from differences between the
definition of strain and the deformation gradient in updated coordinates and has no implica-
tions with respect to volume change. This result is one reason that Eq 1 is not a valid way to
estimate failure strain.

The effective plastic strain is computed by integrating the increments of the effective plastic
strain rate in each time interval. This integral also tends to lose its meaning as the strain
becomes large. The effective plastic strain is the internal variable upon which the constitutive
model (an effective stress-strain curve) is based, therefore, the use of such a constitutive model
is questionable at very large strains. However, the effective stress-strain curve used for these
calculations is flat at large strains and is therefore not sensitive to the precise value of the effec-
tive strain.

The round smooth tension specimen for X 70 steel was also simulated. Necking under fixed-
grip conditions is naturally resisted by hardening that forces the straining to be uniform. The
strain at which necking occurs is therefore controlled by saturation of the hardening in the
effective stress-strain curve. The location at which necking occurs is another matter. At first,
necking was predicted to occur at a location about one third of the height of the gage length,
which was consistent with the experimental result for three out of four of these tests. (One test
specimen necked at the midplane.) Although this prediction was quite pleasing, the simulation
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was repeated with some slightly different tolerances and necking was predicted at the mid-
plane. It is concluded that the location of necking in round specimens with long gage length-
to-diameter ratios is sensitive to small perturbations in the analysis. In other published simu-
lations of necking in such specimens, a great deal of significance was placed on the predicted
location of necking [57]. In view of the sensitivity of such a result, it is not clear whether these
other results may have been fortuitous. Because of the long displacement history and associ-
ated expense, these simulations were not carried out until final separation was imminent.

The flat specimen exhibited necking at the midplane consistent with the experiment. The
profiles of the results at damage initiation for the flat specimen of X70 steel are shown in Fig.
6. The strain normal to the fracture plane in Fig. 6 compares favorably to the measured strains.
It is important to note that completely erroneous results would be obtained in any of these
analyses if small-strain analysis were used, for example, necking would not occur.

A similar simulation of a flat specimen, done with a three-dimensional Eulerian finite-dif-
ference hydrodynamics code by Wilkens et al. [53], did not exhibit the axial strain gradient
from a peak at the centerline of the specimen (obvious in Fig. 65) when the Mises yield surface
was used. Wilkens’ calculations required an unusual yield surface with corners in order to
exhibit this gradient of axial strain from the centerline to the sides of the specimen. In the
plane-stress Lagrangian finite-element analysis with VISCRK, the strain gradient was properly
accounted for with the Mises yield surface. The difference could be that the three-dimensional
analysis will more accurately pick-up the through-thickness stress that will develop after
necking.

The maximum value of the effective plastic strain and the SED only vary as much as 12%
between specimens. Even better agreement is obtained between the maximum values of the
strain normal to the fracture plane, which just exceeds 225% prior to failure. At this time, based
on these preliminary results with only one material, it appears that either the effective plastic
strain, the SED, or the axial strain could be used as geometry-independent damage initiation
criteria or, conservatively, as fracture criteria.

This conclusion is contrary to the widely accepted notion that the effective strain at fracture
in notched tension specimens is strongly geometry dependent, for example, see Ref 54 or the
preliminary reduction of the tension test data in this project. However, these reports were
based on the use of Eq 2 and analyses such as Bridgman’s and Davidenkov’s [29,30] that
assume that the trace of the plastic strain tensor vanishes and that the effective strain is con-
stant across the radius. Our computer simulations have shown that these assumptions are not
valid for strains greater than about 50%.

From comparing the profiles of the stress and the Gurson damage variables in the various
tension specimens, it 1s clear that they are strongly dependent on the geometry and are there-
fore not suitable as damage initiation criteria. This is contrary to the results in Refs 38 through
40. A possible explanation for this difference is the failure mode. As discussed earlier, the
X70 steel is very clean and therefore void nucleation is delayed until very late in the defor-
mation process. The results in Refs 38 through 40 were obtained with dirtier steels, and void
nucleation probably occurred earlier, playing a more significant role in the fracture process.
Equation 3 is more suitable as a damage-evolution equation than as a damage-initiation
criterion.

Conclusions

{. This work has demonstrated the experimental and simulation techniques that may be
useful in the process of investigating potential criteria for ductile fracture.
2. The large-strain analysis capability is essential for these simulations.
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3. The damage criteria commonly attributed to Rice and Tracey or to Gurson are depen-
dent on the test specimen geometry.

4. The Bridgman analysis of notch tension specimens is only valid for moderate strains,
that is, less than 50%.

5. There are preliminary indications that for the very clean X70 pipeline steel, the maxi-
mum principal strain (normal to the fracture surface), the maximum effective strain, and
the maximum strain-energy density at fracture all appear to be geometry independent
within 12% at damage initiation.

6. Based on the latter conclusion, a predictive analysis is possible where material softening
is rapidly induced after the strain exceeds the critical damage initiation strain. This
diminishing load-carrying capacity would then cause failure in tension specimens and
could be used (in combination with a critical distance or area parameter) to advance the
crack in fracture simulations.
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ABSTRACT: The method of normalization is used in a new inverse way to develop J-R curves
from test records that contain only load-versus-crack length values with no measure of displace-
ment. These data may represent a special case where measurement of crack length iseasier exper-
imentally than the measurement of displacement. The method of normalization uses the prin-
ciple of load separation to relate the three variables of load, displacement, and crack length. This
relationship is expressed by a functional form so that, given any of the two variables, the third
can be determined. Previously, the method of normalization has been used to determine crack
length when given only load and displacement; however, it can also be applied to determine dis-
placement when given only load and crack length.

In this new way of applying normalization, some problems arise; namely, the calibration
points needed to evaluate the functional form of normalized load are not available. A major
thrust of this paper is to solve the problem of how to determine these calibration points. To do
this. the method is first applied to data for which all of the three variables have been already
determined. The displacement is assumed to be missing and the J-R curves are determined from
only the load and crack length values; these J-R curves are then compared with the ones gener-
ated for the data with all of the variables available. Three methods of determining calibration
points were used in the comparison. Of the three, an approach called the power law fit is the best
for determining the calibration points. The method is then applied to data for which there are
only load-versus-crack length data. The results of this study show that the method of normaliza-
tion works well for developing J-R curves from load-versus-crack length data.

KEY WORDS: fracture mechanics, fatigue (materials), J-R curve, normalization, fracture
toughness, displacement, loads, crack length, empirical formula, power law

J-R curves are used to measure fracture toughness in ductile materials. The ASTM Method
for Determining the J-R Curves (E 1152-87) requires a simultaneous measurement of load,
load-line displacement, and crack length. The crack length measurement is made by an on-
line crack length monitor like the elastic unloading compliance system [/,2]. The method of
normalization was developed as an alternate way to determine crack length without the need
for an on-line crack monitoring system [3-5]. This method uses the relationship between the
three vanables of load, displacement, and crack length that comes from the principle of load
separation [6-8]. These three variables are functionally related so that, given any two of the
three, the third can be determined from the function. To date, the method of normalization
has been used only to determine crack length, given the values of load and displacement. How-
ever, in principle, it could be used to predict any one of the three when given the other two.

For some fracture toughness test situations, it may be easier to measure crack length than
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to measure displacement. Examples of this could be high-temperature testing where a conven-
tional displacement gage may not operate or tests in a hot cell where the placement of a gage
may be difficult. For the latter case, this may be especially true for some of the nuclear sur-
veillance specimens that are small and do not have the correct design to accommodate the
load-line displacement gage suggested by the standard test method. For these cases, the test
could be conducted with a load-versus-crack length measurement rather than load versus dis-
placement. The method of normalization would be used to determine the displacement when
given load and crack length.

In this paper, the method of normalization is used to develop J-R curves from data that are
given only as load-versus-crack length pairs. The procedure is developed in two steps. First,
data from standard elastic unloading compliance tests are used. These data have the standard
set of measurements: load, load line displacement, and crack length. The displacement is con-
sidered to be missing, and the method of normalization is used to determine the J-R curves
from only the load-versus-crack length values. After this analysis is completed, the results
developed with displacement measurement are used for comparison. This step is done to
determine the best method for developing the calibration points needed in the separation func-
tions. The second set of results have only load-versus-crack length data with no displacement
measurement available. These data are analyzed to illustrate the application of the method.
These data were supplied from Dr. Randy Nanstad of Oak Ridge National Laboratory. He
actually has the full set of results from elastic compliance; however, the displacement data were
never made available to the authors.

This paper begins with a review of the method of normalization and discusses some of the
special problems involved in using it to develop J-R curves for the case of no displacement
measurement, namely, the problem of developing calibration points to get the constants in the
load separation functions. The data that have all the compliance measurements available are
used to evaluate three different ways to get calibration points; these are labeled the Handbook
method, an empirical formula, and a power law fit. Finally, the data for which there are actu-
ally no displacement measurements available are analyzed to illustrate the application of the
method.

Method of Normalization

The method of normalization is based on the principle of load separation as developed orig-
inally by Ernst et al. [6,7] and confirmed experimentally by Sharobeam and Landes [8]. This
principle has been demonstrated to work for all test geometries and for the growing crack as
well as the stationary crack [9,/0]. The principle represents load as a function of two separate
variables, crack length and displacement, that are multiplied together.

P = G(a/W)YH(v,/ W) (1)
where the displacement is given by its plastic component and both variables are normalized
by a dimension parameter; here specimen width, W, is used. This format assumes that the total
displacement can be represented as the sum of an elastic component and a plastic component

U= vyt vy (2)

When the load is divided by the crack length function, G(a/W), a normalized load, Py, results.

Py = P/G(a/W) = H(vs/ W) 3
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The function in Eq 3 gives the plastic flow character of the material and specimen geometry.
It represents the load-versus-plastic displacement for a stationary crack at any crack length.
The elastic component of displacement is given by load and a compliance function C(a/W)

vy = PCla/W) 4

The function, H(v,/ W), in Eq 3 combined with the elastic compliance relates the three test
variables of load, displacement, and crack length. When this function is known, it can be used
to determine one of these variables when given the other two. In the past, this has been used
to determine crack length when given the corresponding values of load and displacement
[4.5]. In this way, the method can be used to develop J-R curves without an on-line crack
length monitor. Since compliance calibrations are available for most geometries and G(a/W)
is related to the J calibration that is known for test geometries, the important part of using
normalization is to determine the H(v,/ W) function. The original key curve method, which
was used as a model for the normalization procedure, assumed that a universal “‘key curve”
could be developed for a given material and specimen type [7,11]. That assumption is the
same as choosing a universal H(v,/ W) function for all common specimens of the same mate-
rial. Although this is nearly true, it was found that small specimen-to-specimen differences in
this function could greatly influence the resulting J-R curve. The only way to use normaliza-
tion to develop accurate J-R curves was to develop an individual H(v,/W) function for each
test specimen. This function could be obtained from the details of the test itself [3].

To determine H(v,/W) for a given specimen, a functional form was assumed that had
unknown fitting constants. These constants could be determined from calibration points in
the test where load, displacement, and crack length are known simultaneously at the calibra-
tion point. Tests that do not use on-line crack length monitors have essentially two calibration
points, one associated with an initial crack length and one associated with a final crack length.
The crack lengths can be measured on the specimen fracture surface after the test is complete.
Originally, a power law function with two constants was used for the H(v,/W) function [3].
This function was taken from the idea that stress and strain would approximately follow a
power law and also from the power law format used by the Electric Power Research Institute-
General Electric (EPRI-G.E.) Handbook [12]. This form was convenient because it had two
unknown constants and the two calibration points were sufficient to evaluate these constants.

However, in studying most test records, it was found that the deformation behavior did not
follow a power law, especially for the more ductile materials that had extensive plastic defor-
mation. The deformation seemed to have a combined power law and straight line character
[4,5] that could be best fit by an equation suggested by Orange [ 13]. It has the form

v (s)

) =ﬂ(@)

where L, M, and N are the unknown constants. This function has a power law character when
v, 18 Of the order of N. For vy, » N, it follows a straight line. This function very closely approx-
imates the deformation behavior observed for many steels [5]. The fact that there are three
constants in this equation causes some problem in applying the method of normalization
because there are two rather than three calibration points from which these constants can be
evaluated. To use this function, a third calibration point must be invented. The development
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of calibration points for the previous use of normalization to analyze J-R curves is discussed
tn Ref 5. The three calibration points are illustrated in Fig. 1. These are labeled first point,
corresponding to the point of final load, displacement, and crack length; second point, which
are points employing a forced blunting assumption; and third points, which are an interme-
diate set of points that are used to optimize the fit of Eq 5. Figure 1 shows a Py that is nor-
malized by a,and is used to get the calibration points and the subsequent fit of the these points
to get the Py function of Eq 5.

Given these three sets of calibration points, the normalization procedure for determining
the J-R curve is as follows. A load-versus-displacement record for a given test specimen is the
starting point. Figure 2 shows an example for an HSLA-80 steel. For this test, the initial and
final crack lengths must be known as well as the other specimen dimensions. The final crack
length along with the final load and displacement are used to provide the first calibration point.

300
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200 -
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FIG. | —Normalized load versus displacement showing all calibration points.
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FIG. 2—Load versus displacement for HSLA-80 steel, compact specimen.

For this point, the displacement must be divided into elastic and plastic components and the
load normalized with the final crack length. The second set of calibration points will consist
of several points chosen between the first deviation from linearity and maximum load to which
the forced blunting has been added. These points are separated into elastic and plastic dis-
placement components and then the load is normalized using the initial crack length with a
blunting addition. The third calibration is taken as a series of points at one-third of the final
plastic displacement; no elastic displacement component is needed. The first of these points is
taken at the normalized maximum test load, the others are higher.

The constantsin Eq 5 are determined for the three sets of calibration points by selecting the
first calibration point and one each in the second and third sets of calibration points. The fit-
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ting is done until an optimum fit is reached as described in Ref 5. This procedure defines the
L, M, and N constants. The normalized load-versus-displacement curve for the data in Fig. 2
is shown in Fig. 3. From this curve, values of crack length can be determined using Egs 2, 3,
4, and 5. The functional form of G(a/W) used is

Gla/W) = BW(%) (6)
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FIG. 3—Normalized load versus plastic displacement for HSLA-80 steel, compact specimen.
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These equations cannot be solved explicitly so an iteration process is usually used. Once the
crack length is known, the values of J can be determined by using the formula in ASTM E
1152-87 and the entire J-R curve can be determined. The J-R curve for the test record in Fig.
2 isgiven in Fig. 4.

Normalization With No Displacement Measurement

The idea of applying the method of normalization to the case of no displacement measure-
ment was proposed because sometimes it may be easier to measure crack length than to mea-
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FIG. 4—1J-R curve for HSLA-80 steel, compact specimen.
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sure displacement. The crack length would likely be measured by a potential drop system; the
elastic compliance method would not work when the displacement is not measured. The
method works in principle the same way as before; two of the three variables are known so the
third can be predicted from the normalization equations. However, in this case there are a few
differences. The first calibration point cannot be determined when there is no final displace-
ment measurement; in fact, there are no calibration points available when the displacement is
not measured. As an alternative, the key curve method could be used; a universal “key curve”
would be determined from a calibration specimen and used for all of the tests. Again, this
seems to give too much scatter in the results. It appears to be important to develop a normal-
ized Py versus v,/ W curve for each test. To get a calibration point corresponding with the final
load and crack length, a plastic displacement can be measured from the permanent plastic set
of the specimen at the end of the test. To do this, a length measurement is needed before and
after the test at two points in the load line. This gives a final plastic displacement. The final
elastic displacement can be determined from the final load, final crack length, and elastic com-
pliance equation.

To determine the second set of calibration points, some additional consideration was
needed. There is no initial portion of the load-versus-displacement curve to which a blunting
correction could be added. A study was made to evaluate three alternative methods for getting
the second calibration points. These are labeled (1) the Handbook method, (2) the empirical
formula, and (3) the power law fit. The study of these points was made for the case where
complete test information (load, displacement, and crack length) was known and J-R curves
could also be developed from both the compliance and regular normalization method for
comparison. The J-R curves were first generated for these data assuming that the displacement
measurements were missing. Then the J-R curves were generated with the complete infor-
mation so that the three alternatives for choosing a second set of calibration points could be
evaluated. Note that the third calibration point is chosen arbitrarily and is evaluated from the
fitting procedure for L, M, and N. Therefore, it does not depend on calibration values from
the test and is not a problem to evaluate for this case.

The second calibration points correlate an initial crack length with an initial load and dis-
placement. For the method to work well, these points must be chosen after some measurable
plastic displacement but before any significant crack growth. Even for the regular normaliza-
tion method it is sometimes difficult to define these points. When displacement is not being
measured, it becomes even more difficult to define them. Three methods were used to try to
establish these points; the Handbook method, an empirical formula, and a power law fit.

Handbook Method

The first method used to obtain the second calibration points used the equation in the
EPRI-G. E. Handbook [12] that calculates plastic displacement from load. It has a general
form that can be normalized and used as an H(v,/ W) function. Usually, it would not be very
accurate because it has the wrong functional form, a power law. However, the beginning part
of the load-versus-displacement curve, the portion before the maximum load is reached, may
fit a power law well enough so that this function could be used to develop the set of second
calibration points. The entire calibration curve can then be redefined using all three sets of
calibration points. To look at the definition of second calibration points, four steels were stud-
ied: A106, A508, A533-B, and HSLA-80 steels. Work on these steels has been reported pre-
viously [ /4-16]. For each of these steels, there exists full test information to develop the J-R
curves by compliance or by the regular normalization procedure so that the methods for devel-
oping calibration points can be evaluated by how well they work for the J-R curve as well as
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the Py curve. To illustrate the development of the second calibration points, only the A106
and AS508 steel results will be reported.

The set of second calibration points using the Handbook equation for v, is evaluated for
each material. The examples for the two steels are given in Figs. 5 and 6. On each plot, the
normalized load-versus-plastic displacement determined from the Handbook formula is com-
pared with one determined from the on-line elastic compliance crack length measurement.
Also included is the final point as determined from both methods. The Handbook fit looks
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FIG. 5—Normalized load versus plastic displacement: Handbook method, A106 steel.
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FIG. 6—Normalized load versus plastic displacement: Handbook method, A508 steel.

okay in some cases; it is best for the materials that do not have so much plastic displacement
such as the A508 steel in Fig. 6. For the A106 steel (Fig. 5), the fit is not very good.

Empirical Formula

The second method used to obtain the second calibration points was labeled the empirical
formula. This method used the tensile properties of the material to develop the constant, L,
in Eq 5. This approach, in effect, eliminated the need for a set of second calibration points;
however, the same format of evaluation was used. The expression used for L is
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L = —204 + 8.580y — 0.1084% + 0.0004720% (7N

where oy is the effective yield or flow stress usually taken as the average of the yield and ulti-
mate tensile strengths. An average value of N was chosen, 0.0006, for all materials so it did not
depend on the material properties. This procedure defined two of the three constants in the
calibration equation. All that is needed to find M is one more calibration point. Therefore, the
point taken at a;, the final crack length, where plastic displacement as defined by the perma-
nent set provides the needed calibration point. The example plots of the initial part of the Py
calibration curves are shown for the two steels in Figs. 7 and 8. The same information and
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FIG. 7—Normalized load versus plastic displacement: empirical formula, A106 steel.
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FIG. 8—Normalized load versus plastic displacement: empirical formula, A508 steel.

format that was used for the Handbook method was used here. In general, the empirical for-
mula method seems to work better than the Handbook method.

Power Law Fit

The third method used to obtain second calibration points was labeled the power law fit,
Although a power law is generally not a good fit over the entire range of plastic displacement,
it could work well for the initial part of plastic displacement where the deformation is con-
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trolled more by the spread of the plastic zone than by the material deformation behavior, The
form of the power law used was

Py = u(v/ W) (8)

where u and « are fitting constants. The value of «, the exponent, was taken to be a constant
equal to 0.13, a value determined by trial and error. The value of 1 was related to the material
property, oy, by the expression
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FIG. 9—Normalized load versus plastic displacement: power law fit, A106 steel.
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p = 107.37 — 2.1760y + 0.01974% )

The evaluation of the two steels for the initial part of the Py curve is given in Figs. 9 and 10.
Again, the same information and format used for the other two cases was used here. This fit
also appears to work well. It is interesting to note that the Handbook approach that used a
power law approach did not appear to work as well as the power law used here. In this case,
the exponent was fixed and the Handbook fit used the power law from the stress-strain prop-
erty. It does not appear that the stress-strain power law exponent is appropriate for the pre-
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FIG. 10—Normalized load versus plastic displacement: power law fit, A508 steel.
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cracked specimen, especially when they are loaded in bending [17]. For bend-type loading,
there is spreading plasticity that gives a nonlinear behavior that is not particularly a function
of the material property. Therefore, a constant exponent may be more appropriate.

Using Normalization for J-R Curves

The three methods of generating sets of second calibration points were used to obtain the
L, M, and N values for Eq 10. This procedure gives the H(v,/ W) function needed to evaluate
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FIG. 11—J-R curve for A106 steel comparing standard methods with the Handbook method.
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the unknown, in this case, displacement, from the two known quantities, load and crack
length. The load-versus-crack length pairs were then used to obtain values of displacement so
that J could be calculated and the J-R curve developed. This calculation was done for the
twelve cases presented in the last section. They included four steels, A106, A508, A533B, and
HSLA, and three methods of analysis to fit the early part of the normalized load-versus-plastic
displacement curve, Handbook method, empirical formula, and power law fit. Examples of
the J-R curves are plotted in Figs. 11 through 18. Again, only results from the A106 and A508

steels are presented.

FRACTURE MECHANICS: TWENTY-THIRD SYMPOSIUM
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FIG. 12—J-R curve for A508 steel comparing standard methods with Handbook method.
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The Handbook method was the first approach applied to the data. The results are presented
in Figs. 11 and 12. This method did not work so well, especially for the A106 steel, Fig. 11.
Here the two conventional methods, elastic unloading compliance and standard normaliza-
tion, are also used to evaluate J-R curves, and the results are plotted with open symbols. The
results of the method with no displacement measurement are all plotted using closed symbols.
This format for plotting is used in all of the J-R curve comparisons. The Handbook method
was used here only to get the initial points used for establishing the normalized calibration
curve from Eq 10 and is not used in the J-R curve evaluation. The J-R curve was evaluated
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FIG. 13—IJ-R curve for A106 steel comparing standards method with the empirical formula.
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FIG. 14—IJ-R curve for A508 steel comparing standard methods with the empirical formula.

completely from normalization principles. For some of the other examples, the Handbook
method works fairly well but overall it was judged to be inferior because it did not work for all
of the materials.

The method using the empirical formula that takes its calibration from Eq 8, is plotted in
Figs. 13 through 15. This method was better than the Handbook method but had a slight sen-
sitivity to the material tensile properties. Compared with the Handbook method, the example
for the A 106 steel is much improved by the empirical formula, Fig. 13. The example showing
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FIG. 15—J-R curve for A508 steel comparing standard methods with the empirical formula.

poor agreement came from the A508 steel where two cases, a 1T-CT (W = 50.4 mm)and a
4T-CT (W = 203 mm), are analyzed, Figs. 14 and 15, respectively. There is a difference in
flow properties for these two cases, even though they are the same steel. This difference was
enough to influence the method that bases the early calibration points on an empirical equa-
tion that is based on flow stress.

The power law fit was the last method used to analyze the J-R curves. It worked well for all
four materials. Results are presented in Figs. 16 through 18. Comparing the two different
examples for the A508 material, Figs. 17 and 18, the power law fit works well for both. Based
on these results the power law fit was chosen as the best method for developing the early cali-
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FIG. 16—J-R curve for A106 steel comparing standard methods with the power law fit.

bration points and was chosen for all subsequent analyses. In particular, it was used to evaluate
the cases for which data were not available to evaluate the J-R curves from standard methods.
These results are presented in the next section.

J-R Curves for Blind Specimens

In the previous section, the J-R curves were determined with no displacement measurement
for specimens that originally had the full load, displacement, and crack length measurement
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FIG. 17—IJ-R curve for A508 steel comparing standard methods with the power law fit.

available. The assumption was first made that the displacement was missing, and then the J-
R curve was calculated by one of the three methods. After the J-R curve was calculated, the
original displacement information was used to calculate J-R curves by the compliance and
regular normalization methods for comparison. It was from this procedure that the power law
fit was judged to be the best method to get the early calibration points.

The next step in demonstrating the method is to analyze data for which the displacement
measurement is not available to us. These data were supplied by Randy Nanstad of Martin
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Marietta for an A533-B steel in the form of only load-versus-crack length pairs. Also, the orig-
inal and final crack lengths as measured on the fracture surface and final plastic displacement
were provided. The set of data included eight specimens of an A533-B nuclear-grade pressure
vessel steel. The analysis was done as described in the previous section using the power law fit
to obtain the set of second calibration points. The final load, final plastic displacement, and
final measured crack length were used to obtain the first calibration point, and the interme-
diate set of calibration points were used as the third points. From these points, the L, M, and
N constants in Eq 5 could be determined. The load-versus-crack length pairs were then sub-
jected to the method of normalization so that the plastic displacements could be determined
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for each load and crack length pair. Once displacement was determined, the values of J could
be calculated at each point and the J-R curves could then be plotted.

The raw data were supplied as load-versus-crack length data; examples are given in Figs. 19
and 20. Also the initial and final crack lengths and the final plastic displacement were given.
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FIG. 19— Load versus crack length for A533-B steel specimen, K54B.
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FIG. 20— Load versus crack length for A533-B steel specimen, K53C.

The J-R curves resulting from this analysis had two types of general characteristics. One type
looked nearly correct, but the second type did not look correct near the end. Examples are
given for four of the eight curves in Figs. 21 through 24. In Figs. 21 and 22, the J-R curves
looked nearly correct. In Figs. 23 and 24, the end of the J-R curve did not look correct. The
problem appeared to be related to this closeness of match between the final crack length given
as a part of the load and crack length pairs and the final crack length measured on the fracture
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FIG. 21—J-R curve for A533-B steel, K54B, analyzed with no displacement measurement.
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surface. For the first two cases, the match is fairly good. When the crack lengths supplied as
data underestimate the measured crack lengths, the end of the J-R curve rises; when the oppo-
site happens, it falls. In Fig. 21, a 2% difference causes an almost indistinguishable rise. In Fig.
22, a 6% overestimate causes a small final drop. For the latter two cases in Figs. 23 and 24, the
final measured crack length and the final crack length from the crack length monitor had
greater mismatch and the corresponding jumps in the end of the curves were greater. It is obvi-
ous that these trends near the end of the J-R curve are not correct. The method of normaliza-
tion gives a result that terminates at the final physically measured crack length; however, when
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FIG. 22—I-R curve for A533-B steel, K534, analyzed with no displacement measurement.

the crack length from the data monitor is not compatible with the physically measured crack
length, the J-R curve will follow the monitored crack length until near the end and then jump
to the physically measured crack length at the very end.

A correction scheme was devised to change the final trend of the J-R curve. This correction
was accomplished by adjusting the plastic displacement to fall in line with the crack length
data values given rather than the final measured crack length. The correction scheme was
based on an empirical relationship between crack extension and normalized plastic displace-
ment that was observed to be nearly linear after the maximum load point was passed. This
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FIG. 23—IJ-R curve for A533-B steel, K52C, analyzed with no displacement measurement.

relationship is iliustrated for the steels used previously, A106 and AS08 in Figs. 25 and 26. A
linear adjustment was taken for plastic displacement from the point of maximum load to the
final point. It had the general form

(Upl/ W)i = (Upl/ W)max + [(Ad,— - Aamax)/(Aa/ - Aamax)][(vpl/ W)f - (Upl/W)max] (l l)

where the subscript, 7, refers to the current value of the term, f, to the final value and the sub-
script, max, refers to the value at maximum load. The correction in Eq 11 adjusts the nor-
malized value of the plastic displacement to fall in line with the monitored values of crack
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FIG. 24—1J-R curve for A533-B steel, K53C, analyzed with no displacement measurement.

length rather than the physically measured values. These adjusted values of plastic displace-
ment are then used with the load and the calibration function to get new values of crack exten-
sion. From all of these, the J values are calculated and the J-R curve is plotted.

This adjustment was given to the A533-B steel data in each of the eight cases and new J-R
curves were evaluated. The results for the four cases previously shown are plotted in Figs. 27
through 30 where, for each example, the J-R curves determined before and after the adjust-
ment are plotted. The effect of the adjustment is to shift the J-R curve so that it has a contin-
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FIG. 25—Normalized plastic displacement versus crack length showing linear relationship afier max-
imum load, A106 steel.

uous trend that ends at the final physically measured crack length rather than the trend that
goes toward the final crack length supplied in the data pairs. When the final crack lengths sup-
plied as data agree well with the final measured crack length, there is not much difference in
the two J-R curves, but when this agreement is not good, the R-curve difference is significant.
This difference is similar to the one observed between J-R curves measured by the regular nor-
malization and the compliance method, when the final compliance estimated crack does not
agree well with the physically measured crack length.
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FIG. 26—Normalized plastic displacement versus crack length showing linear relationship after max-
imum load, A508 steel.

Summary

The method of normalization is used here to develop J-R curve fracture toughness data from
tests where only load-versus-crack length is measured, and where no measurement of displace-
ment is available. Two major problems were solved to obtain good R-curve results from these
data. First, when no displacement measurement is available, there are no standard calibration
points available from which to determine the normalized load-versus-displacement function
that is necessary in the method of normalization. Calibration points were developed using a
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FIG. 27—J-R curve for A533-B steel, K54B, with no displacement measurement comparing adjusted
versus unadjusted.

physical measurement of the final plastic displacement to obtain one point. Three fitting
assumptions were tried in order to get a second set of calibration points; the Handbook
method, an empirical formula, and a power law fit. From these calibration points the nor-
malized load function could be determined.

A second problem was that the crack length measured during the test did not always match
the physically measured crack length at the end of the test. When this happened, an adjustment
was made to the plastic displacement so that the predicted plastic displacement would be con-
sistent with the one that is correct for the physically measured crack length. After solving these
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FIG. 28—J-R curve for A533-B steel, K534, with no displacement measurement comparing adjusted
with unadjusted.

problems, the method of normalization works well for determining J-R curves from the load-
versus-crack length data.
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ABSTRACT: This paper presents a simple technique to determine dynamic J-R curves from a
single, precracked Charpy-type specimen by means of an instrumented Charpy testing machine.
This technique is based on the normalization method proposed originally by Landes and Her-
rera. This method eliminates the need for crack length monitoring that makes it particularly
suitable under dynamic loading conditions.

The method used to generate J-R curves consisted of conducting precracked Charpy tests
using a stop block. This simple device allows interruption of the test before the specimen is com-
pletely broken, furnishing the two calibration points necessary for applying the normalization
method. J-R curves obtained with the normalization method were compared with values cal-
culated following the multiple specimen technique.

KEY WORDS: dynamic fracture testing, J-R curves, normalization method, eta factor, instru-
mented Charpy test, fracture mechanics, fatigue (materials)

In the late 1960s, Rice [1,2] proposed the J-integral as a new parameter that characterized
crack-tip singularity in elastic-plastic fracture behavior of metals. Since then, great effort has
been directed towards the development of successful experimental procedures to evaluate J.
The first approach was done by Landes and Begley [3,4], based on the energy rate interpre-
tation of J. Despite the reliability and theoretical basis of this technique, it was not very suc-
cessful because of the rising cost and time required for specimen preparation and testing. A
new technique that required the testing of only one specimen was then proposed and widely
accepted. It was based on the assumption that the load could be represented as the product of
two separate functions; a crack geometry dependent function and a material deformation
function (principle of normalization). This separable form, which was first proposed by Rice
et al. [5], brought a new definition of J as a factor, defined later as 5, times the area under the
load-displacement record per unit of uncracked ligament area. Hence, J can be evaluated by
testing one specimen, if this factor is known for the specimen configuration.

Recently, Sharobeam and Landes [6, 7] studied thie load displacement records of previously
tested specimens of different geometries, materials, and constraints. They demonstrated the
load separation in the plastic region under quasi-static loading conditions. In the present
paper, the validity of the principle of normalization under impact loading conditions is ana-
lyzed and a value for 5 is reported for Charpy-type specimens. Considerdtion was first given
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to the applicability of the J-integral parameter under dynamic loading conditions, since it
makes no provision for the kinetic energy contribution. According to Refs 8 and 9, if time to
fracture exceeds a certain value, T (transition time), the kinetic energy component is much
smaller than the deformation energy component, thus making the J-integral concept appli-
cable. Transition time depends on the speed of sound in the material and on the specimen
configuration. For Charpy-type specimens, the calculated value of 7 was about 30 us, which
is much smaller than typical maximum load times that were about 500 us. The value obtained
for the transition time in Charpy-type specimens was similar to the effective specimen oscil-
lation period introduced by Ireland [10] that concerns the transition from a response domi-
nated by individual stress waves to a response dominated by the fundamental structural mode.
For low toughness materials, the time to fracture during Charpy testing can be significantly
lower than 500 us, thus precluding the application of J as a fracture characterizing parameters
under dynamic loading conditions. Finally, dynamic J-R curves are obtained from precracked
Charpy impact tests using the normalization method suggested by Landes and Herrera [11-
13].

Principle of Normalization and n Calculation

Sharobeam and Landes [6] have introduced a new method to evaluate 5, from experimental
data using the normalization principle. This principle states that the load can be expressed as
the product of two separate functions; functions of the crack length and plastic displacement,
respectively

P = G(a/W)H(va/ W) (H
where
P = applied load,
a = crack length,
v = plastic component of displacement, and

W = specimen width.

If the load is separable, the ratio, S, = P(a,)/P(a;), corresponding to two identical specimens
with different stationary crack lengths, a; and a, respectively, must remain constant when the
loads are determined for the same amount of plastic displacement. Figure 1 illustrates this
principle for two test records of different stationary crack length. Mathematically, this prin-
ciple can be explained as

o P(a) — G(a/ W)H(v /W)
Y Pa) Loy Gla/W)H(u/ W) 1oy

_ Gla/W)
G(a/ W)

2

= constant

for stationary cracks.

As mentioned before, this principle has been found to hold for a wide range of materials,
configurations, and constraints under quasi-static loading conditions. As an example, Figs. 2
and 3, respectively, show the test record and the separation parameters for blunt notched HY
130 steel CT specimens [ 14].
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Piap)

Pla)

P (LOAD)

S;j= Pla;)/ P(3j)

Sij (Separation Parameter)

Vpl (Plastic Displacement)
FIG. ! —Load separability in the plastic region.

In order to analyze the existence of load separability under impact loading conditions,
blunt-notched Charpy-type specimens were tested in an instrumented Charpy impact testing
system. Figure 4 shows typical specimen dimensions. Tables 1 and 2 present the chemical
composition and mechanical properties of the low alloy steel tested. The specimens were tested
at an impact speed of 1.7 m/s at room temperature. Load-versus-time records were obtained
and translated into load-versus-displacement records using dynamic and kinematic consid-
erations described in Ref 15.

In order to obtain the plastic component of the displacement, a compliance expression was
evaluated directly from experimental data. Figure 5 compares the calculated values with those
reported by Kobayashi et al. [ 16]. The experimental values were closely fit by

TABLE |—Chemical composition of low alloy steel tested (% by

weight).
C =021 Si = 0.30 Mn = 1.33
P = 0008 S = 0.007 Cr=0.13
Mo = 0.54 Ni = 0.76 Al = 0.025
Cu = 0.08 VvV =001 Sn = 0.006

Co =0.13
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FIG. 2—Test records of blunt-notched CT specimens [14].

C.EB = 32.35 — 159.2(a/W) + 479.05(a/ WY’ 3)

where

C; = specimen compliance,
B = specimen thickness, and
E = Young’s modulus.

The use of this expression yields slightly higher compliance values than those obtained by
Kobayashi.

Figure 6 shows the test records corresponding to blunt-notched specimens, and Fig. 7 pre-
sents the corresponding separation parameters. As can be seen, load separability exists except

TABLE 2—Mechanical properties.

Yield Stress, Ultimate Tensile Reduction of Area,
MPa Strength, MPa

450 640 45
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FIG. 5—Comparison of compliance functions from Kobayashi et al. [16] with experimental results.

for a small region at the beginning of the plastic behavior. This fact indicates the load sepa-
rability under impact loading conditions.

The existence of 7 allows J determination as a direct function of the work supplied to the
specimen

=£Edev (4)

whereb= W — a.
Combining this expression with the energy rate expression

14U
J__Bda )

provides an expression for

n = b(—dU/da)/(f Pdv) 6)
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In the case of », evaluation instead of 5, only the plastic area under the test records has to
be included and v must be replaced by v,. Substituting Eq 1 into Eq 6 results in

_ Ga/W)

Mot = Gla/W) (b/W) @)

where

dG(a/W) _ _ dG(b/W)
d(a/W) d(b/ W)

G'(a/W) = ®

The method of Calculating 7 proposed by Sharobeam and Landes [6] is based on the pro-
portional relationship that exists between the separation parameter, S;;, and the geometry
dependent function, G(a;/ W)
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where A is a constant,

This expression indicates that constructing the S;; versus b,/ W fit will establish the relation-
ship G(b/ W) versus b/ W eventually. Then 1, can be evaluated using Eq 7. Sharobeam and
Landes demonstrated that under quasi-static loading conditions S;~b/W pairs were ade-
quately fitted by a power law. Therefore, the geometry function becomes a power law function
and can be represented as

G(b/W) = C(b/W)y"

where C'is a constant,
Hence, Eq 7 yields

npl= m

3.0

&)

(10)

(1)
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Figure 8 shows a power law fit on S;~b,/ W pairs obtained from impact tests. As can be seen,
the power law closely represents the experimental points. The value of », was found to be 2.08,
close to the theoretical value for a deep crack in bending.

J Calculation

The method of normalization was proposed as a technique to develop J-R curves from test
specimen load-versus-displacement records without the need for automatic crack-length mon-
itoring equipment [ 11,12]. It was based on the key curve approach [/ 7], but rather than using
a universal key curve for a given material, the method develops individual normalized cali-
bration curves for each specimen based on some details of the test itself.

When the load, as written in Eq 1, is divided by the crack length function, a normalized
load, Py, is defined that is a function only of the plastic displacement

P

Py = G/ = H(v,/W) (12)

In the method of normalization, the H(v,/ W) function is assumed to have a form with
unknown constants that can be determined if enough calibration points are available where

1.6
A
1.2 -
=
5
°
£
=)
5 0.8
a
c
R
B
=)
iy
n 0.4 4
Sij = A (bi/w)™
m = 2.0&
0.0 T T T
0.2 0.3 0.4 0.5 0.6

bi/ W

FIG. 8—Separation parameters versus by/W.
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load, displacement, and crack length are known simultaneously. Therefore, a value of crack
length, a, can be equated directly for each P — v, pair from Eq 12. Under quasi-static loading
conditions, two points, one corresponding to an initial crack length and the other to a final
crack length, can be determined easily. Unfortunately, during conventional impact testing the
specimen is broken completely, leaving only one calibration point. In order to study the evo-
lution of plastic deformation and crack growth during the test, several specimens were tested
up to different displacement levels. The striker was stopped using an adjustable block, Fig. 9.
Figure 10 shows examples of typical load displacement records.

The next step in using the normalization method is to define a functional form for H(v,/
W). The power law is an example where two constants are used. However, Sharobeam et al.
[/4) showed that materials that experience extensive plastic deformation do not follow a
power law throughout the entire load-versus-displacement history.

Knowing that normalized blunt-notch and precrack records will be represented by the same
H(v,/W), the different fits were tried on normalized blunt-notched test records. Figure 11
shows a power law fit on a typical blunt-notch test record. As can be seen, the fit follows closely

Striker

Hammer

Specimen

3
; Callbrated Blocks

Stop Block

FIG. 9—Stop block device.
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FIG. 10—Typical load-displacement curves from stop-block tests.

the experimental values. For this reason, in a first approach, the following Py—v,/ W relation-
ship was adopted

v/ W = 8P} (13)

Figure 12 shows Py versus v,/ W curves obtained from the normalization method for the stop-
block tests. They collapse into a unique scatterband indicating a good crack length estimation.

Knowing the values of g, P, and v during the test, direct determination of the J-R curve
becomes possible. J-values were calculated, according to ASTM Test Method for Determining
J-R Curves (E 1152-87), as

Jo = Jawy T Jop (14)

where (assuming plain-strain conditions)

Jel(i) = K(zl)/E”
E’ = effective Young’s modulus = E/(1 — +?), and
v = Poisson’s ratio and
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FIG. | 1—Power law fit on normalized blunt-notch test records.

0\ Apiy — Apii- (a, — a,_)
= e (3 e o o o St

where

7, =1 =20,
v, =v = 1.0,and
Apl(i) = Apl(i—l) + (P + Pi—l)(Upl(i) - Upl(i—l))/2~

Figure 13 shows the J-R curves corresponding to stop-blocked specimens obtained with the
normalization method. Solid symbols correspond to the last point of the test, where the crack
length was measured directly from the fracture surface (multiple-specimen technique). There
is a good agreement between solid points and predicted curves.

Figure 14 compares J-R curves from Fig. 13 with two other curves obtained with the nor-
malization method when the striker was not stopped. Constants » and 8 were obtained directly
by fitting on the initial portion of the normalized load-displacement record, Fig. 15. Values of
Py and v,/ W were calculated using the value of crack length that results by equating

J= 20'0Aa
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and
=1
J Bb f Pdv
where

oo = dynamic flow stress = (o, + 0,,.)/2,
o, = dynamic yield stress, and
ome = dynamic maximum stress,

Following the procedure described in Ref 18, ¢, and s,,, were obtained for a calculated strain
rate at the elastic-plastic boundary [19] of 10°1/s.

Conclusions

A simple technique was developed to determine dynamic J-R curves from a single pre-
cracked Charpy-type specimen for the steel used in the present work.
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FIG. 13—J-R curves corresponding to stop-blocked specimiens.

Load separability was demonstrated to exist under impact loading conditions. For Charpy-
type specimens, a value of = 2.08 was found. This estimation is close to the theoretical value
of 2.0 for a deep crack under pure bending.

An expression approximating the elastic compliance of the Charpy-type specimens was
obtained by means of blunt-notched testing. The expression found closely matches the exper-
imental results.

J-R curves were obtained with the normalization method using precracked Charpy-type
specimens and a simple mechanical device: a stop block that allows the striker to stop before
the specimen is broken completely. The power law offered a good representation of H(v,/ W).
For the material used in this work, adequate power law fittings were obtained in the initial
portion of the normalized load-displacement records, as was shown for the specimens tested
without interrupting the striker movement.
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