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Preface
Oil and gas have been the main sources of energy the world over for the past century and will remain important sources of 
energy for the first half of this century, and possibly beyond. Currently, more than 60 % of the world’s energy is produced 
from oil and gas, and energy needs are increasing. In addition, oil and gas provide the main feedstocks for the petrochemical 
industry. World population is expected to increase to eight billion by 2030, which will demand an increase in energy of 40 % 
in the next two decades. With these increases in energy consumption it is becoming necessary to consider unconventional 
types of oils. Such oils, which are heavier, require more rigorous processing and treatment. The evolution of petroleum 
refining began with the birth of modern oil production in Pennsylvania in the nineteenth century. Current refineries are 
much more complex than those of a few decades ago and there is significant research concerning the development of  more 
economical uses of available hydrocarbon resources.

In the past few decades there has been an increase in the number of publications that report advancements in the 
petroleum industry. Petroleum Refining and Natural Gas Processing is a continuation of those efforts and attempts to bring 
together the most recent advances in various areas of petroleum downstream activities, with an emphasis on economic and 
environmental considerations, heavy-oil processing, and new developments in oil and gas processing.

The primary goal of this book is to provide a comprehensive reference that covers the latest developments in all aspects 
of petroleum and natural gas processing in the downstream sector of the petroleum industry. It includes topics on economy 
and marketing, scheduling and planning, modeling and simulation, design and operation, inspection and maintenance, cor-
rosion, environment, safety, storage and transportation, quality and process control, products specifications, management, 
biofuel processing and production, as well as other issues related to these topics. Every attempt has been made to avoid 
overlap between chapters, however, there are some topics that have been included in more than one chapter when relevant 
to both chapters. Another objective of this book is to describe the latest technology available to those working in the petro-
leum industry, especially designers, researchers, operators, managers, decision-makers, business people, and government 
officials. The petroleum industry is a diverse and complex industry and it is almost impossible to include all aspects of it 
in a single book. However, we tried to cover the most vital issues and we believe this is the most comprehensive resource 
published to date for use by people involved in this worldwide industry. We hope this contribution will be useful to them. In 
writing this book we benefited from the published works of  many researchers, which are cited at the end of each chapter. 
We welcome comments and suggestions from readers.

More than 40 scientists, experts, and professionals from both academia and industry have cooperated and contributed 
to the 33 chapters in this book. Authors with years of experience made unique contributions not available in any similar 
publications. We are grateful to all of them for their efforts in bringing this book to fruition.

We also thank the large number of anonymous reviewers who went through lengthy manuscripts and provided us with 
their constructive comments and suggestions, which greatly enhanced the quality of the manual. Many publishers, organi-
zations, and companies provided us with permission to use their published data, graphs, and figures and we thank them 
for their cooperation in supporting this publication effort.

We are also thankful to ASTM International for sponsoring publication of this book, especially to Kathy Dernoga, 
Monica Siperko, Marsha Firman, and other ASTM staff involved in this project. Kathy Dernoga’s review and encouragement 
were essential to the completion of this work. The support and encouragement of Dr. George E. Totten, ASTM’s Committee 
on Publications representative for this manual, is also appreciated. The reviewing process was managed and conducted by 
Christine Urso of the American Institute of Physics (AIP) and she was extremely cooperative in uploading the manuscripts 
to the online reviewing site, inviting reviewers, and handling of all manuscripts submitted for this manual. Also, many 
thanks to Rebecca L. Edwards, senior project manager at Cenveo Publisher Services for copyediting and production.

Finally, and most importantly, we thank our families for their patience, understanding, cooperation, and moral support, 
which were essential throughout this process.

M. R. Riazi—Kuwait University, Kuwait
Semih Eser—The Pennsylvania State University, University Park, PA, USA

Suresh S. Agrawal—Offsite Management Systems, Houston, TX, USA
José Luis Peña Díez—Repsol, Madrid, Spain
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1

AbbreviAtions
APC	 Advanced	process	control
API	 American	Petroleum	Institute	
DAO	 Deasphalted	oil
DEG	 Diethylene	glycol
EIA	 Energy	Information	Administration	
EPA	 U.S.	Environmental	Protection	Agency
FCC	 Fluid	catalytic	cracking
FO	 Fuel	oil
GOR	 Gas-to-oil	ratio
GTL	 Gas-to-liquid
H-Oil	 Heavy	oil
HDS	 Hydrodesulfurization
LCO	 Light	cycle	oil
LPG	 Liquefied	petroleum	gas
MDEA	 Monodiethanol	amine
MEA	 Monoethanol	amine
NGL	 Natural	gas	liquid
OSHA	 Occupational	Safety	and	Health	Administration	
PSA	 Pressure	sewing	adsorption
RON	 Research	octane	number
TEG	 Triethylene	glycol
ULSD	 Ultralow	sulfur	diesel
VGO	 Vacuum	gas	oil
VRDS	 Vacuum	residue	desulfurization

1.1  Petroleum Fluids, reFinery 
Feedstocks, And Products
Petroleum	was	first	used	in	1546	by	the	German	mineralo-
gist	George	Bauer	and	was	reported	as	a	naturally	occurring	
flammable	liquid	found	in	rocks	that	contain	various	types	
of	hydrocarbons.	Petroleum	and	natural	gas	play	an	impor-
tant	role	in	providing	energy	and	the	production	of	petro-
chemicals.	 The	 word	 “petroleum”	 comes	 from	 the	 Latin	
words	of	petra	(rock)	and	oleum,	which	refers	to	a	special	
type	of	oil	[1].	Petroleum	is	a	complex	mixture	of	hundreds	
of	hydrocarbons	comprising	mainly	paraffins,	naphthenes,	
and	 aromatics.	 The	 lightest	 hydrocarbon	 component	 of	
petroleum	is	methane,	which	is	the	main	element	of	natural	
gas,	and	the	heaviest	components	include	asphaltenes,	with	
molecular	weights	higher	than	1000	that	are	found	in	heavy	
oils.	These	complex	high-molecular-weight	 structures	also	
contain	 heteroatoms	 such	 as	 nitrogen	 (N)	 and	 sulfur	 (S).	
In	addition,	small	quantities	of	hydrogen	and	some	metals	
are	present	in	most	crude	oils	as	will	be	discussed	later.	In	
today’s	 terminology,	 crude	 oil	 is	 referred	 to	 as	 the	 liquid	
type	of	petroleum	that	is	processed	in	petroleum	refineries,	

and	 natural	 gas	 is	 a	 mixture	 of	 light	 hydrocarbons	 pro-
duced	from	petroleum	and	gas	reservoirs.

There	are	several	theories	on	the	formation	process	of	
petroleum	 and	 hydrocarbons.	 It	 is	 generally	 believed	 that	
the	petroleum	is	derived	from	aquatic	plants	and	animals	
through	 conversion	 of	 organic	 compounds	 into	 hydrocar-
bons.	These	organisms	and	plants	under	aquatic	conditions	
have	 converted	 inorganic	 compounds	 dissolved	 in	 water	
(such	as	carbon	dioxide)	to	organic	compounds	through	the	
energy	provided	by	the	sun,

	 6 6 62 2 2 6 12 6CO H O energy O C H O+ + +→ 	 (1.1)

in	which	C6H12O6	(a	carbohydrate)	is	an	organic	compound.	
Formed	 organic	 compounds	 may	 be	 decomposed	 into	
hydrocarbons	under	certain	conditions	of	temperature	and	
pressure,

	 ( )CH O xCO yCHn z2 2→ + 	 (1.2)

in	which	n,	x,	y	and	z	are	integer	numbers	and	yCHz	is	the	
closed	 formula	 for	 the	produced	hydrocarbon	compound.	
Conversion	 of	 such	 organic	 materials	 to	 hydrocarbons	
occurs	under	heat	(~210–250°F),	pressure	(~2500	psi),	and	
radioactive	rays.	Catalysts	for	such	reactions	are	vanadium	
(V)	and	nickel	(Ni),	and	for	this	reason	some	of	these	met-
als	 are	 found	 in	 small	 quantities	 in	 petroleum	 fluids.	 A	
geologic	time	of	approximately	1	million	years	is	required	
for	completion	of	such	reactions.	In	some	other	theories	it	
is	suggested	that	calcium	carbonate	(CaCO3),	an	inorganic	
compound,	 can	 be	 converted	 to	 calcium	 carbide	 (CaC2),	
which	 reacts	 with	 water	 (H2O)	 to	 make	 acetylene	 (C2H2),	
a	 hydrocarbon.	 Either	 way,	 an	 aquatic	 environment	 is	
required	for	the	formation	of	petroleum	and	that	could	be	
a	good	reason	why	major	oil	 reservoirs	are	 located	 in	 the	
vicinity	of	seas	and	oceans,	and	major	oil	fields	are	found	
at	the	seabeds	of	the	Gulf	of	Mexico	or	the	Persian	Gulf	in	
the	Middle	East.

Hydrocarbons	produced	from	organic	materials	gradu-
ally	 migrate	 through	 porous	 rocks	 and	 form	 a	 petroleum	
reservoir	when	a	nonporous	or	seal	rock	is	found.	A	series	
of	 reservoirs	 within	 a	 common	 rock	 form	 an	 oil	 field.	
Hydrocarbons	found	in	different	fields	and	reservoirs	vary	
depending	on	their	source	and	the	maturity	of	the	forma-
tion	process,	and	 this	 leads	 to	 the	production	of	different	
kinds	 of	 reservoir	 fluids.	 Figure	 1.1	 shows	 seven	 kinds	 of	
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2	 Petroleum reFining And nAturAl gAs Processing

reservoir	fluids	from	natural	gas	to	tar	sand	and	oil	shale.	
Heavy	oil	refers	to	crudes	having	an	API	gravity	of	less	than	
20	(or	specific	gravity	>	0.93),	whereas	extra	heavy	oils,	tar	
sands,	oil	shale,	and	bitumen	are	considered	extra-heavy	oil	
(API	gravity	<	10	or	specific	gravity	>	1).	These	heavy	flu-
ids	usually	do	not	flow	naturally	(except	in	hot	reservoirs),	
need	 artificial	 heating	 or	 enhanced	 recovery	 technologies	
for	their	extraction,	and	are	considered	as	unconventional	
oils.	Further	specifications	of	these	types	of	petroleum	flu-
ids	are	given	in	Chapter 2.

Reservoir	 fluids	 can	 also	 be	 characterized	 by	 their	
gas-to-oil	 ratio	 (GOR)	 when	 they	 are	 brought	 to	 atmo-
spheric	 conditions.	 Dry	 gases	 contain	 more	 than	 90	 %	
methane,	and	upon	production	at	the	surface	have	a	GOR	
of	 100,000  (scf/bbl)	 or	 more	 whereas	 oils	 with	 a	 GOR	 of	
less	than	1000	(scf/bbl)	contain	less	than	50	%	methane	and	
the	produced	crude	oil	has	an	API	gravity	of	less	than	40.	
Separation	of	oil	and	gas	and	production	of	crude	oil	from	
a	reservoir	fluid	occurs	at	the	surface	facilities	under	field	
processing	[3].	The	water	content	of	reservoir	fluid	is	sepa-
rated	 through	 a	 gravity-type	 separator,	 and	 the	 pressure	
of	a	reservoir	fluid	at	the	wellhead	is	gradually	reduced	to	
1 atm	in	two-	or	three-stage	gas-liquid	separators,	as	shown	
in	Figure	1.2	[4].	In	this	figure,	the	pressure	of	a	reservoir	
fluid	with	 a	GOR	 of	 853	 scf/bbl	 is	 reduced	 from	164.5	 to	
1.01	bar	in	three	stages.	The	liquid	produced	from	the	last	
stage	is	called	crude	oil	and	contains	small	concentrations	

of	dissolved	light	gases.	Table	1.1	gives	a	typical	composi-
tion	 of	 a	 reservoir	 fluid	 and	 the	 produced	 crude	 oil	 and	
gases.	Gas	produced	by	this	method	is	called	associated	gas	
to	distinguish	it	from	natural	gas	produced	directly	from	a	
gas	reservoir.	Produced	crude	oil	 is	then	transferred	to	an	
export	terminal	or	to	a	local	refinery	for	processing.	In	the	
case	of	natural	gas,	water	can	be	separated	through	the	gly-
col	dehydration	process,	as	discussed	in	Chapter	11.

In	addition	 to	 the	above	 forms	of	naturally	occurring	
hydrocarbons,	 there	 are	 huge	 amounts	 of	 hydrates	 under	
the	sea	and	at	the	bottom	of	oceans.	Hydrates	are	ice-like	
crystalline	structures	formed	under	high	pressures	and	low	
temperatures	where	 light	hydrocarbons	(i.e.,	C1,	C2,	C3,	or	
C4)	are	surrounded	by	water	molecules.	When	hydrates	are	
moved	 outside	 of	 the	 thermodynamic	 stability	 conditions	
they	 decompose	 into	 water	 and	 hydrocarbons,	 releasing	
large	 amounts	 of	 natural	 gas.	 However,	 current	 technolo-
gies	do	not	allow	their	commercial	exploitation,	and	there	
is	an	intense	work	of	research	facing	the	challenge	of	mak-
ing	them	a	usable	source	of	energy.

In	 general,	 the	 distribution	 of	 elements	 present	 in	 a	
typical	 crude	 oil	 vary	 within	 fairly	 narrow	 limits,	 and	 on	
weight	basis	they	are	83–87	%	carbon,	10–14	%	hydrogen,	
0.1–2	%	nitrogen,	0.05–1.5	%	oxygen,	0.05–6	%	sulfur,	and	
less	than	0.1	%	metals	such	as	vanadium,	nickel,	and	cop-
per	[1].	The	quality	of	crude	oils	is	determined	by	their	API	
gravity	 and	 sulfur	 contents.	 A	 lower	 carbon-to-hydrogen	

Figure 1.2—Schematic	of	a	three-stage	separator	in	a	Middle	East	production	field	[4].
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Figure 1.1—Various	categories	of	natural	gas	and	liquid	and	naturally	occurring	petroleum	fluids	and	their	approximate	
hydrocarbon	molecular	weight	distributions	according	to	their	carbon	numbers	[2,3].
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ratio	of	crude	indicates	a	better	quality	and	a	higher	heat-
ing	value.	General	characteristics	of	various	oils	are	given	
in	Table	1.2	and	some	specifications	of	petroleum	products	
and	 their	 boiling	 ranges	 are	 presented	 in	 Table	 1.3	 [5].	
Products	 from	 an	 Alaskan	 crude	 oil	 with	 their	 respective	
boiling	 range,	 carbon	 number,	 and	 yields	 are	 presented	
in	Figure	1.3.	Product	specifications	related	to	the	quality	
of	 fuels	are	 changing	with	 time	as	demonstrated	 in	Table	
1.4	[5].	Further	information	about	the	quality	and	proper-
ties	of	petroleum	crude	oils	and	products	are	discussed	in	
Chapter 4.

1.2  stAtus oF World energy suPPly And 
demAnd 
Various	 forms	 of	 energy	 sources	 can	 be	 divided	 into	 two	
groups	of	nonrenewable	and	renewable	 forms.	Nonrenew-
able	forms	of	energy,	which	refer	to	resources	that	cannot	

be	 replaced	 after	 consumption,	 comprise	 mainly	 fossil	
fuels,	 such	as	oil,	natural	 gas,	 and	coal.	Renewable	 forms	
of	energy	include	biomass,	solar,	wind,	hydro	(water),	and	
geothermal	 energy.	 In	 addition,	 nuclear	 energy,	 which	 is	
produced	from	the	nuclear	fission	of	uranium,	is	considered	
nonrenewable	 because	 of	 the	 limited	 uranium	 resources,	
but	a	potential	future	nuclear	fusion	technology	could	make	
it	be	considered	as	an	inexhaustible	resource.	According	to	
the	 Energy	 Information	 Administration	 (EIA)	 [6],	 world	
energy	consumption	in	2007	was	38	%	oil,	23	%	gas,	26	%	
coal,	6	%	nuclear,	6	%	hydro,	and	1	%	other		renewable	forms	
of	energy.	This	indicates	that	oil	and	gas	provide	more	than	
60	%	of	the	world	energy	supply.	In	addition,	oil	and	gas	are	
the	main	source	of	feedstocks	for	petrochemical	plants	that	
are	eventually	converted	into	many	industrial	chemicals	and	
materials,	 such	 as	 polymers	 and	 plastics,	 dyes,	 synthetic	
fertilizers,	insecticides,	and	pharmaceuticals.	

The	 total	proved	oil	 reserves	 in	2007	amount	 to	1238	
billion	bbl,	with	the	Middle	East	share	of	61	%,	North	and	
South	America	account	for	15	%,	Europe	and	Euro-Asia	12	%,		
Africa	approximately	10	%,	and	the	Asia	Pacific	region	3	%		
of	 the	 total	 proved	 reserves.	 The	 estimated	 oil	 reserves	
in	 2008	 were	 1342	 billion	 bbl	 up	 by	 8	 %	 from	 the	 previ-
ous	year’s	estimate.	This	 is	mainly	due	to	the	inclusion	of	
Canada’s	heavy-oil	 sand	reserves	 in	 the	2008	estimate	 [7].	
In	 addition,	 there	 are	 huge	 unconventional	 oil	 resources	
distributed	in	Canada,	South	America,	Russia,	and	China,	
where	 the	 production	 could	 be	 economically	 feasible	 if	
the	 oil	 price	 maintains	 above	 $80/bbl.	 With	 the	 addition	
of	unconventional	oil	reserves,	the	total	world	oil	reserves	
could	reach	approximately	10	trillion	bbl.	As	of	January	1,	
2009,	the	proved	world	natural	gas	reserves	were	estimated	
at	6254	trillion	ft3,	of	which	40	%	are	located	in	the	Middle	

tAble 1.1—calculated composition (in mol %) of crude Product from a three-stage separator [4]
no. component Feed First-stage gas second-stage gas third-stage gas third-stage liquid

1 N2 0.09 0.54 0.12 0.05 0.00

2 CO2 2.09 3.91 4.09 1.44 0.02

3 h2S 1.89 1.47 4.38 5.06 0.14

4 h2O 0.00 0.00 0.00 0.00 0.00

5 C1 29.18 64.10 32.12 5.68 0.03

6 C2 13.60 19.62 32.65 25.41 0.38

7 C3 9.20 7.41 18.24 35.47 3.05

8 nC4 4.30 1.48 4.56 13.92 4.38

9 iC4 0.95 0.41 1.23 3.47 0.78

10 nC5 2.60 0.36 1.01 3.98 4.81

11 iC6 1.38 0.24 0.68 2.61 2.37

12 C6 4.32 0.27 0.61 2.22 9.01

13 C7+ 30.40 0.19 0.31 0.69 75.03

Specific	gravity	at	60°F 0.8105

temperature,	°F 245 105 100 90 90

pressure,	psia 2197 315 75 15 15

GOr,	scf/bbl 853 580 156 117

tAble 1.2—Properties of light, Heavy, and 
extra-Heavy crudes and residue
classification definition

Extra	light high	apI	gravity,	low	S,	N,	and	
negligible	asphaltene	and	metals

Light	crude	 Medium-range	apI	gravity,	low	S,	N,	
metals,	and	moderate	asphaltene

heavy	crude	 Medium-range	apI	gravity,	high	S,	N,	
high	metals,	and	asphaltene

Extra	heavy/residue Low	apI	gravity	and	very	high	
contaminants	(S,	N,	metals,	and	
asphaltenes)
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4	 Petroleum reFining And nAturAl gAs Processing

tAble 1.3—main Products obtained during the refining Processes along with their boiling 
Point and their Final Product use [5]
refinery streams boiling range, °c number of carbons Processing Final Product(s)

LpG –40	to	0 1–4 Sweetener propane	fuel	(bottled	gas)

Light	naphtha 39–85 ~8 hydrotreater Gasoline	(fuel	for	cars)

heavy	naphtha 85–200 ~10 Catalytic	reformer Gasoline,	aromatics	(chemicals	and	plastics)

Kerosine 170–270 ~15 hydrotreater Jet	fuel,	no.	1	diesel	(fuel	for	aeroplanes)

Gas	oil 180–343 ~20 hydrotreater heating	oil,	no.	2	diesel	(fuel	for	car	and	
transportation)

atmospheric	residue 343+ hydrotreater Fuel	oil

Vacuum	gas	oil 340–566 ~35 FCC
hydrotreater
lubricating	plant
hydrocracker

Gasoline,	LCO,	gases
fuel	oil,	FCC	feed
lubricating	basestock
gasoline,	jet,	diesel,	FCC	feed,	lubricating	
basestock

Vacuum	residue 540+ 40+ Coker
visbreaker	asphalt	
unit
hydrotreater

Coke,	coker	gas	oil
visbreaker	gas	oil,	resid
deasphalted	oil,	asphalt
FCC	feed
road	surfacing
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Figure 1.3—products	of	atmospheric	distillation	oil	for	a	typical	alaskan	crude	oil	[4].
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East	[6].	The	production	of	natural	gas	in	the	world	in	2006	
reached	104	trillion	ft3,	and	it	is	projected	to	increase	to	153	
trillion	ft3	in	2030	[7].

There	 is	 a	 general	 confidence	 that	 is	 based	 on	 exist-
ing	 reserves	data	on	hydrocarbon	availability	 for	 the	next	
decades,	 although	 the	 lower	 quality	 of	 the	 fluids	 and	 the	
exploitation	of	more	difficult	reservoirs	will	have	an	effect	
on	 market	 price.	 The	 development	 of	 unconventional	 oil	

and	 specialty	 gas	 (shale	 gas)	 is	 also	 starting	 to	 play	 an	
important	 role	 in	 changing	 energy	 markets.	 On	 the	 other	
side,	 the	 progressive	 implementation	 of	 laws	 with	 focus	
on	carbon	policies	and	energy	efficiency	may	result	in	sig-
nificantly	different	 future	consumption	scenarios.	Further	
discussion	on	oil	and	natural	gas	reserves	and	the	projec-
tions	 of	 energy	 supply	 and	 consumption	 are	 presented	 in	
Chapter	3.	

Coal	 is	 another	 important	 fossil	 fuel	 in	addition	 to	oil	
and	gas	and	provides	a	significant	share	of	the	total	energy	
used	 in	 the	world.	A	current	status	of	coal	production	and	
consumption	 in	 the	 world	 is	 presented	 in	 Figure	 1.4.	 The	
estimated	production	peaks	for	oil,	gas,	and	coal	in	the	world	
are	shown	in	Figure	1.5	[8].	Various	estimates	indicate	that	
the	world	oil	peak	would	occur	sometime	between	2015	and	
2020.	It	would	be	followed	by	peak	gas	and	then	peak	coal.	
The	 United	 States	 and	 China	 are	 the	 major	 producers	 of	
coal	in	the	world,	and	China	consumes	more	than	twice	the	
amount	that	the	United	States	does	because	more	than	83	%		
of	 China’s	 electricity	 is	 produced	 by	 coal-burning	 power	
plants.	Coal	can	also	be	converted	into	gaseous	or	liquid	fuels	
through	gasification	and	(direct	or	indirect)	liquefaction	pro-
cesses,	although	coal	liquids	produced	by	direct	liquefaction	
have	 lower	 heating	 values	 than	 those	 of	 conventional	 oils	
and	tend	to	contain	more	sulfur	and	other	heteroatoms	than	
found	in	oil.	Because	coal	has	a	higher	carbon-to-hydrogen	
ratio	than	that	of	oil,	burning	or	conversion	of	coal	produces	
large	quantities	of	carbon	dioxide	that	need	to	be	mitigated	
because	of	the	global	warming	problem.	

The	 contribution	 of	 different	 sources	 to	 the	 energy	
production	in	recent	years	as	presented	above	is	expected	
to	change	during	this	century.	By	the	end	of	the	21st	cen-
tury,	the	contribution	of	alternative	sources	of	energy	such	
as	 solar,	wind,	or	nuclear	energy	could	exceed	 that	of	oil	
and	 gas.	 According	 to	 the	 U.S.	 Department	 of	 Energy,	
the	supply	for	oil	will	begin	to	decrease	by	2020,	and	the	
demand	for	natural	gas	will	peak	around	2050.	These	pro-
jections	 are	 obviously	 speculative	 and	 vary	 substantially	

tAble 1.4—Finished Product specifications 
and Future Worldwide restrictionsa

Fuel/Properties
situation in 
1990s

situation in 
2010

Foreseeable 
trend  
2010–2020

gasoline

Clear	rON 89–94 95–98 98

Clear	MON 80–84 85–88 92

Benzene,	vol	% 3–5 1–2 <0.5

aromatics,	vol	% 30–50 20–30 <30

Olefins,	vol	% 10–20 5–10 <10

Sulfur,	ppm 300–500 50–100 <10

diesel oil

Sulfur,	ppm 2000–5000 50 <10

Cetane	number 45–50 50–53 >52

aromatics,	vol	% 25–35 10–20 <10

Fuel oil (ls Fo)

Sulfur,	wt	% 3–4 0.5–1 <0.5

Nitrogen,	wt	% 0.5–0.7 0.3–.0.5

aOn	average	based	on	European	standards	from	several	studies	[5].

Figure 1.4—an	overview	of	coal	as	a	function	of	geographical	region	(2008).
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6	 Petroleum reFining And nAturAl gAs Processing

from	 one	 source	 to	 another.	 However,	 as	 the	 production	
of	 energy	 from	 conventional	 and	 nonrenewable	 sources	
decreases,	 there	will	be	more	attempts	 to	produce	energy	
from	 unconventional	 oil	 and	 gas	 and	 renewable	 energy	
sources	such	as	biomass	and	solar	energy,	as	discussed	in	
Chapter	3.	Worldwide	petroleum	refineries	and	natural	gas	
processing	plant	distribution	as	well	as	statistical	data	on	
refining	capacities	and	expansion	trends	are	also	discussed	
in	Chapter	3.

1.3  Petroleum reFining
Refining	 is	a	series	of	physical	and	chemical	processes	 in	
which	 petroleum	 is	 converted	 into	 several	 products	 for	
direct	use	or	to	provide	feedstocks	for	petrochemical	indus-
tries.	Petroleum	was	first	distilled	by	M.Z.	Razi,	a	Persian	
chemist,	who	produced	kerosine	in	the	9th	century	for	use	
in	 kerosine	 lamps	 and	 for	 paving	 the	 streets	 of	 Baghdad	
with	tar.

The	first	process	of	petroleum	refining	is	desalting,	in	
which	the	salt	content	of	oil	is	reduced	to	1–10	PTB	(pound	
equivalent	NaCl	per	thousand	barrel	of	crude).	Desalted	oil	
then	enters	a	distillation	unit	that	operates	at	atmospheric	
pressure.	 In	 this	 unit,	 crude	 oil	 is	 separated	 according	 to	
boiling	 point	 range	 into	 distillate	 fractions	 such	 as	 lique-
fied	petroleum	gas	(LPG),	naphtha,	kerosine,	and	light-	and	
heavy-gas	oils.	Figure	1.3	shows	the	distribution	of	distilla-
tion	fractions	for	a	typical	Alaskan	crude	oil	along	with	the	
boiling	point	and	carbon	number	ranges	for	the	constituent	
hydrocarbons.	Atmospheric	residue	(composing	54	%	of	a	
typical	 Alaskan	 crude	 as	 seen	 Figure	 1.3)	 is	 further	 frac-
tionated	in	a	vacuum	distillation	unit	(at	40–50 mmHg)	to	
produce	vacuum	gas	oils	and	vacuum	residue.	Straight-run	
products	 from	 atmospheric	 distillation	 generally	 undergo	
only	finishing	processes	such	as	hydrotreatment	to	remove	
heteroatoms	 (e.g.,	 S	 and	 N)	 and	 blending	 to	 achieve	 the	
mandated	specification	before	they	are	sold	as	final	prod-
ucts.	 Vacuum	 distillation	 generates	 intermediate	 streams	
(i.e.,	vacuum	gas	oils	and	vacuum	residue)	that	go	through	
a	 series	 of	 conversion	 and	 finishing	 processes	 to	 produce	
light-	 and	 middle-distillate	 fuels,	 such	 as	 gasoline,	 jet	

fuel,	 diesel	 fuel,	 fuel	 oil,	 and	 non-fuel	 products	 such	 as	
	lubricating	oils.	Table	1.3	lists	the	main	products	obtained	
during	the	refining	processes	along	with	their	boiling	point	
ranges	and	final	use.	An	overview	of	refinery	processes	as	
well	 as	 feedstocks	 and	 products	 is	 given	 in	 Table	 1.5	 [9].	
Applications	 and	 specifications	 of	 all	 fuels	 and	 materials	
obtained	from	crude	oil	refining	are	discussed	in	Chapters	
2	and	4.

One	 of	 the	 main	 characteristics	 of	 today’s	 modern	
refineries	 is	 the	 capability	 to	 convert	 heavy	 crude	 oil	
into	 light	 and	 middle	 distillates	 without	 producing	 heavy	
residues.	In	today’s	refineries,	more	than	44	%	of	a	typical	
crude	oil	can	be	converted	into	gasoline	with	less	than	9	%	
ending	up	as	heavy	residues	and	carbon,	compared	with	a	
gasoline	yield	of	only	3	%	from	a	simple	batch	distillation	
in	the	19th	century.	A	brief	history	of	the	refinery	evolution	
is	given	in	Table	1.6.	This	advancement	of	petroleum	refin-
ing	 is	due	 to	 the	development	of	many	new	processes	 for	
refining	and	upgrading	the	conventional	and	heavy	oils,	as	
discussed	in	Chapters	5–10.	

Chapter	5	gives	an	overview	of	the	objectives	of	petro-
leum	refining,	overall	refinery	flow,	and	the	major	processes	
used	for	refining	crude	oil	are	divided	into	four	categories:	
separation,	 conversion,	 finishing,	 and	 supporting	 pro-
cesses.	Separation	processes	make	use	of	the	differences	in	
the	physical	properties	of	crude	oil	components	to	separate	
groups	of	hydrocarbon	compounds	or	inorganic	impurities,	
whereas	 conversion	 processes	 cause	 chemical	 changes	 in	
the	hydrocarbon	composition	of	crude	oils.	Finishing	pro-
cesses	involve	hydrotreating	to	remove	heteroatoms	(S, N,	
and	 metals)	 and	 product	 blending	 to	 produce	 fuels	 and	
materials	 with	 desired	 specifications	 and	 in	 compliance	
with	 environmental	 and	 government	 regulations.	 Finally,	
supporting	processes	provide	the	recovery	of	 the	removed	
heteroatoms	or	hetoroatom	compounds,	production	of	the	
hydrogen	necessary	for	conversion	and	hydrotreating	pro-
cesses,	and	effluent	water	treatment	systems.	

One	of	 the	main	processes	used	 in	petroleum	refiner-
ies	to	crack	heavy	oils	and	residues	into	light-	and	middle-
distillate	products	is	fluid	catalytic	cracking	(FCC).	FCC	is	a	

Figure 1.5—Occurrence	of	peak	oil,	gas,	and	coal	[8].
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major	secondary	processing	unit	in	the	petroleum	industry	
for	 converting	 gas	 oil	 streams	 into	 high-octane	 gasoline,	
cycle	 oils,	 LPG,	 and	 light	 olefins.	 After	 the	 carbon	 rejec-
tion	 route,	 it	 upgrades	 low-value	 streams	 (e.g.,	 vacuum	
gas	 oil,	 atmospheric	 residue,	 deasphalted	 heavy	 oils,	 etc.)	
into	 distillates	 operating	 at	 low	 pressures	 and	 moderate	
temperatures.	FCC	is	very	attractive	from	a	value	addition	

perspective	because	it	is	a	net	volume	generation	process.	It	
has	gained	a	special	place	in	the	refinery	because	of	its	feed	
flexibility,	ability	to	produce	diverse	products,	and	its	quick	
response	 to	 the	 market	 demands	 through	 minor	 changes	
in	process	operating	conditions.	The	economics	of	the	FCC	
process	 are	 so	 attractive	 that	 it	 is	 almost	 impossible	 to	
imagine	a	modern	 refinery	without	 this	unit.	 	Considering	

tAble 1.5—An overview of refining Processes and their Feedstock and valuable Products [9]
Process name reactions (type) Feedstock(s) Product(s)

Fractionation processes

atmospheric	distillation Separation	(thermal) Desalted	crude	oil Gas,	gas	oil,	distillate,	residual

Vacuum	distillation Separation	(thermal) atmospheric	tower	residual Gas	oil,	lubricating	stock,	residual

conversion processes-decomposition

Catalytic	cracking alteration	(catalytic) Gas	oil,	coke	distillate Gasoline,	petrochemical	feedstock

Coking polymerize	(thermal) Gas	oil,	coke	distillate Gasoline,	petrochemical	feedstock

hydrocracking hydrogenate	(catalytic) Gas	oil,	cracked	oil,	residual Lighter,	higher	quality	products

hydrogen	steam	reforming Decompose	(thermal/catalytic) Desulfurized	gas,	O2,	steam hydrogen,	CO,	CO2

Steam	cracking Decompose	(thermal) atmospheric	tower	heavy	
fuel/distillate

Cracked	naphtha,	coke,	residual

Visbreaking Decompose	(thermal) atmospheric	tower	residual	 Distillate,	tar

conversion processes-unification

alkylation Combining	(catalytic) tower	isobutane/	cracker	
olefin

Isooctane	(alkylate)

polymerizing polymerize	(catalytic) Cracker	olefins high-octane	naphtha,	
petrochemical	stocks

conversion processes-alteration or rearrangement

Catalytic	reforming alteration/dehydration	
(catalytic)

Coker/hydrocracker	naphtha high	octane	reformate/aromatic

Isomerization rearrange	(catalytic) Butane,	pentane,	hexane	 Isobutane/pentane/hexane

treatment processes

amine	treating treatment	(absorption) Sour	gas,	hydrocarbons	with	
CO2	and	h2S	

acid	free	gases	and	liquid	
hydrocarbons

Desalting Dehydration	(absorption) Crude	oil Desalted	crude	oil

Drying	and	sweetening treatment	(absorption/	
thermal)

Liquid	hydrocarbons,	LpG,	
alkyl	feedstock

Sweet	and	dry	hydrocarbons

Furfural	extraction Solvent	extraction	(absorption) Cycle	oils	and	lubricating	
feedstocks

high-quality	diesel	and	lubricating	
oil

hydrodesulfurization treatment	(catalytic) high-sulfur	residual/gas	oil Desulfurized	olefins

hydrotreating hydrogenation	(catalytic) residuals,	cracked	
hydrocarbons

Cracker	feed,	distillate,	lubricating

phenol	extraction Solvent	(extraction	absorption/
thermal)

Lubricating	oil	base	stocks high-quality	lubricating	oils

Solvent	deasphalting treatment	(separation) Vacuum	tower	residual propane	heavy	lubricating	oil,	
asphalt

Solvent	dewaxing treatment	(cool/	filter) Vacuum	tower	lubricating	oils Dewaxed	lubricating	basestock

Solvent	extraction Solvent	(extraction	absorption/
precipitation)

Gas	oil,	reformate,	distillate high-octane	gasoline

Sweetening treatment	(catalytic) Untreated	distillate/gasoline high-quality	distillate/gasoline
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8	 Petroleum reFining And nAturAl gAs Processing

the	central	role	of	FCC	in	refineries	to	produce	better	qual-
ity	fuels	 in	higher	yields,	a	separate	chapter,	Chapter	6,	 is	
specifically	 devoted	 to	 a	 detailed	 discussion	 of	 the	 FCC	
process.	In	addition	to	high-octane	gasoline	as	the	principal	
product,	FCC	produces	LPG	as	well	as	isobutane	and	olefin-
rich	light	hydrocarbons	(propene	and	butenes)	that	can	be	
used	in	alkylation	and	polymerization	processes	to	produce	
more	high-octane	gasoline	in	refineries.	In	addition	to	the	
alkylation	and	polymerization	processes,	the	isomerization	
process	has	also	gained	importance	upon	the	recent	limita-
tions	placed	on	the	aromatic	content	of	gasoline.	Chapter	7	

reviews	the	processes	and	catalysts	used	for	isomerization	
of	 light	 naphtha	 and	 lubricating	 oils	 for	 quality	 enhance-
ment.	 Isomerization	 of	 light	 naphtha,	 particularly	 C5	 and	
C6	 paraffins,	 is	 practiced	 to	 achieve	 the	 desired	 research	
octane	number	 (RON)	 for	gasoline	blend	stock	 in	view	of	
the	 stringent	 fuel	 specifications	 implemented	 worldwide.	
Although	 the	 isomerization	 of	 C5/C6	 paraffins	 has	 been	
known	for	a	long	while,	only	in	recent	years	have	commer-
cial	catalysts	been	developed	for	the	 isomerization	of	par-
affins	 in	the	 lubricating	oil	range.	Over	the	years,	catalyst	
and	process	have	evolved	and	improved.	Thus,	the	scope	of	

tAble 1.6—History of Petroleum refining Processes
year Process name Purpose byproducts, etc.

1849 Canadian	geologist	abraham	Gesner	distills	kerosine	from	crude	oil

1859 an	oil	refinery	is	built	in	Baku	(azerbaijan)

1860–1861 Oil	refineries	are	built	near	Oil	Creek,	pennsylvania;	petrolia,	Ontario,	Canada;	and	Union	County,	arkansas

1862 atmospheric	distillation produce	kerosine Naphtha,	tar,	etc.

1870 Vacuum	distillation Lubricants	(original)	cracking	feedstocks	
(1930s)

asphalt,	residual	coker	feedstocks

1913	 thermal	cracking Increase	gasoline residual,	bunker	fuel

1916	 Sweetening reduce	sulfur	and	odor Sulfur

1930	 thermal	reforming Improve	octane	number residual

1932	 hydrogenation remove	sulfur Sulfur

1932 Coking produce	gasoline	basestocks	 Coke

1933 Solvent	extraction Improve	lubricant	viscosity	index	 aromatics

1935 Solvent	dewaxing Improve	pour	point Waxes

1935 Catalyst	polymerization Improve	gasoline	yield	and	octane	
number	

petrochemical	feedstocks

1937 Catalytic	cracking higher	octane	gasoline petrochemical	feedstocks

1939 Visbreaking reduce	viscosity Increased	distillate,	tar

1940 alkylation Increase	gasoline	octane	and	yield	 high-octane	aviation	gasoline

1940 Isomerization produce	alkylation	feedstock Naphtha

1942 Fluid	catalytic	cracking Increase	gasoline	yield	and	octane	 petrochemical	feedstocks

1950 Deasphalting Increase	cracking	feedstock	 asphalt

1952 Catalytic	reforming Convert	low-quality	naphtha	 aromatics

1954 hydrodesulfurization remove	sulfur	 Sulfur

1956 Inhibitor	sweetening remove	mercaptan	 Disulfides

1957 Catalytic	isomerization Convert	to	molecules	with	high	octane	
number	

alkylation	feedstocks

1960 hydrocracking Improve	quality	and	reduce	sulfur alkylation	feedstocks

1974 Catalytic	dewaxing Improve	pour	point	 Wax

1975 residual	hydrocracking Increase	gasoline	yield	from	residual heavy	residuals

1975 Catalytic	converter the	phaseout	of	tetraethyl	lead	begins Cleaner	air

1990s SCaNfining	(Exxon),	OCtGaIN	(Mobil),	
prime	G	(axens),	and	S	Zorb	(phillips)

reformulated	gasoline	and	low-sulfur	
diesel

Low	sulfur	fuel

2000 Deep	or	ultra-deep	desulfurization	
(ULSD)

Decrease	sulfur	level	in	diesel	(2	ppm) Sulfur
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Chapter	7	is	to	understand	the	chemistry	and	development	
of	hydroisomerization	catalysts	and	the	evolution	of	hydroi-
somerization	processes	based	on	these	developments,	and	it	
brings	out	future	challenges	and	opportunities.

With	 the	 prospects	 of	 declining	 conventional	 crude	
oil	 reserves	 and	 large	 reserves	 of	 heavy	 crudes	 scattered	
around	 the	 world,	 there	 is	 increasing	 interest	 in	 efficient	
processing	of	heavy	oils	defined	with	respect	 to	API	grav-
ity,	viscosity,	and	mobility	at	the	field	conditions.	Because	
of	 these	 properties	 and	 the	 complexity	 of	 their	 chemical	
constitution,	heavy	oils	present	challenges	for	analysis	and	
upgrading	 into	 light	 distillates	 that	 have	 large	 demands.	
Analysis	and	processing	of	heavy	oils	are	discussed	in	full	
detail	 in	 Chapter	 8.	 On	 the	 processing	 side,	 an	 integra-
tion	 of	 carbon	 rejection	 (solvent	 separation	 and	 thermal	
treatment),	 hydrogen	 addition	 (catalytic	 hydrogenation	
and	hydrocracking),	and	heteroatom	removal	 (hydrotreat-
ing)	offers	a	viable	means	of	upgrading	for	transportation	
over	 long	 distances	 and	 conversion	 into	 light	 distillates.	
	Chapter 8	provides	an	overview	of	current	analytical	tech-
niques	and	upgrading	processes	used	 to	address	 the	chal-
lenges	of	bringing	the	heavy	oils	into	the	refineries	and	to	
the	market place.

As	shown	in	Figure	1.3,	even	conventional	oil	may	pro-
duce	more	than	50%	residues	from	an	atmospheric	distilla-
tion	column.	A	flow	diagram	for	upgrading	a	typical	heavy	
oil	is	shown	in	Figure	1.6.	In	general,	refineries	are	moving	
in	 the	 direction	 of	 processing	 heavier	 oil,	 producing	 less	
coke	 and	 residues	 and	 producing	 more	 middle	 distillates	
with	the	current	economic	and	environmental	constraints.	
A	 configuration	 suggested	 for	 future	 refineries	 is	 shown	
in	 Figure	 1.7.	 One	 major	 goal	 of	 future	 	refineries	 is	 to	

	produce	ultralow	sulfur	diesel	(ULSD)	and	other		low-sulfur	
fuels.	 Further	 discussion	 on	 future	 refineries	 is	 given	 in	
	Chapter 33.

Recent	advances	 in	 the	area	of	 refining	processes	are	
presented	 in	Chapter	9,	whereas	Chapter	10	 is	devoted	 to	
the	 advancements	 in	 catalysts	 used	 in	 the	 refining	 pro-
cesses.	 Catalysts	 play	 a	 critically	 important	 role	 in	 refin-
ing	 and	 natural	 gas	 processing,	 and	 the	 selection	 of	 an	
appropriate	catalyst	can	improve	the	selectivity	and	quality	
of	 product	 and	 help	 achieve	 higher	 conversion	 rates	 into	
desirable	products.	Catalysts	are	 expensive	and	constitute	
one	of	the	major	operating	cost	items	incurred	for	running	
a	refinery.	

1.4  nAturAl gAs Processing And 
Hydrogen mAnAgement
The	world	production	and	consumption	of	natural	gas	is	on	
the	rise,	and	a	rough	estimate	indicates	that	current	world	
natural	 gas	 reserves	 could	 satisfy	 world	 energy	 demand	
until	 the	 end	 of	 this	 century	 and	 even	 beyond,	 which	 is	
what	 makes	 it	 be	 considered	 the	 world	 energy	 source	 for	
the	21st	century.	Natural	gas	is	the	cleanest	fossil	fuel	and	
produces	much	less	carbon	dioxide	(CO2)	than	coal	or	oil.	
For	example,	for	the	production	of	1	million	Btu	heat	from	
natural	 gas,	 oil,	 and	 coal,	 the	 total	 amounts	 of	 CO2	 that	
are	emitted	into	air	are	117,	164,	and	208	lb,	respectively.	
However,	the	gas	distribution	chain	is	more	complex	than	
other	fuels	and	has	delayed	the	worldwide	implementation	
compared	with	liquid	fuels.	It	was	not	until	the	1960s	that	
the	 transport	 trials	 as	 liquefied	 natural	 gas	 (LNG)	 solved	
the	existing	 limitations	of	natural	gas	as	a	 local	 resource.	
Because	transportation	is	a	major	issue	in	the	natural	gas	

Figure 1.6—a	flow	diagram	of	typical	oil	refinery	technologies	for	upgrading	heavy	crude	oil	and	residue	[10].
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10	 Petroleum reFining And nAturAl gAs Processing

business,	research	on	conversion	of	natural	gas	into	liquid	
fuels	 has	 been	 very	 intensive	 during	 the	 last	 decades	 try-
ing	 to	 overcome	 this	 limitation,	 and	 it	 is	 another	 reason	
to	discuss	natural	gas	processing	in	addition	to	petroleum	
refining	in	this	book.	

The	associated	or	 free	 gas	produced	 from	a	 reservoir	
goes	 through	 processes	 similar	 to	 crude	 oil	 at	 the	 field	
before	 it	 is	 sent	 to	 a	 gas	 processing	 plant.	 Commercial	
natural	gas	is	primarily	methane	whereas	raw	natural	gas	
at	the	wellhead	contains	other	compounds	such	as	ethane,	
propane,	butane,	and	even	heavier	components	as	well	as	
water,	 hydrogen	 sulfide	 (H2S),	 CO2,	 nitrogen,	 and	 some	
other	compounds.	Purification	processes	for	natural	gas—
conditioning	and	fractionation—are	hence	critical	to	meet	
market	specifications,	and	photographs	of	natural	gas	pro-
cessing	and	sweetening	plants	are	shown	in	Figure	1.8	[11].	
In	 field	 conditioning,	 acid	 gases	 and	 water	 are	 removed	
by	various	 separation	methods.	Acid	gases	 (CO2	and	H2S)	
are	usually	removed	by	chemical	absorption	with	different	
amine	 technologies	 [monodiethanol	amine	 (MDEA)-based	
solvents	are	the	most	common]	or	by	alternative	processes	
such	as	physical	absorption	(Benfield,	Sulfinol,	Selexol)	for	
high-acid	 content	 gases.	 Membrane	 and	 molecular	 sieve	
adsorption	 processes	 [pressure	 sewing	 adsorption	 (PSA)]	
would	be	suitable	for	lower	acid	concentrations	and	might	
be	 used	 when	 it	 is	 required	 to	 reduce	 acid	 concentration	
to	 a	 very	 low	 level	 [12].	 Water	 in	 natural	 gas	 is	 usually	
separated	by	absorption	of	water	vapor	 through	a	solvent	
such	 as	 triethylene	 glycol	 (TEG).	 Heavier	 hydrocarbon	

components	as	related	to	natural	gas	liquids	(NGL)	must	be	
removed	from	natural	gas	 to	meet	specifications	by	using	
different	 technologies.	 Depending	 on	 local	 market	 needs,	
NGL	may	be	 sold	as	a	mixed	product	or	 sent	 to	 fraction-
ation	processes	 to	 increase	 the	market	value	of	 individual	
products	as	shown	in	Figure	1.9	[5].	Details	on	these	pro-
cesses	as	well	as	a	review	on	natural	gas	 liquefaction	and	
regasification	technologies	are	given	in	Chapter	11,	which	
also	covers	alternative	natural	gas	conversion	technologies	
to	 liquid	 fuels	 [gas-to-liquid	 (GTL)	 technologies],	 which	
may	become	an	economically	viable	option	for	large-scale	
gas	monetization	projects.	Figure	1.10	shows	a	schematic	
of	such	processes	[13].	

Natural	 gas	 quality	 is	 mainly	 determined	 by	 its	 com-
position,	 particularly	 by	 its	 methane	 content.	 Natural	 gas	
with	 higher	 methane	 content	 has	 better	 quality	 because	
the	ratio	of	hydrogen	to	carbon	is	higher	in	methane	than	
any	 other	 hydrocarbon	 compound.	 One	 of	 the	 main	 uses	
of	 natural	 gas	 in	 petroleum	 and	 petrochemical	 plants	 is	
to	use	 it	 for	 the	production	of	hydrogen	 through	a	 steam	
reforming	process	as	shown	in	Figure	1.11	[14–16	].	Figure	
1.12	shows	a	hydrogen	production	plant	in	Europe	with	a	
capacity	of	10,000	Nm3/h	[17].	Hydrogen	is	used	in	petro-
leum	refineries	in	conversion	and	finishing	processes	such	
as	 hydrocracking,	 hydrotreating,	 hydroconversion,	 and	
hydrofinishing	for	the	upgrading	of	heavy	ends.	Chapter	12	
is	devoted	to	the	production	and	management	of	hydrogen	
in	the	petroleum	industries.	This	chapter	first	provides	an	
overview	of	various	technical	aspects	in	refinery	hydrogen	

Figure 1.7—possible	petroleum	refinery	configuration	of	the	future	[5].
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management,	 including	 basic	 information	 for	 hydrogen	
production,	 purification,	 transportation,	 and	 distribution.	
Because	 hydrogen	 supply	 becomes	 a	 bottleneck	 issue	 for	
many	 refineries	 to	 deal	 with	 stricter	 product	 specifica-
tions	 and	 a	 higher	 degree	 of	 heavy	 oil	 upgrading,	 a	 good	
hydrogen	 management	 practice	 becomes	 very	 important	
to	maintain	the	competitiveness	of	a	refinery.	Therefore,	a	
systematic	 approach,	 namely	 hydrogen	 pinch	 analysis,	 is	
introduced.	It	contains	two	steps—targeting	and	design—in	
which	 the	 targeting	 step	 quickly	 identifies	 the	 maximum	
hydrogen	 saving	 potential	 and	 the	 design	 step	 tries	 to	
exploit	all	possible	design	options	to	reach	the	target	on	the	
basis	of	mathematical	programming.	Details	of	the	hydro-
gen	 pinch	 analysis	 technology	 are	 explained.	 Hydrogen	
undoubtedly	 is	 the	best	example	of	a	perfect	 fuel.	Having	
the	highest	heating	value	of	any	fuel	on	a	mass	basis	as	not	
releasing	any	carbon	to	the	atmosphere	upon	combustion,	
it	may	play	a	role	in	energy	future	directions,	as	described	
in	several	chapters	of	this	book.

1.5  design And oPerAtion oF reFining And 
nAturAl gAs Processing units
Refineries	 and	 gas	 processing	 plants	 are	 complex	 indus-
tries	 involving	hundreds	of	units	and	pieces	of	equipment	
assembled	 together.	 The	 main	 process	 units	 include	 fur-
naces;	heat	exchangers;	distillation,	absorption,	and	strip-
ping	 columns;	 separators;	 extraction	 units;	 and	 various	
types	of	reactors.	Additionally,	storage	facilities,	pipelines,	
pumps,	compressors,	and	control	units,	among	many	other	
smaller	 components,	 are	 required.	 Optimal,	 economical,	
and	 safe	 operation	 of	 these	 units	 first	 requires	 careful	
design	practices.	A	discussion	of	the	detailed	design	of	such	
units	requires	a	dedicated	handbook	of	process	unit	design.	
Chapter	13	gives	a	basic	overview	of	design	methods	and	
calculations	as	well	as	specific	methods	for	the	major	sepa-
ration	units	and	heat	 transfer	equipment	used	by	process	
engineers	in	the	industry.	

Reducing	variability	and	enhancing	process	capability	
are	the	two	distinctive	imperatives	in	the	competitive	world	

Figure 1.8—(a)	Natural	gas	processing	and	(b)	gas	sweetening	plants	[11].
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Figure 1.9—General	scheme	of	natural	gas	processing	[5].
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Figure 1.10—Natural	gas	upgrading:	Ft	synthesis	integrated	GtL	process	[13].

of	 any	 manufacturing	 industry.	 Over	 the	 years,	 process	
control	 and	 instrumentation	 coupled	 with	 ever-increasing	
online	 computing	 power	 have	 brought	 about	 a	 paradigm	
shift	in	addressing	these	business	objectives.	Concepts	such	
as	 global	 optimization,	 early	 event	 detection,	 geometric	

	process	control,	etc.,	could	be	dovetailed	on	a	real-time	basis	
with	relative	ease	to	fulfill	the	performance	set.

Chapter	14	helps	readers	obtain	insight	into	basic	pro-
cess	control	approaches	 in	manufacturing	 industries	start-
ing	from	simple	feedback	control	to	more	advanced	process	
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control	procedures,	integrating	the	latest	model-based	quality	
measuring	instruments	such	as	near-infrared	(NIR)	analyzers	
for	 accurate	 and	 fast	 sample	measurement	 for	 tighter	 con-
trol,	 enabling	 reduced	 “quality	 giveaway.”	 Appropriate	 case	
studies	are	included	for	better	understanding	of	the	various	
controls	 as	 practiced	 in	manufacturing	 industries.	Reliabil-
ity	 assurance	of	 instrumentation	and	 refinery	of	 the	 future	
concepts	are	also	discussed	in	Chapter	14	in	order	to	trigger	
more	concentrated	efforts	in	the	future	on	these	topics.

Because	of	the	importance	of	process	control	in	mod-
ern	 refineries,	 Chapter	 14	 is	 followed	 by	 another	 chapter	
on	unit	control.	Chapter	15	on	modern	computer	process	
control	 provides	 a	 basis	 for	 understanding	 the	 various	
control	 technologies	 and	 their	 levels	 of	 integration,	 with	
the	 objective	 being	 to	 design	 and	 implement	 advanced	
process	 control	 (APC)	 applications	 that	 can	 help	 improve	
the	operational	profitability	of	 the	process	units	 in	a	 safe	
manner.	 The	 mix	 of	 technologies	 consisting	 of	 advanced	
regulatory	 control	 (ARC),	 conventional	 control,	multivari-
able	 predictive	 control	 (MVPC)/model	 predictive	 control	
(MPC),	inferential	predictions,	fuzzy	logic	control,	advisory	
systems/abnormal	situation	management	 (ASM),	and	arti-
ficial	neural	networks	(ANN)	allows	us	to	monitor,	control,	
and	optimize	during	 the	normal	operating	process	 condi-
tions	 and	 during	 periods	 of	 fast	 ramping,	 feed	 changes,	
and	 unplanned	 events.	 Such	 APC	 applications	 have	 now	
become	a	norm	for	refining	and	petrochemical	units,	with	
several	 thousand	 implemented	 since	 the	 mid-1970s	 when	

the	 microprocessor	 and	 its	 associated	 distributed	 control	
systems	 (DCS)	 became	 available.	 The	 intention	 is	 not	 to	
provide	an	academic	theory	of	control,	but	to	provide	suffi-
cient	base	knowledge	and	practical	configuration	examples	
of	 what	 has	 actually	 worked	 in	 real-life	 applications	 for	
most	of	the	major	refining	units.	Briefly,	Chapter	14	focuses	
on	 process	 control	 overview,	 from	 the	 basic	 elements	 to	
model	 predictive	 control,	 with	 case	 studies	 presented	 for	
some	 key	 units	 such	 as	 FCC	 or	 crude	 distillation	 units,	
whereas	 Chapter	 15	 provides	 the	 basis	 for	 understanding	
the	key	role	of	APC	to	meet	refinery	safety,	operational,	and	
economic	objectives,	with	examples	of	application	for	most	
of	the	major	refinery	units.

Although	 unit	 design	 and	 operations	 have	 been	 pre-
sented	in	Chapter	13,	almost	every	chapter	in	which	various	
processes	are	discussed	includes	a	discussion	on	the	design	
and	operation	of	such	units	in	further	detail.	For	example,	
additional	references	to	process	design	and	operation	have	
been	included	in	Chapters	6	and	10	where	FCC	and	other	
conversion-type	 processes	 are	 discussed,	 in	 Chapters	 11	
and	12	on	natural	gas	processing	and	hydrogen	production,	
as	well	as	in	chapters	related	to	process	simulation	and	con-
trol,	corrosion,	and	alternative	feedstocks	such	as	heavy-oil	
processing	and	biorefineries.

Maintenance	 and	 inspection	 functions	 in	 a	 refinery	
are	 the	 backbone	 for	 safe	 and	 reliable	 plant	 operations	
and	 play	 a	 pivotal	 role	 in	 achieving	 the	 desired	 produc-
tion	 target	 and	 profitability	 to	 the	 company	 efficiently;	
these	 are	 discussed	 in	 Chapter	 16	 in	 detail.	 Maintenance	
functions	in	the	refinery	constitute	mechanical,	electrical,	
instrumentation,	 and	 civil	 functions	 that	 are	 responsible	
for	the	monitoring,	repair,	and	maintenance	of	equipment	
in	 its	 respective	 defined	 areas.	 Preventive	 maintenance,	
predictive	maintenance,	structured	repair	system,	and	full-
fledged	plant	shutdown	management	are	the	necessities	of	
reliability.	Each	type	of	maintenance	activity	that	needs	to	
be	followed	in	an	operating	refinery	or	when	the	plant	or	
units	 have	 been	 shut	 down	 as	 per	 plan	 has	 been	 covered	
here	in	detail.	Efforts	have	been	made	to	cover	each	type	of	
maintenance	such	as	preventive,	predictive,	and	shutdown	
maintenance	in	this	chapter	and	each	one	of	them	has	been	
explained	in	detail.	In	the	case	of	electrical	and	instrument	
equipment,	 emphasis	 has	 been	 placed	 on	 explaining	 the	
maintenance	 activities	 required	 to	 be	 performed	 on	 all	
major	 equipment	 along	with	general	 guidelines	 to	be	 fol-
lowed	 for	making	 systems	more	 reliable.	Chapter	16	 cov-
ers	 the	various	methods	of	 inspection	techniques	that	are	
	followed	in	a	refinery.

Figure 1.12—a	hydrogen	plant	in	Belgium	with	a	capacity	of	
10,000	m3/h	[17].

Hydrodesulfurization Reformer HT Shift PSA
H2

99.9 %
Production, 

StreamH2 Rec.

PSA PurgeNatural Gas Fuel

Natural Gas 
& Refinery 

Offgas

CH4 + H2O CO + 3H2O CO + H2O H2 + CO2

Figure 1.11—Natural	gas	to	hydrogen	production	process	schemes	(pSa	technology)	[16].
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14	 Petroleum reFining And nAturAl gAs Processing

Corrosion	 inspection	 and	 control	 are	 discussed	 in	
Chapter	17.	Metallic	materials	used	to	manufacture	equip-
ment	 for	 the	petroleum	refining	 industry	are	subjected	 to	
a	wide	variety	of	potential	damage	mechanisms,	 the	most	
common	being	corrosion	and	environmental	 stress	 corro-
sion	cracking.	The	safe	operation	of	oil	refineries	depends	
on	understanding	 these	degradation	mechanisms,	making	
the	 proper	 material	 selection,	 devising	 corrosion	 control,	
inspection	programs	for	earlier	detection	of	problems,	and	
monitoring	 material	 performance.	 Dry	 and	 wet	 corrosion	
are	 discussed	 in	 this	 chapter.	 Damage	 mechanisms	 other	
than	corrosion	are	also	described	in	their	connection	with	
particular	refining	processes.

1.6  reFinery oFFsite oPerAtions And 
trAnsPortAtion
A	typical	refinery	or	any	liquid-based	processing	plant	oper-
ations	are	categorized	as	onsite	or	offsite	operations.	The	
onsite	activities	are	mainly	concerned	with	 safe,	 efficient,	
and	 optimized	 operations	 of	 process	 and	 ancillary	 units,	
whereas	the	offsite	activities	focus	on	crude	blending,	fuel	
blending,	tank	farm	management,	oil	movement,	terminal	
operations,	etc.	Typically,	80–85	%	of	refinery	products	for	
the	 end	 users	 are	 made	 in	 the	 offsite	 operations;	 hence,	
they	 can	 severely	 affect	 the	 refinery	 bottom	 line	 if	 these	
offsite	activities	are	not	designed,	planned,	and	executed	in	
an	orderly	and	efficient	manner.	 It	 is	not	uncommon	that	
a	refinery	spends	huge	investments	to	optimize	its	process	
units	 and	 loses	 it	 all	 in	 outdated	 and	 inefficient	 offsite	
operations	or	both.	Figure	1.13	shows	a	schematic	diagram	
of	refinery	onsite	and	offsite	operations	[18].

It	 is	 of	 utmost	 importance	 for	 a	 refinery	 to	 produce	
and	 sell	 products	 with	 strict	 quality	 adherence	 following	

	industry	 standards	 and	 governing	 ASTM	 test	 methods.	
Products	 are	 analyzed	 using	 laboratory	 analysis,	 online	
analyzers,	and	model	predictive	methods.	Chapter	18	dis-
cusses	all	important	aspects	of	product	analysis	and	qual-
ity	 control,	 testing	 method	 standards,	 key	 specifications,	
etc.	The	cost	of	 laboratory	analysis	 is	quite	significant	 in	
a	 refinery,	 and	 Agrawal	 [19]	 has	 suggested	 a	 method	 to	
estimate	 laboratory	 analysis	 load	 and	 its	 cost	 and	 differ-
entiate	between	the	cost	of	laboratory	analysis	separately	
for	onsite	(process	units)	and	offsite	operations.	In	a	case	
study	of	a	300-kbbl/day	refinery,	Agrawal	[19]	has	demon-
strated	and	 it	 is	shown	in	Figure	1.14	 that	many	process	
streams	 require	 laboratory	 analyses	 for	 onsite	 opera-
tions	but	are	less	in	frequency,	whereas	offsite	operations	
require	 less	 laboratory	analyses	of	 tanks	but	are	more	 in	
frequency.

Chapter	 19	 in	 this	book	discusses	 fuel	blending	 tech-
nology,	 management	 of	 a	 blending	 project,	 and	 many	
important	topics	such	as	linear	and	nonlinear	blend	mod-
els,	 methods	 to	 handle	 blend	 nonlinearity,	 concepts	 of	 a	
recipe	optimization	and	planning	process	in	a	refinery,	etc.	
After	 the	 fundamental	 concepts	are	 reviewed,	 the	 chapter	
discusses	 the	 design	 aspects	 of	 a	 blending	 project	 for	 the	
automation	of	field	equipment	and	instrumentation,	hard-
ware,	 software,	 and	 blending	 tank	 quality	 measurement.	
The	 chapter	 concludes	 with	 methodologies	 to	 estimate	
various	 sources	 of	 errors	 and	 assess	 the	 current	 state	 of	
blending	and	the	successful	implementation	of	upgrade	or	
revamp	of	a	blending	system.	It	 is	estimated	that	an	 inte-
grated	fuel	blend	control	and	optimization	system	can	save	
on	average	15–45	cents/bbl	of	gasoline	production,	amount-
ing	 to	 $7–22  million/year	 in	 savings	 for	 a	 300-kbbl/day	
refinery.	Figure	1.15	shows	the	various	functional	modules	

Figure 1.13—Integrated	onsite	and	offsite	operations	[18].
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Figure 1.14—typical	distribution	of	laboratory	analyses	load	for	onsite	and	offsite	operations	[19].
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Figure 1.15—Integrated	fuel	blending	control	and	optimization	system	modules.
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16	 Petroleum reFining And nAturAl gAs Processing

of	an	integrated	blend	control	and	optimization	system	that	
are	discussed	in	detail	in	Chapter	19	of	this	book.

Chapter	 20	 discusses	 all	 technical	 and	 management	
aspects	 of	 a	 tank	 farm	 in	 a	 typical	 refinery.	 It	 starts	 with	
the	discussion	of	various	types	of	 tanks	such	as	the	cylin-
drical	and	spherical	tanks	used	in	a	typical	refinery.	It	then	
presents	 design	 methodologies	 to	 estimate	 the	 storage	
requirement	on	the	basis	of	refinery	complexity	and	mode	
of	 crude	 and	 product	 receipts	 and	 dispatch.	 The	 chapter	
also	 discusses	 process	 parameters,	 their	 methods	 to	 mea-
sure	them	by	a	tank	gauging	system,	and	how	to	calculate	
tank	inventory	using	these	measured	parameters.	Next,	the	
methods	and	technology	to	measure/estimate	tank	qualities	
and	 fugitive	 emissions	 are	 discussed	 in	 the	 chapter.	 The	
chapter	discusses	the	oil	movement	and	storage	system	in	
a	refinery	and	presents	the	design	concept,	control	technol-
ogy,	and	economic	analysis	to	justify	and	implement	an	oil	
movement	 and	 storage	 (OM&S)	 project.	 Lastly,	 it	 covers	
refinery	terminal	operations	and	enumerates	the	problems	
and	 challenges	 of	 each	 of	 the	 terminals—marine,	 truck,	
railcar,	and	pipeline	terminals.

Chapter	 21	 covers	 the	 transportation	 of	 crude	 oil,	
natural	 gas,	 and	 petroleum	 products.	 Almost	 the	 entire	
operation	for	the	transportation	of	oil	and	gas	takes	place	
in	one	of	two	modes:	pipeline	transportation	for	inland	and	
transcontinental	trade	and	marine	transportation	(tankers)	
for	 international	 or	 intercontinental	 trade.	 Ocean	 tankers	
provide	the	most	common	method	of	internationally	mov-
ing	petroleum	products.	Marine	transportation	systems,	or	
tank	 fleets,	 are	 the	 primary	 option	 available	 for	 the	 long-
distance	 transportation	 of	 internationally	 traded	 energy	
commodities	because	 they	make	use	of	 a	 vast	network	of	

vessels	and	ports	at	a	global	scale.	However,	at	some	point	
the	marine	network	relies	on	inland	transportation	systems	
for	 the	 final	distribution	of	goods	 to	 the	markets.	For	 the	
case	of	inland	fluid	transportation,	one	of	the	most	effective	
and	efficient	means	of	transportation	is	the	use	of	pipelines.

1.7  reFinery PlAnning And scHeduling 
Planning	and	scheduling	are	two	distinct	activities	in	refin-
ery	operation	and	management.	Planning	“plans	the	work”	
and	scheduling	“works	the	plan.”	Planning	has	a	very	wide	
time	 horizon	 from	 1	 to	 3	 months	 at	 the	 corporate	 and	
refinery	 levels	 whereas	 scheduling	 works	 on	 1-	 to	 2-day	
time	 periods.	 Planning	 cycles	 are	 further	 broken	 down	
into	 weeks	 and	 days	 by	 the	 refinery	 planner	 and	 blend-
ing-	and	oil-movement	engineers.	The	information	needed	
for	planning	cycles	is	the	best	estimate	of	parameters	and	
process	data	and	is	tuned	with	the	reconciliation	and	feed-
back	strategy	whereas	scheduling	is	refined	and	readjusted	
to	 suit	 operation	 constraints	 and	 the	 dispatch	 schedule.	
Figure	1.16	 shows	 the	 flow	of	 information	 from	planning	
to	execution	and	 feedbacks	 from	actual	 execution	data	 to	
planning	for	reconciliation	of	“plan	versus	actual.”

The	refinery	planning	process	involves	the	building	of	a	
refinery	model	of	all	process	units	and	solves	and	optimizes	
the	process	parameters	on	the	basis	of	physical	and	process	
constraints.	This	is	done	using	linear	or	nonlinear	program-
ming	techniques	or	both.	Chapter	22	gives	an	overview	of	
these	 mathematical	 techniques	 to	 optimize	 the	 refinery	
planning	 process	 and	 illustrates	 it	 with	 an	 example	 of	 a	
simple	refinery	configuration.

The	second	part	of	Chapter	22	discusses	the	concept	of,	
given	a	monthly	plan	of	production	and	supply	targets	with	
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Figure 1.16—Stages	of	typical	refinery	planning	cycles	[18].
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crude	and	product	recipes,	how	to	schedule	activities	such	
as	tank	swings,	oil	movement,	and	blending	productions	to	
minimize	any	severe	effects	on	the	refinery	bottom	line.	The	
chapter	also	discusses	 tools	 and	 techniques	 to	 implement	
an	efficient	and	effective	scheduling	system	in	the	refinery	
and	integrate	it	with	the	planning	system.

1.8  reFinery economics And FinAnciAl 
risk mAnAgement 
The	refining	industry	is	a	global	business,	and	its	survival	
purely	 depends	 on	 its	 profitability	 and	 competitiveness.	
The	most	profitable	refinery	is	the	one	that	can	convert	the	
heaviest	 crude	 oils	 into	 the	 lightest	 petroleum	 products.	
Chapter	23	presents	a	primer	on	the	concepts,	systems,	and	
mechanisms	of	the	trading,	costing,	pricing,	and	valuation	
of	 crude	 oils	 and	 petroleum	 products.	 The	 roles	 of	 costs	
and	profit	margins	 for	 economic	evaluations	 in	 the	 refin-
ing	 industry	are	discussed	 in	 this	chapter.	For	a	complete	
treatment,	it	is	shown	how	oil	markets	have	operated	and	
evolved	 historically	 in	 terms	 of	 how	 the	 refining	 industry	
has	 developed	 from	 purely	 physical	 trading	 to	 a	 sophis-
ticated	 financial	 market.	 Crude	 oil	 pricing	 mechanisms;	
product	 trading,	 pricing,	 and	 valuation;	 operating	 costs;	
raw	material	supply;	capital	costs;	 refinery	profit	margins	
and	 costs;	 and	 relations	 between	 refinery	 margins	 and	
product	pricing	are	discussed	 in	 this	chapter.	Economical	
issues	related	to	the	refining	industry	are	followed	in	Chap-
ter	24,	which	discusses	the	complexity	of	modern	refineries	
with	respect	to	market	restrictions.	Refinery	processes	and	
operations	 are	 classified	 with	 respect	 to	 product	 demand	
and	 supply	 statistics	 in	 the	 United	 States	 and	 the	 world.	
Investment	cost	curves	are	presented	and	the	methodologi-
cal	framework,	data	sources,	and	normalization	procedures	
used	in	estimation	are	described,	followed	by	a	discussion	
of	the	limitations	of	analysis.	

Chapter	 25	 introduces	 concepts	 of	 financial	 risk	 as	
applied	to	decision-making	associated	with	refinery	opera-
tions.	 Particular	 focus	 is	 given	 to	 the	 use	 of	 two-stage	
programming	to	make	crude	purchasing	decisions	as	well	
as	 operational	 choices	 such	 as	 the	 throughput	 of	 differ-
ent	 units.	 Most	 models	 consider	 the	 price	 as	 an	 external	
uncertain	 parameter.	 In	 addition,	 techniques	 to	 identify	
decisions	 that	 are	 less	 profitable,	 but	 also	 less	 risky,	 are	
presented.	 Finally,	 it	 is	 shown	 how	 commercial	 software	
can	be	utilized.	It	is	therefore	concluded	that	the	techniques	
presented	are	mature	and	ready	to	be	adopted	in	practice	to	
run	refinery	businesses	with	lower	financial	risk.	

1.9  cHArActeristics oF modern reFineries
Modern	 refineries	 are	 characterized	 by	 their	 capability	
of	 converting	 heavier	 oils	 into	 more	 light-	 and	 middle-
distillate	products	with	little	or	no	residues	and	production	
of	higher	quality	 fuels	with	ultralow	sulfur	contents.	Eco-
nomical,	environmental,	and	safety	factors	are	priority	con-
siderations	 in	 modern	 refinery	 management.	 All	 of	 these	
challenges	are	not	only	achieved	by	considering	advanced,	
more	 efficient	 processes	 and	 more	 conversion	 units	 (FCC	
and	hydrocracking)	with	improved	new	catalysts,	but	also	
with	an	intensive	use	of	simulation	and	optimization	tools	
in	 planning	 and	 operation	 as	 well	 as	 the	 implementation	
of	 more	 advanced	 control	 systems	 throughout	 this	 com-
plex industry.	

Whitel	 [20]	has	most	 recently	published	an	 interest-
ing	article	on	the	role	of	automation	in	energy-saving	 in	
chemical	plants.	Petroleum	refineries	and	petrochemical	
plants	 are	 large	 energy	 consumers—with	 energy	 second	
only	to	feedstocks	as	a	variable	operating	cost.	For	exam-
ple,	a	5	%	energy	saving	is	worth	over	$4	million/year	in	
increased	operating	margin	for	a	typical	North	American	
naphtha-feedstock	 plant	 producing	 500,000	 t/year	 ethyl-
ene	with	an	energy	cost	of	$6	per	million	Btu	(MMBtu).	
Feed	type	and	quality,	product	composition,	and	configu-
ration	all	affect	the	energy	use	of	the	plant.	The	difference	
between	 energy	 consumption	 of	 the	 most	 efficient	 and	
least	 efficient	 plants	 could	 be	 as	 high	 as	 40	 %.	 Surveys	
have	 also	 shown	 that	 the	 most	 important	 factor	 that	
affects	energy	use	is	the	age	of	a	plant,	with	the	implica-
tions	 in	 inspection	 and	 maintenance.	 Advanced	 control	
and	optimization	also	have	a	significant	effect	on	poten-
tial	 energy	 savings.	 Basic	 and	 advanced	 process	 control	
systems	 in	 the	 refining	 industry	are	discussed	 in	 several	
chapters	of	this	book.	

Chapter	 26	 covers	 the	 current	 process	 simulation	
model	building	and	application	in	refineries.	Market	com-
petition	in	the	refining	industry	is	encouraging	companies	
to	optimize	their	processes	to	maximize	margins	and	make	
better	products	while	meeting	more	stringent	constraints	to	
comply	with	safety	and	environmental	regulations.	Simula-
tion	models	may	be	consistently	applied	from	planning	the	
production	to	managing	the	operation,	and	even	in	process	
control,	depending	on	the	desired	time	horizon	and	provid-
ing	the	level	of	detail	of	the	model	to	allow	this	flexibility,	to	
support	refining	companies	in	this	challenge.

The	 chapter	 focuses	 on	 some	 of	 the	 key	 aspects	 in	
building	simulation	models	for	refining	processes.	Applica-
tions	of	process	simulation	technologies	in	different	areas	
of	 refinery	 operation	 (planning	 and	 scheduling,	 process	
engineering,	and	process	control)	are	reviewed.	Emphasis	
is	 placed	 on	 adequate	 technologies	 for	 fast	 and	 flexible	
updated	 stream	 characterization	 and	 rigorous	 thermo-
dynamic	 calculations,	 which	 are	 critical	 to	 guarantee	
model	 reliability.	 These	 issues	 as	 well	 as	 model	 building	
techniques	and	future	trends	in	modeling	technologies	are	
presented	in	Chapter	26.

Chapter	 27	 is	 devoted	 to	 maintenance	 simulation	
and	 optimization	 in	 refinery	 plants.	 A	 typical	 refinery	
experiences	approximately	10	days	of	downtime	per	year	
because	 of	 equipment	 failures,	 resulting	 in	 an	 estimated	
economic	 loss	 of	 tens	 of	 thousands	 of	 dollars	 per	 hour.	
Therefore,	 appropriate	 maintenance	 actions	 are	 of	 para-
mount	 importance	 from	 a	 safety	 and	 economic	 point	 of	
view.	Once	safety	levels	have	been	achieved	through	appro-
priate	maintenance,	the	question	is	how	much	preventive	
maintenance	 is	 economically	 advisable.	 Maintenance	 is	
defined	 as	 all	 actions	 appropriate	 for	 retaining	 an	 item/
part/equipment	in,	or	restoring	it	to,	a	given	condition.	The	
annual	cost	of	maintenance	(corrective	and	preventive)	as	
a	fraction	of	total	operating	budget	can	go	up	to	20–30	%		
for	the	chemical	industry	as	discussed	in	Chapter	27.	This	
chapter	 also	 outlines	 recent	 efforts	 to	 perform	 Monte	
Carlo	simulation	to	obtain	an	assessment	of	 the	effect	of	
existing	 corrective	 and	 preventive	 maintenance	 practices	
incorporating	 details	 of	 the	 available	 labor,	 task	 assign-
ment	rules,	and	parts	 inventory	on	plant	economics.	The	
performance	 of	 a	 genetic	 algorithm	 in	 conjunction	 with	
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the	 Monte	 Carlo	 simulation	 is	 illustrated	 using	 the	 data	
from	an	FCC	plant.

This	critical	role	of	computers	and	computerized	sys-
tems,	which	has	led	to	the	implementation	of	APC	in	today’s	
refineries,	is	emphasized	from	a	slightly	different	focus	in	
Chapter	28,	which	presents	an	integrated	vision	on	the	role	
of	 computers	 and	 automation	 in	 refinery	 operation.	 The	
application	of	computer-aided	process	operation	systems	in	
process	design	and	control,	 operations	planning,	 schedul-
ing,	and	optimization	has	revolutionized	modern	refineries	
into	 integral	 entities	 with	 a	 degree	 of	 efficiency	 difficult	
to	imagine	without	the	implementation	of	these	advanced	
information	technology	(IT)	applications.

1.10  environmentAl And sAFety issues
Like	any	other	major	industry,	the	refining	industry	must	
sustainably	 operate	 under	 economically	 competitive	 and	
environmentally	 responsible	 management.	 New	 regula-
tions,	particularly	 in	developed	countries,	 require	stricter	
regulations	 and	 laws	 on	 fuels	 and	 pollutant	 emissions.	
The	 state	 of	 the	 world	 economy	 strongly	 affects	 energy	
markets.	The	availability	of	feedstocks	and	markets	for	the	
products	 affects	 the	 economics	 of	 the	 refining	 industry.	
Many	industries	 tend	to	shift	 from	one	region	to	another	
because	of	new	environmental	regulations	or	varying	mar-
ket	 conditions.	 For	 example,	 global	 climate	 change	 has	
been	 cited	 as	 a	 reason	 for	 closing	 some	 refineries	 in	 the	
United	 States.	 However,	 although	 smaller	 refineries	 have	
been	 shut	 down,	 larger	 refineries	 expanded	 and	 overall	
refining	 capacity	 has	 risen	 by	 13	 %	 since	 the	 1980s	 in	
the	United	States.	The	recent	recession,	use	of	alternative	
fuels	(ethanol	and	biofuels),	and	the	manufacture	of	more	
efficient	cars	caused	a	reduction	in	gasoline	consumption	
in	recent	years	in	the	United	States	and	some	other	indus-
trialized	countries.

Environmental	 issues	 in	 refineries	 concerning	 water,	
air,	and	noise	pollution	and	the	associated	pollution	reduc-
tion	 and	 treatment	 methods	 are	 discussed	 in	 Chapter	 29.	
Environmental	 considerations	 are	 increasingly	 affecting	
the	bottom	line	of	petroleum	refineries	(i.e.,	refining	mar-
gins)	and	thus	should	be	taken	into	account	in	the	design	
and	 operation	 of	 refineries.	 Chapter	 29	 is	 divided	 into	
three	 main	 parts,	 each	 addressing	 the	 three	 major	 types	
of	 environmental	 pollution	 related	 to	 the	 operations	 of	 a	
refinery:	water	pollution,	air	pollution,	and	noise	pollution.	
The	chapter	concludes	with	a	general	outlook	of	the	shape	
of	 events	 to	 come,	 particularly	 in	 view	 of	 the	 anticipated	
impending	massive	effects	of	global	climate	change.

Chapter	30	 reviews	safety	 issues	 related	 to	petroleum	
refineries.	 In	 petroleum	 refineries,	 safety	 concerns	 focus	
on	 two	 main	 areas:	 process	 safety	 and	 labor	 or	 person-
nel	safety.	Process	safety	 involves	 the	risk	assessment	and	
development	 and	 implementation	 of	 intervention	 plans	
concentrated	 on	 preventing	 or	 minimizing	 the	 risks	 from	
loss	of	containment	of	flammable,	toxic,	or	reactive	chemi-
cals.	Labor	or	personnel	safety	 interventions	 focus	on	 the	
operational	procedures	for	the	prevention	or	mitigation	of	
hazards	that	can	result	in	individual	injuries	or	exposures.	
Both	approaches	to	safety	attempt	to	prevent	or	minimize	
the	impact	of	accidents.	Over	the	last	20–30	years,	in	petro-
leum	 refineries	 and	 similar	 processes,	 there	 have	 been	
several	significant	watershed	incidents	that	have	fueled	the	
development	 of	 many	 of	 the	 regulations	 and	 prevention	

activities	 that	apply	 today	and	 that	 serve	 to	minimize	 the	
impact	of	the	hazards	typically	associated	with	petroleum	
refining.	The	driving	forces	behind	much	of	what	makes	up	
a	modern	safety	and	health	program	in	the	petroleum	refin-
ery	 in	 the	 United	 States	 are	 the	 regulatory	 agencies—the	
Occupational	 Safety	 and	 Health	 Administration	 (OSHA)	
and	the	U.S.	Environmental	Protection	Agency	(EPA).	This	
chapter	will	draw	heavily	from	these	regulations.

Chapter	31	discusses	 the	management	of	 the	 refining	
industry	in	conjunction	with	economic	and	environmental	
constraints.	 One	 of	 the	 main	 challenges	 in	 the	 refining	
industry	is	to	maximize	crude	utilization	at	minimum	cost	
while	meeting	regulations	and	customer	requirements.	The	
refinery’s	 leadership	 must	 possess	 a	 range	 of	 leadership	
qualities,	 preferably	 personally	 in	 the	 refinery	 manager,	
but	if	not,	then	certainly	amongst	his	small	cadre	of	senior	
managers	upon	whom	he	can	rely.	The	refinery’s	manage-
ment	 is	 further	 faced	 with	 an	 increased	 variety	 of	 crude	
oils	 (heavier,	 more	 sulfur),	 an	 increased	 complexity	 of	
operations	from	an	increased	diversity	of	products,	tighter	
rules	 on	 product	 specifications	 and	 lower	 sulfur	 content,	
uncertainty	 in	 future	 refinery	 margins	 (ups	 and	 downs),	
and	 positive	 average	 growth.	 Chapter	 31	 addresses	 these	
challenges	and	provides	a	suite	of	proven	practices	for	suc-
cessful	refinery	management.

1.11  bioreFining
Biofuel	is	a	renewable	form	of	energy	that	refers	to	fuels	
that	can	be	produced	from	biological	raw	material	(bio-
mass).	Forest	and	agricultural	resources	are	the	main	bio-
mass	resources.	At	present,	biomass	provides	3	%	of	the	
total	U.S.	energy	consumption,	in	comparison	with	39	%		
(oil),	24	%	(gas),	23	%	(coal),	8	%	(nuclear),	and	3	%	from	
other	forms	of	renewable	energy	such	as	hydro,	geother-
mal,	 wind,	 and	 solar	 energy.	 However,	 this	 proportion	
will	change	rapidly	in	coming	decades,	supported	by	new	
legislation,	especially	in	developed	countries.	In	2007,	the	
U.S.	government	announced	a	target	of	reaching	in	2030	
a	 30	 %	 substitution	 of	 transport	 fuel	 consumption	 by	
alternative	fuels,	mainly	biofuels.	In	the	European	Union,	
the	target	of	5.75	%	of	total	European	transport	fuel	con-
sumption	coming	from	biofuels	in	2010	was	reviewed	in	
2007	and	2008,	 allowing	 for	higher	biodiesel	 content	 in	
commercial	 diesel	 and	 more	 challenging	 objectives	 for	
2020.	 Similar	 legislations	 have	 been	 proposed	 in	 other	
countries	 around	 the	 world.	 The	 International	 Energy	
Agency	(IEA)	has	forecasted	an	average	4–7	%	of	the	total	
road	transport	world	consumption	in	2030	coming	from	
biofuels.	

On	 the	 basis	 of	 2004	 data	 from	 the	 U.S.	 Department	
of	 Energy,	 the	 annual	 rate	 of	 biomass	 consumption	 is	
190 million	dry	tons,	of	which	35	million	t	is	fuel	woods	and		
18	million	t	is	biofuels.	In	the	United	States,	biomass	con-
sumption	in	the	industrial	sector	will	increase	at	an	annual	
rate	of	2	%	through	2030.	Additionally,	biomass	consump-
tion	in	electric	utilities	will	double	every	10	years	through	
2030.	Biopower	will	meet	5	%	of	the	combined	total	indus-
trial	and	electric	generator	energy	demand	in	2020.	Trans-
portation	 fuels	 from	 biomass	 will	 increase	 significantly	
from	 0.5	 %	 of	 the	 U.S.	 transportation	 fuel	 consumption	
in	 2001	 to	 10	 %	 in	 2020	 and	 20	 %	 in	 2030.	 Production	
of	 chemicals	 and	 materials	 from	 bio-based	 products	 will	
increase	 substantially	 from	 approximately	 12.5	 billion	 lb	
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or	 5	 %	 of	 the	 current	 production	 of	 target	 U.S.	 chemical	
commodities	 in	2001	 to	12	%	 in	2010,	18	%	 in	2020,	and	
25	%	in	2030	[21].	The	European	Union	(EU)	is	the	main	
consumer	 and	 producer	 of	 biodiesel,	 whereas	 the	 United	
States	and	Brazil	are	the	main	producers	and	consumers	of	
bioethanol.	Biomass	is	expected	to	become	one	of	the	major	
renewable	resources	for	the	production	of	feed,	materials,	
chemicals,	fuels,	power,	and	heat.	The	global	potential	sup-
ply	of	biomass	for	energy	use	is	very	large.	

Some	 of	 the	 key	 drivers	 to	 support	 this	 growth	 are	
consumer	 requirements	 for	 end	 products,	 nonrenewable	
fossil	resource	reduction,	cleaner	and	safer	chemical	manu-
facturing,	 and	 economic	 improvements	 of	 food	 industry	
products	by	producing	added-value	products	from	wastes.	
Probably	 one	 of	 the	 main	 drivers	 supporting	 biofuels	 is	
related	 to	 climate	 change	 policies.	 The	 CO2	 generated	 in	
fuel	combustion	is	fixed	by	plants	to	be	converted	again	in	
biomass.	Although	not	completely	renewable	(some	energy	
is	consumed	in	the	process),	in	essence	the	carbon	balance	
is	 very	 favorable	 compared	with	conventional	 fossil	 fuels.	
However,	 the	generalized	use	of	biofuels	as	an	alternative	
energy	 has	 caused	 major	 concerns	 related	 to	 competition	
with	food	and	pressure	on	land	resources.	Although	some	
improvement	 has	 been	 made,	 the	 biofuel	 industry	 needs	
an	 internationally	 recognized	 and	 accepted	 certification	
scheme	related	to	sustainability	criteria.	

According	 to	 IEA	 Bioenergy	 Task	 42,	 biorefining	 is	
defined	 as	 the	 sustainable	 processing	 of	 biomass	 into	 a	
spectrum	of	marketable	products	and	energy	[22].	On	the	
basis	 of	 this	 definition,	 seven	 types	 of	 biorefineries	 have	
been	 recognized:	 (1)	 conventional	 biorefineries,	 (2)	 green	
biorefineries,	 (3)	 crop	 biorefineries,	 (4)	 cellulosic	 feed-
stock	biorefineries,	(5)	two	platform	concept	biorefineries,	
(6) thermochemical	biorefineries,	and	(7)	marine-type	bio-
refineries,	as	discussed	in	reference	23.

In	a	petroleum	refinery,	crude	oil	is	converted	into	fuels	
(i.e.,	 gas,	 gasoline,	 kerosine,	 etc.)	 and	 some	 non-fuel-type	
chemicals	(i.e.,	waxes,	solvents,	etc.).	In	a	biorefinery,	bio-
mass	is	converted	into	fuels	such	as	bioethanol,	biodiesel,	
biogas,	 and	 hydrogen	 as	 well	 as	 non-fuel	 materials	 such	
as	basic	and	fine	chemicals,	biopolymers,	and	bioplastics.	
Many	existing	industries	such	as	the	sugar	industry	(from	
beet,	cane)	or	vegetable	oil	from	soy,	pulp	and	paper	from	
forest,	biodiesel,	and	bioethanol	industries	fall	into	the	cat-
egory	of	conventional	refineries.	Biodiesel	can	be	produced	
from	vegetable	oils	and	animal	fats	via	chemical	processing	
and	transesterification	using	ethanol,	catalyst,	and	separa-
tion	of	methanol	and	produced	biodiesel.	 In	 this	process,	
glycerin	 is	also	produced.	A	typical	 thermochemical	route	
to	 biofuel	 involves	 gasification	 of	 biomass	 to	 syngas	 fol-
lowed	by	catalytic	Fischer-Tropsch	conversion	to	biodiesel	
as	demonstrated	by	Ladisch	et	al.	[24].

According	 to	 the	 efficiency	 of	 the	 process	 to	 convert	
biomass,	 it	 is	 widely	 accepted	 today	 to	 refer	 to	 “first-	
generation”	biofuels	when	only	a	fraction	of	the	raw	mate-
rial	is	converted	(leaving	significant	amounts	of	byproducts	
or	 residua	 not	 used	 for	 energy	 purposes),	 compared	 with	
future	“second-generation”	biofuels,	which	opens	the	range	
of	 vegetal	 species	 and	 focuses	 on	 maximization	 of	 raw	
material	 use.	 The	 focus	 in	 fast-growing	 plants,	 including	
marine	 crops,	 algae,	 and	 cyanobacteria,	 has	 made	 some	
refer	to	“third-generation”	biofuels	if	or	when	the	raw	mate-
rials	will	be	from	plants	genetically	designed	or	from	algae	

or	cyanobacteria.	However,	 the	challenge	to	commercially	
develop	 second-	 and	 third-generation	 biofuels	 requires	 a	
significant	effort	in	research	and	development.

The	 increasing	 role	 of	 biofuels	 in	 the	 energy	 market	
makes	 them	 appear	 in	 different	 chapters	 in	 this	 book.	
Statistical	data	on	biofuels	are	covered	in	Chapter	3.	Some	
specifications	and	properties	of	biofuels	are	given	in	Table	
1.7	 [24],	 but	 further	 details	 on	 biofuel	 properties	 are	 dis-
cussed	 in	 Chapter	 4	 whereas	 biofuels	 for	 transport	 and	
their	biorefining	processes	are	discussed	in	Chapter	32.

Finally,	 additional	 discussion	 on	 characteristics	 of	
future	 refineries	 is	 presented	 in	 Chapter	 33.	 In	 this	 last	
chapter,	 after	 a	 brief	 review	 of	 refinery	 processes,	 several	
configurations	 proposed	 for	 future	 refineries	 and	 some	
new	developments	in	the	field	are	presented.	Environmen-
tal	and	economical	constraints,	 feedstock	quality,	product	
specifications,	and	process	flexibility	are	considered	in	such	
future	refinery	scenarios.

1.12  imPortAnce oF tHe book
The	downstream	processing	of	petroleum	and	natural	gas	
is	a	complex	and	huge	 industry	 that	converts	raw	materi-
als	(mainly	petroleum	and	natural	gas)	into	a	series	of	fuel	
and	non-fuel	products.	The	industry	includes	field	process-
ing,	 refining,	 and	 processing;	 fuel	 blending	 and	 quality	
control;	 and	storage	and	 transportation	of	 feedstocks	and	
products.	 Construction	 and	 sustainable	 operation	 of	 such	
industries	 involves	 detailed	 engineering	 and	 scientific	
tasks.	The	full	coverage	of	these	areas	in	a	single	book	is	a	
difficult	 task,	 if	not	 impossible,	as	evident	from	the	series	
of	 books	 published	 in	 the	 last	 2	 decades	 in	 this	 area	 for	
educational	purposes	or	certain	industrial	sectors	[26–38].	
In	 fact,	 topics	 covered	 in	 each	 chapter	 of	 this	 handbook	
require	 a	 full	 book	 in	 themselves	 for	 detailed	 discussion.	

tAble 1.7—A comparison between 
key Parameters of biodiesel Fuel and 
conventional Fossil Fuel diesel [24]a

Fuel Property diesel biodiesel

Fuel	standard aStM	D975 aStM	D6751

Kinetic	viscosity	at	40°C,	mm2/s 1.3–4.1 1.9–6.0

Specific	gravity	at	60°C,	kg/L 0.85 0.88

Density,	lb/gal 7.079 7.328

Water	and	sediment,	%	vol 0.05	max 0.05	max

Carbon,	wt	% 87 77

hydrogen,	wt	% 13 12

Oxygen 0 11

Sulfur,	wt	% 0.0015 0.0–0.0024

Boiling	point,	°C 180–340 315–350

Flash	point,	°C 60–80 130–170

Cloud	point,	°C –15	to	5 –3	to	12

pour	point,	°C –35	to	–15 –15	to	10

Cetane	number 40–55 47–65

aOn	average	based	on	European	standards	from	several	studies.
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However,	 this	book	attempts	 to	discuss	additional	aspects	
of	 these	 	industries	 with	 updated	 information	 by	 leading	
world	 experts	 in	 each	 field	 from	 industry	 and	 academia.	
Great	emphasis	is	given	to	the	processing	of	heavy	oils,	new	
processes,	 environmental	 and	 economical	 considerations,	
planning	 and	 scheduling,	 process	 control	 and	 automa-
tion	 of	 refining	 units,	 maintenance	 and	 safe	 operation	 of	
process	 units,	 quality	 control	 and	 product	 analysis,	 fuel	
and	crude	oil	blending	control	and	optimization,	and	tank	
farm	 management.	 In	 addition,	 alternative	 fuels	 such	 as	
hydrogen	and	biofuels	in	relation	to	petroleum	fuel	and	the	
petrochemical	industries	have	been	given	special	attention	
and	are	covered	in	separate	chapters.	A	vision	of	trends	in	
petroleum	 processing	 toward	 future	 refineries	 is	 covered	
in	 the	 last	 chapter.	 The	 book	 should	 be	 useful	 to	 people	
from	 industry	 and	 academia	 as	 well	 as	 environmentalists	
and	 those	 from	 the	 transportation	and	automobile	 indus-
tries,	governments,	business	people,	investors,	economists,	
managers,	 process	 engineers,	 operators,	 and	 policy-	 and	
decision-makers.
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2.1  Nature aNd CoNstitueNts of 
Petroleum fluids
As discussed in Chapter 1, petroleum fluids are mixtures 
of various hydrocarbons that may exist as gas or liquid in 
a petroleum reservoir. The principal elements of petroleum 
are carbon (C), hydrogen (H), and small quantities of het-
eroatoms of sulfur (S), nitrogen (N), and oxygen (O). It is 
generally believed that the petroleum hydrocarbons have 
been derived from the conversion of organic compounds 
in some aquatic plants and animals. The most impor-
tant factors that affect conversion of organic compounds 
to petroleum hydrocarbons are (1) heat and pressure, 
(2) radioactivity such as gamma rays, and (3) catalytic reac-
tions. Vanadium and nickel species are the most effective 
catalysts in the formation of petroleum and are needed for 
the conversion reactions. For this reason, these metals may 
be found in small quantities in petroleum fluids. Occasion-
ally traces of radioactive isotopes such as uranium and 
potassium can also be found in petroleum. The conditions 
required for converting organic compounds into petro-
leum are (1)  geological time frame in millions of years, 
(2) pressure up to 17 MPa (~2500 psi), and (3) temperature 
not exceeding 100–120 °C (~ 210–250 °F). In some cases, 
bacteria may have severely biodegraded the oil, destroying 
the light hydrocarbons. An example of such a case would 
be the large heavy oil accumulations found in Venezuela. 
Petroleum is a mixture of thousands of different identifi-
able hydrocarbons that are discussed in the next section. 
Once petroleum is accumulated in a reservoir or in vari-
ous sediments, hydrocarbon compounds may be converted 
from one form to another with time and varying geological 
conditions. The main difference between various oils from 
different fields around the world is the difference in their 
composition of hydrocarbon compounds and impurities [1]. 

Compounds that only contain elements of carbon 
and hydrogen are called hydrocarbons, and they form the 
largest group of organic compounds found in petroleum. 
There might be as many as several thousand different 
hydrocarbon compounds in petroleum reservoir fluids. 
Hydrocarbon compounds have a general closed formula 
of CxHy, where x and y are integer numbers. The lightest 
hydrocarbon is methane (CH4), which is the main compo-
nent in natural gas. Methane is from a group of hydrocar-
bons called paraffins. Hydrocarbons are generally divided 
into four groups: (1) paraffins, (2) olefins, (3) naphthenes, 
and (4) aromatics. Paraffins, olefins, and naphthenes are 
sometimes called aliphatic versus aromatic compounds. 

The International Union of Pure and Applied Chemis-
try (IUPAC), a nongovernmental organization, provides 
 standard names,  nomenclature, and symbols for chemical 
compounds, including hydrocarbons [2]. 

Paraffins are also called alkanes and have the general 
formula of CnH2n+2, where n is the number of carbon atoms 
in a given molecule. Paraffins are divided into two groups 
of normal and isoparaffins. Normal paraffins or normal 
alkanes are simply written as n-paraffins or n-alkanes, 
and they are open, straight-chain saturated hydrocarbons. 
Paraffins are the largest series of hydrocarbons found in 
petroleum and begin with methane, which is also shown 
by C1. Figure 2.1 shows several lighter paraffins found in 
petroleum fluids [3]. For example, the open formula for 
n-butane, n-C4, can be shown as CH3-CH2-CH2-CH3, and for 
simplicity in drawing, only the carbon-carbon bonds are 
drawn and most C-H bonds are omitted. 

The second group of paraffins is called isoparaffins, 
which are branched-type hydrocarbons and they begin with 
isobutane (also called methylpropane), which has the same 
closed formula as n-butane (C4H10). Compounds of different 
structures with the same closed formula are called isomers. 

As shown in Figure 2.1, there are two isomers for butane, 
three for pentane, and five isomers for hexane (only four are 
shown in Figure 2.1.)   Similarly, octane (C8H18) has 18 and 
dodecane (C12H26) has 355 isomers, whereas octadecane 
(C18H38) has 60,523 and C40 has 62 × 1012 isomers. The num-
ber of isomers rapidly increases with the number of carbon 
atoms in a molecule because of the rapidly rising number of 
their possible structural arrangements, as shown in Figure 
2.2 [1].  It should be noted that many of these isomers may 
not be found in petroleum because they are not thermody-
namically stable. For the paraffins in the range of C5–C12 the 
number of isomers is more than 600, although only approxi-
mately 200–400 of them have been identified in petroleum 
mixtures. Isomers have different physical and chemical 
properties. The same increase in number of isomers with 
molecular weight applies to other hydrocarbon series. As an 
example, the total number of hydrocarbons (from different 
groups) having 20 carbon atoms is more than 300,000 [5]. 

Under standard conditions of temperature and pres-
sure (STP), the first four members of the alkane series 
(methane, ethane, propane, and butane) are in gaseous 
form, from C5H12 (pentane) to n-heptadecane (C17H36) are 
liquids, and n-octadecane (C18H38) or heavier compounds 
exist as wax-like solids at STP. Paraffins from C1 to C40 usu-
ally appear in crude oil and represent up to 20 % of crude 
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by volume. Because paraffins are fully saturated (no double 
bond) they are stable and remain unchanged over long peri-
ods of geological time.

Olefins are another series of noncyclic hydrocarbons, 
but they are unsaturated and have at least one double 
bond between carbon-carbon atoms. Compounds with one 
double bond are called mono-olefins or alkenes and include 
ethene (also named ethylene; CH2=CH2) and propene (or 
propylene; CH2=CH-CH3). In addition to the structural isom-
erism connected with the location of double bond, there is 
another type of isomerism called geometric isomerism that 
indicates the way atoms are oriented in space. The configu-
rations are differentiated in their names by the prefixes cis- 
and trans-, such as cis- and trans-2-butene. Mono-olefins 

have the general formula of CnH2n. If there are two double 
bonds, the olefin is called a diolefin (or diene), such as 
butadiene (CH2=CH-CH=CH2). Unsaturated compounds are 
more reactive than saturated hydrocarbons (without double 
bond). Olefins are uncommon in crude oils because of their 
reactivity with hydrogen that saturates them; however, they 
can be produced in refineries through cracking reactions. 
Olefins are valuable products of refineries and are used as 
feedstocks for petrochemical plants to produce polymers 
such as polyethylene. Similarly compounds with triple 
bonds such as acetylene ( CH CH≡ ) are not found in crude 
oils because of their tendency to become saturated [1].

Naphthenes or cycloalkanes are ring or cyclic saturated 
hydrocarbons with general formula of CnH2n. Cyclopentane 
(C5H10), cyclohexane (C6H12), and their derivatives such 
as n-alkylcyclopentanes are normally found in crude oils. 
Three types of naphthenic compounds are shown below.

Methylcyclopentane
(C6H12)

Ethylcyclohexane
(C8H16)

Cyclopentane
(C5H10)

If there is only one alkyl group from n-paraffins (i.e., 
methyl, ethyl, propyl, n-butyl, etc.) attached to a cyclopen-
tane hydrocarbon, the series is called n-alkylcyclopentanes, 
such as the two hydrocarbons shown above where on each 
junction of the ring there is a CH2 group, except on the alkyl 
group juncture, where there is only a CH group. Naphthenic 
hydrocarbons with only one ring are also called monocy-
cloparaffins or mononaphthenes. In heavier oils, saturated 
multirings attached to each other called polycycloparaffins or 
polynaphthenes may also be available. Thermodynamic stud-
ies show that naphthene rings with five and six carbon atoms 
are the most stable naphthenic hydrocarbons. The content of 
cycloparaffins in petroleum may vary up to 60 %. Generally, 
any petroleum mixture that has hydrocarbon compounds 
with five carbon atoms also contains naphthenic compounds. 

Aromatics are an important series of hydrocarbons 
found in almost every petroleum mixture from any part 
of the world. Aromatics are cyclic but unsaturated hydro-
carbons with alternating double bonds that begin with a 
benzene molecule (C6H6). The name “aromatic” refers to 
the fact that such hydrocarbons commonly have fragrant 
odors. A group of lighter aromatic hydrocarbons is shown 
in Figure 2.3. Although benzene has three carbon-carbon 
double bonds, it has a unique arrangement of electrons with 
resonance structures of the double bonds (aromaticity) that 
allow benzene to be relatively stable. However, benzene is 
known to be a cancer-inducing compound. For this reason, 
the amount of benzene allowed in petroleum products such 
as gasoline or fuel oil is limited by government regulations 
in many countries. Under standard conditions, benzene, 
toluene, and xylene are in liquid form whereas naphthalene 
is in a solid state. 

Some of the common aromatics found in petroleum 
and crude oils are benzene and its derivatives with attached 
methyl, ethyl, propyl, or higher alkyl groups. This series 
of aromatics is called alkylbenzenes and compounds in 
this homologous group of hydrocarbons have the general 
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figure 2.2—Number	of	possible	alkane	isomers	[1].

figure 2.1—Lighter	paraffin	hydrocarbons	present	 in	
petroleum	and	natural	gas	[3].
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 formula of CnH2n-6 (where n ≥ 6). Generally, an aromatic 
series with only one benzene ring is also called mono-
aromatics or mononuclear aromatics. Naphthalene and 
its derivatives that have only two unsaturated rings are 
sometime called diaromatics. Crude oils and reservoir 
fluids all contain aromatic compounds. However, heavy 
petroleum fractions and residues contain unsaturated mul-
tirings with many benzene and naphthene rings attached to 
each other. Such aromatics that are in solid form are also 
called polyaromatic hydrocarbons (PAHs) or polynuclear 
aromatics (PNAs). In this chapter, the terms of mono- and 
polyaromatics are used. Heavy crude oils usually contain 
more aromatics than light crudes. The amount of aromat-
ics in coal liquids is usually high, and it could reach as high 
as 98 % by volume. It is common to have compounds with 
naphthenic and aromatic rings side by side, especially in 
heavy fractions. Monoaromatics with one naphthenic ring 
have the formula of CnH2n-8. There are many combinations 
of alkylnaphthenoaromatics [4,5].

Normally, high-molecular-weight polyaromatics con-
tain several heteroatoms such as sulfur, nitrogen, or oxygen, 
but these compounds are still called aromatic compounds 
because their electronic configurations maintain the aro-
matic character. Two types of these compounds are shown 
below [1].

S

N
H

Dibenzothiophene Benzocarbazole (C16H11N)

Such heteroatoms in multiring aromatics are com-
monly found in asphaltene compounds, as shown in 
 Figure  2.4, where, for simplicity, carbon and hydrogen 
atoms are not marked on the rings or on the paraffinic 
chains attached to the ring systems.

Sulfur is the most important heteroatom in petroleum 
and it can be found in cyclic (e.g., thiophenes) and noncyclic 
compounds such as mercaptans (R-S-H) and sulfides (R-S-
R′), where R and R′ are alkyl groups. Sulfur in natural gas is 
usually found in the form of hydrogen sulfide (H2S). Some 
natural gases contain H2S as high as 30 % by volume. The 
amount of sulfur in a crude oil may vary from 0.05 to 6 % by 
weight. The presence of sulfur in finished petroleum prod-
ucts is harmful. For example, the presence of sulfur in gaso-
line can promote corrosion of engine parts. The amounts 
of nitrogen and oxygen in crude oils are usually less than 
the amount of sulfur by weight. In general, for petroleum 
oils the elemental composition varies within fairly narrow 
ranges, as shown below on a weight basis [5,6]:

Carbon (C), 83.0–87.0 %
Hydrogen (H), 10.0–14.0 %
Nitrogen (N), 0.1–2.0 %
Oxygen (O), 0.05–1.5 %
Sulfur (S), 0.05–6.0 %
Metals (nickel, vanadium, and copper), <1000 ppm (0.1 %)
Generally, in heavier oils (with lower API gravity) the 

proportions of carbon, sulfur, nitrogen, and oxygen elements 
increase, but the hydrogen content and the overall quality 
decrease. A further discussion on the chemistry of petro-
leum and the types of compounds found in petroleum frac-
tions is provided by Speight [6]. Vanadium concentrations 
of greater than 2 ppm in fuels can lead to severe corrosion 
in turbine blades and deterioration of refractory in furnaces. 
Nickel, vanadium, and copper can also severely affect the 
activities of catalysts and result in lower quality products. 
The metal content may be reduced by solvent extraction 
with organic solvents. Organometallic compounds are con-
centrated in the asphaltenes and residues. Some major 
low-molecular-weight impurities in crude oil include carbon 
dioxide (CO2), H2S, metal oxides [aluminum oxide (Al2O3), 
iron(III) oxide (Fe2O3), silicon dioxide (SiO2), etc.], nitrogen 
(N2), oxygen (O2), salts [sodium chloride (NaCl), calcium 
carbonate (CaCO3), etc.], sulfur, and water (H2O) [3].

2.2  reservoir fluids—Crude oil  
aNd Natural Gas
The word fluid refers to a pure substance or a mixture of 
compounds that are in the form of gas, liquid, or a mixture 
of liquid and gas (vapor). Reservoir fluid is a term used for the 
mixture of hydrocarbons found in a geological petroleum res-
ervoir or the stream leaving a producing well. Three  factors 

figure 2.3—Lighter	aromatic	hydrocarbons	present	in	
petroleum	and	natural	gas	[3].

figure 2.4—an	example	of	asphaltene	molecule	[6].
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determine if a reservoir fluid is in the form of gas, liquid, or 
a mixture of gas and liquid. These factors are (1) composi-
tion of reservoir fluid, (2) temperature, and (3) pressure. The 
most important characteristic of a reservoir fluid in addition 
to specific gravity (or API gravity) is its gas-to-oil ratio (GOR), 
which represents the amount of gas produced at standard 
conditions in standard cubic feet (scf) to the amount of liquid 
oil produced at the standard condition in stock tank barrels 
(stb). Other units of GOR and its calculation methods are 
discussed in Chapters 1 and 10 of ASTM Manual 50 [1]. Res-
ervoir fluids are generally categorized into four or five types, 
the characteristics of which are given in Table 2.1. These five 
fluids in the direction of increasing GOR are black oil, volatile 
oil, gas condensate, wet gas, and dry gas. 

A natural gas is called dry gas if it does not produce 
any liquid hydrocarbons after the surface separator under 
standard conditions. A natural gas that produces liquid 
hydrocarbons after production at the surface facilities 
is called wet gas. The word “wet” refers to the presence 
of hydrocarbon liquids in a natural gas that condense at 
surface conditions. In dry gases no liquid hydrocarbon is 
formed at the surface conditions. Volatile oils have also 
been called high-shrinkage crude oil and near-critical oils 
because the reservoir temperature and pressure are very 
close to the critical point of such oils, but the critical tem-
perature is always greater than the reservoir temperature 
[1]. Gases and gas condensate fluids have critical tempera-
tures that are less than the reservoir temperature. Black 
oils contain heavier compounds; therefore, the API gravity 
of stock tank oil is generally lower than 40 and the GOR is 
less than 1000 scf/stb. The specifications given in Table 2.1 
for various reservoir fluids, especially at the boundaries 
between different types, are somewhat arbitrary and may 
vary from one source to another. It is possible to have a 
reservoir fluid type with properties outside of the corre-
sponding limits given above. Determination of a type of 
reservoir fluid by the above rule of thumb on the basis of 
the GOR, the API gravity of stock tank oil, or its color is 
not possible for all fluids. In general, oils produced from 
wet gas, gas condensate, volatile oil, and black oil increase 
in specific gravity (decrease in API gravity and quality) in 
the same order. Liquids from black oils are viscous and 
black in color, whereas the liquids from gas condensates 
or wet gases are clear and colorless. Volatile oils produce 
brown with some red/green color liquid. Wet gas contains 
less methane than a dry gas but a larger fraction of C2–C6 
components. The main difference between these reservoir 
fluids is obviously found in their molecular composition. 
An example of the composition of different reservoir fluids 
is given in Table 2.2 [1].

In this table, C7+ refers to all hydrocarbons having seven 
or more carbon atoms; this group is called the heptane-plus 
fraction. C6 refers to a group of all hydrocarbons with six 
carbon atoms (hexanes) that exist in the fluid. M7+ and SG7+ 
are the molecular weight and specific gravity, respectively, 
at 15.5 °C  (60 °F) for the C7+ fraction of the mixture. It 
should be noted that molecular weight and specific gravity 
of the whole reservoir fluid are less than the corresponding 
values for the heptane-plus fraction. For example, for the 
crude oil sample in Table 2.2, the specific gravity of whole 
crude is 0.871, or an API gravity of 31. Details of such 
calculations are discussed in ASTM Manual 50 [1]. These 
compositions have been determined from a recombination 
of the compositions of the corresponding separator gas and 
stock tank liquid, which have been determined by various 
analytical tools (i.e., gas chromatography, mass spectrom-
etry, etc.). Composition of reservoir fluids varies with the 
reservoir pressure and reservoir depth. In a producing oil 
field, the sulfur and amount of heavy compounds generally 
increase with production time. However, it is important 
to note that within an oil field, the concentration of light 
hydrocarbons and the API gravity of the reservoir fluid 
increase with the reservoir depth, whereas its sulfur and 
C7+ contents decrease with the depth [6]. The lumped C7+ 
fraction in fact is a mixture of many hydrocarbons up to C40 
or higher. As an example, the number of pure hydrocarbons 
from C5 to C9 detected by chromatography tools in a crude 
oil  from North Sea reservoir fluids was 70 compounds. 
Most recently, Mansoori has suggested that naturally found 
hydrocarbon petroleums can be categorized into seven 
groups, including two semi-solid forms of tar sands and oil 
shale [3]. The molecular weight distribution of these petro-
leum fluids is shown in Figure 2.5.

Reservoir fluids from a producing well are introduced 
to two- or three-stage separators that reduce the pressure 
and temperature of the stream to atmospheric pressure 
and temperature. The liquid leaving the last stage is called 
stock tank oil (sto) and the gas released in various stages 
is called associated gas. The liquid oil after necessary field 
processing is called crude oil. The main factor in operation 
and design of an oil-gas separator is to find the optimum 
operating conditions of temperature and pressure so that 
the amount of produced liquid (oil) is maximized. Such 
conditions can be determined through phase behavior cal-
culations, which are discussed in detail in ASTM Manual 
50 [1]. Reservoir fluids from producing wells are mixed 
with free water. The water is separated through gravita-
tional separators on the basis of the difference between 
densities of water and oil. The remaining water from crude 
can be removed through dehydration processes. Another 

table 2.1—types and Characteristics of various reservoir fluids [1]
reservoir fluid type Gor (scf/stb) CH4 (mol %) C6+ (mol %) aPi Gravity of sto

Black	oil <1000 ≤50 ≥30 <	40

Volatile	oil 1000–3000 50–70 10–30 40–45

Gas	condensate 3000–50,000 70–85 3–10 ≥45

Wet	gas ≥50,000 ≥75 <3 >50

Dry	gas ≥100,000 ≥90 <1 No	liquid

apI	gravity	of	StO	refers	to	the	apI	gravity	of	sto	produced	at	the	surface	facilities	at	standard	conditions	(289	K	and	1	atm).
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surface operation is the desalting process, which is neces-
sary to remove salt from crude oils. Separation of oil, gas, 
and water from each other and removal of water and salt 
from oil and any other process that occurs at the surface 
are called surface production operations and are discussed 
in Chapter 11.

In addition to the impurities (hetoroatoms and metals) 
discussed earlier, some impurities may result from com-
pounds that have been added to petroleum fluids for vari-

ous reasons during their production, transportation, and 
storage. These include but are not limited to acids, alcohols, 
aromatic hydrocarbons, detergents, and polymers. Fur-
thermore, petroleum fluids often contain compounds that 
result from the physical association with hydrocarbons; 
these may include colloids, crystalline solids, flocs, and 
slugs [3].

The crude oil produced from the atmospheric separa-
tor has a composition different from the reservoir fluid 

table 2.2—Composition (mol %) and Properties of various reservoir fluids and a Crude oil [1]
Component dry Gas (1) Wet Gas (2) Gas Condensate (3) volatile oil (4) black oil (5) Crude oil (6)

CO2 3.70 0.00 0.18 1.19 0.09 0.00

N2 0.30 0.00 0.13 0.51 2.09 0.00		

h2S 0.00 0.00 0.00 0.00 1.89 0.00

C1 96.00 82.28 61.92 45.21 29.18 0.00

C2 0.00 9.52 14.08 7.09 13.60 0.19

C3 0.00 4.64 8.35 4.61 9.20 1.88

iC4 0.00 0.64 0.97 1.69 0.95 0.62

nC4 0.00 0.96 3.41 2.81 4.30 3.92

iC5 0.00 0.35 0.84 1.55 1.38 2.11

nC5 0.00 0.29 1.48 2.01 2.60 4.46

C6 0.00 0.29 1.79 4.42 4.32 8.59

C7+ 0.00 1.01 6.35 28.91 30.40 78.23

100.00 100.00 100.00 100.00 100.00 100.00

GOr	(scf/stb) … 69,917 4428 1011 855 …

M7+ … 113 143 190 209.8 266

SG7+	(at	15.5	°C) … 0.794 0.795 0.8142 0.844 0.895

apI7+ 46.7 46.5 42.1 36.1 26.6

figure 2.5—Various	categories	of	natural	gas	and	liquids	naturally	occurring	in	petroleum	fluids	and	their	approximate	
hydrocarbon	molecular	weight	distributions	according	to	their	carbon	numbers	[3,4].
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obtained from a producing well. The light gases are sepa-
rated, and crude oils usually have almost no methane and 
a small C2–C3 content whereas its C7+ content is higher than 
the original reservoir fluid. As an example, the composition 
of a crude oil produced through a three-stage separator 
from a reservoir fluid is also given in Table 2.2 in the last 
column. Actually this crude is produced from a black oil 
reservoir fluid, the composition of which is also given in 
Table 2.2 (column 5). 

Two important characteristics of a crude oil that deter-
mine its quality are the API gravity (specific gravity) and 
sulfur content. Generally, a crude with an API gravity of 
less than 20 (specific gravity > 0.934) is called a heavy crude, 
and a crude with an API gravity of greater than 40 (specific 
gravity < 0.825) is called a light crude [1,5]. Crudes with an 
API gravity of less than 10 are considered as extra heavy oil, 
such as bitumen. Similarly, if the sulfur content of a crude 
is less than 0.5 wt % it is called sweet oil.  On the other 
hand, the term sour oil refers to crudes that have more than 
0.5 wt % sulfur. It should be noted that these ranges for the 
gravity and sulfur content are relative and may vary from 
one source to another. Further classification of crude oils 
will be discussed in Chapter 4.

2.3  refiNiNG ProCesses aNd ProduCts 
from Crude oil refiNeries
A crude oil produced after necessary field processing and 
surface operations is transferred to a refinery for process-
ing and conversion into various useful products. Petroleum 
refining (or crude oil refining in more precise terms) has 
evolved from simple batch distillation in the late 19th cen-
tury to today’s complex processing schemes in modern refin-
eries. Refining processes can be generally divided into three 
major types: (1) separation, (2) conversion, and (3) finishing. 

Separation is a physical process that is carried out by 
using different techniques to fractionate crude oil or its 
derivatives. The most important separation process is distil-
lation, which occurs in a distillation column to separate the 
constituent compounds on the basis of differences in their 
boiling points. Other major physical separation processes 
include absorption, stripping, and solvent extraction. In the 
gas plant of a refinery, absorption by a liquid solvent retains 
C3+ hydrocarbons from a gas mixture and allows methane 
and ethane to be sent overhead as fuel gas. The solvent is 
then regenerated in a stripping unit. The conversion pro-
cesses involve chemical changes that occur with hydrocar-
bons in reactors. The purpose of such reactions is to change 
the molecular weight and convert hydrocarbon compounds 
from one type to another. The most important reaction 
in modern refineries is cracking, which converts heavy 
hydrocarbons to lighter and more valuable hydrocarbons. 
Catalytic cracking and thermal cracking are commonly 
used for this purpose. Other types of reactions such as 
reforming, isomerization, and alkylation are used to produce 
high-octane-number gasoline. Finishing processes achieve 
the purification of various product streams by processes 
such as desulfurization or acid treatment to remove impu-
rities and stabilize the fuels. Finishing processes that also 
include blending ensure that the refinery products meet the 
specifications dictated by performance characteristics and 
environmental regulations [6–8].

Crude oil in a refinery upon the desalting process enters 
the atmospheric distillation column where compounds are 

separated with respect to their boiling points. Hydrocar-
bons in a crude have boiling points ranging from –160 °C 
(boiling point of methane) to more than 600 °C (1100 °F), 
which is the boiling point of the heaviest distillable com-
pounds in the crude oil. However, the carbon-carbon bond 
in paraffinic hydrocarbons breaks down at temperatures 
near 350 °C (660 °F). This process is called cracking and 
it is undesirable during the distillation process because 
it changes the chemical composition of the crude feed. 
For this reason, compounds having boiling points above 
350 °C (660 °F), constituting the residuum fraction, are 
removed from the bottom of the atmospheric distillation 
column and sent to a vacuum distillation column. Because 
by distillation it is not possible to completely separate the 
constituent compounds of the crude oil, a distillation col-
umn does not produce pure hydrocarbon streams.  Instead, 
distillate  fractions are produced as defined according to 
the boiling point of the lightest and heaviest compounds in 
the mixtures of hydrocarbons. The lightest product of an 
atmospheric column is a mixture of methane and ethane 
(but mainly ethane), which has a boiling range of –180 to  
–80 °C (–260 to –40 °F) corresponding to the boiling points 
of methane and ethane, respectively. This mixture, referred 
to as “fuel gas” in a refinery, is the lightest petroleum frac-
tion. Fractions with a wider range of boiling points contain 
a greater number of hydrocarbons. All fractions from a 
distillation column have a known boiling range, except the 
residuum, the upper boiling point of which is not usually 
known. The boiling points of the heaviest components in a 
crude oil are not really known because many of them would 
undergo cracking or other chemical reactions at tempera-
tures lower than their boiling points.  Identification of the 
structure and determining the properties of the heaviest 
compounds found in crude oils and petroleum residuum 
still present a difficult challenge to researchers. Theoreti-
cally, it can be assumed that the boiling point of the heavi-
est compound in a crude oil is infinity. Atmospheric residue 
contains compounds with carbon numbers greater than 25, 
whereas vacuum residue has compounds with a carbon 
number greater than 50 (M > 800). Table 2.3 lists some 
petroleum fractions produced from distillation columns 
along with their boiling point ranges and applications. In 
this table, the boiling points and equivalent carbon number 
ranges are approximate and they may vary according to the 
desirable properties of specific products. For example, the 
light gas fraction consists mainly of a mixture of ethane, 
propane, and butane; however, some heavier compounds 
(C5+) may also exist in this fraction. The fraction is further 
fractionated to obtain ethane (a fuel gas), propane, and 
butane (petroleum gases). The petroleum gases are lique-
fied under pressure to produce liquefied petroleum gas 
(LPG) that can be used as fuel for heating and cooking in 
dwellings or as autogas [http://www.worldlpgas.com/]. In 
addition, butane may be separated from the gas mixture 
to be used for improving the vapor pressure characteristics 
(volatility) of gasoline in cold weather. Petroleum fractions 
separated by distillation may undergo further processing to 
produce the desired products. For example, gas oil may go 
through a cracking process to produce more gasoline.  The 
principal refinery processes are discussed in Chapter 5 of 
this manual. Because distillation is not a perfect separation 
process, the initial and final boiling points for each frac-
tion are not exact and especially the endpoints represent 
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table 2.3—some of the Petroleum fractions Produced from distillation Columns [1]

Petroleum fraction
approximate
Hydrocarbon range

approximate boiling range

°C °f

Light	gases C		2–C4 –90	to	–1 –130	to	30	

Gasoline		(light	and	heavy) C	4–C10 –1	to	200 30–390

Naphthas	(light	and	heavy) C	4–C11 –1	to	205 30–400

Jet	fuel C	9–C14 150–255 300–490

Kerosene C11–C	14 205–255 400–490

Diesel	fuel C11–C16 205–290 400–550

Light	gas	oil C14–C18 255–315 490–600

heavy	gas	oil C18–C28 315–425 600–800

Wax C18–C36 315–500 600–930

Lubricating	oil >C25 >400 >750

Vacuum	gas	oil C28–C55 425–600 800–1100

residuum >C55 >600 >1100

approximate values. Fractions may be classified as nar-
row or wide depending on their boiling point range. As an 
example, the fractionation of an Alaskan crude oil into vari-
ous products by distillation is graphically shown in Figure 
2.6. The weight and volume percentages for the products 
are close to each other. It can be seen in Figure 2.6 that 
more than 50 % of the crude is processed in the vacuum 
distillation unit. The vacuum residuum consists mainly of 
resin- and asphaltene-type compounds containing high-
molecular-weight multiring aromatics. The vacuum resid-
uum may be further processed for upgrading or mixed with 
lighter petroleum fractions to obtain saleable products. 

Distillation of a crude oil can also be performed in the 
laboratory to divide the mixture into many narrow boiling 
point range fractions with a boiling range of approximately 
10 °C. Such narrow range fractions are sometimes referred 
to as petroleum cuts.  When boiling points of all of the cuts 
in a crude are known, then the boiling point distribution 
(distillation curve) of the whole crude can be obtained. In 
a petroleum cut, hydrocarbons of various types are lumped 
together in four groups of paraffins (P), olefins (O), naph-
thenes (N), and aromatics (A). For olefin-free petroleum 
cuts, the composition is represented by the PNA content.  
Crude oils are generally free of olefins.

As mentioned earlier, the petroleum fractions pre-
sented in Table 2.3 are not the final products of a refinery. 
They go through further separation (physical), conversion 
(chemical), and finishing processes to achieve the product 
specifications set by the market and government regula-
tions. Through refining processes (discussed in Chapter 5), 
the petroleum fractions shown in Table 2.3 are converted 
to petroleum products. The terms “petroleum fraction,” 
“petroleum cut,” and “petroleum product” are usually used 
interchangeably, but this is not appropriate because each 
term has a specific meaning that is different from the other 
two. In general, the petroleum products that are obtained 
in a refinery can be divided into two groups— fuel prod-
ucts and nonfuel products—as discussed in the following 
sections. 

2.3.1  Petroleum Fuel Products 
The major petroleum fuel products of a refinery are LPG, 
gasoline, jet fuel, diesel and heating oil, residual fuel oil, and 
petroleum coke as described below [1,7–10]. The specifica-
tions of these fuels are discussed in Chapter 4 of this manual.
1. LPGs are mainly used for domestic heating and cook-

ing  (50 %), industrial fuel (clean fuel requirement)  
(15 %), feedstock for steam cracking (25 %), and as a 
motor fuel (autogas) for spark ignition engines (10 %). 
LPG is produced by crude oil refining or natural gas 
fractionation. The estimated world production in 2005 
was 250 million tons per year (≅8 million bbl/day) [10]. 
LPG consists mainly of a mixture of propane (C3H8) 
and n-butane (C4H10), but it may also include ethane 
(C2H6), ethylene (C2H4), propylene (C3H6), butylene 
(C4H8), isobutane, and isobutylene in small concen-
trations. Propane, butane, or propane/butane mix-
tures can be liquefied at ambient temperature under 
 moderate  pressure.  LPGs are considered ideal fuels 
because they can be transported and stored in liquid 
form and used as a gas or a liquid. Propane can be safe-
ly used at ambient temperatures from approximately 
–40°C (–104°F) to 45°C (113°F), whereas butane can be 
used at temperatures from 0°C (32°F) to approximately 
110°C (230°F) [8]. They have high energy density, low 
sulfur content, and they burn cleanly. 

LPGs have been used increasingly as auto fuel 
under the generic name “autogas.” The composition 
of autogas varies depending on the prevailing ambient 
temperatures in the countries it is used.  At moderate 
ambient temperatures, it consists of 60–70 % propane 
and 30–40 % butane [9]. The advantages of using LPG 
compared with gasoline and diesel include lower fuel 
and maintenance cost and lower engine emissions. See 
Chapter 4 for specifications on autogas and variations 
in specifications in different countries.   

2. Gasoline is perhaps one of the most important prod-
ucts of a refinery. In the United Kingdom it is referred 
to as petrol. Gasoline is obtained by blending various 
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streams obtained from different refinery operations, 
including crude oil distillation, catalytic cracking, and 
catalytic reforming. It contains hydrocarbons from C4 
to C11 (molecular weight of ~100–110). It is used as a 
fuel for cars with spark-ignition engines. Its main char-
acteristics include anti-nock (octane number), volatility 
(distillation data and vapor pressure), stability, and 
density. The main evolution in gasoline production has 
been the introduction of nonleaded gasoline (referred 
to as “unleaded gasoline,” which excludes using tetra-
ethyl lead as an additive to increase the octane number) 
in many parts of the world and the use of reformulated 
gasoline (RFG) in the United States. The RFG has less 
butane, less aromatics, and more oxygenates. Sulfur 
content of gasoline should not exceed 0.03 % by weight. 
Further properties and characteristics of gasoline will 
be discussed in Chapter 4. The U.S. gasoline demand 
in 1964 was 4.4 million bbl/day and increased from 7.2 
to 8.0 million bbl/day in a period of 7 years from 1991 
to 1998 [1]. In the 1990s, gasoline was approximately 

one-third of the refinery products in the United States, 
whereas in July 2007 gasoline production was approxi-
mately 9.33 million bbl/day, or 37.5 % of total products 
according to the API report. 

3. Kerosene is a distillate fraction of crude oil that boils 
between 150°C and 250°C and is primarily used for 
producing jet fuel to power gas turbine or jet engines. 
To a much smaller extent, kerosene is used as fuel for 
lighting and cooking, particularly in rural areas where 
access to natural gas, LPG, and electricity is limited. 
Jet fuel, which is also called “aviation turbine fuel,” 
is a premium fuel that has shown a faster increase in 
demand than any petroleum fuel because of expanding 
civil and military aviation.  In 2007, an estimated con-
sumption for jet fuel was 205 million t [10]. The main 
characteristics of jet fuel include sulfur content, cold 
resistance (more stringent performance for military jet 
fuel), density, aromatics content, and ignition quality. 
ASTM and the International Air Transport Association 
(IATA) have issued specifications for commercial (e.g., 

figure 2.6—products	and	composition	of	alaska	crude	oil	[1].
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Jet A, Jet A-1, the Russian TS-1) and military jet fuel 
(JP-8) that differ only in freezing point [9]. 

4. Diesel and heating oil are used for motor fuel and 
domestic purposes. Diesel is obtained from fractional 
distillation of crude oil between 200°C and 350°C. 
The main characteristics are ignition (for diesel oil), 
volatility, viscosity, cold resistance, density, sulfur con-
tent (corrosion effects), and flash point (safety factor). 
There are basically three kinds of diesel fuel: No. 1,  
No. 2, and No. 4. Diesel No. 1 is for use in farm and 
city buses, whereas diesel No. 2 is for use in automo-
bile, truck, and railroad vehicles. Diesel No. 4 is for use 
in railroad, marine, and stationary engines [9]. Diesel 
fuels used in city buses have a lower endpoint, lower 
sulfur content, and higher cetane number.

5. Residual fuel oil is used for industrial fuel, thermal pro-
duction of electricity, and motor fuel (low speed diesel 
engines). Its main characteristics are viscosity (good 
atomization for burners), sulfur content (corrosion), 
stability (no decantation separation), cold resistance, 
and flash point (for safety). Basically there are five types 
of fuel oils in commercial use: No. 1, No. 2, No. 4, No. 5,  
and No. 6. Fuel oil No. 1 is used for stoves and farms, 
fuel oil No. 2 is for home heating uses, No. 4 is used for 
light industrial uses, No. 5 is used for medium industrial 
applications, and No. 6 is used for heavy industrial and 
marine applications [9]. Fuel oil No. 1 has the lowest 
density, boiling point, flash point, pour point, viscosity, 
and sulfur content, whereas fuel oil No. 6 is the heaviest 
fuel oil, with high sulfur content and high viscosity.

6. Petroleum coke, which is a solid byproduct obtained 
from delayed coking or fluid coking of vacuum distilla-
tion residue, may be used as industrial fuel depending 
on its sulfur and metal contents  [11].  It contains less 
than 1 %wt ash, but it needs to be burned in industrial 
furnaces with strict controls on emissions. Important 
properties of fuel coke include grindability, volatile 
matter content, sulfur content, and nickel and vana-
dium contents. Nonfuel uses of petroleum coke are 
described in the next section.

2.3.2  Nonfuel Petroleum Products 
The major nonfuel petroleum products include solvents, 
naphthas, petrochemical feedstocks, lubricating oils, 
waxes, asphalts, and petroleum cokes [1,7–9,11].  Brief 
descriptions of the nonfuel products and their uses are 
given below. 
1. Solvents are light petroleum cuts in the C4–C14 range 

that have numerous applications in industry and 
agriculture. For example, white spirits that have boil-
ing point ranges between 135 and 205 °C are used as 
paint thinners. The main characteristics of solvents are 
volatility, purity, odor, and toxicity. Benzene, toluene, 
and xylenes (BTX) are used as solvents for glues and 
adhesives. Naphthas constitute a special category of 
petroleum solvents with boiling ranges corresponding 
to those of white spirits. Similar to BTX, naphthas may 
be used as raw materials for producing petrochemical 
feedstocks, as described below. Therefore, naphthas 
are considered to be industrial intermediates that are 
subject to commercial specifications

2. Petrochemical feedstocks that are produced in the 
refinery include C6 to C8 aromatics (BTX and ethyl 

benzene) and C2 to C4 olefins. In petrochemical plants, 
these feedstocks are used to produce plastics and res-
ins, pharmaceuticals, antifreeze agents, detergents, 
solvents, dyes, and agricultural chemicals such as 
fertilizers, pesticides, and herbicides. BTX and ethyl 
benzene are produced in refineries [in fluid catalytic 
cracking (FCC) and catalytic reforming units] and in 
petrochemical plants through reforming of naphtha. 
The C3 to C4 olefins are produced in FCC units, and C2 
and C3 olefins are produced by coking processes in a 
refinery and steam cracking of naphtha or gas oils in 
petrochemical plants. 

3. Lubricants are composed of a main base stock obtained 
from dearomatized and dewaxed vacuum gas oils for 
controlling the viscosity and freezing point and are 
combined with additives to obtain the desired perfor-
mance characteristics. Among the most important char-
acteristics of lubricants are thermal stability, viscosity, 
and the viscosity index, which reflects the change of 
viscosity with temperature. Aromatics are usually elim-
inated from lubricants to improve their viscosity index. 
Lubricants consist mostly of isoparaffinic compounds. 
Additives used for lubricants include viscosity index 
additives such as polyacrylates and olefin polymers, 
antiwear additives (i.e., fatty esters), antioxidants (i.e., 
alkylated aromatic amines), corrosion inhibitors (i.e., 
fatty acids), and antifoaming agents (i.e., polydimethyl-
siloxanes). Lubricating greases constitute another class 
of lubricants that are semisolid. The specifications for 
lubricants include viscosity index, freezing points, ani-
line point (indication of aromatic content), volatility, 
and carbon residue (indication of thermal stability). 

4. Petroleum waxes are of two types: the paraffin waxes in 
petroleum distillates and the microcrystalline waxes in 
petroleum residua. In some countries such as France, 
paraffin waxes are simply called paraffins. Paraffin 
waxes have high melting points; they are removed by 
dewaxing of vacuum distillates to control the pour 
points of lubricating oil base stocks. Paraffin waxes are 
mainly straight-chain alkanes (C18 to C36) with a very 
small proportion of isoalkanes and cycloalkanes. Their 
freezing point is between 30 and 70 °C, and the average 
molecular weight is approximately 350. When pres-
ent, aromatics appear only in trace quantities. Waxes 
from petroleum residua (microcrystalline form) are 
less defined aliphatic mixtures of n-alkanes, isoalkanes, 
and cycloalkanes in various proportions. Their average 
molecular weights are between 600 and 800, their car-
bon number range is C30 to C 60,

 and the freezing point 
range is 60–90 °C. Paraffin waxes (when completely 
dearomatized) have applications in food industry and 
food packaging. They are also used in the production of 
candles, polishes, cosmetics, and coatings [6,8]. Waxes 
at an ordinary temperature of 25 °C are in solid states, 
although they contain some hydrocarbons in liquid 
form. When melted, they have relatively low viscosity.

5. Asphalt is produced from vacuum distillation residues 
by solvent deasphalting. Asphalts contain nonvolatile 
high-molecular-weight polar aromatic compounds such 
as asphaltenes and cannot be distilled even under very 
high vacuum conditions. In some countries asphalt is 
called bitumen, although this is not a strictly correct use 
of the term bitumen. Asphaltic materials (containing 
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asphaltenes and resins) are used as binders for paving 
the roads. The major properties of asphalt that deter-
mine its quality include flash point (for safety), compo-
sition (wax content), viscosity, softening point, weather-
ing properties (resistance to oxidation or degradation), 
specific gravity, and stability or chemical resistance.

6. There are some other products such as white oils (used 
in pharmaceuticals or in the food industry), aromatic 
extracts (used in the paint industry or the manufacture 
of plastics), and coke (as a fuel or to produce carbon 
electrodes for aluminum refining). Aromatic extracts 
are black materials composed essentially of condensed 
PNAs and heterocyclic nitrogen or sulfur compounds, 
or both. Because of this highly aromatic structure, the 
extracts have a good solvent power. Petroleum cokes 
produced by delayed coking of vacuum distillation 

residue can be specified as sponge, or shot cokes, 
depending on their microstructure [11]. Sponge cokes 
that have low ash, low sulfur, and low metal contents 
can be used for making carbon anodes that are used 
in electrolysis of alumina to manufacture aluminum. 
Shot cokes that are much harder than sponge cokes 
have a niche application for producing titanium diox-
ide [11]. Delayed coking of FCC decant oils produces 
a special coke called “needle coke” that is used to pro-
duce graphite electrodes for electric-arc furnaces for 
recycling scrap iron and steel. Important properties of 
calcined needle cokes include density, ash content, and 
the coefficient of thermal expansion [11].
In general, more than 2000 petroleum products within 

some 20 categories are produced in refineries in the United 
States [6,8]. Some of these products obtained from a 

figure 2.7—Some	products	produced	from	crude	oil	processing	[12].
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typical crude oil are shown in Figure 2.7 as presented by 
de Jong et al. [12]. In this figure, fuel products directly 
produced in refineries are marked in color, whereas many 
chemicals may be produced in the follow-up processes in a 
petrochemical plant. Blending techniques are used to make 
multiple products according to the desired properties or to 
improve product quality. The product specifications must 
satisfy customers’ requirements for good performance and 
government regulations for safety and environmental pro-
tection. Therefore, to be able to plan refinery operations, 
the availability of a set of product quality prediction meth-
ods is very important [1]. 

2.4  Natural Gas aNd its ProduCts 
The typical composition of natural gas is given in Table 2.2. 
Usually natural gases contain CO2 and H2S known as acid 
gases, but the main components are methane, ethane, and 
propane, although hydrocarbons as heavy as C11 may be 
present. Natural gases may also contain inert gases such 
as nitrogen and helium. Pipeline gases containing mainly 
nitrogen, helium, C1, C2, and C3 in liquefied form are called 
LNG. The liquefied form of gases C2, C3, and C4 is called 
LPG. Pentanes and heavier including isobutane can be 
separated from natural gas as natural gasoline. Natural gas 
liquids (NGLs) and light and heavy naphthas may also be 
separated naturally from natural gas. At normal pressure 
conditions, only C5 and heavier components are in liquid 
form. Methane needs to be refrigerated to –259°F to have it 
as liquid. For storage of natural gas at normal temperatures 
(above boiling point), it is necessary to compress it, which 
is known as compressed natural gas (CNG). Liquid mixtures 
of C3 and C4 are ideal fuel for many applications. They are 
stable, high-energy content, relatively low sulfur, and clean 
burning fuels that can be transported as liquid and used as 
liquid or gas. LPG can be produced from natural gas and 
crude oil. LPG is also a preferred feedstock for petrochemi-
cals, gas cracking, and plastics. The first commercial use 
of LPG from crude oil or natural gas was in 1912. Propane 
used in LPG is not suitable for gasoline (it is very volatile) or 
for use in natural gas (heavy component in natural gas pipe-
line), so its best application is in LPG. The ratio of C3–C4 in 
LPG mainly depends on the temperature because at high 
temperatures (summer) more C4 and at low temperatures 
(winter) more C3 is used in the mixture. Tanks containing 
LPG should never be filled with liquids to allow space for 
vapors and volume expansion for safety reasons [8].

Natural gas and NGLs are also the main feedstocks for 
petrochemical plants. Through absorption processes, H2S 
can be separated from natural gas, and upon oxidation of 
H2S sulfur can be produced. Through distillation/extraction 
processes, components such as C2, C3, C4, and heavier com-
pounds are separated. Methane as the main component of 
natural gas can be used through processes such as reform-
ing and oxidation to produce a group of chemicals such 
as CO2, hydrogen, ammonia,, methyl chloride, acetylene, 
methanol, nitric acid, urea, acrylonitrile, vinyl chloride, 
ethanol, propanol, butanol, formaldehyde, pharmaceuticals 
and feeds to pharmaceutical industries, carbon tetrachlo-
ride, acetaldehyde, vinyl resins, etc. 

The next main components of natural gas are eth-
ane and propane. These components can be converted 
to ethylene and propylene through cracking processes. 
Ethylene can be used to produce many products such 

as polyethylene, ethylene oxide, ethyl chloride, etha-
nolamine, ethylene glycol, acetaldehyde, styrene, ethyl 
benzene, detergents, etc. Propylene is used to produce a 
group of compounds through processes such as oxidation, 
hydration, polymerization, and alkylation. These products 
include cumene, polymers, isopropyl alcohol, allyl chloride, 
acetone, glycerin, epoxy resins, isobutanol, acetic acid, 
nitro glycerin, etc.

Butanes in natural gas may be in the form of isobutene 
or n-butane, which can be separated through a distillation 
process. These components can be converted to products 
such as  isobutylene, tert-butyl alcohol, butadiene, polybu-
tadiene, nylon, methyl ethyl ketone, synthetic resins, lube 
oil additives, tert-butyl phenol, etc., through dehydrogena-
tion, polymerization, and copolymerization processes.  

2.5  biofuels 
Biofuels represent a group of fuels derived from biomateri-
als such as vegetable oil or biomass. A good example of a bio-
fuel is biodiesel, which is a cleaner fuel than petrodiesel and 
can be produced from renewable sources such as vegetable 
oil, palm oil, cooking oil, or animal fat. These oils undergo 
a process called transesterification, in which they react with 
an alcohol such as methanol or ethanol with sodium hydrox-
ide or potassium hydroxide as catalyst [13–16]. Transesterifi-
cation converts fats and oils (triglycerides) into alkylesters of 
fatty acids that have similar properties to those of petroleum 
diesel.  The process produces large quantities of glycerol as 
a byproduct. Biodiesel does not contain any sulfur or aro-
matics. Therefore, in comparison to petroleum diesel, the 
combustion of biodiesel results in a reduction in unburned 
hydrocarbons, carbon monoxide, and particulate matter 
emissions. Because it has a higher flash point it is safer to 
store and to handle [15–17]. Biodiesel can be used in its pure 
form (B100) or in blends with petroleum diesel in a wide 
range of concentrations (e.g., B2, B5, B20) in diesel engines. 

Another group of biofuels comprises bioalcohols, 
which are biologically produced alcohols. The most com-
monly used bioalcohols are ethanol, propanol, and butanol. 
Butanol can be used directly in spark-ignition (gasoline) 
engines without any alteration. Butanol can produce more 
energy than ethanol and is less corrosive because it is less 
soluble in water. However, ethanol is the most commonly 
used biofuel in the world and in particular in Brazil. Etha-
nol can also be mixed with gasoline at any ratio, but use of 
15 % bioethanol in gasoline (marked by E15) is common. 
Mixtures of gasoline and ethanol produce less pollution 
than gasoline upon combustion, especially in cold winters 
and high altitudes. However, ethanol has a lower heating 
value than gasoline [13].

Other types of biofuels include biogas and solid biofu-
els. Biogas is produced when organic material is anaerobi-
cally digested by anaerobes. Biogas consists of methane, 
and landfill gas is created in landfills because of natural 
anaerobic digestion. Charcoal and wood are examples of 
solid biofuels. The combined processes of gasification, 
combustion, and pyrolyis can produce syngas, which is a 
biofuel. This syngas can be directly burned in internal com-
bustion engines. Syngas can be used to create hydrogen and 
methanol. Syngas can be transformed to a synthetic petro-
leum substitute using the Fischer–Tropsch process. Finally, 
a third-generation biofuel is produced from algae, which is 
called “oilage” [13]. 
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3.1  IntroductIon
The world’s energy is produced from various sources, 
including oil, gas, coal, and nuclear and renewable sources 
such as solar, wind, water, biomass, and geothermal 
sources. Oil, gas, and coal are fossil-type hydrocarbons 
that are not renewable and currently make up more than 
80 % of the world’s energy consumption. Oil and gas may 
be produced as different naturally occurring hydrocarbon 
fluids from natural gas to bitumen and shale oil as shown 
in Figure 3.1 for seven classifications [1]. Heavier fluids 
contain compounds with higher carbon number and higher 
carbon-to-hydrogen ratios, which means lower quality for 
the oil and less desirable feedstock in terms of production 
and processing costs.

Major oil and gas fields are located largely in the Mid-
dle East, as shown in Figure 3.2 [2,3]. Approximately 60 % 
of the world’s oil reserves are located in the Middle East, as 
shown in Table 3.1. In fact, Saudi Arabia, Iran, Kuwait, and 
Iraq from the Middle East along with Venezuela from South 
America formed the Organization of Petroleum Exporting 
Countries, known as OPEC, in 1960. Later, nine other oil-
producing countries joined OPEC, and these countries are 
now major world oil producers. This trend will continue, 
according to the recent International Energy Agency (IEA) 
reference scenario, in which OPEC will account for 54 % 
of the total world’s oil supply by 2030, compared with 45 % 
today [4]. Middle Eastern producers will supply 50 % of 
U.S. oil imports, 50 % of Europe’s, 80 % of China’s, and 
90 % of Japan’s oil imports. Reservoir lifetime (ratio of 
proven reserves to production rate) of non-OPEC produc-
ers is much lower than OPEC’s: approximately 15 years for 
non-OPEC and more than 70 years for OPEC-producing 
countries, as shown in Table 3.1 [4,5].

World natural gas reserves have traditionally trended 
upward, and the beginning of 2009 showed that total world 
natural gas reserves stood at 6254 trillion ft3, of which 
Middle East shares are 2549 trillion ft3 [6,7]. In 2001, an 
organization of natural-gas-exporting countries informally 
known as the Gas OPEC was formed by Russia, Qatar, 
and Iran. The members now also include Algeria, Bolivia, 
Egypt, Equatorial Guinea, Iran, Libya, Qatar, Nigeria, Rus-
sia, Trinidad and Tobago, and Venezuela as well as Kazakh-
stan and Norway as observers. This organization recently 

elected a Russian as its director [8]. The lifetime of gas 
reserves at present rates is much higher than oil reserves, as 
shown in Table 3.2; however, as production and consump-
tion of natural gas increases, the lifetime of such reserves is 
expected to decrease in present scenarios. The rate of con-
sumption of natural gas in non–Organization for Economic 
Cooperation and Development (OECD) countries (mainly 
from Asia) in the next few decades is expected to be higher 
than OECD countries according to the Energy Information 
Administration (EIA).

Hydrocarbon production has been traditionally based 
on the most accessible fluids (conventional oil and gas), 
whereas resources difficult to develop by technical or eco-
nomical reasons have been usually referenced as “uncon-
ventional resources.” Heavy oils (having an API gravity 
<  20) or extra-heavy oil (with API gravity < 10) together 
with sand oils and shale oil form the group of unconven-
tional oils. Venezuela, Canada, and Russia are known to 
have the largest worldwide heavy-oil resources. Current 
production of unconventional oil is much lower than con-
ventional types; however, as the price of oil increases, the 
production and processing of unconventional oils become 
more economical and feasible. On the other hand, tight 
gas, shale gas, and coal-bed methane stand as the main 
short-term unconventional gas resources. The geographi-
cal distribution is dispersed, with large resources in North 
America and China. The case of shale gas is particularly 
relevant because the development of U.S. resources is play-
ing a significant role in changing the global gas markets.

Crude-oil availability has been a topic of discussion dur-
ing the last decades, producing much literature supporting 
conflicting positions. Although the discussion is still alive, 
with added uncertainty provided by the recent economic 
downturn, it seems there is a major confidence in hydro-
carbon availability, with the challenge being to increase the 
production from brown fields through enhanced recovery 
processes and make economically feasible the exploitation 
of more difficult reservoirs (especially unconventional). As 
becoming generally agreed, it is “the end of easy oil” [9,10].

The oil refining industry is presently at a critical junc-
ture because of the variations in the crude-oil scenario and 
emission regulations. Between 2000 and 2009, the industry 
witnessed capacity variation and product quality challenges 
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with disparities in demand. The focus of the oil industry has 
been on crude-oil production, but the inadequacy of refin-
ing capacity has become the main industry concern. The 
global trend indicated that the world oil refining industry 
has to face several challenges for demand and supply. On 
the demand side, the growing activity of the transport sec-
tor will involve increasing quantities of cleaner liquid fuels 
as motor gasoline and diesel fuels. In this regard, North 
American and European demand will tend to reduce for 
gasoline whereas diesel will remain unchanged or slightly 
increased. Contrary to North American and European 

regions, Asia, Central and South America, and the Middle 
East will be known as an explosion region, which will lead 
the movement of oil products market. On the supply side, 
the crude-oil shares in the total primary energy supply will 
remain high, at least during the next decade. The conven-
tional crude-oil supply will decrease, but heavy- and extra-
heavy crude oil and tar sands supply will be increased. 
In any case and independently from the crude-oil quality, 
demand and supply in all petroleum streams will have 
to meet environmental constraints to limit the emissions 
specifications.

figure 3.1—Normal	condition	of	the	seven	naturally	occurring	petroleum	fluids	[1].	

figure 3.2—Major	oil	and	gas	giant	fields	in	the	Middle	East	[2,3].
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3.2  Share of Petroleum and natural GaS 
In World’S enerGy conSumPtIon
This section summarizes the share of oil and gas in provid-
ing energy in the past and future for different regions and 
applications. Factors affecting increase in energy consump-
tion and share of other sources of energy such as renew-
able, coal, and nuclear factors are also reviewed. Some 
common unit conversions for various forms of energy used 
in this chapter are given in Table 3.3 [11].

3.2.1  Energy Consumption
The analysis of current world energy needs is critical 
to the understanding of future energy scenarios and 
the relationship with fossil fuel reserves. World energy 
needs have increased exponentially during the last century, 
approximately 4 times the population growth in the same 
period. On the basis of the fossil fuel availability, the world 
population almost quadrupled from 1.6 billion in 1900 to 
6.1 billion in 2000 [12], whereas energy consumption grew 
from approximately 21 quads to over 400 quads in the 

table 3.1—Proven conventional oil 
reserves by regions at the end of 2008 
in billion barrels of oil [4]
region 109 barrels Percent r/Pa

Middle	East 754.1 59.9 78.6

Europe	and	Eurasia 142.2 11.3 22.1

africa 125.6 10.0 33.4

South	and	Central	america 123.2 9.8 50.3

North	america 70.9 5.6 14.8

asia-pacific 42.0 3.3 14.5

World (total) 1258.0 100.0 42.0

OpEC 955.8 76.0 71.1

Non-OpEC 174.4 13.9 14.8

Former	Soviet	Union 127.8 10.1 27.2

World (total) 1258.0 100.0 42.0

ar/p,	reserves-to-production	ratio.

table 3.2—Proven conventional Gas 
reserves by regions at the end of 2008 
in trillion cubic feet [4]
region tcfa Percent r/Pb

Middle	East 2680.9 41.0 –

Europe	and	Eurasia 2220.8 34.0 57.8

africa 517.5 7.9 68.2

South	and	Central	america 258.2 4.0 46.0

North	america 313.1 4.8 10.9

asia-pacific 543.5 8.3 37.4

World (total) 6534.0 100.0 60.4

atCF,	trillion	cubic	feet;	br/p,	reserves-to-production	ratio.

same time  [13]. In 2002, total energy consumption in the 
United States was 97.4 quads [14], almost 24 % of the world 
demand. According to the EIA [6], the international energy 
outlook for global energy demand in 2006 was 472 quadril-
lion Btu. From an energy point of view, 1 quadrillion (1015) 
Btu energy can be produced by approximately 45 million 
tons of coal, or 1 trillion ft3 of natural gas, or 170 million bbl 
of crude oil. The evolution of world energy consumption 
during the last 50 years is shown in Figure 3.3.

There is a strong correlation between economic devel-
opment and energy consumption, as shown in Figure 3.4. 
When this relationship is analyzed individually for each 
country, major differences in specific energy consumption 
become visible (Figure 3.5), although the general trend 
continues to be valid [15]. These differences are the conse-
quence of many factors, from energy efficiency to domestic 
demand, with strong climate dependence. Energy con-
sumption per capita has significantly increased during the 
last decades in developing countries, as opposed to OECD 
countries, in which stabilization has taken place [16], as 
presented in Figure 3.6. Although there is a possibility for 
these values being modified in the future by the progressive 
implementation of laws and carbon policies with a focus 
on energy efficiency, they provide a basis for understanding 
the present energy consumption distribution and the dif-
ferences appearing in the structure of the energy portfolio 
share for different regions.

The use of diverse energy fuels has changed over time. 
Coal surpassed wood’s usage, the main energy source over 
most of human history, in the late 19th century and was, in 
turn, overtaken by oil, another fossil fuel. In the first half of 
the 20th century, oil began to replace coal, and by the 1970s 
oil had become the leader in world energy supply contribu-
tion. Figure 3.7 shows the evolution of the contribution of 
different sources to energy production in recent decades.

Fossil fuels are the most attractive energy sources in 
terms of efficiency: they are highly concentrated, which 
enables large amounts of energy to be stored in relatively 
small volumes, and they are relatively easy to handle and 
distribute. Oil still provides more than one third of the world 
energy consumption, but projections indicate that this pro-
portion will decrease in the coming decades. According to 
EIA, production of oil in this decade was nearly constant and 
less than 80,000 bbl/day, in which OPEC produced approxi-
mately one third of this amount. Natural gas started to make 
a significant contribution in the second half of the 20th cen-
tury and it is gaining a key role in energy global markets in 
the beginning of this century. The contributions from other 
energies (mainly nuclear and hydro) continue to be minor.

The structure of energy mix in energy consumption 
shows significant changes when comparing different areas. 
Table 3.4 summarizes the share of total energy consump-
tion by fuels in 2007 as published by several institutions. 
Primary energy consumption in various regions and the 
world based on data from BP is also shown in Figure 3.8 
[11]. These data are represented in Figure 3.9, organized as 
energy charts to emphasize the geographical differences in 
their main source of energy. From this information, several 
conclusions can be outlined:
• Fossil fuels (oil, gas, and coal) represent approximately 

90 % of the world’s energy consumption, with oil being 
the main energy source, and gas and coal with similar 
contributions.
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table 3.3—approximate Values of energy equivalency for Various fuels
1	ft3	(standard	cubic	foot,	SCF)	of	gas	is	equivalent	to	1000	Btu	or	1000	SCF	≈	1	MMBtu
1	bbl	of	oil	is	equivalent	to	5500	SCF	of	gas		
1	bbl	of	oil	is	equivalent	to	0.158987	(~0.159)	m3,	or	approximately	159	L
1	MMBtu	is	equivalent	to	0.17	bbl	(or	~23	kg	)	of	crude	oila

1	Quadrillion	(1015)	Btu	energy	is	approximately	equivalent	to	45	million	t	of	coal	
1	Quadrillion	(1015)	Btu	energy	is	approximately	equivalent	to	1	trillion	ft3	of	natural	gas	or	170	million	bbl	of	crude	oil
1	t	(1000	kg)	of	coal	gives	approximately	28	MMBtu	of	heat
1	Mtoe	is	equivalent	to	1	million	t	of	oil	equivalent	=	41.87	×	1015	J	=	3.97	×	1013	Btua

1	toe	is	1	ton	of	oil	equivalent,	which	is	7.14	bbl	of	oil	equivalenta

1	MMBtu	is	equivalent	to	36	kg	of	coal	
1	bbl	of	crude	oil	is	approximately	5500	ft3	(0.0055	MMcf)	gas	≈	0.21	t	of	coal
1	t	oil	is	equivalent	to	1.5–1.8t	of	coal	(equivalent	heating	value)	
1	gal	of	gasoline	gives	approximately	0.11	MMBtu	
heating	value	of	ethanol	(a	biofuel)	is	approximately	two	thirds	the	heating	value	of	gasoline

athe	value	depends	on	the	type	and	gravity	of	crude	oil	and	varies	from	one	source	to	another	and	could	be	1	MMBtu	=	23–25	kg	oil	equivalent.

figure 3.3—World	energy	consumption	and	projections	to	2030:	(a)	in	quadrillion	Btu	energy	and	(b)	in	billion	barrels	of	oil	
equivalent	based	on	data	from	EIa	[13].	Data	from	1980	to	2006	are	history	and	2007	to	2030	are	projections.

figure 3.4—World	specific	energy	consumption	per	capita	in	2008	(ton	of	oil	equivalent)	[4].
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figure 3.5—relation	between	development	and	energy	consumption	for	selected	countries.	Source:	[15]	with	figure	from	Frank	
van	Mierlo	and	data	from	2006	(IEa).

figure 3.6—primary	energy	consumption	per	capita,	1965–2005	[4].	population	data	from	the	United	Nations	[12].

figure 3.7—Contribution	of	different	sources	to	energy	pro-
duction	in	past	years	[17].

• In the United States and the European Union (EU), 
consumption distribution is similar to the average 
world data, with oil and gas as two of the major shares. 
In the United States, coal has more participation in the 
energy map (23 % vs. 18 % in the EU), whereas in the 
EU, nuclear and renewable shares have more presence 
than in the United States.

• The energy mix in the Middle East is mainly based on 
oil and gas, with minor contributions from the rest.

• Russian dependence on gas is significant (>50 %) com-
pared with the other areas. 

• In the Asia-Pacific area (China and India), approxi-
mately 50 % of the total energy consumption is from 
coal, whereas natural gas and nuclear sources have 
minor contributions.

• Africa presents a totally different distribution, with a 
major dependence on coal and biomass.
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table 3.4—Share of total energy consumption by fuel in 2007

Source oil (%) Gas (%) coal (%) nuclear (%) renewablesa (%)
energy consumption 
(106 toe)

World [18] 34.1 20.9 26.5 5.9 12.6 12,013

United	States [19] 40.7 23.7 22.7 8.4 4.5 2343

EU [20] 36.2 23.9 18.4 12.6 8.8 1967

russia [20] 19.7 54.4 15.2 6.3 4.4 672

China [20] 18.2 3.1 65.6 0.8 12.3 1969

India [20] 23.7 5.6 40.8 0.7 29.3 595

Middle	East [20] 52.2 45.3 1.8 0.0 0.7 552

africa [20] 21.1 13.1 16.9 0.5 48.4 629

aIncluding	hydro,	biomass,	and	other	renewables.

figure 3.8—primary	energy	consumption:	(a)	per	region	and	(b)	per	fuel	[11].

figure 3.9—Energy	dependence	charts	for	different	areas	[13–15].

• Nuclear contribution, although minor, is only signifi-
cant in OECD countries, but it does not reach repre-
sentative contributions in South and Central America, 
Africa, and the Middle East. 
A strong relationship also exists between the source 

of energy and its application. The approximate primary 
energy consumption by source and sector is represented 

in Figure 3.10, according to EIA, for recent available 
data [21]. Oil contributions in 2008 were 37 % of total 
energy, and oil is mainly used in the transportation sec-
tor (94 %). Natural gas contributes 24 % of total energy 
and is used mainly in residential and commercial appli-
cations. Coal and nuclear energy are exclusively used 
for electric power generation. This distribution does not 
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change significantly when compared with most devel-
oped countries.

The present consumption scenario is the result of a 
period of cheap and easily available fossil fuels with a 
strong interrelationship among development, population 
growth, and energy resources [22]. The validity of this sce-
nario in the future will depend on the expected country and 
individual consumption trends as well as energy availability 
under similar conditions.

3.2.2 Future Consumption Trends 
According to EIA [13], the international energy outlook for 
global energy demand in 2006 was 472 quadrillion Btu and 
will increase to 552 quadrillion Btu in 2015 and then to 678 
quadrillion Btu in 2030, with an increase of 44 % in 25 years 
(average annual growth 1.5 %) as shown in Figure 3.3. The 
scenarios proposed by alternative sources provide similar 
annual growths. The IEA reference scenario [18] projects 
a world primary energy demand yearly increase by 1.5 % 
between 2007 and 2030, from 12,000 million tons of oil equiv-
alent (Mtoe) to 16,800 Mtoe, with an overall increase of 40 %. 

The first decrease in energy consumption in decades 
came in 2009 because of the world economic downturn. 
The economic slowdown is creating a real decline in energy 

demand that may persist for the short term, although all 
of the scenarios provide similar quick resumption and 
 long-term upward trends [23]. Increase in the energy con-
sumption will very much depend on how these scenarios 
about world economy recovery become a reality. For three 
economy cases, energy consumption through 2030 is shown 
in Figure 3.11. Most of the energy consumption increase is 
due to energy consumption in non-OECD countries. For the 
United States and OECD countries, the increase in energy 
consumption by 2030 is moderate as given by the EIA Inter-
national Energy Outlook [13]. The rapid growth in energy 
demand for this period is expected to be for non-OECD 
nations, while the energy demand increase for the same 
period would be 73 % (Figure 3.12). This is mainly related 
to faster economic growth rate for nations outside of the 
OECD, which is expected to have a gross domestic product 
(GDP) of approximately 5 % in comparison with 2 % GDP 
growth per year for the OECD countries [11]. Under the 
reference EIA scenario (1.5 % average annual consumption 
growth rate), OECD countries would have a 0.6 % annual 
increase, whereas for non-OECD countries the annual 
growth rate would be 2.3 %, 4 times higher.

Energy efficiency is another important factor to con-
sider when analyzing future energy consumption scenarios. 
Although economic growth in developed countries has 
reduced the required energy consumption, this improvement 
has not been sufficient to prevent total final energy needs 
from rising, as presented in Figure 3.6a. Most of the sectors 
have succeeded in reducing energy consumption per capita 
except in private household consumption, mostly because 
of greater ownership of electrical equipment.  Figure 3.13 
shows the trend during the last decade in the EU [24], with 
significant decreases in energy intensity in all sectors except 
household, where stabilization has occurred during the last 
few years. This trend is expected to continue, and energy 
conservation will probably start to play a role in household 
consumption on the basis of higher environmental pressures 
and the implementation of directives for minimum energy 
performance standards. Significant progress in energy sav-
ings could be achieved with minor personal lifestyle changes.

World economy and rate of energy consumption also 
depend on the oil and energy prices in general. Every oil 
price hike is usually followed by a decrease in demand, 
which in turn causes oil prices to decline. Oil price 

figure 3.10—U.S.	primary	energy	consumption	by	source	and	
sector	[21].

figure 3.11—World	marketed	energy	consumption	in	three	
economic	growth	cases	and	projections	to	2030	[13].

figure 3.12—World	marketed	energy	consumption:	OECD	vs.	
non-OECD	countries	1980–2030	[13].
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reached a peak value of $148/bbl in July 2008, which was 
related to the world economic crisis. However, during the 
 following 2 years, the oil market did not respond to the 
price variations, and the price collapse in 2009 did not 
stimulate demand. The oil market is not a traditional sup-
ply/demand market; it is partly driven by external factors 
and has limited flexibility [15]. Economic downturn, war 
and political tension in the oil-producing countries, and 
world population growth also contribute to tensions in 
oil prices. Figure 3.14 shows projections of oil prices until 
2030 for three economic growth cases. The impact of the 
current economic crisis on energy consumption seems to 
be limited in time according to recent data [23], although 
some supply challenges are expected, as seen later in this 
chapter. This situation, together with the higher pressure 
imposed by new greenhouse gas (GHG) legislations, will 
probably increase the need for alternative energies to cover 
this increasing gap.

The previous factors will have an impact in the structure 
of energy mix, especially in the long term. The base scenario 
does not identify major changes in the distribution of world 

energy consumption by different fuels or projections to 
2030, as shown in Figure 3.15 [13]. The contribution of vari-
ous sources of energy for electricity production from 2006 
to 2030 according to the EIA is shown in Figure 3.16 [13]. 
The share of oil for electricity generation almost remains 
constant, whereas shares of renewable sources, natural gas, 
and coal will increase. 

However, as projections vary from one source to 
another, other sources expect major changes in the world 
energy distribution during the rest of the century, with oil 
demand beginning to decrease by 2020; for natural gas, 
the peak in demand is reached around 2050 and decreases 
after that date, as shown in Figure 3.17 [17]. On the basis 
of these sources, by the end of the century contribution of 
renewable sources of energy such as solar, wind, or bio-
mass may be higher than that of oil and gas. According to 
other sources [e.g., the German Advisory Council on Global 
Change (GACGC), Berlin], nuclear energy contributes 
only slightly to total energy production and consumption 
whereas solar energy is the biggest source for energy pro-
duction by 2050–2100, as shown in Figure 3.18 [25]. 

figure 3.13—Index	of	final	energy	intensity	and	energy	intensity	by	sector,	EU-27	[24].

figure 3.14—World	oil	prices	in	three	economic	growth	cases	
[13].

figure 3.15—World	marketed	energy	use	by	fuel	type	and	
projections	to	2030	[13].
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3.3  Petroleum and natural GaS reSerVeS
3.3.1 Hydrocarbon Resource Classification
Within this chapter, an updated vision about the amount 
of fossil hydrocarbons remaining under the surface will 
be presented. How these resources are measured and clas-
sified is a challenge in itself. Although based on similar 
basic principles taking into account the certainty about the 
existence of the resources and the considerations about the 
extraction feasibility, there are many different definitions at 
technical and legal levels. These differences make analyzing 
data provided by different sources challenging, and this has 
been one of the possible causes of past confusions when 
comparing scenarios on the basis of published data.

The classification can typically be categorized into 
three main groups [26]:
• Security disclosures [U.S. Securities and Exchange Com-

mission (SEC), Canadian Securities Administrators 
(CSA), UK Sorp]: These agencies provide financial 
accounting rules to provide reserves information to 
investors to compare the performance of publicly 

traded oil and gas companies. The main focus is recov-
erable (and hence valuable) fluids.

• Government and industry reporting (Norway, Former 
Soviet Union, China): In this case, the focus of the 
agencies is the future energy availability for each coun-
try. Apart from recoverable fluids, the probability of 
 geological-based success is also considered, in some 
cases for large geographical areas not limited to coun-
tries [U.S. Geological Survey (USGS)].

• Technical standards [Society of Petroleum Engineers 
(SPE), United Nations Framework Classification 
(UNFC)]: These are independent standards presented 
to promote international consistency in total resource 
assessment processes and terminology. Although SPE 
classification applies to oil and gas, UNFC extends to 
other energy minerals.
There have been many efforts to achieve a harmonized 

classification, pointing out the benefits of providing a 
single definition for the different stakeholders [27]. Some 
of the most important technical associations related to oil 

figure 3.16—World	electricity	generation	by	fuel,	2006–2030	
[13].

figure 3.17—anticipated	contribution	of	different	sources	to	
energy	production	in	the	21st	century	[17].
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and gas, the SPE, the World Petroleum Council (WPC), the 
American Association of Petroleum Geologists (AAPG) and 
the Society of Petroleum Evaluation Engineers (SPEE), 
proposed in 2007 a unified guideline on resource definition 
and classification called the Petroleum Resources Manage-
ment System (PRMS) [28].

This system classifies resources and reserves according 
to the level of uncertainty about the volume of recoverable 
fluids and the probability to exploit them economically 
(Figure 3.19). The first classification attends to the reser-
voir discovery, defining resources as “prospective” if undis-
covered but with different degrees of geological probability 
of existence. Discovered resources are classified as “con-
tingent” (noncommercial) or “reserves” if the economic 
and technical evaluation declares the resources commer-
cial with current technologies. Contingent resources and 
reserves present different degrees of probability. In the 
latter, the common definition of “proven,” “probable,” and 
“possible” stands for discovered hydrocarbons for which 
there are 90 %, 50 %, and 10 % probability, respectively, 
that they can be extracted profitably with the field devel-
opment assumptions. The common notation of reserves 
as 1P, 2P, and 3P is related to the degree of probability 
used in the definition. Proven reserves information will 
be used through the statistics in this chapter except when 
indicated.

These classifications allow for homogeneity in the 
definition and classification, but they do not affect the mea-
surement, which, in practice, will depend on each country’s 
legislation. It must be noted that there are two key issues 
significantly affecting the estimation of reserves in each 
category: technology and price. Over the time, continuous 
developments have made possible the transformation of 
prospective resources into contingent resources through 
the improvement in exploration technologies, whereas 
production technologies allow for converting resources 
into reserves. At the same time, the oil price fluctuations 
may move resources to reserves with price increases, or the 
opposite when there is a price drop, like the situation cre-
ated during the recent world economic crisis.

The differences in the basis used of the definition and 
the factors affecting the classification have created confu-
sion over how much oil will be available for commercial 
production in the long term, and they probably represent 
one of the reasons that over the previous decades oil 

reserves have been repeatedly quoted as being sufficient to 
satisfy future energy demand.

Another classification commonly used, following a dif-
ferent approach, divides resources into conventional and 
unconventional. These terms are in wide usage, but they 
lack a standard definition, adding additional deterministic 
criteria to the proved reserves. SPE established the limits 
between the two categories according to parameters such 
as localized or continuous-type deposits, hydrodynamic 
influences, specialized extraction technologies, or surface 
processing before sale, as shown in Figure 3.20. Tight 
and shale gas, coal-bed methane (CBM), and natural gas 
hydrates (NGH) are commonly referred to as unconven-
tional gases, whereas heavy and extra-heavy oil, bitumen, 
and oil shale are the corresponding unconventional oils.

3.3.2  Crude-Oil Reserves
3.3.2.1  CONvENtIONaL	CrUDE	OIL
According to EIA [13] total proven world oil reserves as of 
January 1, 2009 were 1342 billion bbl, with a geographi-
cal distribution in various parts of the world as shown in 
Figure 3.21. This is somewhat greater than the 1258 billion 
bbl in 2008 that were given in Table 3.1, maintaining the 
trend observed during the last decades. During the period 
of 1980–2008, shown in Figure 3.22, global proven oil 
reserves have presented a continuous yearly increase as a 
result of successful prospection activities and production 
technology developments [4,11]. Although in most regions 
proven reserves increased, in some areas the growth has 
not been relevant (Asia-Pacific) or reserves have even 

figure 3.19—hydrocarbon	resource	classification	[26,28].

figure 3.20—Conventional	vs.	unconventional	hydrocarbons	
according	to	Society	of	petroleum	Engineers	[26].
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decreased (North America). Six countries (Saudi Arabia, 
Iraq, Kuwait, United Arab Emirates, Iran, and Venezuela) 
control most world crude oil, accounting for two thirds of 
proven reserves. Changes in oil reserves from 1980 to 2008 
in different geographical areas are shown in Figure 3.23, 
A and B, detailing the distribution and most relevant varia-
tions in countries covering most reserves.
• Middle East: The region had the greatest increase of 

proven reserves in the analyzed period and accounted 
for 60 % of world reserves in 2008. Although new oil 
reserves continue to be discovered all over the world, 
most forecasts indicate that dependence on Middle 
Eastern oil will increase in the coming years with 
the decline of other basins. All of the countries have 
increased their reserves in the last decades, with Saudi 
Arabia accounting for more than one third of the 
region reserves.

• North America: North America is the second area in 
proven reserves, and the only area with a net reserves 
reduction in the last decades. The contribution to 
world reserves fell from approximately 15 % in 1980 to 
approximately 6 % in 2008. Most of this reduction is 
related to Mexican challenges in reserves replacement 

because of the decline the country is facing in several 
giant fields despite increased exploration efforts. Inclu-
sion of unconventional oil may significantly increase 
oil reserves in regions such as Canada.

• South and Central America: These areas have largely 
increased their reserves from 1980, most of them 
coming from Venezuela, which increased their proven 
reserves 5 times in that period. In 2008 the region 
accounted for approximately 10 % of world reserves, 
with increasing impact of the new deepwater reservoirs 
in Brazil.

• Europe and Eurasia: The change in reserves from the 
former Soviet Union to the new political distribution 
makes it difficult to compare data from the period 
before 1998. However, as a summary, most of the 
reserves growth in the area is from the Russian Federa-
tion and Kazakhstan, whereas most European fields, 
especially in the North Sea, are facing a significant 
decline. In 2008, the area accounted for approximately 
11 % of world reserves, without significant change dur-
ing the last years.

• Africa: The development of North and West Africa in 
the late 1990s and during this decade has produced 
a continuous increase in proven reserves that allow 
Africa to maintain its average 10 % contribution to 
world reserves. Libya, Nigeria, and Angola accounted 
for the main increase in reserves during this period.

• Asia-Pacific: The contribution of this area to the world 
reserves is minor (~3 % in 2008) and has not changed 
significantly in the last decades. The decline of Indone-
sian fields has been replaced by new reserves in differ-
ent countries without discoveries with a major impact 
in the area reserves.
The data used to build previous charts and analysis 

correspond to proven reserves [4]. There are significant dif-
ferences in estimates from existing resources that could be 
moved to reserves through adequate oil price and technol-
ogy availability. As a reference, Lakatos [17] estimated with 
data from USGS world proven reserves to be approximately 
170 Gt, with another 155 Gt in predicted resources, for a 
total crude-oil reserves estimation of 325 Gt.

figure 3.21—World	proven	oil	reserves	geographical	distribu-
tion	(January	1,	2009)	[13].

figure 3.22—World	conventional	oil	reserves	(a)	evolution	and	(b)	changes	1980–2008	[4].
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figure 3.23a—regional	conventional	oil	reserves	(a)	evolution	and	(b)	changes	1980–2008	[4].
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figure 3.23b—regional	conventional	oil	reserves	(a)	evolution	and	(b)	changes	1980–2008	[4].
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3.3.2.2  UNCONvENtIONaL	CrUDE	OIL
Fast depletion of conventional oil and the increase in oil 
price provides an opportunity for other available sources 
of energy such as heavy oils, bitumen, and tar sands, usu-
ally known as unconventional oils. As shown in Figure 3.1, 
heavy oil is very viscous, with viscosity ranges from 10 to 
10,000 cP. This makes it difficult to flow, avoiding conven-
tional oil production in some places through conventional 
methods, and with recovery factors for heavy-oil reserves 
less than 10 %. Heavy oils have an API gravity less than 
20 and are deficient in hydrogen, having higher aromatic 
hydrocarbon, sulfur, and heavy metal content, which 
increases the processing cost as compared with conven-
tional and lighter oils.

Distribution of heavy oil throughout the world is shown 
in Figure 3.24. IEA estimates that there are approximately 
6 trillion bbl in place worldwide, from which 2.5 billion bbl 
are in Canada, 1.5 billion bbl in Venezuela, 1.0 billion bbl in 
the Russian Federation, and 0.1–0.2 billion bbl in the United 
States [29,30]. Other sources propose alternative data: If 
extra-heavy oil and bitumen are also considered in this 
estimate, then the total oil reserves are more than 10 tril-
lions bbl. Total amount of proven conventional oil reserves 
is more than 1.3 trillion bbl. Distribution of conventional 
versus unconventional oil around the world is shown in 
Figure 3.25 [31]. More detailed distribution of heavy oil 
and bitumen in different regions and the world is shown 
in Figure 3.26. Although in the Middle East most proven 
oil reserves are conventional oil, which can be produced 
with conventional methods, in Canada most oil reserves are 
unconventional and bitumen type, which may be produced 
with techniques yet to be developed with higher oil price. 

Canada’s oil reserves are located in the province of 
Alberta, and the oil production in Alberta is currently 
approximately 1 million bbl/day, but this production will 
increase in the future. In addition, Alberta has large oil 
sand reserves that can hold billions of barrels of oil. 
Alberta’s internationally recognized oil reserves now stand 
at 175 billions bbl of oil. This is the world’s second-largest 
crude reserve after Saudi Arabia’s oil reserves. However, 
the cost of oil production from oil sand is high because the 
process of separating oil from the sand is energy- and labor-
intensive and as such it has been cost-effective when global 
oil prices have been high. Analyses estimate world oil prices 
need to be more than $80/bbl for the Canadian oil sands to 
be economically viable [32]. Canada’s reserves are mainly 

bitumen (~400 billion m3), whereas Venezuela’ reserves are 
mainly heavy oil (~230 billion m3). Iraq and Kuwait each 
have heavy-oil reserves of approximately 30 billion m3 each. 
The United States and Nigeria also have bitumen reserves 
of approximately 20 billion m3 each according to Schlum-
berger [33]. In addition to these heavy oils, more discover-
ies are being made for conventional oils from countries 
that have not been known for their oil reserves. The best 
example of this group of countries is Angola in Africa, with 
reserves now standing at 20 billion bbl of oil. Most recently, 
some new giant oil fields have been discovered in Saudi 
Arabia, Iraq, and Iran. Proven Middle Eastern oil reserves 
in 1980 were approximately 360 billion bbl and in 2007 
reached approximately 730 billion bbl, an increase of more 
than 100 % in 27 years.

Figure 3.27 represents unconventional oil resources 
and production cost compared with other energy sources 
[34]. Despite technology efforts, unconventional oil pro-
duction needs significantly higher crude-oil prices to make 
this energy source more economic [35]. Carbon emissions 
and water requirements present additional challenges com-
pared with conventional oil production, which can make 
required oil prices even higher for heavy-oil exploitation to 
become feasible.

3.3.3  Natural Gas Reserves
3.3.3.1  CONvENtIONaL	GaS
Distribution of natural gas reserves in different regions and 
the world according to EIA [13] is shown in Figure 3.28. 
From these data, the estimated world total conventional 
gas reserves is 6254 trillion ft3, compared with the data 
published by BP [4] of 6534 trillion ft3 referenced in Table 
3.1. Natural gas reserves are widely distributed around the 
world in association with petroleum or as dry gas. Dur-
ing the period of 1980–2008, shown in Figure 3.29, global 
proven natural gas reserves have doubled, with trends 
similar to those observed in crude-oil reserve evolution. 
By far most proven reserves of natural gas are located in 
three countries—Iran, Qatar, and the Russian  Federation—
accounting for more than half of the world’s reserves. 
Changes in gas reserves from 1980 to 2008 in different geo-
graphical areas are shown in Figure 3.30, A and B, which figure 3.24—Distribution	of	heavy	oil	in	the	world	[29].

figure 3.25—Conventional	and	unconventional	oil	reserves:	
Numbers	are	in	billions	of	barrels	[31].
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figure 3.27—resources/production	curve	of	heavy	oils	compared	with	other	energy	sources	[34].

figure 3.26—Global	distribution	of	heavy	oil	and	bitumen:	(a)	heavy	oil,	(b)	bitumen,	(c)	heavy	oil	and	bitumen	total.	CIS	(Common-
wealth	of	Independent	States)	refers	to	all	countries	of	Former	Soviet	Union	(USSr)	except	Baltic	states	and	its	headquarter	is	in	Minsk.
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details the distribution and most relevant variations in the 
main producing countries.
• Middle East: The Middle East also holds the largest 

world natural gas reserves, having increased proven 
reserves approximately 4 times and accounting in 2008 
for approximately 40 % of world reserves. All Middle 
Eastern countries have increased their reserves in the 
last decades, especially Qatar and Iran.

• North America: North America is one of the areas with 
less proven natural gas reserves (<5 %) and is the only 
area with a net reserves reduction in the period. Can-
ada and Mexico are responsible for this decline, with a 
minor increase in U.S. proven reserves. However, the 
contribution of the United States to unconventional gas 
reserves, especially shale gas, is significant.

• South and Central America: South and Central America 
have largely increased their reserves from 1980, with 
most coming from Venezuela, which increased its 
proven reserves approximately 4 times in that period, as 
well as the new Bolivian reserves. The global contribu-
tion to gas reserves is minor in the rest of the countries 
of this area, with a decline in Argentinean reserves.

• Europe and Eurasia: As was mentioned with crude-oil 
data, the period before 1998 is difficult to compare 
in the former Soviet Union. Most of the reserves are 
located in the Russian Federation, which accounts 
for approximately 25 % of world natural gas proven 
reserves.

• Africa: North Africa (Algeria and Libya) possesses most 
gas reserves in the continent of Africa, although signifi-
cant increases took place in the last decades in West 
Africa (Nigeria) and Egypt, maintaining the contribu-
tion to world gas reserves at approximately 7 %.

• Asia-Pacific: The contribution of this area to the world 
reserves has increased in the period, with additional 
reserves in most countries. Indonesia, Australia, China, 
and Malaysia account for most of the reserves, which 
correspond to approximately 8 % of world reserves.
The challenge to move resources to reserves in natural 

gas is likely to come from unconventionals, especially shale 
gas. However, to transport gas from production to demand 
centers is a major issue because many of the largest 
reserves are in remote areas. Russian gas is exported mainly 
to northern European countries, whereas southern Europe 
is supplied with Algerian gas. As in the case of oil reserves, 
the Middle East holds the largest gas reserves in the world, 
but in this case they are more difficult to move to market.

3.3.3.2 UNCONvENtIONaL	GaS
Although natural gas increased its contribution to the 
energy mix during the last decades, the same did not 
happen with unconventional gas (shale gas, tight gas, 
and CBM). Until the last years, the attention in most of 
the world was still focused on conventional natural gas 
reserves, with very few cases of unconventional gas devel-
opment. According to Figure 3.27, to make unconventional 
gas development economically feasible requires equivalent 
oil prices to be even higher than unconventional crude oil. 
However, the recent boost in production levels from shale 
gas in the United States and the huge potential resources 
available in different areas are starting to make unconven-
tional gas field development attractive.

Although there is not an agreement among different 
sources regarding the estimated gas volumes in place, most 

figure 3.29—World	conventional	gas	reserves	(a)	evolution	and	(b)	changes	1980–2008	[4].

figure 3.28—World	natural	gas	reserves	by	geographic	region	
(January	1,	2009)	according	to	EIa	[13].
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figure 3.30a—regional	conventional	gas	reserves	(a)	evolution	and	(b)	changes	1980–2008	[4].
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figure 3.30b—regional	conventional	gas	reserves	(a)	evolution	and	(b)	changes	1980–2008	[4].	
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of them agree on the large amount of resources. As a refer-
ence [36], a significant number of basins in the world could 
contain unconventional gas on the order of magnitude of 
16,000 trillion ft3 of shale gas, 7400 trillion ft3 of tight sand 
gas, and 9000 trillion ft3 of CBM. The estimated distribution 
of these resources by type and geographic area is shown 
in Figure 3.31. The main contributions would come from 
North America (>8000 trillion ft3 between shale gas and 
CBM), FSU (5500 trillion ft3, mainly CBM) and Asia Central 
and Pacific (~5000 trillion ft3 each, mainly shale gas).

The new approach to unconventional gas started in the 
United States about a decade ago with small developments 
in CBM and tight gas. The scenario changed completely with 
the development of Barnett in the first half of this decade 
and other main North American gas shales (Haynesville and 
Marcellus) in recent years [37]. Over the last decade, U.S. 
shale gas production has almost increased 1 order of mag-
nitude, with 80 billion m3 of production in 2008, and it is 
becoming a game changer in North America by significantly 
reducing requirements for natural gas imports in liquefied 
natural gas (LNG) form relative to past scenarios.

Other potential sources of natural gas, such as natural 
gas hydrates (NGHs), are more speculative. Although NGHs 
have attracted significant attention because estimates indi-
cate potential resources several orders of magnitude larger 
than present natural gas reserves, significant technical chal-
lenges exists to make these resources feasible for exploitation.

3.4  Petroleum, natural GaS, coal,  
and bIofuel ProductIon
In previous parts of this chapter, demand and reserves were 
discussed; this section deals with production, the third part 
of the energy equation, through data on oil and gas produc-
tion and reserves and estimated reserves life in different 
regions and the world. Most of the presented data, as in 
previous parts, are taken from the recent data published by 
EIA [13], IEA [18], and the BP Statistical Review of World 
Energy [4]. The limited flexibility and sensitivity to external 
factors of the oil market was stated at the beginning of 
this chapter [15]. Because consumption of oil and gas in a 
region depends on the availability of alternative sources of 
energy, production and consumption of coal and biofuels 
are also presented in this part.

3.4.1  Geographic Distribution and 
Future Trends
3.4.1.1  CrUDE	OIL
Production of crude oil and its projection to 2015 in various 
regions are presented in Figure 3.32a and for the world in 
Figure 3.32b [11]. Table 3.5 details the world oil production/
consumption balance, showing that excess production rela-
tive to internal consumption in the Middle East and Africa 
covers the deficit in OECD and Asia-Pacific countries. 
However, relative production rates in some major produc-
ers, mainly OPEC countries, are significantly lower than in 

figure 3.31—Estimated	unconventional	gas	reserves	by	area	[36].

figure 3.32—Oil	production	in	recent	decades	and	forecast	to	2015	(a)	by	region	and	(b)	in	world	[11].
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other areas. According to the BP statistical review [4], OPEC 
countries accounted for 76 % of world oil proven reserves in 
2008, whereas in the same period they hardly reached 45 % 
of world oil production. This difference is shown in Figure 
3.33, comparing absolute and relative production rates in 
the top 20 crude-oil-producing countries. The clear differ-
ence between OPEC countries and the rest is probably the 
result of two main factors: internal compliance with OPEC 
quotas to stabilize oil prices and less production facilities 
in some Middle Eastern countries with major oil reserves. 
This gap will unlikely be sustainable in time because the 
capability from non-OPEC countries to supply additional 
oil to the market will be reduced with the depletion of their 
reserves at a much higher rate than OPEC countries.

Several countries with significant production growth 
during the last decade depend on high-cost deepwater 
projects to maintain their increasing production. However, 
many exploration and development projects that were 
delayed during the economic crisis, mostly deepwater and 
heavy-oil projects, are still not economical and wait for 
sustainable higher oil prices according to Figure 3.27. Some 
surveys are anticipating challenges to supply the required 
oil to the market on the basis of the current oil prices sce-
nario, with a probable supply crunch appearing during this 
decade irrespective of demand level [38].

This risk would be in addition to the warnings received 
about the world being at a crude-oil production plateau 
and facing a sharp decline. The debate about this “peak oil” 
is not new because these widely discussed theories have 
existed for decades, mainly based on the original Hubbert 
model forecasts [39]. Most of the studies report peak oil 
having already occurred during this decade [40], as shown 
in Figure 3.34. However, these predictions, based on in-
depth modeling of every country’s oil production history, 
are very sensitive to considerations about new discoveries, 
new technologies, oil prices, and generally any factor allow-

ing moving resources to reserves [41,42]. Recent studies 
[43] estimate that peak oil was probably July 2008 unless 
oil prices rise sustainably over $75/bbl. Additional oil price 
increases would help move more resources to reserves and 
support enhanced oil recovery (EOR) processes that would 
significantly delay this peak oil estimate. 

3.4.1.2  NatUraL	GaS
Major gas producers are in the regions of North America 
and Eurasia. Russia, Iran, and Qatar combined have 57 % 
of world natural gas reserves [14]. Production of natural gas 
and projections to 2030 in various regions and the world are 
presented in Figure 3.35 [4,17]. Table 3.6 details the world 
natural gas production/consumption balance, showing that, 
similar as to what occurs with crude oil, excess production 
relative to internal consumption in the Middle East and 
especially Africa covers the deficit in OECD and Asia-Pacific 
countries. Figure 3.36 compares absolute and relative pro-
duction rates in the top 20 natural-gas-producing countries, 
showing trends already observed with crude oil: higher 
production rates for OECD countries and lower rates for the 
Middle East. Peak theories also focus on natural gas produc-
tion, although estimated peak gas is expected to occur with 
a delay with respect to peak oil according to Figure 3.34.

3.4.1.3  COaL
Consumption of oil and natural gas is related to the con-
sumption of coal in the world. Coal is the second source 
of energy consumption in the world after oil. The United 
States and China are the major coal producers and con-
sumers in the world. The major coal-consumer countries 
in the world and their consumption in 2004 are shown in 
 Figure 3.37 [44]. China consumes more than twice that 
of the United States because more than 83 % of China’s 
electricity is produced from coal-burning power plants. 
According to Germany’s Energy Watch Group [45], coal 

figure 3.33—absolute	and	relative	oil	production	in	top	20	producing	countries	( 	OpEC	countries	 	non-OpEC	
countries)	[4].
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production in most producing countries peaks around 
2025, as shown in Figure 3.38. A graph of peak oil is 
shown in Figure 3.34, which shows similar behavior for all 
three major fossil-type fuels: oil, gas, and coal. Peak oil is 
followed by peak gas and then peak coal, although these 
predictions are different from one source to another. Oil 
reserves are decreasing in many countries, especially in 
the Asia-Pacific region where consumption of the sources 
of energy such as coal and gas is increasing. As production 
of energy from conventional and nonrenewable sources 
decreases, attempts are being made to produce energy 
from unconventional oil and renewable energy sources 
such as biofuel and solar energy [13].

3.4.1.4  BIOFUELS
Biomass is basically organic material made from plants and 
animals that can be converted to fuels such as ethanol or 
biodiesel, known as biofuels. Biomass fuels provide 3 % of 

figure 3.34 —Occurrence	of	peak	oil,	gas,	and	coal	[40].	production	rates	are	in	gigatons	of	oil	equivalent	(Gtoe).	
For	energy	equivalency	see	table	3.3.

figure 3.35 —Gas	production	in	recent	decades	and	forecast	to	2030	(a)	by	region	and	(b)	in	the	world	[4,17].

table 3.5—crude-oil Production/
consumption balance in 2008 [4]

region
Production
(103 bopd)

consumption
(103 bopd)

oil balance
(Production – 
consumption)

North	america 13.131 23.753 –10.622

South	and		
Central	america

6.685 5.901 784

Europe	and		
Eurasia

17.591 20.158 –2.567

Middle	East 26.200 6.423 19.777

africa 10.285 2.881 7.404

asia-pacific 7.928 25.339 –17.411

World (total) 81.820 84.455 –2.635

bopd	=	barrels	of	oil	per	day
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the energy used in the United States and their production is 
increasing. Biodiesel is one of the fastest growing  alternative 
fuels and can be used in diesel engines. Biomass does not 
contain sulfur, so when it is burned it does not produce 

sulfur dioxide (SO2), a cause of acid rain. However, burning 
of biomass does produce carbon dioxide (CO2), a GHG pol-
lutant, but plants use CO2 in their photosynthesis process.

Different plants produce different amounts of biofuels, 
as shown below in terms of liters of produced fuel per hect-
are of required planted land [13,46].
Production of ethanol from different plants:

plant Wheat Corn Sugar	Beet Sugar	Cane

Liters/hectare 2500 3000 5000 6000

Production of biodiesel from different plants:

plant Soybeans
Caster		
Beans

Sunflower		
Seed

Grape		
Seed Jatropha palm

Liters/	
hectare

600 800 1000 1200 1900 4500

Biofuel production is expected to grow at 8–12 % per 
year as in 2006 the production rate was 0.86 MBPD (1000 bbl/
day), while in 2017 it is expected to be at 2.2–3.0 MBPD. The 
potential market size is $38 billion/year, or 2.2 million bbl/day 

figure 3.36—absolute	and	relative	gas	production	in	top	20	producing	countries	[4].

figure 3.37—Major	coal-consuming	countries	in	2007	[44].

figure 3.38—World	coal	production	from	1950	and	prediction	
to	2100	[45].
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at $50/bbl. Bioethanol is the most common biofuel, account-
ing for 90 % of total biofuel. Bioethanol can be produced 
from corn, sugar cane or sugar beets, and potatoes. The 
world’s largest producers of bioethanol are Brazil (from sugar 
cane) and the United States (from corn). Ethanol is used in 
low 5–10 % blends with gasoline indicated as E5 and E10, 
respectively. Figure 3.39 shows the increase in production of 
bioethanol and biodiesel from 2000 to 2005, which indicates 
an increase of 95 and 295 %, respectively [47,48]. A similar 
figure from the U.N. Environment Programme (UNEP) that 
shows the volumetric annual rate production of bioethanol 
and biodiesel is presented in Figure 3.40.

The issue of use of biofuel as an alternative energy is 
controversial because there are some opponents of such 
energy. For example, in a major cover story article in Time 
magazine, Michael Grunwald argues that politicians who 
try to substitute oil with biofuel in fact are pushing food 
prices up and making global warming worse [46]. He argues 
that all processes in the manufacture of bioethanol are net 
carbon emitters except those produced from sugar cane. He 
estimated that the size of the biofuel industry in 2010 would 
be approximately $100 billion. The state of Iowa produces 
one third of U.S. ethanol, and in 2007 it produced 7.5 billion 
L of bioethanol. Brazil is hailed as the global biofuel suc-
cess and it produced 19 billion L of sugar cane ethanol and 
supplied 45 % of its transportation fuel in 2007. The United 
States leads the world in soybean and corn production, and 
if 100 % of these were converted into fuel, it would provide 
only 20 % of road vehicle fuels as argued by Grunwald. 

3.4.2  Reserves/Production Ratios for 
Geographical Distribution
The reserves-to-production ratio (R/P) is one of the most 
widely used parameters when forecasting reserves life. Its 
simplicity and possibility to be easily determined from lim-
ited data available in open literature make it one of the most 
popular parameters for this type of study. Although this ratio 
will be used in this section to compare data from different 
parts of the world, it should be pointed out that these com-
parisons must be taken with caution and analyzed under 
proper interpretation. The lifetime of a reservoir determined 
from this ratio is determined in a certain moment from the 
ratio of the amount of hydrocarbon remaining in the reser-
voir to the yearly production rate. Because both parameters 
(the amount of hydrocarbon in the reservoir and the produc-
tion rate) change during the field development cycle, these 
values are expected also to change. The type of reservoir may 
significantly affect the R/P: highly permeable reservoirs may 
produce an annual rate of even 15 % of the reserves, whereas 
low permeability reservoirs cannot provide more than 1–2 % 
[49]. The ultimate recovery factor may also vary significantly 
from one reservoir to another depending on parameters 
such as aquifer support or the presence of water-flooding or 
EOR processes. On the other hand, production rate depends 
on the number of wells defined in the field development 
plan, which may be very different from one field to another 
or even during the development of the same field. 

Even with these limitations, and with the objective 
of comparison with other published information, the R/P 
parameter will be used in this chapter. Data presented in 
this section show the lifetime of oil and gas reservoirs in 
various regions on the basis of the specified date for the 
production rate. On the basis of production rate in 2008, 
the calculated lifetime of conventional oil in the top 20 
producing countries are shown in Figure 3.41a. As shown 
in this figure, the average lifetime of oil reservoirs in OPEC 
countries, especially the Middle East and Venezuela, are 
among the highest, as mentioned in the section on produc-
tion. It is important to mention that these data are calcu-
lated on the basis of conventional oil. If unconventional 
oil reserves are considered, lifetimes in countries such 
as Canada, Venezuela, or the Russian Federation would 
greatly exceed what is shown in the figure.

Lifetime of conventional gas reserves in the top 20 pro-
ducing countries on the basis of 2008 production rates are 
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figure 3.39—production	of	bioethanol	and	biodiesel	from	2000	to	2005	in	terms	of	Mtoe	[48].

figure 3.40—production	of	bioethanol	and	biodiesel	from	
1975	to	2005	[47].
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shown in Figure 3.41b. Qatar and Iran have the longest natu-
ral gas lifetime. Table 3.7 compares the average lifetime for 
crude oil and gas proven reserves, confirming that for gas the 
expected lifetime is longer than for crude oil (60 vs. 42 years).

However, these estimations must be handled with cau-
tion. Figure 3.42 shows the change in the average lifetime 
for crude oil and gas reserves during the last decades. 
In the case of crude oil, the value has remained almost 

constant in the range of 40–45 years since the mid-1980s, 
whereas in the case of natural gas the variations have been 
similar in the range of 60–70 years, with the exception of 
a decline in the first part of this decade. The explanation 
of this phenomenon is related to the definition of the R/P 
parameter in itself relative to proven reserves. Any move-
ment of resources to reserves (new discoveries, oil price, 
and technology) affects extending the lifetime, whereas on 
the production side energy demand is growing mainly in 
developing countries.

Figure 3.43 shows a projection of oil consumption and 
production until 2015 (on the basis of data from BP) [50]. 
The gap in consumption will probably cause an increase 
of oil prices in the future, and it is one of the reasons that 
more fuel-efficient cars have been manufactured in recent 
years to keep consumption under control. One important 
factor that affects world energy consumption is the rate 
of population growth in the world. A higher population 
certainly demands a higher energy consumption rate. The 
change of population in different regions and the world is 
demonstrated in Figure 3.44 [51]. As shown in this  figure, 
the world population may reach 10 billion by 2050, a  
40 % increase from the current figure of approximately  

figure 3.41—Estimated	average	production	lifetime	for	
(a)	conventional	oil	and	(b)	natural	gas	for	top	20	producing	
countries	(2008)	[4].

table 3.6—natural Gas Production/
consumption balance in 2008 [4]

region
Production
(bcm pd)

consumption
(bcm pd)

Gas balance
(Production – 
consumption)

North	america 812 824 –12

South	and	
Central	america

159 143 16

Europe	and	
Eurasia

1.087 1.144 –57

Middle	East 381 327 54

africa 215 95 120

asia-pacific 411 485 –74

World (total) 3.065 3.018 47

bcm	pd	=	billion	cubic	meters	per	day

table 3.7—crude oil and natural Gas 
Proven reserves average lifetime based on 
2008 data [4]

region
crude-oil reserves
lifetime (years)

natural Gas reserves
lifetime (years)

North	america 14.8 10.9

South	and	
Central	america

50.5 46.0

Europe	and	
Eurasia

22.2 57.8

Middle	East 78.9 199.2

africa 33.5 68.2

asia-pacific 14.5 37.4

World (total) 42.1 60.4
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7 billion. Africa shows the largest population growth 
whereas Europe shows a slight decrease in population over 
the next 4 decades. 

According to estimations from the USGS for the energy 
demand for the period 2000–2100, the global cumulative 
demand on crude oil and natural gas will reach 206 Gt. 
The world proven reserves currently is at approximately 
170 Gt, and there are approximately 155 Gt of predicted 
resources, which puts the total oil and gas reserves at 
325 Gt. If only 50 % of these resources are recoverable with 
existing technology, then total production by 2100 would 
be approximately 162 Gt, which indicates there would be a 
62 % deliverability gap for oil and gas [17]. This shortage 
will need to be compensated for by other sources such as 
renewable energies.

3.5  refInInG of Petroleum and 
ProceSSInG of natural GaS
3.5.1  Worldwide Refinery Capacity
Petroleum refining is a continuously changing process that 
varies with consumer demand. Included in the downstream 
processing refinery capacities are the production of  finished 
petroleum products and the distribution, marketing, and 
shipping of the products. Refining processes fractionate 

figure 3.42—Crude-oil	and	gas	proven	reserves	average	lifetime	(1980–2008)	[4].

figure 3.43—Gap	between	oil	consumption	and	production	
in	the	world	will	increase	oil	prices	on	the	basis	of	data	from	
EIa	[13].

figure 3.44—population	growth	rate	until	2050	[51].	Source:	
reprinted	with	permission	from	Oxford	analytica,	Ltd.	©	
2010.

the various components of crude oil and process these frac-
tions with diverse operation to minimize the heavier frac-
tion, lower-value products (e.g., residual fuel oil) in favor of 
lighter, higher-value products (e.g., gasoline) [52]. On the 
other hand, refining margins are defined as the difference 
in value between the products produced by a refinery and 
the value of the crude oil used to produce them. Refining 
margins will thus vary from refinery to refinery and depend 
on the price and characteristics of the crude [53]. Petro-
leum refining processes and operations can be separated 
into three basic areas: fractionation (distillation), conver-
sion (changing the molecular size, structure, or both), and 
treatment (removal of undesirable contaminants). There 
are some other processes such as blending and mixing of 
different fractions of petroleum that are widely used in the 
refinery [13,54–56]. Refiners face tough challenges when 
they adapt or design refineries for heavy- or extra-heavy 
crude-oil processing. The most common configuration 
includes distillation, thermal cracking, catalytic cracking, 
hydrocracking, and hydrotreating. The selection of one or 

AST-MNL58-11-0801-003.indd   57 3/12/13   12:47 PM

 



58	 Petroleum refInInG and natural GaS ProceSSInG

more refinery processes is based on the best possible combi-
nation for obtaining a clean and valuable fossil fuel (natural 
gas, oil, and coal) energy source to suit the market demand.

The global refineries’ capacities are extending in a 
big way, as evident in the record increase in recent years 
despite a decreasing trend in the observed number of 
refineries because larger refineries are being built whereas 
others are being closed because of economic reasons 
such as low refining margins, small local markets, high 
operating costs (because of small size), and poor yields. 
In the last decade more than 100 refineries have closed— 
typically smaller, less-efficient ones. It is obvious that 
strong decreasing trends in western and central Europe 
and North America caused a global decrease in refinery 
numbers. The global refinery utilization rate will continue 
to decline to an average 78 % of capacity in 2015, compared 
with 84 % in 2008 and approximately 81 % in 2009. For 
2010, a survey indicated total capacity to be more than 
88 million bbl/day in 662 refineries, an increase of 1 mil-
lion bbl/day from the 2009 figure of 87 million bbl/day for 
661 refineries. In Figure 3.45 an increase of more than 1.6 
million bbl/day over 2008 is reported. In 2009, capacity 
growth surpassed the total growth for the previous 3 years: 
2008 (300,000 bbl/day), 2007 (130,000 bbl/day), and 2006 
(52,000 bbl/day). On the other hand, worldwide demand 
(2009) averaged 86.3 million bbl/day, rebounding from the 
2008 average of 84.9 million bbl/day and nearly reaching 
the 2007 average of 86.5 million bbl/day. The output of 
oil has increased since 2009 to an average 86 million bbl/
day compared with 84.9 million bbl/day last year and 86.4 
million bbl/day 2 years ago. A worldwide list of the top 20 
refineries is reported in Table 3.8, which includes refinery, 
location, and crude-oil daily processing capacity. The new 
Reliance refinery has now become the petroleum hub of 
the world in Asia by increasing to 1.24 million bbl/day for 
crude processing capacity. Reliance is the single largest 
refining complex (Jamnagar) in the world, which is equiva-
lent to 1.6 % of the global capacity or one third of India’s 
capacity, which globally places it among the top 10 private 

refineries. The largest petroleum processing companies are 
reported in Figure 3.46, along with their process capacity 
[4,13,54,57–59]. Major changes in the refiners’ position 
have occurred among Valero, Chevron, Total, and Mara-
thon, whereas others generally move up and down the list 
by one or two positions. There are approximately 700 refin-
eries all over the world (currently operating ~662 refiner-
ies). The regional distribution of worldwide total refineries 
is shown in Figure 3.47. The utilization of installed refinery 
capacities by region are particularly displayed with number 
and their percentage rank in the region.

A chronological development in refinery capacities is 
reported in Table 3.9. The first step of the refinery is to 
separate the crude-oil component using thermal fractional 
distillation, in which the oil is heated and then broken 
down according to different boiling points. Figure 3.48 
shows the total capacity of atmospheric and vacuum distil-
lation as a function of time (1970–2010) and region. The 
distillation process is the most important and is available 
in most refineries. A regional distribution of atmospheric 
and vacuum distillation in different refinery capacities is 
shown in Figure 3.49. The global refining crude-oil distilla-
tion is expected to increase from 9 million bbl/day in 2009 
to 99 million bbl/day in 2015. The largest increase will come 
from Asia and the Middle East. Most refineries worldwide 
never work at their full capacity; an example of a U.S. dis-
tillation unit capacity is given in Figure 3.50. Utilization of 
refinery capacities in practice is necessarily functionally 
related to installed capacities and is equally proportionate 
for the same periods, but not with the same intensity in all 
regions, nor with equal enunciation. In general, the differ-
ences in utilization of installed refinery capacities by region 
are high in the Middle East, North and Latin America, 
western and central Europe, Asia, and the Pacific. This is 
followed by Africa, whereas east Europe and central Asia 
are at the end of the list. Not only that, eastern European 
(<17), African (<20), and Middle Eastern (<22) refineries 
have the lowest average complexity ratios in comparison 
to refineries in western and central Europe (<36), Latin 

figure 3.45—Worldwide	trend	in	operable	refineries	and	their	capacities	[54].
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table 3.8 —World’s largest refineries, their locations, and their Processing capacity [54]
rank location company crude capacity (b/cd)

1 Jamnagar,	India reliance	Industrial,	Ltd. 1,240,000

2 Cordon/Judibana,	Falcon,	venezuela paraguana	refining	Center 940,000

3 Ulsan,	South	Korea SK	Corporation 817,000

4 Yeosu,	South	Korea GS	Caltex	Corporation 730,000

5 Jurong/pulau	ayer	Chawan,	Singapore ExxonMobil	refining	and	Supply	Co. 605,000

6 Baytown,	tX ExxonMobil	refining	and	Supply	Co. 576,000

7 Onsan,	South	Korea S-Oil	Corporation 565,000

8 ras	tanura,	Saudi	arabia Saudi	arabian	Oil	Co.	(Saudi	aramco) 550,000

9 Mailiao,	taiwan Formosa	petrochemical	Co. 540,000

10 Baton	rouge,	La ExxonMobil	refining	and	Supply	Co. 504,000

11 St.	Croix,	virgin	Islands hovensa	LLC 500,000

12 Mina	al-ahmadi,	Kuwait Kuwait	National	petroleum	Co. 466,000

13 pulau	Bukom,	Singapore Shell	Eastern	petroleum	Co. 462,000

14 texas	City,	tX Bp	pCL 451,000

15 Lake	Charles,	La Citgo		petroleum	Corporation 440,000

16 Garyville,	La Marathon	petroleum	Co.	LLC 436,000

17 pernis,	the	Netherlands Shell	Netherlands	raffinadenj		Bv 404,000

18 Zhenhai,	China Sinopec 403,000

19 rabigh,	Saudi	arabia Saudi	arabian	Oil	Co.	(Saudi	aramco) 400,000

20 Yanbu,	Saudi	arabia Saudi	aramco-Mobil 400,000

b/cd	=	barrels	per	calendar	day

figure 3.46—World	largest	refineries	rank	(January	1,	2009)	with	their	processing	capacity	[54].

America (<44), Asia-Pacific (<45), and North American 
(<75), respectively. The complexity ratio (reported in the 
parentheses) as a percentage of the refinery conversion 
capacities of the total refinery (distillation) capacity is 
reported by world regions for 2008. The refinery complexity 

is an effort to describe the investment cost of a refinery in 
terms of the process operation being conducted. However, 
this applies only to the process unit cost of the refinery, not 
to the total refinery cost. The processing capacity of spe-
cialized processes such as thermal, catalytic cracking, and 
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reforming are compared in Figure 3.51. These processes 
have endured over 60 years and remain the workhouse of 
the refinery. Catalytic reforming has similar distinction  
in its very important place; however, in recent years alkyla-
tion and isomerization promise to become more signifi-
cant in the reformulated era because of advancement in 
those techniques. In the 1970s or early 1980s, refiners put 
more effort on hydroprocessing, particularly the removal 
of sulfur. Catalytic hydrocracking also offers flexibility in 
the product yield and specification, but at a higher process 
price. The worldwide regional distribution and comparison 
is shown in Figure 3.52 and is mainly dominated by North 
American refineries. 

3.5.1.1  GLOBaL	rEFINING	trEND
The stricter fuel standards and more efficient fuel and 
combustion engines are required to protect our climate. 
Nowadays, we have many vehicles—the “two SUVs in 
every driveway syndrome”—thus the high value (ultraclean 
fuel) demand for gasoline and diesel is at priority for all 
countries. On the other hand, most countries do not fulfill 

their demand with respect to raw petroleum (crude oil), 
capacity to process, and efficient method to obtain clean 
fuel. Therefore, these countries require a huge amount of 
export-import to accomplish their demand. Hence, the gap 
between product demand and domestic refining capacity 
indicates the need for imports, whereas the lack of refin-
eries or low capacity force them to refine their crude to 
import and buy back for their necessary use. The product 
import situation suggests more taxes, transportation, and 
other duties. The refined product regional distribution and 
total import-export per day is shown in Figure 3.53, indi-
cating their demand for the particular year 2006. It is also 
reported in the previous section that the Middle East is the 
largest oil-producing region, whereas most refining takes 
place in the United States, Europe, or Asia. The largest 
refining capacity is in North America (in fact, the United 
States), accounting for approximately one quarter of the 
crude-oil distillation capacity worldwide. The growth in 
demand for light products such as gasoline and diesel has 
been matched by the growth in emissions control and the 
emissions’ effects on the environment, as shown in Figure 
3.54, indicating that hydroprocessing is the most significant 
area of the refining processing. The U.S., Japanese, and EU 
sulfur specifications drive toward lower sulfur content (<10 
ppm), which is a concept that has spread to the developing 
countries of South America, Africa, and the Middle East 
and Asia-Pacific regions. 

3.5.1.2  rEFINING	ChaLLENGES	aND	LIMItatIONS
The crude-oil scenario is changing every year as it becomes 
heavier with higher contaminants such as higher sulfur, 
nitrogen, and metal contents, which require more severe 
refining conditions or catalysts to produce cleaner and 
valuable finished products [59–65]. The worldwide pro-
duction of light crude oil is rapidly dwindling, whereas 
extra-heavy crude-oil production is increasing [66,67]. 
Thus, processing of such crudes poses different challenges 
for today’s refiners. In addition, the understanding of 
such feedstock is limited or difficult to characterize at its 
molecular level. The heaviest fraction of heavy crude oil is 
represented by asphaltenes. Asphaltenes are the precursors 
of most heteroatoms (S, N, etc.) and metals (Ni and V). An 
asphaltene molecule may be 4–5 nm in diameter, which 

figure 3.47—regional	breakdown	of	worldwide	refineries	
(numbers)	and	their	percentage	distribution	[13].

table 3.9—a chronological development in oil refinery
Period refinery configuration

1960s	and	before Distillation;	thermal	processing;	pretreatment;	reforming

1970s vacuum	distillation;	catalytic	cracking;	hydrocracking/hydrotreating;	visbreaking;	residue	fuel	oil	(low	S,	N,	etc.)

1980s Elimination	of	pb	in	gasoline;	lowering	S	in	gasoline	and	diesel;	fluid	catalytic	cracking;	reduction	in	SOx/NOx

1990s Isomerization;	MtBE,	EtBE,	taME,	etc.;	alkylation

2000s hydrocracking	(multistage	reactor);	inhibition	effect	(h2S,	Nh3,	N	compounds,	aromatics,	etc.);	capacity	increase,	
esterification,	etc.;	deep	hydrodesulfurization	(<50	ppm)

2010	and	beyond ULDS	(<5	ppm);	separation	of	N	compounds	before	ULDS;	alternative	methods	for	ultradeep	desulfurization	
(desulfurization	by	adsorption,	removal	of	N	compounds	by	adsorption);	feed	blending	technology	and	its	
composition;	selective	conversion	of	bottom-of-barrel;	industrial	application	of	nanotechnology

SOx,	oxides	of	sulfur;	Nh3,	ammonia;	MtBE,	methyl	tert-butyl	ether;	EtBE,	ethyl	tert-butyl	ether;	taME,	tert-amyl	methyl	ether;	ULDS,	ultralow	deep	
hydrodesulfurization.
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figure 3.48—Geographical	evolution	of	crude-oil	distillation	process	within	4	decades	[13].

figure 3.49—regional	breakdown	of	atmospheric	and	vacuum	distillation	capacities	and	worldwide	refinery	distribution	(bbl/
day)	and	their	percentage.

is difficult to process in a refinery by catalytic systems 
[68,69]. Metals in the asphaltene aggregates are believed 
to be present as organometallic compounds associated 
with asphaltene sheets, making the asphaltene molecule 
more complex. Asphaltenes are usually problems during 
exploration, processing, and transportation because of their 
polar and unstable (precipitation and sediment formation) 
nature within processed or unprocessed streams. Hence, a 
high content of asphaltenes creates a refining problem that 
is not easy to solve. Therefore, it is mandatory for research-
ers to understand the chemistry of the complex fossil fuel 
feedstocks that are required to design suitable catalysts 
and conditions for processing. The processing complexity 
of the feedstock is further enhanced when coupled with 
the demand for ultraclean fuels (diesel and gasoline). The 

worldwide energy oil demand is projected to continue with 
a high level of refining capability [4]; however, one should 
be confident that refineries will meet the increasingly strin-
gent product specifications and have the ability to meet 
future demands.

3.5.2  Worldwide Products Distributions
3.5.2.1	 DEMaND	FOr	pEtrOLEUM	prODUCtS	
aND	traNSpOrtatION	FUEL
Demand for petroleum products is inevitably increasing, 
particularly in developing countries such as India, China, 
and Brazil. Their demand is centered on gasoline and 
 distillates (transportation fuel) because these countries are 
growing in their middle-class population. Thus, conversion 
technologies become a key driver in improving refinery 
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profitability. The demand for middle distillates is growing 
steadily, as shown in Figure 3.55a. According to a recent 
estimate by IEA, distillates (jet fuel, kerosene, diesel, and 
other gas oils) will continue to be the main growth driver 
of world oil demand for the next few years [58,70,71]. 
Moreover, the latest forecast by IEA indicated that global 
oil demand will increase approximately 0.6 %/year during 
2009–2015. According to the IEA projection, approximately 
48 % of the global product demand growth over the next 5 
years will be concentrated in middle distillate fuels, which 
are dominated by diesel. This trend is likely to continue 
for many more years. It appears that petroleum refining 
capacity, demand, and consumption are mainly oriented 
around the middle distillate. Within the middle distillate 
demand for passenger cars, sport utility vehicles, light 
trucks, buses, and heavy-goods vehicles was 13.5 million 
bbl/day in 2008, which will increase approximately 24 %  
within next 12 years (i.e., 2020) as shown in Figure 55, b 
and c.

Since 2000, North America (United States, Canada, 
and Mexico) enhanced its diesel desulfurization capacity 
by 3.7 %, whereas naphtha desulfurization capacity was 
augmented by 0.7 %. The regional consumption of refined 
group products is shown in Figure 3.56. The gasoline 
demand in the United States is gradually growing whereas 
in Europe it has been declining since 2000. Gasoline 
demand in Europe has declined at an average 2.1 %/year 
since 2000, and diesel demand has increased by 2 %. The 
decline in European demand for gasoline can be a benefit 
for U.S. refiners because it makes more gasoline supplies 
available to the world market.

3.5.2.2  ULtraLOW	SULFUr	DIESEL	SUppLY	aND	
DEMaND
Producing low-emissions transportation fuels is one of the 
highest priorities for the petroleum industry. Thus, sulfur 
removal from petroleum feedstocks is a forefront issue 
in the refinery industry because of recently enacted envi-
ronmental protection laws. Reducing the level of sulfur in 
diesel fuel will increase the durability and performance of 
aftertreatment technologies used in automobiles to satisfy 
the stringent clean air standards established globally. Sulfur 
in fuels is a pollutant, and reduction of sulfur beyond cur-
rent requirements is beneficial from an air quality and pol-
lution control equipment standpoint. U.S. Environmental 
Protection Agency (EPA) rules required that 80 % of high-
way diesel supplies contained no more than 15 ppm sulfur 
for the period 2006–2010. After 2011, all highway diesel fuel 
will be required to contain less than 15 ppm sulfur, at least 
in the United States and EU. The need to find a solution for 
this considerable problem has led to a worldwide search for 
appropriate hydrodesulfurization catalysts.

Only a few refineries currently produce diesel with sulfur 
in the 15-ppm range. However, the worldwide existence of 
the requisite technology does not ensure that all refineries 
will have that technology in place in time to meet the new 
ultralow sulfur diesel (ULSD) standards. Widespread pro-
duction of ULSD in the future will require many  refineries 

figure 3.51—Chronological	processing	capacity	of	different	processes	[13].

figure 3.50—U.S.	operable	crude	distillation	units	(CDU)	capac-
ity	and	its	utilization	(thousand	bbl/day)	[13].
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to invest in major revamps or construction of new units. 
Very-low-sulfur diesel products have been available com-
mercially in some European countries, Japan, and the 
United States. Sweden was the first to impose very strict 

quality  specifications for diesel fuel, requiring a minimum 50 
cetane, 10 ppm sulfur, and 5 % aromatic contents. To meet 
these specifications, the refinery at Scanraff, Lysekil, near the 
west coast of Sweden, installed a hydrotreating facility that 

figure 3.52—regional	glance	at	worldwide	refining	operations	for	different	processes	[13].

figure 3.53—Geographical	regions	and	total	import-export	of	petroleum	products	[13].

AST-MNL58-11-0801-003.indd   63 3/12/13   12:47 PM

 



64	 Petroleum refInInG and natural GaS ProceSSInG

is based on  SynTechnology. Therefore, hydroprocessing has 
been far and away the most significant processing investment 
over the past few years [65]. It is generally believed that a two-
stage deep desulfurization process will be required by most, 
if not all, refiners to achieve a diesel product with less than 
10 ppm sulfur. In some cases the first stage could be a con-

ventional hydrotreating unit with moderate adjustments to 
the  operation parameters. Recent advances in higher activity 
catalysts also help in achieving a higher sulfur removal rate 
[72,73]. The second stage would require substantial modifica-
tion of the desulfurization process, primarily through using 
higher pressure, increasing hydrogen pressure, reducing 
space velocity, and choice of catalyst. Hydrogen consumption 
is the largest operating cost in hydrotreating, and minimizing 
hydrogen use is a key objective in hydrotreating for sulfur 
removal. In general, 10-ppm sulfur diesel would require 
25–45 % more hydrogen consumption than would 500-ppm 
sulfur diesel, in addition to improved catalysts. On the other 
hand, removal of nitrogen or partial hydrogenation of aro-
matic rings before deep desulfurization are also possible 
for removal of refractory sulfur compounds in a more cost-
effective way than hydrogenation.

3.5.2.3  SYNthEtIC	DIESEL
3.5.2.3.1  Gas-to-Liquid Technologies (Fischer–Tropsch 
Synthesis)
High-quality diesel fuel (high cetane and low sulfur) can 
be synthesized by a Fischer–Tropsch (FT) reaction [61,64]. 
Gas-to-liquid (GTL) technologies potentially offer a supply 
of very-high-quality middle distillates, particularly when 
demand for diesel fuel and jet kerosene is forecasted to grow 
strongly with increasingly stringent quality specifications. 
GTL facilities have been operated commercially in recent 
years, including the Moss gas plant in South Africa with 
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figure 3.54—relative	increase	in	world	refining	capacity	and	
product	demand	between	2000	and	2004	(year	2000	is	taken	
as	base)	[4].

figure 3.55—refining	issue:	(a)	World	market	trend	of	petroleum	products,	(b)	worldwide	middle	distillate	demand	distribution	
of	on-road	fuel	in	2008,	and	(c)	projected	demand	for	2020.
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an output capacity of 23,000 bbl/day and the Shell Bintulu 
plant in Malaysia with an output capacity of approximately 
12,500 bbl/day. Natural gas GTL technology can be cost-
competitive only if investors are confident that crude-oil 
prices will stay in the low range. The focus of GTL technol-
ogy is to develop a clean viable route to make liquid trans-
portation fuels from natural gas and carbon dioxide.

3.5.2.3.2  Biodiesel
Considerable interest has recently been focused on the 
further development and expansion of a domestic biofu-
els industry. The reasons for growing interest in biodiesel 
include its potential for reducing noxious emissions, its 
potential contributions to rural economic development as 
an additional demand center for agricultural commodities, 

and its potential to reduce our dependence on petroleum 
oil. It has also been established that exhaust emissions from 
biodiesel are substantially less than those from petroleum-
based diesel, which would reduce emissions [particulate 
matter (PM), carbon monoxide (CO), and hydrocarbons] 
up to 75 %; however, oxides of nitrogen (NOx) emissions 
are slightly increased in the case of biodiesel [4,13,57]. Fig-
ure 3.57 indicates the chronological development (from 2000 
to 2008) in world biofuel production and consumption. Bio-
fuel production and consumption increased approximately 
7-fold from 300,000 bbl/day in 2000 to at least 1,500,000 bbl/
day in 2008 (Figure 3.57a). The regional distribution of bio-
fuel consumption showed dramatic changes, particularly in 
North America, the leading region since 2005, where capac-
ity increased by 15 times (Figure 3.57, b and c). Table 3.10 

figure 3.56—regional	consumption	of	refined	products	(2008)	and	their	distribution	in	different	regions	[13].
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indicates the top 10 countries for biofuel production in the 
last decade. Apart from these countries, no other countries 
produce an excess amount of biofuel for commercial export. 

3.5.2.3.3  Natural Gas as Transportation Fuel
Promoting sustainable development and combating climate 
change have become integral aspects of energy planning. 
The level and growth of CO2 emissions (Figure 3.58a) and 
their source and geographic distribution (Figure 3.58b) will 
be essential to lay the foundation for a global agreement and 

continue fossil fuel-based energy development. Natural gas is 
often described as the cleanest fossil fuel, producing less CO2 
per joule delivered than coal or oil and far fewer pollutants 
than other fossil fuels, as shown in Figure 3.58c. However, 
it does contribute substantially to global carbon emissions, 
and this contribution is projected to grow with its use. 
Natural gas can be used as automobile fuel in the form of 
compressed natural gas (CNG) as an alternative to gasoline 
and diesel. In addition, the energy efficiency of using natural 
gas (octane number of 120–130) is equal to that of gasoline 

table 3.10—biofuel consumption Variation with time and top 10 countries that have high 
capacity to consume biofuel [13]

rank

total biofuel consumption (thousand bbl/day)

country 2000 country 2005 country 2008

1 Brazil 166.9 United	States 270.7 United		States 656.8

2 France 8.0 Brazil 182.0 Brazil 355.1

3 Germany 4.9 Germany 44.4 Germany 68.1

4 Canada 4.5 China 21.5 France 56.5

5 India 2.9 France 9.5 China 37.5

6 Spain 1.6 Spain 7.1 Canada 25.8

7 Czech	republic 1.4 Canada 6.0 United	Kingdom 18.7

8 Cuba 1.1 Sweden 5.1 Spain 15.5

9 Malawi 0.2 Italy 4.1 thailand 12.9

10 argentina 0.1 India 3.9 Italy 12.5

figure 3.57—advances	in	alternative	fuel	(biofuel)	and	(a)	their	per-day	world	total	production	and	consumption	and	regional	
consumption	in	(b)	2000	and	(c)	2008	[13].
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engines but is lower than that of modern diesel engines. 
Worldwide, approximately 9.6 million natural gas vehicles 
were running in 2009, mostly led top user as shown in Figure 
3.59. In addition to displacing petroleum fuels with natural 
gas, one of the primary benefits is the potential to reduce 
exhaust emissions of harmful pollutants such as SOx, NOx, 
and PM. Studies have shown that NOx reductions of 50–80 % 
and PM reductions of 80–95 % are possible when heavy-duty 
vehicles are operated on natural gas instead of diesel fuel.

3.5.2.4  rEFINING	COStS	aND	prOFItS
The price variation in refined petroleum products mainly 
depends on fuel qualities such as octane or cetane numbers, 

sulfur levels, aromatic contents, and other fuel param-
eters. However there are no precise correlations between 
price and properties. Fuel quality recently changed, mainly 
because of environmental issues. For example, in the EU, 
the diesel sulfur level was 350 ppm in 2004, but by 2008 
a significant portion of diesel contained only 10 ppm  
sulfur and the rest was 5 ppm sulfur. Sulfur removal adds 
to the cost of refining; therefore, comparison of diesel 
prices in Europe between 2004 and 2008 reflects more 
than oil price increases during the intervening years. How-
ever, 2008 was a dramatic year in which prices reached a 
maximum limit ($148/bbl, July 2008) and dropped rapidly 
with a record margin at the end of year ($35/bbl, Decem-
ber 2008).

Nevertheless, as every driver knows, filling up your 
tank can be an expensive task. What is not generally 
known is just where most of that money goes. Figure 3.60 
attempts to shed some light on this issue and indicates a 
wide regional variation in the prices (U.S. $/L) of different 
oil products for 2008. However, these price variations are 
not due to differences in crude-oil prices, but to varying 
levels of taxation in the major consuming nations. The fig-
ure shows how much of the price for each liter of oil goes 
to oil producers (including cost of production and other 
related expenses), the industry margin (includes transport, 
insurance, and other costs), and the amount that goes to 
national government taxes. The graph indicates that tax 
levels range from relatively low levels in the United States 
to very high levels in many EU countries. In the United 
Kingdom, the government generates considerably more 
money from taxation than OPEC member countries receive 
from the sale of their oil. Thus, it is clear that the real cost 
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figure 3.58—(a)	CO2	emission	by	using	fossil	fuel,	(b)	2008	regional	distribution	(data	for	2004),	and	(c)	effect	of	type	of	fossil	fuel	
on	CO2	production	[13].

figure 3.59—Worldwide	natural	gas	vehicles	used	and	top	five	
countries	(inset)	that	use	natural	gas	vehicles.
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burden on end-users is from the oil taxes imposed on cus-
tomers by their government.

3.5.2.5	 rEGIONaL	rEFINErY	BaCKGrOUND		
aND	thEIr	CapaCItIES
The worldwide cumulative refining capacity expansion is 
expected to contribute approximately 44 % to global refin-
ing capacity additions during 2012–2015. The Middle East 
and India plan to transform themselves into major refining 
and petroleum product exporting-importing hubs, whereas 
Central and South America are expanding their refining 
capacity, mainly to process their domestic heavy crude oil, 
the production of which is rapidly increasing. However, 
refining margins will remain modest because the demand 
for products in the major consuming markets is expected to 
remain low. A new trend is approaching that the national 
oil companies (majority) are adding refining capacities—
either to supply to the domestic refined products need or 
to transform their countries into global refining hubs. For 
example, national oil companies in the Middle East are 
investing in refineries to process domestic heavy crude 
oil and reduce the import of light and middle distillates. 
Considering the regulatory constraints to build green-field 
refineries in North America and Europe, the Middle East 
can become a major petroleum product supplier to these 

countries instead of just a crude-oil supplier. Thus, in the 
near future, most refinery capacity expansion is expected 
to come from Asia and the Middle East by adding new 
and expanding existing refineries to meet the anticipated 
market demand in the region. In fact, the net Asian refin-
ing capacity increased approximately 1 million bbl/day 
for 2009, followed by North America with more than  
0.393 million bbl/day and the Middle East with more than 
0.200 million bbl/day.

Overall, it is expected that at the end of 2020, refinery 
capacity worldwide will increase from 84.6 million bbl/day 
to 102 million bbl/day. At the same time, demand for crude 
oil is expected to increase from 82.6 million bbl/day in 2004 
to 90.4 million bbl/day. Thus, refinery capacity is 9.3 million 
bbl/day whereas demand is approximately 7.8 million bbl/
day. The United States has been operating their refineries at 
approximately 90 % capacity since 1992, which has a nega-
tive effect on the economy. The world is currently operating 
at close to 88 % capacity for refineries.

3.5.2.6	 rEFINING	IN	aFrICa
In Africa before 1954 there were no refineries. After 50 
years (2005), approximately 48 refineries were built in 
Africa. The foremost African refineries were built in 1954 
in Algiers (CFP/Total) and Durban (Socony/Mobil). These 

figure 3.60—price	of	a	liter	of	oil	in	different	countries	and	the	percentage	of	money	that	contributes	to	total	market	price	[70].	
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were followed by the building of the Luanda refinery 
(Petrofina) in 1958 and refineries in Kenya (Shell/BP), 
Ghana (ENI/Agip), and Senegal (consortium) in 1963. 
In the 1960s, refineries were also built in Cote d’Ivoire, 
Gabon, Tanzania, Nigeria (Port Harcourt I), and Cape-
town. In the 1970s and 1980s, after nationalization of the 
oil industry in many countries, several state-controlled 
refineries were built. In the last decade, there have been 
several modernization projects, but the only new refineries 
built in the past 10 years have been Khartoum in 2001 and 
MIDOR in Egypt in 2002. Apart from the refineries, there 
are also three synfuel plants (coal and gas feedstock) in 
South Africa. The total active distillation capacity for the 
continent is approximately 3 million bbl/day, an average of 
79,000 bbl/day per refinery. The major refining capacities 
in Africa are in South Africa, Nigeria, Egypt, and Algeria. 
The largest refinery in Africa is the Skikda refinery in 
Algeria (300,000 bbl/day), whereas the second largest is the 
Ras Lanuf plant in Libya (220,000 bbl/day). The African 
oil refining industry has been impacted seriously because 
of the poor management of the political situation during 
recent years, and production has been an average of 65 % 
below capacity.

3.5.2.7	 rEFINING	IN	thE	MIDDLE	EaSt
The name “Middle East” has been associated with oil refin-
ing since the middle of the last century, and oil has been 
the backbone of the economy in this region for the past, 
present, and possibly for many decades to come. The region 
produces approximately two thirds of the world’s oil con-
sumption, whereas Middle Eastern natural gas reserves are 
approximately one tenth of the world’s proven reserves as  
of January 1, 2009 [13]. The economy of oil-producing 
countries in the Middle East/North Africa region heav-
ily (80–90 %) depends on oil revenues, yet some 70 % of 
businessmen in this region do not consider environmental 
issues in their business practices. The main areas of refin-
ery capacity in the Middle East are reported in Figure 3.61, 
indicating saturation in the process operations. Middle 
Eastern countries are also thinking of enhancing total refin-
ing capacity by 2015 for downstream refining capacity at 
home as well as abroad. The new capacity plan is mainly 
in the area of distillation and hydrotreating. Major plans 
are underway to construct new refineries and increase the 

capacity of existing ones to attain production of cleaner fuel 
with market demand.

The Middle East currently operates approximately 44 
refineries for crude-oil distillation (7.2 million bbl/day), 
vacuum distillation (1.9 million bbl/day), catalytic crack-
ing (0.35 million bbl/day), catalytic reforming (0.65 mil-
lion bbl/day), hydrocracking (0.59 million bbl/day), and 
hydrotreating (2.0 million bbl/day). Refining markets in the 
Middle East are mainly controlled by the Gulf Cooperation 
Council (GCC), which offers comprehensive information 
on the refining markets in Saudi Arabia (eight refineries), 
the United Arab Emirates (three refineries), Kuwait (three 
refineries), Qatar (one refinery), Oman (one refinery), and 
Bahrain (one refinery). GCC refining capacity increased 
from 1.7 million bbl/day in 1980 to 3.1 million bbl/day in 
1995, which was further targeted to 4 million bbl/day by 
2010. The cumulative refining capacity of these countries 
accounted for 4.9 % of the global refining capacity and 41 %  
of the total refining capacity of the Middle East in 2008. 
New refineries and expansion in existing refineries will 
increase the refining capacity in the GCC to 6.8 million bbl/
day by 2013, and GCC will contribute 6.4 % to the global 
refining capacity. The average size of refineries in the GCC 
countries at 11.4 million metric tons per annum (MMTPA) 
is above the global average of 6.7 MMTPA.

3.5.2.8	 rEFINING	IN	NOrth	aMErICa
In petroleum refining, North America, in particular the 
United States, plays an important role because it is the first 
to import and export petroleum. Moreover, North America 
has approximately 200 petroleum refineries within North 
and South America, including 600 defined areas and over 
3900 operating units. Most of the units have distillation, 
whereas others have just downstream processes such as 
fluid catalytic cracking, hydrotreaters, reforming, thermal 
cracking, etc. The United States has approximately 108 
refineries, Canada has approximately 26 refineries at differ-
ent places, and Mexico has 6 refineries (~1.5 million-bbl/day 
capacity), all of which are controlled by PEMEX (Petróleos 
Mexico). However, Mexico exports a huge amount of crude 
oil, but it imports expensive gasoline from U.S. refineries. 
Thus, adequate planning and investments available for 
refining capacity are required to set up a new refinery and 
revamp their existing refineries. North American refinery 

figure 3.61—Middle	Eastern	refinery	capacity	variation	since	2000	and	its	distribution	[13].
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capacity of crude-oil distillation is at approximately 16 mil-
lion bbl/day of operable capacity. The new capacities are 
coming up mostly with hydrotreating to meet the tighter 
product specifications. Therefore, expansion of refining 
capacity in North America will primarily be through addi-
tion of secondary conversion units. Recent U.S. refineries’ 
capacity for various processes and the variation of capacity 
in recent years are shown in Figure 3.62. Figure 3.62 indi-
cates that, except for hydrotreating, North America’s refin-
ing capacity remained virtually flat. In the United States, 
ConocoPhillips (2.22 million bbl/day), Valero (2.20 million 
bbl/day), and ExxonMobil (2.06 million bbl/day) own the 
top-most positions. In late 2009, Marathon Oil Corpora-
tion completed an expansion in Garyville, LA, and started a 
refinery in early 2010 with the capacity of 180,000 bbl/day. 
Apart from this, Saudi Arabia and Kuwait have made offers 
to build new refineries in the United States because the big 
oil companies have not stepped up to the plate. 

3.5.2.9	 rEFINING	IN	SOUth	aMErICa
The total number of refineries available and their operating 
capacity for South America are reported in Table 3.11. The 
table indicates that Petroleos de Venezuela (PdVSA) and 
Petrobras are the two main refining components in South 
America, and they have domestic and foreign interests. 
PdVSA operates one of the largest refineries (940,000 bbl/
day) at the Paraguana refining complex. Domestic refinery 
capacity stands at 1.28 million bbl/day, whereas its overall 
crude-oil refinery capacity is over 3 million bbl/day when 
including the Caribbean, United States, and Europe. One 
third of Venezuela’s refined product is exported to U.S. 
markets, particularly for reformulated gasoline, which is 
distributed mainly by the Tulsa-based Citgo Corporation. 
PdVSA has been looking for partners to increase the com-
pany’s ability to refine Venezuela’s heavy and extra-heavy 
crude to increase production in coming years. PdVSA 
currently has two main refining joint ventures in Europe: 
AB Nynäs Petroleum (Sweden) and Ruhr Oel GmBH 
(Germany). The partnership gives PdVSA access to five 
refineries in Europe. In addition, regional oil industry inter-
nationalization strategic (energy integration and corporate) 
alliances are under discussion, the enterprises of which 
may have significant effects on the economic and energy 
integration processes in South America. The international-
ization of the oil markets in this region have occurred with 
the arrival of major companies (Exxon-Mobil, Chevron-
Texaco, and Shell), and more particularly the companies 
established through the privatization of European state-
run enterprises (Repsol-YPF, ENI-Agip, Elf-Total-Fina, and 
British Petroleum-Amoco) [74]. 

3.5.2.10	 rEFINING	IN	EUrOpE
The European (EU) refining industries are facing a tough 
slog of market conditions because of their new regulatory 
commitment and inclusion of biofuel. The petroleum refin-
ing industry is a key sector in the EU framework facing 
the foremost challenges. These include supply and demand 

figure 3.62—U.S.	refineries’	capacity	for	various	processes	and	
its	variation	in	recent	years	[13].

table 3.11—South america refineries and their capacity

country 

oil refining Profiles

number of refineries total capacity (bbl/day) comments

venezuela 6 3	million Domestic	six-refinery	capacity	stands	at	1.28	million	bbl/day

Brazil	 13 2	million 98	%	of	refineries	(10)	are	controlled	by	petrobras;	plans	to	build	a	
new	refinery	with	a	capacity	of	200,000	bbl/day

Chile 3 194,990 Controlled	by	ENap	(merger	of	petrox	and	Biobio).	New	refinery	at	
Biobio	that	will	be	able	to	produce	diesel	with	low	S	content

peru 2–4 192,950 repsol	(two	refineries)	controls	the	largest	facility	in	the	country,	
whereas	the	other	four	refineries	are	controlled	by	petroperu

Ecuador 3 176,000 Ecuador	has	one	of	South	america’s	largest	markets	for	LpG

argentina	 3 82,000 repsol	accounts	for	approximately	half	of	the	country’s	total	crude-oil	
refining	capacity;	Shell	and	Esso	also	share	small	part

Bolivia 5 67,000 petrobras	operates	through	its	affiliate	Empresa	Boliviano	de	
refinación	(EBr)

Suriname 1 – Staatsoile’s	refinery

Data	compiled	from	several	sources.
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imbalances, flat demand, expected low margin, and com-
petition from other regions. Because of the legislation in 
fuel, Europe faces a major supply and demand imbalance 
because it is importing approximately 27 million t of middle 
distillate from Russia and exporting 31 million t of gas to 
the United States. Europe has been most impacted by fall-
ing demand in 2009, which is not forecast to recover quickly. 
Moreover, growing interest in biofuel will further depress 
oil product demand. New European capacity is primarily 
hydrocracking units, and some coking is expected in 2010, 
particularly in Spain. In addition, because of an increasing 
number of vehicles using diesel fuel, the largest amounts of 
gasoil are imported by France, Germany, and Spain. France 
has diversified its import sources (Russia, 18 %; the United 
Kingdom, Italy and Germany, 11 % each), Germany imports 
over half of its diesel from the Netherlands, whereas Spain 
imports close to 40 % of its imports from Italy. The main 
gasoline exporter is the Netherlands, exporting more than 
twice the amount of the second exporter (United Kingdom). 
The Netherlands supplies most of its high-specification 
surplus to Germany, followed by Belgium and the United 
States. Germany also acts as a major gasoline supplier to 
Switzerland, the United States, and Austria. 

In Europe, refineries are found in most countries other 
than Luxembourg, and there are areas in Europe where 
there are multiple refineries at the same location (e.g., Rot-
terdam and Antwerp). In 2004, approximately 104 refiner-
ies were in operation in 27 EU countries, and their total 
refinery breakdown is shown in Figure 3.63 along with the 
most important processes. The EU refining industry con-
tinues investment to meet increasingly stringent emission 
standards. European refiners have invested an average of 
$6 billion each year over the past 20 years in desulfurization 
capacity of distillates and gasoline, the upgrading of produc-
tion facilities, emission abatement equipment, and energy 
savings. EU overall demand for refined products is on a 
downward trend. However, trends vary for different types 
of refined products, but overall, the expected representation 
is of a 20 % drop in demand by 2030 compared with 2006.

3.5.2.11	 rEFINING	IN	aSIa
In the Asian region, demand and supply have recently 
changed in a wider spectrum than any other part of the 

world. In this region, two major countries (China and India) 
play a leading role in petroleum consumption with their 
enormous populations. The demand is increasing particu-
larly for middle distillate or transportation fuel. Moreover, 
most countries (except China) in this region have a lack of 
petroleum supply and must rely on crude-oil import. The 
world’s top refineries are installed (Reliance I and II, India), 
and they have the capacity to process approximately 1.24 
million bbl/day. This refinery has a huge processing capac-
ity, particularly of crude oil that has a very high amount of 
bottom-of-barrel. Petroleum Intelligence Weekly reports that 
nearly 1.8 million bbl/day of new refining capacity is slated 
in 2012, a 59 % increase in India’s current processing capac-
ity (~3 million bbl/day). The domestic product demand of 
2.24 million bbl/day is forecast to increase by 2.9 % to 4.5 % 
over the period 2010–2015. India’s refiners are looking at 
increasing refined product exports to the Middle East, par-
ticularly Iran, the Asia-Pacific region, Europe, and Latin 
America. It is expected that approximately 76 % refining 
capacity will be added in China and 15 % in India. Thus, 
China’s capacity will reach more than 15 million bbl/day 
by 2020, and India’s capacity will overtake that of Japan by 
2012 to become the second-largest refiner in Asia.

Within 12 Asian countries, approximately 145 refin-
eries operate at approximately 84 % refinery capacity. 
The major problem in Asian refineries is that out of 145 
refineries, 113 do not have hydrotreating or hydrocracking 
capacity. Within this, 15 have hydrotreating unit capacity 
only in the 8–10 % range, whereas 9 have hydrocracking 
units working with capacity in the 12–30 % range. Only 
five refineries have hydrotreating and hydrocracking units 
with a total capacity of approximately 25 %. Therefore, 
significant investment is required to meet Euro III or Euro 
IV type transportation fuel across the region. Several new 
refineries are to be built in Asia over the next 5 years, 
particularly in China and India, whereas more developed 
nations are upgrading their existing facilities to meet 
stricter fuel standards. A total account of Asian refinery 
structure by country along with percentage capacity is 
reported in Table 3.12. China and India will continue to 
account for the many major projects to build new refiner-
ies or upgrade existing ones. China (Sinopec, 50 %) plans 
to work in a joint venture with Kuwait (KPC, 50 %) to set 
up their alliance in Guangdong province. China’s largest 
oil company (PetroChina Company) recently started its 
new 20,000-bbl/day refinery at the port city of Qinzhou, 
having a 70,000-bbl/day heavy residue catalytic cracker, a 
44,000-bbl/day hydrocracking unit, and a 44,000-bbl/day 
continuous reforming unit. On the other side, HPCL, India 
upgraded (mainly for ULSD) its two refineries to meet the 
Euro IV emission standard. Overall, in 2009 Asia added 2.2 
million bbl/day of refining capacity, the largest distillation 
capacity addition in the region’s history. In 2010, estimated 
demand in the Asia-Pacific region grew strongly at 1.1 
million bbl/day, whereas net refining capacity additions 
reached only 820,000 bbl/day. 

3.5.2.12	 rEFINErY	IMpaCtS	ON	GhG	EMISSIONS	
(ENvIrONMENtaL	ISSUE)
In general, petroleum refining is a capital-intensive busi-
ness that must conform to the stringent environmental 
regulations of the processing industry and deal with 
declining refining margins, political instability, increasing 

figure 3.63—2004	refinery	breakdown	in	Europe	by	technol-
ogy	[13].
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risk of war, and terrorist attacks. Higher pressures have 
recently been exerted on refiners to optimize performance 
and find the best combination of feed and processes to 
produce stable products that meet the stricter product 
specifications. For example, an increase in desulfurization 
will result in increased refinery GHG emissions, but these 
increases are required to achieve near-zero-sulfur transpor-
tation fuel. The production of low-sulfur fuels is generally 
more energy-intensive, often requiring higher temperatures 
and pressures and more hydrogen consumption. Moreover, 
the hydrocarbons conversion process is extremely CO2-
intensive, creating 8–15 t of CO2 for every ton of hydro-
gen used [75]. In addition, removal of sulfur from diesel 
(350–50 ppm) results in an approximately 3 % increase in 
refinery emissions. To get to even lower sulfur levels (50–10 
ppm), CO2 emissions were increased by an additional 4.3 % 
for gasoline refining and 1.8 % for diesel. The literature 
data suggested that the total impact on refinery emissions 
for production of gasoline and diesel at 10 ppm sulfur 
would be worse than additive, with a 12.9 % increase in CO2 
emissions to achieve 10 ppm sulfur diesel and gasoline [76].

3.5.2.13	 rOLE	OF	CataLYtIC	CONvErSION		
aND	rEFINErY	CapaCItY
In refining, catalysis has undoubtedly played a very impor-
tant role since the mid-20th century and the development 
of the refining and petrochemical industries. Some limited 
but important dates are reported in Figure 3.64, indicating 
the catalyst development and the catalyst type used in the 
refinery [59]. The mounting concerns over the environment 
and the growing need to process heavier/dirtier crude oils 
will make it mandatory to develop new catalysts for produc-
ing high-quality, ultraclean fuels. Thus, new refining goals 
are emerging. The efficient economical conversion of these 

feedstocks requires improvements in the control of the indi-
vidual reactions, better management of hydrogen, and more 
selective removal of heteroatoms. Development of a next 
generation of catalysts and processes for heavy feedstocks 
requires molecular-scale understanding of the crude com-
ponents, including the interactions between large, complex 
molecules such as asphaltene, resin, metal-porphyrines, etc. 
Since petroleum is composed of complex hydrocarbon mix-
tures, it is not easy to identify each individual component 
and its catalytic reaction chemistry. Therefore, it is desir-
able to understand what the feedstocks components are, 
how they interact with catalysts, how partial conversions 
(such as hydrogenation) affect the reactant species and 
their interactions, and how construction of the aggregates 
takes place and affects the reactivities of the molecules.

3.5.3 Worldwide Natural Gas Conversion and 
Liquefaction Plants
3.5.3.1	 NatUraL	GaS	OvErvIEW
Figure 3.65 shows the latest assessment of natural gas as a 
function of regional distribution. The top consumer of nat-
ural gas is the United States. The natural gas consumption 
in the non-OECD countries grows more than twice as fast 
as in the OECD countries. Production increases in the non-
OECD region account for more than 80 % of the growth in 
world production. The worldwide demand (consumption) 
is gradually increasing, particularly in Europe, the Middle 
East, and Asia, whereas in North America and Africa its 
growth remains constant, as shown in Figure 3.66.

Natural gas generally contains 70–90 % methane at 
its natural source point. The balance of the gas is usu-
ally ethane, propane, butane, water, nitrogen, CO2, and 
hydrogen sulfide (H2S). Natural gas from different wells 
is widely different in composition. The main undesirable 

table 3.12—asian refinery Structure by country in Percent capacity

country
number of  
refineries

thermal  
cracking coking

catalytic  
cracking hydrocracking hydrotreating

China 47 – 6.7 20.5 2.8 1.1

Japan 29 – – – – –

India 19 4.4 2.1 7.9 2.6 3.8

Indonesia 10 5.9 3.3 10.2 10 1.2

thailand 7 2.6 – 11.8 2.9 14.3

Malaysia 6 – 3.7 – 5.5 6.1

pakistan 6 – – – – –

South	Korea 5 – – – – –

Singapore 3 16.4 – 5.1 7.4 20.7

philippines 3 5.2 – 5.8 – 23.7

Burma 3 – – – – –

Myanmar 2 – 16.3 – – –

Brunei 1 – – – – –

Bangladesh 1 30.3 – – 3.6 –

Sri	Lanka 1 26.7 – – – 4.2

Data	collected	compiled	from	several	sources.
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impurities are CO2 and H2S. The former does not need to be 
completely removed, but the latter is highly poisonous and 
needs to be removed to a concentration of less than 1 ppm. 
The standard technology applied for removing natural gas 
contaminants is by saturation of natural gas into a solu-

tion, usually with an amine-based solvent, although use of 
membranes to process natural gas is a rapidly growing area 
of technology.

After purification, natural gas is carried on-board as 
a cryogenic liquid (LNG) or in the form of high-pressure 
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figure 3.64—Some	important	dates	in	the	development	of	the	refining	and	petrochemical	industries.	alkyl,	alkylation;	a8,	C8	
aromatics;	arom.,	aromatics;	Bifunct.,	bifunctional;	CCr,	continuous	catalyst	regeneration;	FCC,	fluid	catalytic	cracking;	hDC,	
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figure 3.65—an	overview	of	natural	gas	as	a	function	of	geographical	region	[13].
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compressed gas (CNG). Because LNG fuel tanks are much 
more expensive than CNG tanks, vehicles usually carry 
natural gas fuel as CNG rather than as LNG. Thus, LNG 
offers an energy density comparable to petrol and diesel 
fuels and produces less pollution, but its production is 
relatively higher cost and it must be stored in expensive 
cryogenic tanks, which prevents its widespread use in com-
mercial applications. A schematic flow diagram of natural 
gas liquid separation from its base components is shown 
in Figure 3.67. The global LNG industry has seen dramatic 
growth since the late 1990s. According to BP, global LNG 
trade has increased from 113 million t/year (MMtpy) in 
2000 to 154 MMtpy in 2006. The same source expects LNG 
trade to reach 524 MMtpy by 2030. In 2008, a combined 
liquefaction capacity of 207.01 MMtpy was provided by 31 
terminals in 17 countries supplying LNG to 59 regasifica-
tion terminals with a combined capacity of 402.15 MMtpy 
in 19 countries [4].

3.5.3.2	 NatUraL	GaS	prOCESSING
Natural gas processing refers to the removal of ethane, 
propane, butane, and heavier components from a gas 
stream. Various conventional separation methods are pres-
ently being used to remove acid gases such as CO2 and H2S 
from crude natural gas [77,78]. These methods include gas 
absorption in liquid solvents, adsorption on solid adsor-
bents, and chemical conversion. 

3.5.3.2.1 Conventional Process for Natural  
Gas Processing
The selective removal of impurities may depend on the 
acid-base reaction. The selection of the best amine/solvent 
for gas treating is not a trivial task. Amine gas treating, also 
known as gas sweetening and acid gas removal, refers to a 
group of processes that uses aqueous solutions of various 
alkylamines to remove H2S and CO2 from gases. There are 
several amines available to remove contaminants such as 
CO2, H2S, and organic sulfur compounds from sour gas 
streams, as shown in Figure 3.68. The most commonly used 
amines are methanolamine (MEA), diethanolamine (DEA), 
methyldiethanolamine (MDEA), diglycolamine (DGA), 
diisopropanolamine (DIPA), and triethanolamine (TEA). A 
mixture of amines can also be used to customize or opti-
mize the acid gas recovery. However, selection of amine 
composition and its type also depend on the  temperature, 

pressure, and source gas composition, and purity require-
ments must be considered. Primary amines are more effec-
tive at atmospheric pressure conditions, and MEA can 
remove H2S to less than 4 ppm, but it is effective up to 100 
ppm for CO2 removal. DGA is another primary amine that is 
typically used for the removal of CO2, H2S, carbonyl sulfide 
(COS) gas, and mercaptanes. Secondary amines (e.g., DEA) 
remove CO2 and H2S, but they generally require higher pres-
sure than MEA to meet overhead specifications. Because 
DEA is a weaker amine than MEA, it requires less energy for 
stripping. Tertiary amines such as MDEA are often used to 
selectively remove H2S, especially for cases with high CO2-
to-H2S ratios as in natural gas. MDEA can remove H2S to 4 
ppm but maintain 2 % or less CO2 in the treated gas using 
relatively less energy for regeneration than that for DEA. 
Because MDEA is not prone to degradation, corrosion is 
thus low and a reclaim is unnecessary. Operating pressure 
can range from atmospheric (typical of a tail-gas-treating 
unit) to over 70 bar. With mixed solvents, the solvent can be 
adapted to optimize the sweetening process; for example, 
adding a primary and secondary amine to MDEA can 
increase the rate of CO2 absorption without compromising 
the advantages of MDEA. Advantages of using such solvents 
are usually increased mercaptane pickup, lower regenera-
tion energy, and selectivity to H2S. Apart from the amine, it 
is also possible to use solid desiccant (e.g., iron sponges) to 
remove the sulfide and CO2 from the natural gas. 

3.5.3.2.2 Membrane Separation Process for  
Natural Gas Processing
Membrane separation processes are a relatively new devel-
opment over the last 2 decades as a promising alternative to 
conventional separation processes and offer several impor-
tant advantages [78–80]. These membranes are made of 

figure 3.66—Natural	gas	consumption	[13].

figure 3.67—a	typical	integrated	NGL	and	LNG	processing	
plant	in	which	the	NGL	and	LNG	are	purified	by	removing	any	
condensates	such	as	water,	oil,	and	mud	as	well	as	other	gases	
such	as	CO2	and	h2S	and	sometimes	solids	as	such	as	mercury.	
the	gas	is	then	cooled	down	in	stages	(–35,	–90,	and	–155°C)	
until	it	is	liquefied.	LNG	is	finally	stored	in	storage	tanks	and	
can	be	loaded	and	shipped.	
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polymeric-type materials, the structure of which is shown 
in Figure 3.69. Generally, polymer membranes are used 
commercially to separate CO2 and H2S from natural gas. 
The membrane permeation is a pressure-driven process. 
The partial pressure difference between the feed side and 
the permeate side has the greatest impact on the perfor-
mance of a membrane separator. This pressure difference 
directly influences the membrane area required to achieve 
the desired separation at given feed conditions. Another 
important characteristic of the process is the ratio of feed 
pressure to permeate pressure, which has to be established 
in accordance with the membrane selectivity to achieve an 
efficient separation. The gas purity can be increased by the 
installation of more membrane (one stage or multistage) 

area or the increase of the pressure ratio (feed pressure 
to permeate pressure). Higher feed flow rates reduce the 
purity but increase the permeate concentration of the 
faster-permeating compound. The upgrading of low-quality 
natural gas by membrane separation processes has been 
reported by simultaneously or separately operating two 
different types of polymer membranes that exhibit high 
CO2/methane (CH4) and H2S/CH4 selectivities along with 
process design, optimization, and economic assessment 
studies [81].

3.5.3.3	 NatUraL	GaS	DEMaND	aND	SUppLY
The natural gas sector has been a tight supply and demand 
balance, with rising energy prices followed by demand 
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figure 3.68—process	flow	diagram	of	a	typical	amine	sweetening	unit	used	in	industrial	plants.

figure 3.69—type	of	natural	gas	separation	membrane	structure	for	selective	removal	of	CO2:	(a)	fluorine-containing	polyimide	
6FDa-haB-glassy	polymer	and	h2S	and	(B)	poly(ether	urethane	urea)	(pEUU)-rubbery	polymer	[81].
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weakening and spot-price plummeting. After a 1 % increase 
in 2008, OECD gas demand fell by 4 % during 2009 and 
2010. In the United States, natural gas demand increased 
0.7 % in 2008 to 23.2 trillion ft3. Domestic natural gas 
production increased 7.7 % in 2008 over 2007, the largest 
increase since 1984. Demand for natural gas depends highly 
on the time of year and is highest during the winter and 
lowest in the summer. 

3.5.4 Worldwide Coal Conversion and 
Gasification-Liquefaction Plants
3.5.4.1	 COaL	OvErvIEW
Among the fossil fuels, natural gas is the cleanest whereas 
coal is the most difficult hydrocarbon source. Coal is a 
hard, black-colored, rock-like substance. It is made up of 
carbon, hydrogen, oxygen, nitrogen, and varying amounts 
of sulfur. There are three main types of coal: anthracite 
(hardest), bituminous, and lignite (softest). It is expected 
that coal could become the dominant fuel by the middle 
of the 21st century. Approximately 40 % of the global 
electricity generated comes from coal. Coal is predomi-
nantly used by the electricity-generation sector, which 
uses more than 3 times as much coal as other industries, 
particularly the steel industry. The use of coal has recently 
been growing faster than oil or gas use, particularly in 
China and India. Therefore, the price of coal has gone up 
approximately 1.5 times within the last 10 years ($30 per 
short ton in 2000 to ~$150 per short ton as of September 
2008); however, at the end of 2008, the price per short ton 
had declined to $111.5. The most important countries that 
have more than two thirds of the world’s coal reserves are 
China, Russia, the United States, and India [13]. China 
and India have plans to construct a new coal-fired plant, 
whereas the United States generated approximately 150 
new plants in 2007. It is possible that coal’s prospects in 
Europe are also currently undergoing some kind of resur-
gence, especially given the large reserves in the region’s 
biggest producer—Poland. Indeed, across the EU, 50 new 
coal-fired plants are being considered for construction 
over the next few years.

3.5.4.2	 COaL	GaSIFICatION	aND	LIQUEFaCtION
Coal gasification can be used to produce syngas, a mixture 
of CO and hydrogen (H2) gas. This syngas can then be 
converted into transportation fuels such as gasoline and 
diesel by using the FT process. During gasification, the coal 
is mixed with oxygen and steam (water vapor) while also 
being heated and pressurized. During the reaction, oxygen 
and water molecules oxidize the coal into CO and H2. This 
process has been conducted in underground coal mines and 
in coal refineries.

 (Coal) + O2 + H2O → H2 + CO (syngas) (3.1)

On the basis of refiner desire, the syngas is collected and 
processed in a FT reaction for gasoline yield; if hydrogen is 
the desired end product, then the syngas is fed into the water 
gas shift reaction in which more hydrogen is liberated.

CO + H2O (syngas) + FT reaction → 
 gasoline pool (liquefaction) (3.2)

CO + H2O (syngas) + water shift reaction → 
 CO2 + H2 (3.3)

In the past, coal was converted to make coal gas, which 
was piped to customers to burn for illumination, heating, 
and cooking. 

3.5.4.3	 COaL	prOCESSING	INtO	NatUraL	GaS
The natural gas cost of production is expected to be signifi-
cantly lower than current prices of new drilled natural gas 
and imported LNG that meets all high-grade, natural-gas-
quality specifications.

The hydromethanation process is an elegant and highly 
efficient process by which natural gas is produced through 
the reaction of steam and carbonaceous solids in the pres-
ence of a catalyst. The process enables the conversion of 
low-cost feedstock such as coal, petroleum coke, and bio-
mass into clean, high-purity CH4. The chemistry of catalytic 
hydromethanation involves water steam and carbon to 
produce CH4 and CO2. 

 2C + 2H2O → CH4 + CO2 (3.4)

Thus, hydromethanation is an economic and clean 
process for the production of natural gas by using an envi-
ronmentally friendly process.

3.6  concluSIonS
The main source of energy remains fossil fuel, which will 
continue for the next several decades. After this, the global 
economy will have to transition from oil to renewable 
energy, such as solar, wind, ethanol, and hydrogen. The 
world continues with the current energy-related policies, 
with heavier and complex crude-oil processing capacities. 
Thus, refinery obligations are to enhance their capacity to 
convert black gold into usable consumer products, which 
is essential for transforming crude into gasoline, diesel, or 
household fuel. The refiners are facing two dimensional 
problems: (1) the refining industry’s need for upgrading 
capacity (i.e., upgrading oil from sour to sweeter crudes 
rather than primary distillation capacity in refining); and 
(2) most important are the increasingly tightening envi-
ronmental specifications on transportation fuels. High oil 
prices are still being propped up by a shortage of refinery 
capacity, and there is little sign of the bottleneck easing at 
the present time. For the coming decades, the use of heavy 
and unconventional oils, natural gas, biofuel, and coal will 
increase while in many parts of the world resources for 
conventional oil diminish. The Middle East will remain as 
the main supplier of crude oil and natural gas for many 
years to come. Toward the middle of the century, the use 
of renewable sources of energy will increase and refineries 
should focus on providing feeds to petrochemical industries 
rather than fuels for motor vehicles. 
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AbbreviAtions
API	 American	Petroleum	Institute	
CH	 Carbon	to	hydrogen	weight	ratio
CR	 Carbon	residue
CN	 Cetane	number
DAO	 Deasphalted	oil
EP	 End	point	(same	as	FBP)
FBP	 Final	boiling	point
FVI	 Fuel	volatility	index
GC	 Gas	chromatography
IBP	 Initial	boiling	point
IP	 Institute	of	Petroleum	(UK	Petroleum	Standards)
ISO	 International	Organization	of	Standards
LC	 Liquid	chromatography
MS	 Mass	spectrometry
PNA	 	Paraffins,	naphthenes,	and	aromatics	content	of	a	

petroleum	mixture	
RVP	 Reid	vapor	pressure
SD	 Simulated	distillation
SEC	 Size	exclusion	chromatography	
SG	 Specific	gravity
SUS	 Saybolt	universal	second
TBP	 True	boiling	point
TCD	 Thermal	conductivity	detector
TVP	 True	vapor	pressure
ULSD	 Ultra	low	sulfur	diesel
UOP	 Universal	oil	products
VGC	 Viscosity	gravity	constant

4.1  boiling Point And distillAtion dAtA
The	boiling	point	of	a	pure	compound	 is	 the	 temperature	
at	 which	 vapor	 and	 liquid	 exist	 together	 at	 equilibrium.	
Boiling	point	varies	with	pressure,	and	the	temperature	at	
which	a	 liquid’s	vapor	pressure	equals	1	atm	 is	called	 the	
“normal	 boiling	 point”	 or	 simply	 the	 “boiling	 point.”	 The	
boiling	point	decreases	with	decreasing	pressure.	The	boil-
ing	point	of	pure	hydrocarbons	increases	with	the	increas-
ing	 carbon	 number	 and	 molecular	 weight.	 Naphthenic	
and	aromatic	compounds	have	higher	boiling	points	 than	
those	 of	 paraffins	 with	 the	 same	 carbon	 number.	 Boiling	
points	of	heavy	hydrocarbons	are	usually	measured	at	low	
pressures	(i.e.,	1,	10,	and	50	mmHg)	and	reported	as	atmo-
spheric	pressure	equivalent	boiling	points	because	at	these	
temperatures	they	may	go	through	thermal	decomposition.	

Whereas	for	pure	compounds	the	boiling	point	is	a	sin-
gle	 temperature,	 for	mixtures	such	as	petroleum	products	
the	boiling	point	covers	a	range	 from	initial	boiling	point	

(IBP)	to	a	final	boiling	point	(FBP)	or	end	point	(EP)	when	
the	highest-boiling	compounds	evaporate.	Measurement	of	
FBP	 is	not	 very	accurate	and	usually	boiling	points	 at	 95	
vol	 %	 distilled	 are	 reported.	 The	 difference	 between	 FBP	
and	IBP	is	called	the	“boiling	range,”	and	for	crude	oils	this	
difference	 may	 exceed	 1000	°F	 (>	 550	°C).	 For	 petroleum	
products	the	boiling	range	may	vary	from	25	°C	for	narrow	
boiling	range	to	200	°C	for	wide	boiling	range	fractions	[1].

The	 simplest	 method	 of	 measuring	 boiling	 point	 of	
petroleum	fractions	is	by	the	ASTM	D86	method,	in	which	
boiling	points	are	measured	at	10,	30,	50,	70,	and	90	vol	
%	 vaporized	 samples	 of	 100	 cm3.	 In	 many	 cases	 boiling	
points	 at	 0,	 5,	 and	 95	 %	 are	 also	 reported.	 For	 tempera-
tures	reported	in	the	ASTM	D86	method	in	which	they	are	
above	250	°C	(480	°F),	correction	because	of	cracking	may	
be	needed	 [2].	Although	 the	ASTM	method	 is	very	simple	
and	convenient,	it	is	not	consistent	or	reproducible.	As	an	
alternative	method,	distillation	data	can	be	obtained	by	gas	
chromatography	(GC),	in	which	boiling	points	are	reported	
versus	 the	 weight	 percent	 of	 sample	 vaporized.	 This	 test	
method	described	in	ASTM	D2887	is	also	called	simulated	
distillation	 (SD).	 This	 method	 is	 applicable	 to	 petroleum	
fractions	with	FBPs	of	less	than	538	°C	(1000	°F)	and	a	boil-
ing	range	greater	than	55	°C	(100	°F).	It	is	not	applicable	to	
gasoline.	

SD	curves	are	very	close	to	actual	boiling	points	known	
as	 true	boiling	points	 (TBPs).	TBP	curves	are	determined	
by	 distillation	 of	 sample	 in	 a	 distillation	 column	 with	
15–100	 theoretical	 plates	 and	 relatively	 high	 reflux	 ratio			
(i.e.,	 ~1–5).	 The	 IBP	 of	 a	 TBP	 curve	 is	 less	 than	 the	 IBP	
from	ASTM	D86,	whereas	 the	FBP	by	a	distillation	curve	
is	 greater	 than	 that	 of	 ASTM	 D86.	 In	 the	 TBP	 curve	 the	
IBP	is	the	vapor	temperature	that	is	observed	at	the	instant	
that	the	first	drop	of	condensate	falls	from	the	condenser.	
Details	of	various	distillations	curves	and	their	interconver-
sions	are	discussed	in	ASTM	Manual	50	[2].

The	newest	methods	 for	determining	boiling	points	of	
heavy	hydrocarbons	and	heavy	oils	by	SD	are	described	 in	
ASTM	D6352	and	D7169,	which	are	widely	used	because	the	
instruments	are	finally	robust	and	cost-competitive.	It	is	pos-
sible	to	determine	boiling	points	of	heavy	oil	up	to	C100	[3].	
Normal	boiling	points	of	n-alkanes	up	to	n-C100	as	given	in	
ASTM	D6352	[4]	are	shown	in	Figure	4.1,	indicating	that	the	
boiling	point	approaches	a	finite	value	for	very	heavy	hydro-
carbons.	 These	 data	 are	 consistent	 with	 predicted	 values	
from	methods	described	in	ASTM	Manual	50	for	the	boiling	
points	of	heavy	hydrocarbons	[2].	
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4.2   density, sPeCifiC grAvity, And APi degree 
Density	 is	 defined	 as	 mass	 per	 unit	 volume	 of	 a	 fluid.	
Liquid	 densities	 decrease	 as	 temperature	 increases,	 but	
the	effect	of	pressure	on	liquid	densities	at	moderate	pres-
sures	 is	usually	negligible.	The	density	of	petroleum	 frac-
tions	 is	measured	at	15.5	°C	(60	°F)	or	20	°C	(68	°F)	and	at	
	atmospheric	 pressure.	 Liquid	 density	 for	 hydrocarbons	 is	
usually	reported	in	terms	of	specific	gravity	(SG)	or	relative	
density,	defined	as

	 SG =
density of liquid at temperature T
denssity of water at temperature T

	 (4.1)

Because	the	standard	conditions	adopted	by	the	petro-
leum	 industry	are	60	°F	 (15.5	°C)	and	1	atm,	normally	SG	
values	 of	 liquid	 hydrocarbons	 are	 reported	 at	 these	 con-
ditions.	 At	 a	 reference	 temperature	 of	 60	°F	 (15.5	°C),	 the	
density	of	liquid	water	is	0.999	g/cm3	(999	kg/m3)	or	8.337	
lb/gal	(U.S.).	Therefore,	for	a	hydrocarbon	or	a	petroleum	
fraction,	the	SG	is	defined	as

	 SG
density of liquid at

(60  F / 60  F) =
60° ° F

0.999

3

3

° in g / cm
g / cm

	(4.2)

The	density	of	water	at	60	°F	is	0.999,	or	approximately	
1	g/cm3;	therefore,	values	of	SG	are	nearly	the	same	as	the	
density	of	liquid	at	15.5	°C	(289	K)	in	g/cm3.	SG	defined	by	
the	above	equation	is	slightly	different	from	the	SG	defined	
in	the	SI	system	as	the	ratio	of	the	density	of	hydrocarbon	
at	15	°C	to	that	of	water	at	4	°C,	designated	by	d4

15.	Note	that	
density	of	water	at	4	°C	is	exactly	1	g/cm3	and	therefore	d4

15 is	
equal	to	the	density	of	liquid	hydrocarbon	at	15	°C	in	g/cm3.	
The	relation	between	these	two	SGs	is	approximately	given	
as	SG	=	1.001	d4

15

In	the	early	years	of	the	petroleum	industry,	the	Ameri-
can	Petroleum	Institute	(API)	defined	the	API	gravity	(°API	)	
to	quantify	the	quality	of	petroleum	products	and	crude	oils.	
The	API	gravity	is	defined	as	[5]

API Gravity
SG

=
141.5
(at 60 °F)

– 131.5	 (4.3)

Liquid	hydrocarbons	with	 lower	SGs	have	higher	API	
gravities.	 Aromatic	 hydrocarbons	 have	 higher	 SG	 (lower	
API	 gravity)	 than	 paraffinic	 hydrocarbons.	 For	 example,	
benzene	has	a	SG	of	0.8832	(API	of	28.72)	whereas	n-	hexane	
with	the	same	carbon	number	has	a	SG	of	0.6651	(API	grav-
ity	of	81.25).	A	liquid	with	SG	of	1	has	an	API	gravity	of	10.	

The	definition	of	SG	for	gases	 is	 somewhat	different.	 It	
is	defined	as	the	relative	density	of	gas	to	the	density	of	air	at	
standard	conditions.	In	addition,	the	density	of	gases	is	a	strong	
function	of	pressure.	Because	at	standard	conditions	(15.5	°C	
and	1	atm)	the	density	of	gases	is	estimated	from	the	ideal	
gas	law,	the	gas	SG	is	proportional	to	the	ratio	of	the	molecu-
lar	weight	of	gas	(Mg)	to	the	molecular	weight	of	air	(28.97).

	 SG
M

g
g=

28 97.
	 (4.4)

Therefore,	to	obtain	the	SG	of	a	gas,	only	its	molecular	
weight	is	needed.	

4.3  moleCulAr Weight
Molecular	 weight	 is	 another	 bulk	 property	 that	 is	 indica-
tive	of	molecular	 size	and	structure.	This	 is	an	 important	
property	that	laboratories	usually	do	not	measure	and	fail	
to	 report	 when	 reporting	 various	 properties	 of	 petroleum	
fractions.	 This	 is	 perhaps	 because	 of	 the	 low	 accuracy	 in	
the	 measurement	 of	 the	 molecular	 weight	 of	 petroleum	
fractions,	especially	for	heavy	fractions.	However,	it	should	
be	 realized	 that	 the	 experimental	 uncertainty	 in	 reported	
values	 of	 molecular	 weight	 is	 less	 than	 the	 errors	 associ-
ated	with	predictive	methods	for	this	very	useful	parameter.	
Because	 petroleum	 fractions	 are	 mixtures	 of	 hydrocar-
bon	 compounds,	 mixture	 molecular	 weight	 is	 defined	 as	
an	 average	 value	 called	 the	 “number	 average	 molecular	
weight”	or	simply	“molecular	weight	of	the	mixture,”	and	it	

is	calculated	as	 M xM= ∑ i
i

i ,	where		xi	and	Mi	are	the	mole	

fraction	and	molecular	weight	of	component	i,	respectively.	
Molecular	 weight	 of	 the	 mixture,	 M,	 represents	 the	 ratio	
of	 the	 total	mass	of	 the	mixture	 to	 the	 total	moles	 in	 the	
mixture.	Exact	knowledge	of	molecular	weight	of	a	mixture	
requires	 the	 exact	 composition	 of	 all	 compounds	 in	 the	
mixture.	 For	 petroleum	 fractions	 such	 exact	 knowledge	
is	not	 available	because	of	 the	many	components	present	
in	 the	 mixture.	 Therefore,	 experimental	 measurement	 of	
mixture	 molecular	 weight	 is	 needed	 in	 lieu	 of	 the	 exact	
composition	of	all	compounds	in	the	mixture.	

There	are	three	methods	that	are	widely	used	to	mea-
sure	 the	molecular	weight	of	various	petroleum	fractions.	
These	 are	 cryoscopy,	 the	 vapor pressure method,	 and	 the	
size exclusion	 chromatography (SEC)	 method.	 For	 heavy	
petroleum	 fractions	 and	 asphaltenic	 compounds	 the	 SEC	
method	is	commonly	used	to	measure	the	molecular	weight	
distribution	in	the	fraction.	The	SEC	method	is	mainly	used	
to	determine	molecular	weights	of	polymers	in	the	range	of	
2000	to	2	×	106.	This	method	is	also	called	“gel	permeation	
chromatography”	 (GPC)	 and	 is	 described	 in	 the	 ASTM	
D5296	test	method.	In	the	GPC	method,	by	comparing	the	
elution	time	of	a	sample	with	that	of	a	reference	solution,	
the	molecular	weight	of	the	sample	can	be	determined.	The	
SEC	 experiment	 is	 usually	 performed	 for	 heavy	 residues	
and	asphaltenes	in	crude	oils	and	gives	the	weight	percent	
of	various	constituents	versus	molecular	weight

figure 4.1—Normal	boiling	point	of	n-alkanes:	Data	taken	
from	ASTM	D6352	[4].
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The	 vapor	 pressure	 method	 is	 based	 on	 the	 measure-
ment	of	the	difference	between	vapor	pressure	of	the	sample	
and	that	of	a	known	reference	solvent	with	a	vapor	pressure	
greater	than	that	of	the	sample.	This	method	is	described	by	
the	ASTM	D2503	test	method	and	is	applicable	to	oils	with	
an	IBP	of	greater	than	220	°C.	The	third	and	most	widely	used	
method	of	determining	the	molecular	weight	of	an	unknown	
petroleum	 mixture	 is	 by	 the	 cryoscopy	 method,	 which	 is	
based	on	freezing	point	depression.	Further	details	of	experi-
mental	 methods	 to	 measure	 molecular	 weight	 of	 various	
petroleum	products	are	given	in	ASTM	Manual	50	[2].

4.4  refrACtive index
Refractive	 index,	 or	 the	 refractivity	 for	 a	 substance,	 is	
defined	as	the	ratio	of	velocity	of	light	in	a	vacuum	to	the	
velocity	 of	 light	 in	 the	 substance	 (fluid)	 and	 is	 a	 dimen-
sionless	quantity	shown	by	n.	In	other	words,	when	a	light	
beam	passes	from	one	substance	(air)	to	another	(a	liquid),	
it	 is	 bent	 or	 refracted	 because	 of	 the	 velocity	 difference,	
and	the	refractive	index	indicates	the	degree	of	this	refrac-
tion.	Because	the	velocity	of	light	in	a	fluid	is	less	than	the	
velocity	of	light	in	a	vacuum,	the	refractive	index	of	a	fluid	
is	greater	 than	unity.	Liquids	have	higher	refractive	 index		
values	 than	 do	 gases.	 For	 gases,	 the	 values	 of	 refractive	
index	are	very	close	to	unity.	Usually	the	refractive	index	of	
hydrocarbons	is	measured	by	the	sodium	D-line	at	20	°C	and	
1	atm.	The	refractive	index	is	a	very	useful	characterization	
parameter	 for	pure	hydrocarbon	and	petroleum	fractions,	
especially	in	relation	to	molecular-type	composition.	

Refractive	 indices	 of	 hydrocarbons	 vary	 from	 1.35	
to	 1.60;	 however,	 aromatics	 have	 refractive	 index	 values	
greater	 than	 naphthenes.,	 which	 in	 turn	 have	 refractive	
indices	 greater	 than	 paraffins.	 Paraffinic	 oils	 have	 lower	
refractive	 index	values.	For	mixtures,	 refractive	 index	 is	a	
bulk	property	that	can	be	easily	and	accurately	measured	by	
an	 instrument	 called	a	 refractometer. Refractive	 index	 can	
be	measured	by	digital	 refractometers	with	a	precision	of	
±0.0001	and	temperature	precision	of	±0.1	°C.	The	amount	
of	sample	required	to	measure	refractive	index	is	very	small,	
and	ASTM	D1218	provides	a	test	method	for	clear	hydrocar-
bons	with	values	of	refractive	indices	in	the	range	of	1.33–
1.5	 and	 the	 temperature	 range	 of	 20–30	°C.	 In	 the	 ASTM	
D1218	test	method,	the	Bausch	and	Lomb	refractometer	is	
used.	Refractive	index	of	viscous	oils,	with	values	up	to	1.6,	
can	be	measured	by	the	ASTM	D1747	test	method.	Samples	
must	 have	 clear	 color	 to	 measure	 their	 refractive	 index;	
however,	 for	 darker	 and	 more	 viscous	 samples	 in	 which	
the	actual	refractive	 index	value	 is	outside	of	 the	range	of	
measurement	by	a	refractometer,	a	light	solvent	can	dilute	
samples	 to	 measure	 the	 refractive	 index	 of	 the	 solution.	
From	the	composition	of	the	solution	and	refractive	indices	
of	 the	pure	solvent	and	that	of	 the	solution,	 the	refractive	
index	 of	 viscous	 samples	 can	 be	 determined.	 Because	 of	
the	 simplicity	 and	 importance	 of	 the	 refractive	 index,	 it	
would	be	very	useful	for	laboratories	to	measure	and	report	
its	value	at	20	°C	for	a	petroleum	product,	especially	if	the	
composition	of	the	mixture	is	not	reported.

4.5  ComPositionAl AnAlysis
Petroleum	 fractions	 are	 mixtures	 of	 many	 different	 types	
of	 hydrocarbon	 compounds.	 A	 petroleum	 mixture	 is	 well	
defined	if	the	composition	and	structure	of	all	compounds	

present	in	the	mixture	are	known.	Because	of	the	diversity	
and	 number	 of	 constituents	 of	 a	 petroleum	 mixture,	 the	
determination	of	such	exact	composition	 is	nearly	 impos-
sible.	 Hydrocarbons	 can	 generally	 be	 identified	 by	 their	
carbon	 number	 or	 by	 their	 molecular	 type.	 Carbon	 num-
ber	distribution	may	be	determined	from	fractionation	by	
distillation	 or	 by	 molecular	 weight.	 However,	 for	 narrow-	
boiling-range	 petroleum	 products	 and	 petroleum	 cuts	 in	
which	the	carbon	number	range	is	quite	limited,	knowledge	
of	the	molecular	type	of	compounds	is	very	important.	After	
distillation	 data,	 molecular	 type	 composition	 is	 the	 most	
important	 characteristic	 of	 petroleum	 fractions.	 On	 the	
basis	of	the	nature	of	petroleum	mixture,	there	are	several	
ways	 to	 express	 the	 composition	 of	 a	 petroleum	 mixture.	
Some	of	the	most	important	types	of	composition	are
•	 PONA	(paraffins,	olefins,	naphthenes,	and	aromatics)	
•	 PNA	(paraffins,	naphthenes,	and	aromatics)	
•	 PIONA	 (paraffins,	 isoparaffins,	 olefins,	 naphthenes,	

and	aromatics)	
•	 SARA	(saturates,	aromatics,	resins,	and	asphaltenes)
•	 Elemental	analysis	(C,	H,	S,	N,	O)

Because	 most	 petroleum	 fractions	 are	 free	 of	 olefins,	
the	 hydrocarbon	 types	 can	 be	 expressed	 in	 terms	 of	 only	
PINA,	and	if	paraffins	and	isoparaffins	are	combined	into	a	
single		fraction,	they	are	simply	expressed	in	terms	of	PNA	
composition.	 This	 type	 of	 analysis	 is	 useful	 for	 light	 and	
narrow-boiling-range	 petroleum	 products	 such	 as	 distil-
lates	from	atmospheric	crude	distillation	units.	The	SARA	
analysis	 is	 useful	 for	 heavy	 petroleum	 fractions,	 residues,	
and	 fossil	 fuels	 (i.e.,	 coal	 liquids)	 that	have	high	contents	
of	 aromatics,	 resins,	 and	 asphaltenes.	 Elemental	 analysis	
gives	information	on	hydrogen	and	sulfur	contents	as	well	
as	the	carbon-to-hydrogen	ratio,	which	is	indicative	of	the	
quality	of	petroleum	products.

Generally	 three	 techniques	 may	 be	 used	 to	 analyze	
petroleum	fractions:
1.	 Separation	by	solvents
2.	 Chromatography	methods
3.	 Spectroscopic	methods

Method	 of	 separation	 by	 solvent	 is	 particularly	 use-
ful	 for	 heavy	 petroleum	 fractions	 and	 residues	 contain-
ing	 asphaltenes,	 resins,	 and	 saturate	 hydrocarbons.	 For	
example,	 if	n-heptane	is	added	to	a	heavy	oil,	asphaltenes	
precipitate	 whereas	 the	 other	 constituents	 form	 a	 solu-
tion.	 If	 the	 solvent	 is	 changed	 to	propane,	because	of	 the	
greater	difference	between	the	structure	of	the	solvent	and	
the	 high-molecular-weight	 asphaltenes,	 more	 asphaltenic	
compounds	 precipitate.	 Similarly,	 if	 acetone	 is	 added	 to	
a	 deasphalted	 oil	 (DAO),	 resins	 precipitate	 whereas	 low-
molecular-weight	hydrocarbons	remain	soluble	in	acetone.

One	of	 the	disadvantages	of	all	of	 the	 solvent	 separa-
tion	 techniques	 is	 that	 in	 some	 instances	a	very	 low	 tem-
perature	(0–10	°C)	is	required,	which	causes	inconvenience	
in	a	laboratory	operation.	Another	difficulty	is	that	in	many	
cases	large	volumes	of	solvent	may	be	required	and	that	the	
solvent	must	have	a	sufficiently	low	boiling	point	to	allow	
its	complete	removal	from	the	product.	ASTM	[1]	provides	
several	methods	based	on	solvent	separation	to	determine	
amounts	of	asphaltenes.	For	example,	in	the	ASTM	D4124	
method	asphaltene	is	separated	by	n-heptane.	Asphaltenes	
are	 soluble	 in	 liquids	 with	 a	 surface	 tension	 greater	 than	
25  dyne/cm,	 such	 as	 pyridine,	 carbon	 disulfide,	 carbon	
	tetrachloride,	and	benzene	[6].
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Chromatography	 methods	 are	 commonly	 used	 in	 the	
petroleum	 industry	 to	 identify	 compounds	 or	 to	 deter-
mine	 boiling	 distribution.	 If	 the	 mobile	 phase	 in	 the	
chromatography	 column	 is	 gas,	 the	 instrument	 is	 a	 gas	
chromatograph,	 whereas	 for	 liquid	 mobile	 phase	 it	 is	 a	
liquid	 chromatograph.	 Components	 can	 be	 separated	 by	
their	 boiling	 points	 through	 GC	 analysis.	 In	 advanced	
petroleum	 refineries,	 automatic	 online	 GCs	 are	 used	 for	
continuous	analysis	of	various	streams	to	control	the	qual-
ity	 of	 products.	 A	 stream	 may	 be	 analyzed	 every	 20	 min	
and	 automatic	 adjustment	 can	 be	 made	 to	 the	 refinery	
unit.	In	crude	assay	analysis,	distillation	is	being	replaced	
by	chromatography	techniques.	The	liquid	chromatography	
(LC)	method	is	used	for	less	volatile	mixtures	such	as	heavy	
petroleum	fractions	and	residues.	Use	of	LC	in	separation	
of	 saturated	 and	 aromatic	 hydrocarbons	 is	 described	 in	
the	 ASTM	 D2549	 test	 method.	 Various	 forms	 of	 chroma-
tography	techniques	have	been	applied	to	a	wide	range	of	
petroleum	 products	 for	 analysis	 such	 as	 PONA,	 PIONA,	
PNA,	and	SARA.	One	of	the	most	useful	types	of	LC	is	high-
performance liquid chromatography	 (HPLC),	which	can	be	
used	to	identify	different	types	of	hydrocarbon	groups.	One	
particular	 application	 of	 HPLC	 is	 to	 identify	 asphaltene	
and	resin-type	constituents	 in	 	nonvolatile	 feedstocks	 such	
as	residua.	The	total	time	required	to	analyze	a	sample	by	
HPLC	is	just	a	few	minutes.	One	of	the	main	advantages	of	
HPLC	is	that	the	boiling	range	of	the	sample	is	immaterial.

The	 accuracy	 of	 chromatography	 techniques	 mainly	
depends	on	 the	 type	of	detector	used	 [6].	Flame	 ionization	
detectors	 (FID)	 and	 thermal	 conductivity	 detectors	 (TCD)	
are	widely	used	in	GC.	For	LC,	the	most	common	detectors	
are	 refractive	 index	 detectors	 (RID)	 and	 wavelength	 ultra-
violet	(UV)	detectors.	UV	spectroscopy	is	particularly	useful	
to	 identify	 the	 types	 of	 aromatics	 in	 asphaltenic	 fractions.	
Another	 spectroscopy	 method	 is	 conventional	 infrared	 (IR)	
spectroscopy,	which	yields	information	about	the	functional	
features	of	various	petroleum	constituents.	For	example,	IR	
spectroscopy	aids	in	the	identification	of	N-H	and	O-H	func-
tions,	in	the	nature	of polymethylene	chains	(C-H),	and	in	the	
nature	of	any	polyaromatic	hydrocarbon	(PAH)	systems	[6].

Another	analysis	used	to	identify	molecular	groups	in	
petroleum	fractions	is	mass spectrometry	(MS).	In	general,	
there	 is	 a	 difference	 between	 spectroscopy	 and	 spectrom-
etry	 methods	 although	 in	 some	 references	 this	 difference	
is	not	acknowledged.	Spectroscopy	refers	to	the	techniques	
where	the	molecules	are	excited	by	various	sources	such	as	
UV	and	IR	and	they	return	to	their	normal	state.	Spectrom-
etry	refers	to	the	techniques	where	the	molecules	are	actu-
ally	 ionized	 and	 fragmented.	 Evolution	 of	 spectroscopic	
methods	comes	after	chromatography	techniques,	nonethe-
less,	and	in	recent	decades	they	have	received	considerable	
attention.	While	volatile	and	light	petroleum	products	can	
be	analyzed	by	GC,	heavier	and	nonvolatile	compounds	can	
be	analyzed	and	identified	by	spectrometric	methods.	One	
of	 the	 most	 important	 types	 of	 spectrometry	 techniques	
in	 analysis	 of	 petroleum	 fractions	 is	 MS.	 In	 this	 method,	
masses	 of	 molecular	 and	 atomic	 components,	 which	 are	
ionized	in	the	gaseous	state	by	collision	with	electrons,	are	
measured.	The	advantage	of	MS	over	other	 spectrometric	
methods	 is	 its	 high	 reproducibility	 of	 quantitative	 analy-
sis	 and	 information	 on	 molecular	 type	 in	 complex	 mix-
tures.	 MS	 can	 provide	 the	 most	 detailed	 quantitative	 and	
qualitative	 information	 about	 the	 atomic	 and	 	molecular	

	composition	 of	 organic	 and	 inorganic	 compounds.	 How-
ever,	use	of	MS	 is	 limited	 to	organic	 compounds	 that	are	
stable	up	 to	300	°C	 (570	°F).	At	higher	 temperatures,	 ther-
mal	 decomposition	 may	 occur	 and	 the	 analysis	 will	 be	
biased	[6].	Through	MS	analysis,	hydrocarbons	of	similar	
boiling	points	can	be	identified.	In	the	MS	analysis,	molecu-
lar	weight	and	chemical	formula	of	hydrocarbons	and	their	
amounts	can	be	determined.	The	most	powerful	instrument	
to	analyze	petroleum	distillates	is	combination	of	a	GC	and	
an	MS,	called	a	GC-MS	instrument,	which	separates	com-
pounds	 through	 boiling	 point	 and	 molecular	 weight.	 For	
heavy	 petroleum	 fractions	 containing	 high-boiling-point	
compounds,	an	integrated	LC-MS	unit	may	be	suitable	for	
analysis	 of	 mixtures;	 however,	 use	 of	 LC-MS	 is	 more	 dif-
ficult	 than	GC-MS	because	 in	LC-MS	the	solvent	must	be	
removed	from	the	elute	before	it	can	be	analyzed	by	MS.

Another	 type	 of	 separation	 is	 by	 SEC	 or	 GPC,	 which	
can	be	used	to	determine	molecular	weight	distribution	of	
heavy	petroleum	fractions.	Fractions	are	separated	accord-
ing	to	their	size	and	molecular	weight,	and	the	method	is	
particularly	useful	to	determine	the	amount	of	asphaltenes.	
Asphaltenes	are	polar	multiring	aromatic	compounds	with	
molecular	weights	greater	than	1000,	and	it	is	assumed	that	
in	this	molecular	weight	range	only	aromatics	are	present	
in	a	petroleum	fraction.	

4.5.1  Elemental Analysis
The	main	elements	present	in	a	petroleum	fraction	are	carbon	
(C),	hydrogen	 (H),	nitrogen	 (N),	oxygen	 (O),	and	sulfur	 (S).	
The	 most	 valuable	 information	 from	 elemental	 analysis	
that	can	be	obtained	is	the	C/H	ratio	and	sulfur	content	of	
a	 petroleum	 mixture,	 from	 which	 one	 can	 determine	 the	
quality	of	oil.	As	boiling	points	of	fractions	increase	or	their	
API	gravity	decrease,	the	C/H	ratio,	sulfur	content,	nitrogen	
content,	and	the	amount	of	metallic	constituents	increase,	
signifying	a	reduction	in	the	quality	of	an	oil.	Sulfur	content	
of	very	heavy	 fractions	can	reach	6–8	%	and	 the	nitrogen	
content	can	reach	2.0-2.5	wt.	%.	There	are	specific	methods	
to	 measure	 these	 elements	 individually.	 However,	 instru-
ments	do	exist	that	measure	these	elements	all	together,	and	
these	 are	 called	 elemental	 analyzers.	 ASTM	 test	 methods	
for	elemental	analysis	of	petroleum	products	and	crude	oils	
include	 hydrogen	 content	 (ASTM	 D1018,	 D3178,	 D3343),	
nitrogen	content	(ASTM	D3179,	D3228,	D3431),	and	sulfur	
content	(ASTM	D129/IP	61,	D1266/IP	107,	D1552,	D4045).	
Usually	 carbon	 dioxide,	 water,	 and	 sulfur	 dioxide	 are	
detected	by	 infrared	detectors	(IRDs)	whereas	N2	 is	deter-
mined	by	the	TCD	method.

Another	group	of	heteroatoms	found	in	petroleum	mix-
tures	are	metallic	constituents.	The	amounts	of	these	met-
als	are	in	the	range	of	few	hundreds	to	thousand	parts	per	
million	and	their	amounts	increase	with	increase	in	boiling	
points	or	decrease	 in	 the	API	 gravity	of	 oil.	Even	a	 small	
amount	of	these	metals	(particularly	nickel,	vanadium,	iron	
and	 copper)	 in	 the	 feedstocks	 for	 catalytic	 cracking	 have	
negative	 effects	 on	 the	 activity	 of	 catalysts	 and	 result	 in	
increased	coke	formation.	Metallic	constituents	are	associ-
ated	with	heavy	compounds	and	mainly	appear	in	residuas.	
There	is	no	general	method	to	determine	the	composition	of	
all	metals	at	once,	but	ASTM	[1]	provides	test	methods	for	
determination	of	various	metallic	constituents	(i.e.,	ASTM	
D1026,	D1262,	D1318,	D1368,	D1548).	Another	method	 is	
to	burn	the	oil	sample	in	which	metallic	compounds	appear	
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in	inorganic	ashes.	The	ash	should	be	digested	by	an	acid	
and	 the	 solution	 is	 examined	 for	metal	 species	by	atomic	
absorption	spectroscopy	[6].

4.6  vAPor Pressure, vAPor-to-liQuid 
rAtio, And volAtility index
In	 a	 closed	 container,	 the	 vapor	 pressure	 of	 a	 pure	 com-
pound	 is	 the	 force	 exerted	 per	 unit	 area	 of	 walls	 by	 the	
vaporized	portion	of	the	liquid.	Vapor	pressure	can	also	be	
defined	as	a	pressure	at	which	vapor	and	liquid	phases	of	
a	 pure	 substance	 are	 in	 equilibrium	 with	 each	 other.	 The	
vapor	pressure	is	also	called	“saturation	pressure”	and	the	
corresponding	 temperature	 is	 called	 “saturation	 tempera-
ture.”	In	an	open	air	under	atmospheric	pressure,	a	liquid	
at	 any	 temperature	 below	 its	 boiling	 point	 has	 its	 own	
vapor	 pressure	 that	 is	 less	 than	 1	 atm.	 When	 vapor	 pres-
sure	 reaches	 1	 atm,	 the	 saturation	 temperature	 becomes	
the	 normal	 boiling	 point.	 Vapor	 pressure	 increases	 with	
temperature	and	the	highest	value	of	vapor	pressure	for	a	
substance	is	its	critical	pressure,	in	which	the	correspond-
ing	temperature	is	the	critical	temperature.	

Vapor	pressure	is	a	very	important	thermodynamic	prop-
erty	of	any	substance	and	it	is	a	measure	of	the	volatility	of	
a	fluid.	Compounds	with	a	higher	tendency	to	vaporize	have	
higher	vapor	pressures.	At	a	 fixed	 temperature,	vapor	pres-
sure	decreases	with	increase	in	molecular	weight	or	carbon	
number.	Vapor	pressure	is	a	useful	parameter	in	calculations	
related	to	hydrocarbon	losses	and	flammability	of	hydrocar-
bon	vapor	in	the	air.	More	volatile	compounds	are	more	ignit-
able	than	heavier	compounds.	For	example	n-butane	is	added	
to	gasoline	to	improve	its	ignition	characteristics.	Low	vapor	
pressure	compounds	 reduce	evaporation	 losses	and	chance	
of	vapor	lock.	Therefore,	for	a	fuel	there	should	be	a	compro-
mise	between	low	and	high	vapor	pressure.	Vapor	pressure	is	
also	needed	in	the	calculation	of	equilibrium	ratios	for	phase	
equilibrium	 calculations.	 Methods	 of	 calculation	 of	 vapor	
pressure	are	given	in	detail	in	ASTM	Manual	50	[2].	

For	 crude	oils,	petroleum	 fractions,	 and	hydrocarbon	
mixtures,	 the	 method	 of	 Reid	 is	 used	 to	 measure	 vapor	
pressure	at	100	°F.	Reid	vapor	pressure	(RVP)	is	the	absolute	
pressure	exerted	by	a	mixture	at	37.8	°C	(311	K	or	100	°F)	
at	 a	 vapor-to-liquid	 volume	 ratio	 of	 4.	 The	 RVP	 is	 one	 of	
the	 important	 properties	 of	 gasolines	 and	 jet	 fuels	 and	 it	
is	used	as	a	criterion	for	blending	of	products.	RVP	is	also	
a	 useful	 parameter	 for	 estimation	 of	 losses	 from	 storage	
tanks	during	filling	or	draining.	For	example,	according	to	
the	Nelson	method,	losses	can	be	approximately	calculated	
as	losses	(vol	%)	=	(14.5RVP	–	1)/6,	where	RVP	is	in	bar	[2].	
The	apparatus	and	procedures	 for	 standard	measurement	
of	RVP	are	specified	in	ASTM	D323	or	the	Institute	of	Petro-
leum	(IP)	402	test	methods.	In	general,	true	vapor	pressure	
(TVP)	 is	higher	than	RVP	because	of	 light	gases	dissolved	
in	liquid	fuel;	however,	RVP	is	approximately	equivalent	to	
vapor	pressure	at	100	°F	(38	°C).

The	RVP	and	boiling	range	of	gasoline	governs	ease	of	
starting,	 engine	 warm-up,	 mileage	 economy,	 and	 tendency	
toward	vapor	lock	[7].	Vapor	lock	tendency	is	directly	related	
to	 RVP,	 and	 at	 ambient	 temperature	 of	 21	°C	 (70	°F),	 the	
maximum	allowable	RVP	is	75.8	kPa	(11	psia),	whereas	this	
limit	 at	32	°C	 (90	°F)	 reduces	 to	55.2	kPa	 (8	psia).	RVP	can	
also	be	used	to	estimate	TVP	of	petroleum	fractions	at	vari-
ous	temperatures	as	shown	in	reference	2.	TVP	is	important	
in	the	calculations	related	to	losses	and	rate	of	evaporation	of	

liquid	petroleum	products.	Because	RVP	does	not	represent	
TVP,	 the	 current	 tendency	 is	 to	 substitute	 RVP	 with	 more	
modern	and	meaningful	techniques.	The	more	sophisticated	
instruments	for	measurement	of	TVP	at	various	temperatures	
are	discussed	in	the	ASTM	D4953	test	method.	This	method	
can	be	used	to	measure	the	RVP	of	gasolines	with	oxygenates,	
and	measured	values	are	closer	to	actual	vapor	pressures	[1].

Once	 RVP	 is	 known,	 it	 can	 be	 used	 to	 determine	 two	
other	volatility	characteristics—the	vapor-to-liquid	(V/L)	ratio	
and	fuel	volatility	index	(FVI),	which	are	specific	characteris-
tics	of	spark-ignition	engine	fuels	such	as	gasolines.	V/L	ratio	
is	a	volatility	criterion	that	is	mainly	used	in	the	United	State	
and	 Japan	 whereas	 FVI	 is	 used	 in	 France	 and	 Europe	 [8].	
The	V/L	ratio	at	a	given	temperature	represents	the	volume	
of	 vapor	 formed	 per	 unit	 volume	 of	 liquid	 initially	 at	 0	°C.	
The	 procedure	 of	 measuring	 the	 V/L	 ratio	 is	 standardized	
as	ASTM	D2533.	The	volatility	of	a	 fuel	 is	expressed	as	 the	
temperature	levels	at	which	the	V/L	ratio	is	equal	to	certain	
values.	A	simple	relation	to	calculate	T

(V/L)20	is	given	in	terms	
of	RVP	and	distillation	temperatures	at	10	and	50	%	[2]:

	 T(V/L)20	=	0.2T10	+	0.17T50	–	33RVP	 (4.5)

where	 T10	 and	 T50	 are	 temperatures	 at	 10	 and	 50	 volume	
5	 distilled	 on	 the	 ASTM	 D86	 distillation	 curve.	 All	 tem-
peratures	are	in	degrees	Celsius	and	RVP	is	in	bar.	Several	
petroleum	 refining	 companies	 in	 the	 United	 States	 such	
as	 Exxon	 and	 Mobil	 use	 the	 critical	 vapor	 locking	 index	
(CVLI),	which	is	also	related	to	the	volatility	index	[2].

FVI	is	a	characteristic	of	a	fuel	for	its	performance	dur-
ing	 hot	 operation	 of	 the	 engine.	 In	 France,	 specifications	
require	 that	 its	 value	 be	 limited	 to	 900	 in	 summer,	 1000	
in	 fall/spring,	 and	 1150	 in	 the	 winter	 season.	 Automobile	
manufacturers	 in	 France	 require	 their	 own	 specifications	
that	the	value	of	FVI	not	to	exceed	850	in	summer	[8].

4.7  flAsh Point
Flash	 point	 for	 a	 hydrocarbon	 or	 a	 fuel	 is	 the	 minimum	
temperature	 at	 which	 vapor	 pressure	 of	 the	 hydrocarbon	
is	sufficient	 to	produce	the	vapor	needed	for	spontaneous	
ignition	of	the	hydrocarbon	with	the	air	with	the	presence	
of	an	external	source	(i.e.,	spark	or	flame).	From	this	defini-
tion,	 it	 is	clear	that	hydrocarbons	with	higher	vapor	pres-
sures	 (lighter	 compounds)	 have	 lower	 flash	 points.	 Flash	
point	generally	increases	with	an	increase	in	boiling	point.	
Flash	point	is	an	important	parameter	for	safety	consider-
ations,	especially	during	storage	and	transportation	of	vola-
tile	petroleum	products	(i.e.,	liquefied	petroleum	gas,	light	
naphtha,	gasoline)	in	a	high	temperature	environment.	The	
surrounding	 temperature	 around	 a	 storage	 tank	 should	
always	be	less	than	the	flash	point	of	the	fuel	to	avoid	the	
possibility	of	ignition.	Flash	point	is	used	as	an	indication	
of	the	fire	and	explosion	potential	of	a	petroleum	product.

Flash	point	 is	related	to	the	volatility	of	a	fuel	and	the	
presence	of	light	and	volatile	components,	with	higher	vapor	
pressure	corresponding	to	lower	flash	points.	Generally	for	
crude	oils	with	RVP	greater	than	0.2	bar,	 the	flash	point	 is	
less	 than	 20	°C	 [8].	 Flash	 point	 is	 an	 important	 character-
istics	of	 light	petroleum	fractions	and	products	under	high	
temperature	environment	and	is	directly	related	to	the	safe	
storage	and	handling	of	such	petroleum	products.	There	are	
several	 methods	 of	 determining	 flash	 points	 of	 petroleum	
fractions.	The	Closed	Tag	method	 (ASTM	D56)	 is	used	 for	
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petroleum	 stocks	 with	 flash	 points	 below	 80	°C	 (175	°F).	
The	 Pensky–Martens	 method	 (ASTM	 D93	 or	 ISO	 2719)	 is	
used	for	all	petroleum	products	except	waxes,	solvents,	and	
asphalts.	 The	 Cleveland	 Open	 Cup	 method	 (ASTM	 D92	 or	
ISO	2592)	is	used	for	petroleum	fractions	with	flash	points	
above	80	°C	(175	°F),	excluding	fuel	oil.	This	method	usually	
gives	 flash	 points	 3–6	°C	 higher	 than	 the	 above	 two	 meth-
ods	[9].	Flash	point	should	not	be	mistaken	with	fire point,	
which	is	defined	as	the	minimum	temperature	at	which	the	
hydrocarbon	will	continue	to	burn	for	at	least	5	s	after	being	
ignited	by	a	flame.	There	are	several	correlations	to	estimate	
flash	point	of	hydrocarbons	and	petroleum	fractions	that	are	
discussed	in	ASTM	Manual	50	[2].

4.8  visCosity And KinemAtiC visCosity
Viscosity,	 commonly	 shown	by	μ,	 is	 a	molecular	property	
of	 a	 fluid	 and	 is	 defined	 from	 Newton’s	 law	 of	 viscosity.	
Viscosity	is	a	property	that	is	related	to	fluidity	of	a	liquid,	
and	a	liquid	with	higher	viscosity	has	less	tendency	to	flow	
whereas	 low-viscosity	 fluids	 can	 easily	 flow.	 Viscosity	 is	
needed	 in	 calculations	 related	 to	 the	 power	 requirement	
to	 transport	a	 fluid	and	 is	a	 function	of	 temperature.	Vis-
cosity	 of	 gases	 is	 less	 than	 those	 of	 liquids.	 Viscosity	 of	
liquids	 decreases	 with	 increase	 in	 temperature	 while	 for	
gases	 viscosity	 increases	 with	 temperature.	 Viscosity	 is	
also	an	important	characteristic	of	lubricating	engine	oils.	
Viscosity	 of	 liquids	 usually	 is	 measured	 in	 terms	 of	 kine-
matic	 viscosity,	 which	 is	 defined	 as	 the	 ratio	 of	 absolute	
(dynamic)	viscosity	to	absolute	density	(ν	=	μ/ρ).	Kinematic	
viscosity	is	expressed	in	centistokes	(cSt),	Saybolt	Universal	
seconds	(SUS),	and	Saybolt	Furol	seconds	(SFS).	Values	of	
kinematic	 viscosity	 for	pure	 liquid	hydrocarbons	are	usu-
ally	measured	and	reported	at	two	reference	temperatures	
of	38	°C	 (100	°F)	and	99	°C	 (210	°F)	 in	cSt.	However,	other	
reference	temperatures	of	40	°C	(104	°F),	50	°C	(122	°F),	and	
60	°C	(140	°F)	are	also	used	to	report	kinematic	viscosities	
of	petroleum	fractions.	Viscosity	is	one	of	the	most	impor-
tant	properties	of	lubricating	oils	and	heavy	oils.

When	viscosity	at	two	temperatures	is	known,	one	can	
obtain	the	viscosity	at	other	temperatures.	Measurement	of	
viscosity	is	easy,	but	the	method	and	the	instrument	depend	
on	the	type	of	sample.	For	Newtonian	and	high-shear	fluids	
such	as	engine	oils,	viscosity	can	be	measured	by	a	capillary	
U-type	viscometer.	An	example	of	such	a	viscometer	 is	 the	
Cannon–Fenske	viscometer.	The	test	method	is	described	in	
ASTM	D445,	which	is	equivalent	 to	the	ISO	3104	method,	
and	kinematic	viscosity	 is	measured	at	 temperatures	 from	
15	to	100	°C	(~60–210	°F).	In	this	method,	repeatability	and	
reproducibility	are	0.35	and	0.7	%,	respectively	[2].	Another	
type	of	viscometer	is	a	rotary	viscometer,	which	is	used	for	
a	 wide	 range	 of	 shear	 rates,	 especially	 for	 low	 shear	 rate	
and	viscous	fluids	such	as	lubricants	and	heavy	petroleum	
fractions.	In	these	viscometers,	fluid	is	placed	between	two	
surfaces—one	is	fixed,	and	the	other	one	is	rotating.	In	these	
viscometers	 absolute	 viscosity	 can	 be	 measured,	 and	 an	
example	of	such	a	viscometer	is	the	Brookfield	viscometer.	

4.9  freezing And melting Points
Petroleum	and	most	petroleum	products	are	in	the	form	of	a	
liquid	or	gas	at	ambient	temperatures.	However,	for	oils	con-
taining	heavy	compounds	such	as	waxes	or	asphaltenic	oils,	
problems	may	arise	from	solidification,	which	causes	the	oil	
to	lose	its	fluidity	characteristics.	For	this	reason,	knowledge	

of	the	freezing	point	is	important	and	it	is	one	of	the	major	
specifications	 of	 jet	 fuels	 and	 kerosenes.	 For	 a	 pure	 com-
pound,	the	freezing point	 is	the	temperature	at	which	liquid	
solidifies	at	a	pressure	of	1	atm.	Similarly,	the	melting point 
is	the	temperature	that	a	solid	substance	liquefies	at	1	atm.	
A	pure	substance	has	the	same	freezing	and	melting	points;	
however,	 for	 petroleum	 mixtures,	 there	 are	 ranges	 of	 melt-
ing	and	freezing	points	versus	percent	of	the	mixture	melted	
or	frozen.	For	a	mixture	the	initial	melting	point	is	close	to	
the	 melting	 point	 of	 the	 lightest	 compound	 in	 the	 mixture	
whereas	the	initial	freezing	point	is	close	to	the	freezing	point	
(or	melting	point)	of	the	heaviest	compound	in	the	mixture.	
Because	the	melting	point	increases	with	molecular	weight,	
for	 petroleum	 mixtures	 the	 initial	 freezing	 point	 is	 greater	
than	the	initial	melting	point.	Melting	point	is	an	important	
characteristic	parameter	for	petroleum	and	paraffinic	waxes.	

Freezing	point	is	one	of	the	important	characteristics	of	
aviation	fuels,	 in	which	 it	 is	determined	by	 the	procedures	
described	in	the	ASTM	D2386	(United	States),	IP	16	(United	
Kingdom),	 and	 NF	 M	 07-048	 (France)	 test	 methods.	 The	
maximum	freezing	point	of	jet	fuels	is	an	international	speci-
fication	that	is	required	to	be	at	–47	°C	(–53	°F)	as	specified	in	
the	“Aviation	Fuel	Quantity	Requirements	for	Jointly	Oper-
ated	 Systems”	 [8].	 This	 maximum	 freezing	 point	 indicates	
the	lowest	temperature	that	the	fuel	can	be	used	without	risk	
of	separation	of	solidified	hydrocarbons	(wax).	Such	separa-
tion	can	result	 in	 the	blockage	 in	 fuel	 tank,	pipelines,	noz-
zles,	and	filters	[9].	Methods	of	calculation	of	freezing	points	
of	petroleum	fractions	are	discussed	in	ASTM	Manual	50	[2].

4.10  Pour Point
The	 pour	 point	 of	 a	 petroleum	 fraction	 is	 the	 lowest	 tem-
perature	at	which	the	oil	will	pour	or	flow	when	it	is	cooled	
without	 stirring	 under	 standard	 cooling	 conditions.	 Pour	
point	represents	the	lowest	temperature	at	which	an	oil	can	
be	 stored	and	still	be	capable	of	 flowing	under	gravity	and	
is	one	of	 the	 low-temperature	characteristics	of	heavy	 frac-
tions.	When	the	temperature	is	less	than	the	pour	point	of	a	
petroleum	product	it	cannot	be	stored	or	transferred	through	
a	 pipeline.	 Test	 procedures	 for	 measuring	 pour	 points	 of	
petroleum	fractions	are	given	under	the	ASTM	D97	(ISO	3016	
or	 IP	 15)	 and	 ASTM	 D5985	 methods.	 For	 commercial	 for-
mulation	of	engine	oils,	the	pour	point	can	be	lowered	to	the	
limit	of	–25	and	–40	°C.	This	is	achieved	by	using	pour	point	
depressant	additives,	which	inhibit	the	growth	of	wax	crystals	
in	 the	oil	 [10].	The	presence	of	wax	and	heavy	compounds	
causes	an	increase	in	the	pour	point	of	petroleum	fractions.

4.11  Cloud Point
The	 cloud	 point	 is	 the	 lowest	 temperature	 at	 which	 wax	
crystals	begin	to	form	by	a	gradual	cooling	under	standard	
conditions.	At	this	temperature,	the	oil	becomes	cloudy	and	
the	first	particles	of	wax	crystals	are	observed.	The	standard	
procedure	 to	 measure	 the	 cloud	 point	 is	 described	 under	
the	ASTM	D2500,	IP	219,	and	ISO	3015	test	methods.	Cloud	
point	is	another	cold	characteristic	of	petroleum	oils	under	
low-temperature	conditions	and	increases	as	the	molecular	
weight	of	an	oil	increases.	Cloud	points	are	measured	for	oils	
that	contain	paraffins	in	the	form	of	wax;	therefore,	for	light	
fractions	such	as	naphtha	or	gasoline,	no	cloud	point	data	
are	 reported.	 Cloud	 points	 usually	 occur	 at	 4–5	°C	 (7–9	°F)	
above	the	pour	point,	although	the	temperature	differential	
could	 be	 in	 the	 range	 of	 0–10	°C	 (0–18	°F).	 The	 difference	
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between	cloud	and	pour	point	depends	on	the	nature	of	oil,	
and	there	is	no	simplified	method	to	predict	this	difference.	
Cloud	point	is	one	of	important	characteristics	of	crude	oils	
under	low-temperature	conditions.	As	temperature	decreases	
below	the	cloud	point,	the	formation	of	wax	crystals	is	accel-
erated.	 Therefore,	 low	 cloud	 point	 products	 are	 desirable	
under	 low-temperature	 conditions.	 Wax	 crystals	 can	 plug	
the	fuel	system	lines	and	filters,	which	could	lead	to	stalling	
aircraft	 and	 diesel	 engines	 under	 cold	 conditions.	 Because	
cloud	point	is	higher	than	pour	point,	it	can	be	considered	
that	 the	knowledge	of	 cloud	point	 is	more	 important	 than	
the	pour	point	in	establishing	distillate	fuel	oil	specifications	
for	cold-weather	usage	[10].	Table	4.1	shows	the	difference	
between	 cloud	 and	 pour	 points	 for	 some	 petroleum	 prod-
ucts.	The	amount	of	n-paraffins	in	petroleum	oil	has	a	direct	
effect	on	the	cloud	point	of	a	fraction.	The	presence	of	gases	
dissolved	in	oil	reduces	the	cloud	point,	which	is	desirable.	
The	 exact	 calculation	 of	 cloud	 point	 requires	 solid-liquid	
equilibrium	calculations,	which	are	discussed	in	reference	2.

4.12  flAmmAbility rAnge
Three	 elements	 are	 required	 for	 combustion:	 fuel	 (hydro-
carbon	vapor),	oxygen	(i.e.,	air),	and	a	spark	to	initiate	the	
combustion.	 One	 important	 parameter	 for	 good	 combus-
tion	is	the	ratio	of	air	to	hydrocarbon	fuel.	The	combustion	
does	not	occur	 if	 there	 is	 too	much	air	 (little	 fuel)	or	 too	
little	 air	 (too	 much	 fuel).	 This	 suggests	 that	 combustion	
occurs	 when	 the	 hydrocarbon	 concentration	 in	 the	 air	 is	
within	a	certain	range.	This	range	is	called	the	flammability 
range	and	usually	is	expressed	in	terms	of	lower	and	upper	
volume	percent	 in	 the	mixture	of	hydrocarbon	vapor	and	
air.	 The	 actual	 volume	 percent	 of	 hydrocarbon	 vapor	 in	
the	 air	 may	 be	 calculated	 from	 the	 vapor	 pressure	 of	 the	
hydrocarbon.	When	a	liquid	is	open	to	the	atmosphere	at	a	
temperature	of	T,	 in	which	the	vapor	pressure	of	 liquid	is	
Pvap,	the	volume	percent	of	the	compound	vapor	in	the	air	

at	atmospheric	pressure	is	100	Pvap,	where	Pvap	is	the	vapor	
pressure	 in	atmosphere.	When	 the	calculated	volume	per-
cent	of	a	hydrocarbon	in	the	air	is	within	the	flammability	
range,	then	the	mixture	is	flammable	by	a	spark	or	flame.	
The	flammability	ranges	for	some	pure	hydrocarbons	are	as	
follows:	propane,	2.1–9.5;	butane,	1.8–8.4;	benzene,	1.4–7.1;	
hydrogen,	4.3–45.5;	and	methanol,	2.3–36.0	vol	%	[2].

4.13  oCtAne number
Octane	 number	 is	 a	 parameter	 defined	 to	 characterize	
the	 antiknock	 characteristic	 of	 a	 fuel	 (gasoline)	 for	 spark-	
ignition	 engines.	 Octane	 number	 is	 a	 measure	 of	 a	 fuel’s	
ability	to	resist	autoignition	during	compression	and	before	
ignition	by	a	spark.	Higher	octane	number	fuels	have	better	
engine	 performance.	 The	 octane	 number	 of	 a	 fuel	 is	 mea-
sured	 based	 on	 two	 reference	 hydrocarbons	 of	 n-heptane,	
with	an	assigned	octane	number	of	zero,	and	a	specific	iso-
octane	 (2,2,4-trimethylpentane),	 with	 an	 assigned	 octane	
number	 of	 100.	 A	 mixture	 of	 70	 vol	 %	 2,2,4-trimethylpen-
tane	and	30	vol	%	n-heptane	has	an	octane	number	of	70.	
There	 are	 two	 methods	 of	 measuring	 the	 octane	 number	
of	 a	 fuel	 in	 the	 laboratory:	 motor octane number	 (MON)	
and	 research octane number	 (RON).	 MON	 is	 indicative	 of	
high-speed	performance	 (900	 rpm)	and	 is	measured	under	
heavy	 road	 conditions	 (ASTM	 D357).	 RON	 is	 indicative	 of	
normal	road	performance	under	low	engine	speed	(600	rpm)	
city	driving	conditions	(ASTM	D908).	A	third	type	of	octane	
number	 is	 defined	 as	 the	 posted octane number	 (PON),	
which	is	 the	arithmetic	average	of	MON	and	RON	[PON	=	
(MON	+	RON)/2].	Isoparaffins	generally	have	a	higher	octane	
number	than	normal	paraffins.	Naphthenes	have	a	relatively	
higher	 octane	 number	 than	 their	 corresponding	 paraffins,	
and	aromatics	have	very	high	octane	numbers.	The	octane	
number	 of	 a	 fuel	 can	 be	 improved	 by	 adding	 tetraethyl	
lead	 (TEL)	 or	 methyl	 tertiary	 butyl	 ether	 (MTBE).	 Use	 of	
lead	(Pb)	 to	 improve	 the	octane	number	of	 fuels	 is	 limited	

tAble 4.1—Cloud (tCl) and Pour (tP) Points and their differences for 
some Petroleum Products
fraction APi gravity tP ( °C) tCl ( °C) tP–tCl ( °C)

Indonesian	distillate 33.0 –43.3 –53.9 10.6

Australian	GO 24.7 –26.0 –30.0 4.0

Australian	hGO 22.0 –8.0 –9.0 1.0

Abu	Dhabi	LGO 37.6 –19.0 –27.0 8.0

Abu	Dhabi	hGO 30.3 7.0 2.0 5.0

Abu	Dhabi	distillate 21.4 28.0 26.0 2.0

Abu	Dhabi	diesel 37.4 –12.0 –12.0 0.0

Kuwaiti	kerosene 44.5 –45.0 –45.0 0.0

Iranian	kerosene 44.3 –46.7 –46.7 0.0

Iranian	kerosene 42.5 –40.6 –48.3 7.8

Iranian	GO 33.0 –11.7 –14.4 2.8

North	Sea	GO 35.0 6.0 6.0 0.0

Nigerian	GO 27.7 –32.0 –33.0 1.0

Middle	east	kerosene 47.2 –63.3 –65.0 1.7

Middle	east	kerosene 45.3 –54.4 –56.7 2.2

Middle	east	kerosene 39.7 –31.1 –34.4 3.3

Middle	east	distillate 38.9 –17.8 –20.6 2.8
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in	 many	 industrial	 countries.	 In	 these	 countries	 MTBE	 is	
used	for	octane	number	improvement;	MTBE	has	MON	and	
RON	values	of	99	and	115,	respectively	 [2].	Lead	generally	
improves	 octane	 number	 of	 fuels	 better	 than	 MTBE.	 The	
addition	of	0.15	g	Pb/L	to	a	fuel	with	a	RON	of	approximately	
92	can	 improve	 its	octane	number	by	2–3	points.	With	0.6	
g	Pb/L	one	may	 improve	 the	octane	number	by	10	points.	
However,	 as	 mentioned	 above,	 because	 of	 environmental	
hazards,	use	of	 lead	 is	 restricted	 in	many	North	American	
and	 Western	 European	 countries,	 and	 unleaded	 fuels	 are	
used	all	over	the	world.	Values	of	the	octane	number	mea-
sured	 without	 any	 additives	 are	 called	 “clear	 octane	 num-
ber.”	However,	recently	it	was	found	that	use	of	MTBE	could	
cause	 pollution	 of	 groundwater,	 and	 as	 a	 result	 dimethyl	
carbonate	 is	being	 considered	as	 an	alternative	additive	 to	
improve	octane	number.	For	pure	hydrocarbons,	aromatics	
have	 the	 higher	 octane	 number,	 whereas	 n-paraffins	 have	
the	lowest	octane	number	values	when	compared	with	other	
groups,	as	shown	in	Figure	4.2.	Values	of	RON	and	MON	of	
some	oxygenates	that	may	be	used	as	additives	to	 improve	
the	octane	number	of	fuels	are	given	in	Table	4.2	[2].

4.14  Aniline Point
The	aniline	point	 for	a	hydrocarbon	or	petroleum	 fraction	
is	defined	as	the	minimum	temperature	at	which	equal	vol-
umes	of	liquid	hydrocarbon	and	aniline	are	miscible.	Aniline	
is	 an	 aromatic	 compound	 with	 a	 structure	 of	 a	 	benzene	

molecule	 in	 which	 one	 atom	 of	 hydrogen	 is	 replaced	 by	
an	 amino	 (–NH2)	 group	 (C6H5

—NH2).	 The	 aniline	 point	 is	
important	in	the	characterization	of	petroleum	fractions	and	
analysis	of	molecular	type.	The	aniline	point	is	also	used	as	
a	characterization	parameter	for	the	ignition	quality	of	diesel	
fuels.	It	is	measured	by	the	ASTM	D611	test	method.	Within	
a	hydrocarbon	group,	aniline	point	decreases	with	molecular	
weight	or	carbon	number	(i.e.,	536.9	ºC	for	methane	to	201.9	
for	n-C20),	but	for	the	same	carbon	number	it	increases	from	
aromatics	 to	 paraffinic	 hydrocarbons.	 Generally,	 oils	 with	
lower	aniline	points	have	higher	aromatic	content.

4.15  CetAne number And diesel index
For	diesel	engines,	the	fuel	must	have	a	characteristic	that	
favors	autoignition.	The	ignition	delay	period	can	be	evalu-
ated	by	the	fuel	characterization	factor	called	cetane number	
(CN).	The	behavior	of	a	diesel	fuel	is	measured	by	compar-
ing	its	performance	with	two	pure	hydrocarbons:	n-cetane	
or	n-hexadecane	(n-C16H34),	which	are	given	the	CN	of	100,	
and	a-methylnaphthalene,	which	is	given	the	CN	of	0.	A	die-
sel	fuel	has	a	CN	of	60	if	it	behaves	like	a	binary	mixture	of	60	
vol	%	cetane	and	40	vol	%	a-methylnaphthalene.	In	practice,	
heptamethylnonane	(HMN),	a	branched	isomer	of	n-cetane	
with	a	CN	of	15,	is	used	instead	of	a-methylnaphthalene	[8].	
Therefore,	in	practice,	the	CN	is	defined	as

CN	=	vol %	(n-cetane)	+	0.15(vol % HMN)	 (4.6)

The	CN	of	a	diesel	fuel	can	be	measured	by	the	ASTM	D613	
test	method.	The	shorter	the	ignition	delay	period,	the	higher	
the	 CN	 value.	 Higher	 CN	 fuels	 reduce	 combustion	 noise	
and	 permit	 improved	 control	 of	 combustion,	 resulting	 in	
increased	 engine	 efficiency	 and	 power	 output.	 Higher	 CN	
fuels	tend	to	result	in	easier	starting	and	faster	warm-up	in	
cold	weather.	CN	requirements	of	fuels	vary	with	their	uses.	
For	high-speed	city	buses	in	which	kerosene	is	used	as	fuel	
the	required	CN	is	50.	For	premium	diesel	fuel	for	use	in	high-
speed	buses	and	light	marine	engines,	the	required	number	
is	47,	whereas	for	marine	distillate	diesel	for	low-speed	buses	
and	heavy	marine	engines	the	required	CN	is	lower.	In	France	
the	minimum	required	CN	of	fuels	by	automotive	manufac-
turers	is	50.	The	products	distributed	in	France	and	Europe	
have	CNs	in	the	range	of	48–55.	Higher	CN	fuels	and	better	
starting	conditions	can	reduce	air	pollution	[8].

Because	 determination	 of	 CN	 is	 difficult	 and	 costly,	
ASTM	D976	(IP	218)	proposes	a	method	of	calculation.	The	
calculated	number	 is	 called	 the	 “calculated	cetane	 index”	
(CCI)	 and	 can	 be	 determined	 from	 SG	 and	 distillation	
data	[2].	Another	characteristic	of	diesel	fuels	is	called	the	
“diesel	index”	(DI),	which	is	defined	in	terms	of	API	gravity	
and	aniline	point.

The	CN	of	diesel	fuels	can	be	improved	by	adding	com-
pounds	such	as	2-ethyl-hexyl	nitrate	or	other	types	of	alkyl	
nitrates.	CN	is	usually	improved	by	3–5	points	when	300–
1000	ppmw	of	such	compounds	is	added.	Generally,	CCI	is	
less	 than	the	measured	CN,	and	for	 this	reason	 in	France	
automobile	manufacturers	have	established	minimum	CN	
for	the	CCI	(49)	and	the	measured	CN	(50)	for	the	quality	
requirement	of	the	fuels	[8].

4.16  CArbon residue
When	a	petroleum	fraction	 is	vaporized	 in	 the	absence	of	
air	 at	 atmospheric	 pressure,	 the	 nonvolatile	 compounds	

figure 4.2—rON	of	different	families	of	hydrocarbons.

tAble 4.2—octane numbers of some 
Alcohols and ethers (oxygenates)
Compound ron mon

Methanol 125–135 100–105

MTBe 113–117 95–101

ethanol 120–130 98–103

eTBe 118–122 100–102

TBA 105–110 95–100

TAMe 110–114 96–100

eTBe,	ethyl-tertiary-butyl	ether;	TBA,	tert-butyl	alcohol;	TAMe,	tertiary-
amyl-methyl	ether.	
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have	a	carbonaceous	residue	known	as	carbon residue	(CR).	
Therefore,	 heavier	 fractions	 with	 more	 aromatic	 contents	
have	higher	CRs,	whereas	volatile	and	light	fractions	such	
as	 naphthas	 and	 gasolines	 have	 no	 CRs.	 CR	 is	 a	 particu-
larly	 important	characteristic	of	crude	oils	and	petroleum	
residues.	 Higher	 CR	 values	 indicate	 low-quality	 fuel	 and	
less	 hydrogen	 content.	 There	 are	 two	 older	 different	 test	
methods	to	measure	CRs:	Ramsbottom	(ASTM	D524)	and	
Conradson	 (ASTM	D189).	The	 relationship	between	 these	
methods	is	also	given	by	the	ASTM	D189	method.	Oils	that	
have	ash-forming	compounds	give	erroneously	high	CRs	by	
both	methods.	For	such	oils,	ash	should	be	removed	before	
the	 measurement.	 There	 is	 a	 more	 recent	 test	 method	
(ASTM	D4530)	that	requires	smaller	sample	amounts	and	
is	often	referred	to	as	microcarbon residue	(MCR),	and,	as	a	
result,	it	is	a	less	precise	but	it	is	a	practical	technique	[6].	
In	 most	 cases	 CRs	 are	 reported	 in	 weight	 percent	 by	 the	
Conradson	method,	which	is	designated	by	%	CCR.

CR	 can	 be	 correlated	 to	 several	 other	 properties.	 It	
increases	 with	 an	 increase	 in	 carbon-to-hydrogen	 ratio	
(CH);	 sulfur,	 nitrogen,	 and	 asphaltene	 content;	 or	 viscos-
ity	of	the	oil.	The	most	precise	relation	is	between	CR	and	
the	 hydrogen	 content:	 as	 hydrogen	 content	 increases,	 the	
CR	 decreases	 [6].	 CR	 is	 nearly	 a	 direct	 function	 of	 high-
boiling-point	asphaltic	materials,	and	Nelson	has	reported	
a	linear	relation	between	CR	and	asphalt	yield.	One	of	the	
main	 characteristics	 of	 residuum	 is	 its	 asphaltene	 con-
tent.	 Asphaltenes	 are	 insoluble	 in	 low-molecular-weight	
n-alkanes,	 including	 n-pentane.	 Knowledge	 of	 n-pentane	
insolubles	 in	 residual	oils	 is	quite	 important	 in	determin-
ing	 yields	 and	 product	 quality	 for	 deasphalting,	 thermal	
visbreaking,	and	hydrodesulfurization	processing.	

4.17  smoKe Point
Smoke	 point	 is	 a	 characteristic	 of	 aviation	 turbine	 fuels	
and	kerosene	and	indicates	the	tendency	of	a	fuel	to	burn	
with	 a	 smoky	 flame.	 A	 higher	 amount	 of	 aromatics	 in	 a	
fuel	causes	a	smoky	characteristic	for	the	flame	and	energy	
loss	due	to	thermal	radiation.	The	smoke	point	(SP)	is	the	
maximum	flame	height	at	which	a	fuel	can	be	burned	in	
a	standard	wick-fed	lamp	without	smoking.	It	is	expressed	
in	 millimeters,	 and	 a	 high	 SP	 indicates	 a	 fuel	 with	 low	
smoke-producing	 tendency	 [6].	 Measurement	 of	 SP	 is	
described	 under	 the	 ASTM	 D1322	 (United	 States)	 or	 IP	
57	(United	Kingdom)	and	ISO	3014	test	methods.	For	the	
same	fuel,	the	measured	SP	by	the	IP	test	method	is	higher	
than	that	measured	by	the	ASTM	method	by	0.5–1	mm	for	
SP	 values	 in	 the	 range	 of	 20–30	 mm	 [9].	 SP	 can	 be	 best	
estimated	through	PNA	composition	and	various	methods	
of	estimation	of	SP	are	given	in	ASTM	Manual	50	[2].

4.18  defined ChArACterizAtion 
PArAmeters
There	 are	 several	 properties	 and	 characteristics	 that	 are	
not	directly	measurable	but	are	defined	based	on	measured	
properties	 and	 are	 in	 some	 cases	 useful	 parameters	 to	
determine	the	quality	and	properties	of	petroleum	fluids.

4.18.1  Watson (UOP) Characterization Factor, KW
Since	the	early	years	of	the	petroleum	industry,	a	character-
ization	parameter	to	classify	petroleum	and	identify	hydro-
carbon	molecular	types	was	desired	that	was	defined	based	
on	measurable	parameters.	The	Watson		characterization	

factor,	denoted	by	KW,	is	one	of	the	oldest	characterization	
factors	 originally	 defined	 by	 Watson	 et	 al.	 of	 Universal	
Oil	Products	(UOP)	in	the	mid-1930s.	For	this	reason,	the	
parameter	 is	 sometimes	 called	 the	 UOP	 characterization	
factor	and	is	defined	as

	 K
T

SGW
b= ( )1 8

1 3
.

/

	 (4.7)

where:	
Tb	=	mean	average	normal	boiling	point	in	K
SG	=	specific	gravity	at	15.5	°C.
The	purpose	of	definition	of	this	factor	was	to	classify	

the	type	of	hydrocarbons	in	petroleum	mixtures.	The	naph-
thenic	hydrocarbons	have	KW	values	between	paraffinic	and	
aromatic	 compounds.	 In	 general,	 aromatics	 have	 low	 KW	
values	 whereas	 paraffins	 have	 high	 values.	 Further	 infor-
mation	on	limitations	and	uses	of	this	parameter	is	given	in	
ASTM	Manual	50	[2].	Because	for	very	heavy	fractions	the	
normal	boiling	point	cannot	be	measured,	this	parameter	is	
not	useful	for	heavy	oils.

4.18.2  Refractivity Intercept
A	plot	of	refractive	index	of	n-paraffins	versus	density	(d20)	
in	 the	 carbon	 number	 range	 of	 C5–C45	 is	 a	 straight	 line	
represented	 by	 the	 equation	 n	 =	 1.0335	 +	 0.516d20,	 with	
an	R2	value	of	0.9998	(R2	=	1	for	an	exact	linear	relation).	
Other	hydrocarbon	groups	show	similar	performance	with	
an	exact	 linear	 relation	between	n	 and	d.	On	 the	basis	of	
this	 observation,	 a	 characterization	 parameter	 called	 the	

refractivity intercept,	Ri,	was	defined	as	 R n
d

i = −
2

,	where	n	

and	 d	 are	 the	 refractive	 index	 and	 density	 of	 the	 liquid	
hydrocarbon,	 respectively,	 at	 the	 reference	 state	 of	 20	°C	
and	1	atm	and	where	density	must	be	 in	grams	per	cubic	
centimetre.	Ri	is	high	for	aromatics	and	low	for	naphthenic	
compounds,	whereas	paraffins	have	intermediate	Ri	values.	
Ri	 is	a	useful	parameter	for	estimation	of	the	composition	
and	sulfur	content	of	petroleum	fractions	[2].

4.18.3  Viscosity Gravity Constant
Another	parameter	defined	in	the	early	years	of	petroleum	
characterization	 is	 the	 viscosity gravity constant	 (VGC).	
This	 parameter	 is	 defined	 based	 on	 an	 empirical	 relation	
developed	 between	 SUS	 viscosity	 and	 SG	 through	 a	 con-
stant.	VGC	is	defined	at	two	reference	temperatures	of	38	°C	
(100	°F)	and	99	°C	(210	°F)	as	[5]

VGC
SG V

V
= − −

− −
10 1 0752 38

10
10 38

10 38

. log ( )
log ( 338)

	 (4.8)

VGC
SG V= − − −0 24 0 022 35 5

0 755
10 99. . log ( . )

.
	 (4.9)

where:	
V38	=	viscosity	at	38	°C	(100	°F)	in	SUS
V99	=	SUS	at		99	°C	(210	°F).	
Conversion	 factors	 between	 cSt	 and	 SUS	 are	 given	 in	

ASTM	 Manual	 50	 [2].	 VGC	 varies	 for	 paraffinic	 hydrocar-
bons	from	0.74	to	0.75,	 for	naphthenic	hydrocarbons	from	
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0.89	 to	 0.94,	 and	 for	 aromatic	 hydrocarbons	 from	 0.95	 to	
1.13.	The	main	limitation	in	use	of	VGC	is	that	it	cannot	be	
defined	for	compounds	or	fractions	with	viscosities	less	than	
38	SUS	(~3.6	cSt)	at	38	°C.	ASTM	D2501	suggests	calculation	
of	VGC	using	SG	and	viscosity	in	mm2/s	(cSt)	at	40	°C.

4.18.4  Viscosity Index
Another	useful	parameter,	especially	for	lubricating	oils,	is	
the	viscosity	 index	 (VI),	which	shows	 the	variation	of	vis-
cosity	with	temperature	as	an	indication	of	the	composition	
of	viscous	fractions.	VI	is	an	empirical	number	indicating	
variation	of	the	viscosity	of	oil	with	temperature.	A	low	VI	
value	indicates	a	large	variation	of	viscosity	with	tempera-
ture,	 which	 is	 a	 characteristic	 of	 aromatic	 oils.	 Similarly,	
paraffinic	hydrocarbons	have	high	VI	values.	The	method	
is	described	under	ASTM	D2270	and	ISO	2909.	In	English	
unit	 systems,	 VI	 is	 defined	 in	 terms	 of	 viscosity	 at	 tem-
peratures	37.8	and	98.9	°C	(100	and	210	°F).	However,	in	SI	
units,	viscosities	at	reference	temperatures	of	40	and	100	°C	
have	been	used	to	define	the	VI.	Details	of	calculation	of	VI	
are	given	in	ASTM	Manual	50	[2].

4.18.5  CH Weight Ratio
CH	 is	 defined	 as	 the	 ratio	 of	 the	 total	 weight	 of	 carbon	
atoms	 to	 the	 total	 weight	 of	 hydrogen	 in	 a	 compound	 or	
a	mixture	and	is	used	to	characterize	a	hydrocarbon	com-
pound.	At	the	same	carbon	number,	the	atomic	ratio	of	the	
number	of	carbon	(C)	atoms	to	the	number	of	hydrogen	(H)	
atoms	increases	from	paraffins	to	naphthenes	and	aromat-
ics.	For	example,	n-hexane	(C6H14),	cyclohexane	(C6H12),	and	
benzene	(C6H6)	from	three	different	hydrocarbon	groups	all	
have	six	carbon	atoms	but	have	different	CH	atomic	ratios	
of	6/14,	6/12,	and	6/6,	 respectively.	 If	 the	atomic	CH	ratio	
is	multiplied	by	the	ratio	of	 the	atomic	weights	of	carbon	
(12.011)	 to	 hydrogen	 (1.008),	 then	 the	 CH	 weight	 ratio	
is	 obtained.	 For	 example,	 for	 n-hexane,	 the	 CH	 value	 is	
calculated	as	(6/14)	×	(12.011/1.008)	=	5.107.	This	number	
for	 benzene	 is	 11.92.	 Therefore,	 the	 CH	 weight	 ratio	 is	 a	
parameter	 that	 is	 capable	 of	 characterizing	 the	 hydrocar-
bon	type.	In	addition,	within	the	same	hydrocarbon	group,	
the	 CH	 value	 changes	 from	 low	 to	 high	 carbon	 number.	
For	example,	methane	has	a	CH	value	of	2.98	whereas	pen-
tane	has	a	CH	value	of	4.96.	For	extremely	large	molecules		
( M → ∞ ),	 the	CH	value	of	 all	hydrocarbons	 regardless	of	
their	molecular	type	approaches	the	limiting	value	of	5.96.	
This	 parameter	 can	 be	 used	 to	 estimate	 the	 hydrocarbon	
properties	 or	 the	 composition	 of	 petroleum	 fractions.	 In	
some	references,	the	hydrogen-to-carbon	(HC)	atomic	ratio	
is	 used	 as	 the	 characterizing	 parameter.	 According	 to	 the	
definition,	the	CH	weight	ratio	and	the	atomic	HC	ratio	are	
inversely	proportional.	The	limiting	value	of	the	HC	atomic	
ratio	for	all	hydrocarbon	types	is	2	[2].

Another	use	of	the	CH	weight	ratio	is	to	determine	the	
quality	of	a	fossil-type	fuel.	Quality	and	the	value	of	a	fuel	
are	 determined	 from	 its	 heat	 of	 combustion	 and	 heating	
value.	 The	 heating	 value	 of	 a	 fuel	 is	 the	 amount	 of	 heat	
generated	by	complete	combustion	of	one	unit	mass	of	the	
fuel.	For	example,	n-hexane	has	the	heating	value	of	44,734	
kJ/kg	(19,232	Btu/lb)	and	benzene	has	the	heating	value	of	
40,142	kJ/kg	(17,258	Btu/lb).	This	is	also	known	as	the	net	
heat	 of	 combustion.	 Calculation	 of	 heating	 values	 is	 dis-
cussed	 in	ASTM	Manual	50.	From	this	analysis	 it	 is	clear	
that	as	the	CH	value	increases	the	heating	value	decreases.	

Hydrogen	(H2),	which	has	a	CH	value	of	zero,	has	a	heating	
value	more	than	methane	(CH4),	and	methane	has	a	heating	
value	 more	 than	 any	 other	 hydrocarbon.	 Heavy	 aromatic	
hydrocarbons	that	have	high	CH	values	have	lower	heating	
values.	In	general,	by	moving	toward	lower	CH	value	fuel,	
not	only	do	we	have	better	heating	value	but	also	better	and	
cleaner	combustion	of	the	fuel.	It	is	for	this	reason	that	the	
use	of	natural	gas	is	preferable	to	any	other	type	of	fuel,	and	
hydrogen	is	an	example	of	a	perfect	fuel	with	zero	CH	value	
(CH	=	0)	whereas	black	carbon	is	an	example	of	the	worst	
fuel	with	a	CH	value	of	infinity	[2].	Accurate	values	of	CH	
can	be	determined	from	the	elemental	analysis	of	a	fuel.

4.18.6  Correlation Index
The	correlation	 index	 (CI),	defined	by	 the	U.S.	Bureau	of	
Mines,	is	expressed	by	the	following	equation	[6]:

	 CI
T

= + −48 640
473 7 456 8

,
. .

b

SG 	 (4.10)

where	Tb	 is	 the	volume	average	boiling	point	 (VABP)	 in	K.	
Values	of	CI	between	0	and	15	indicate	a	predominantly	par-
affinic	oil.	A	value	of	CI	greater	than	50	indicates	a	predomi-
nance	of	aromatic	compounds.	CI	has	a	tendency	to	increase	
with	increasing	boiling	point	in	a	given	crude	oil	[6].

4.19  stAndArd methods
There	 are	 several	 international	 organizations	 that	 are	
known	 as	 standard	 organizations	 and	 they	 recommend	
specific	 characteristics	 or	 standard	 measuring	 techniques	
for	various	petroleum	products	through	their	regular	publi-
cations.	Some	of	these	organizations	in	different	countries	
that	are	known	by	their	abbreviations	are	as	follows	[2]:
•	 ASTM	(American	Society	for	Testing	and	Materials)	in	

the	United	States.	This	 is	now	known	as	ASTM	Inter-
national	 (http://www.astm.org)	 and	 is	 based	 in	 West	
Conshohocken,	PA.

•	 ISO	 (International	 Organization	 for	 Standardization)	
(http://www.iso.org)	is	based	in	Geneva,	Switzerland.

•	 Energy	 Institute	 (formerly	 IP)	 (http://uk.ihs.com/	
collections/ipbs/index.htm)	is	based	in	London,	United	
Kingdom.

•	 API	 (American	 Petroleum	 Institute)	 (http://www.api	
.org)	is	based	in	Washington,	DC,	in	the	United	States.

•	 AFNOR	 (Association	 Francaise	 de	 Normalisation)	
(http://www.afnor.org/)	is	an	official	standard	organiza-
tion	in	France.
ASTM	is	composed	of	several	committees,	 in	which	a	

D committee	is	responsible	for	petroleum	products	and	for	
this	 reason	 its	 test	 methods	 for	 petroleum	 materials	 are	
designated	by	 the	prefix	D.	For	 example,	 the	 test	method	
ASTM	D2267	provides	a	standard	procedure	to	determine	
the	benzene	content	of	gasoline.	In	France	this	test	method	
is	 designated	 by	 EN	 238,	 which	 is	 described	 in	 AFNOR	
information	document	M	15-023.	Most	standard	test	meth-
ods	 in	 different	 countries	 are	 very	 similar	 in	 practice	 but	
they	 are	 designated	 by	 different	 codes.	 For	 example,	 the	
international	standard	ISO	6743/0,	accepted	as	the	French	
standard	 NF	 T	 60-162,	 treats	 all	 of	 the	 petroleum	 lubri-
cants,	 industrial	 oils,	 and	 related	 products.	 The	 abbrevia-
tion	NF	is	used	for	the	French	standard	whereas	EN	is	used	
for	 European	 standard	 methods.	 Most	 ISO	 test	 methods	
are	 adopted	 from	 ASTM	 but	 are	 given	 a	 different	 code.	
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tAble 4.3—standard test methods for measurement of some Properties of liquid 
Petroleum Products [2]
Property Astm d iP iso Property Astm d iP iso

Aniline	point 611 2/98 2977 Flash	point 93 34/97 2719

Cr	(ramsbottom) 524 14/94 4262 Freezing	point 2386 16/98 3013

Cr	(Conradson) 189 13/94 6615 hydrocarbon	types 1319 156/95 3837

CN 4737 380/98 4264 heating	value 240

Cloud	point 2500 219/94 3016 Kinematic	viscosity 445 71/97 3104

Color 1500 196/97 2049 Octane	number	(MON) 2700	 236/09 5163

Density/SG 4052 365/97 2185 refractive	index 1218

Distillation	at	
atmospheric	pressure

86 123/99a 3405 pour	point 97 15/95 3015

Distillation	at	reduced	
pressures

1160 6616a Sulfur	content 1266 107/86 2192

Distillation	by	GC 2887 406/99a 	Sp 1322 – –

Distillation	of	crude	oils 2892 8708a Vapor	pressure	(rVp) 323 69/94 3007

Autoignition 2155 3988 Viscosity	(viscous	oils) 2983 370/85a

a	Methods	are	similar	but	not	identical	to	other	standard	methods.	
Most	Ip	methods	are	also	used	as	British	Standard	under	BS2000	methods.	
The	number	after	the	Ip	number	indicates	the	year	of	last	approval.

Government	 regulations	 to	 protect	 the	 environment	 or	 to	
save	 energy,	 in	 many	 cases,	 rely	 on	 the	 recommendation	
by	official	standard	organizations.	For	example,	in	France,	
AFNOR	 gives	 specifications	 and	 requirements	 for	 various	
petroleum	products.	For	diesel	fuels,	it	recommends	(after	
1996)	that	the	sulfur	content	should	not	exceed	0.05	wt	%	
and	the	flash	point	should	be	greater	than	55	°C	[6].	Some	
test	methods	(ASTM,	ISO,	and	IP)	for	quality-related	prop-
erties	are	given	in	Table	4.3	[2].

4.20  Crude oil AssAys
Composition	of	a	crude	may	be	expressed	similar	to	a	reser-
voir	fluid	in	terms	of	C1	through	n-C5	as	pure	components,	
C6	 (hexanes),	 and	 C7+	 (heptane-plus).	 A	 crude	 is	 produced	
through	reducing	the	pressure	of	a	reservoir	fluid	to	atmo-
spheric	 pressure	 and	 separating	 light	 gases.	 Therefore,	 a	
crude	 oil	 is	 usually	 free	 of	 methane	 gas	 and	 has	 a	 higher	
amount	of	C7+	than	the	original	reservoir	fluid.	However,	in	
many	cases	information	on	characteristics	of	crude	oils	are	
given	 through	 crude	 assay.	 Complete	 data	 on	 crude	 assay	
contain	 information	 on	 specification	 of	 the	 whole	 crude	
oil	 as	 well	 as	 its	 products	 from	 atmospheric	 or	 vacuum	
distillation	columns.	The	Oil & Gas Journal Data Book	has	
published	a	comprehensive	set	of	data	on	various	crude	oils	
from	around	the	world	[11].	Characteristics	of	two	crude	oils	
from	two	different	countries	and	their	products	are	given	in	
Table	 4.4.	 A	 crude	 assay	 data	 set	 contains	 information	 on	
API	 gravity,	 sulfur	 and	 metal	 contents,	 kinematic	 viscosity,	
pour	point,	and	RVP.	In	addition	to	boiling	point	range,	API	
gravity,	viscosity,	sulfur	content,	PNA	composition,	and	other	
characteristics	of	various	products	obtained	from	each	crude	
are	given.	From	information	given	for	various	fractions,	boil-
ing	point	curve	for	the	whole	crude	can	be	obtained.

Quality	of	 crude	oils	are	mainly	 evaluated	based	on	a	
higher	value	for	the	API	gravity	(lower	SG);	lower	aromatic,	
sulfur,	nitrogen,	and	metal	contents;	and	lower	pour	point,	
CH,	viscosity,	CR,	and	salt	and	water	contents.	Higher	API	
crudes	usually	contain	higher	amounts	of	paraffins,	a	lower	

CH	 ratio,	 less	 sulfur	 and	 metals,	 and	 have	 lower	 CR	 and	
viscosity.	For	this	reason,	API	gravity	is	used	as	the	primary	
parameter	 to	 quantify	 quality	 of	 a	 crude.	 API	 gravity	 of	
crudes	varies	from	10	to	50;	however,	most	crudes	have	an	
API	gravity	between	20	and	45	[7].	A	crude	oil	having	an	API	
gravity	greater	than	40	(SG	<	0.825)	is	considered	as	a	light	
crude	whereas	a	crude	with	an	API	gravity	less	than	20	(SG	
>	0.934)	is	considered	as	a	heavy	oil.	Crudes	with	API	gravity	
between	20	and	40	are	called	intermediate	crudes.	However,	
this	division	may	vary	from	one	source	to	another	and	usu-
ally	there	is	no	sharp	division	between	light	and	heavy	crude	
oils.	Crude	oils	having	an	API	gravity	of	10	or	lower	(SG	>	1)	
are	referred	as	very heavy	crudes	and	often	have	more	than	
50	wt	%	residues.	Some	Venezuelan	crude	oils	are	from	this	
category.	Another	parameter	 that	 characterizes	 the	quality	
of	 a	 crude	 oil	 is	 the	 total	 sulfur	 content.	 The	 total	 sulfur	
content	is	expressed	in	weight	percent	and	it	varies	from	less	
than	0.1	%	to	more	than	5	%.	Crude	oils	with	a	total	sulfur	
content	of	more	than	0.5	%	are	termed	as	sour	crudes,	and	
when	the	sulfur	content	is	less	than	0.5	%	they	are	referred	to	
as	sweet crudes	[7].	After	sulfur	content,	lower	nitrogen	and	
metal	contents	signify	the	quality	of	a	crude	oil.

4.21  QuAlity of Petroleum ProduCts
Methods	presented	in	this	chapter	can	be	used	to	evaluate	
the	quality	of	petroleum	products	 from	available	parame-
ters.	The	quality	of	a	petroleum	product	depends	on	certain	
specifications	 or	 properties	 of	 the	 fuel	 to	 satisfy	 required	
criteria	 set	 by	 the	 market	 demand.	 These	 characteristics	
are	specified	for	the	best	use	of	a	fuel	(i.e.,	highest	engine	
performance)	or	 for	a	 cleaner	environment	while	 the	 fuel	
is	 in	 use.	 These	 specifications	 vary	 from	 one	 product	 to	
another	and	from	one	country	to	another.	For	example,	for	
gasoline	the	quality	is	determined	by	a	series	of	properties	
such	as	sulfur	and	aromatic	contents,	octane	number,	vapor	
pressure,	 hydrogen	 content,	 and	 boiling	 range.	 Engine	
warm-up	 time	 is	 affected	 by	 the	 percent	 distilled	 at	 70	°C	
and	ASTM	90	%	temperature.	For	the	ambient	temperature	
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of	26.7	°C	(80	°F),	a	gasoline	must	have	ASTM	distillation	of	
90	%	distilled	at	188	°C	and	3	%	distilled	at	70	°C	to	give	an	
acceptable	warm-up	time	[7].	Standard	organizations	such	
as	ASTM	give	such	specifications	for	various	products.	The	
amount	 of	 particulate	 emissions	 is	 directly	 related	 to	 the	
aromatic	 and	 sulfur	 content	 of	 a	 fuel.	 Figure	 4.3	 shows	
the	 influence	 of	 sulfur	 reduction	 in	 gasoline	 from	 500	 to	
50 ppm	in	the	reduction	of	pollutant	emissions	[8].

The	 vapor	 pressure	 of	 gasoline	 or	 jet	 fuel	 determines	
their	 ignition	 characteristics.	 Freezing	 point	 is	 important	
for	jet	fuels	and	gas	oils.	For	lubricating	oil,	properties	such	
as	viscosity	and	VI	are	important	in	addition	to	sulfur	and	
PAH	 composition.	 Aniline	 point	 is	 a	 useful	 characteristic	
to	 indicate	 the	 power	 of	 solubility	 of	 solvents	 as	 well	 as	
aromatic	 contents	 of	 certain	 fuels.	 For	 heavy	 petroleum	
products,	knowledge	of	properties	such	as	CR,	pour	point,	
and	cloud	point	are	of	interest.

One	 of	 the	 techniques	 used	 in	 refining	 technology	 to	
produce	a	petroleum	product	with	a	certain	characteristic	
is	 the	 blending	 method.	 Once	 a	 certain	 value	 for	 a	 prop-
erty	 (i.e.,	 viscosity,	 octane	 number,	 pour	 point,	 etc.)	 of	 a	
petroleum	product	is	required,	the	mixture	may	be	blended	
with	a	certain	component,	additive,	or	another	petroleum	

	fraction	 to	produce	 the	 required	 final	product.	For	exam-
ple,	 to	 increase	 the	 vapor	 pressure	 of	 gasoline,	 n-butane	
may	 be	 added	 during	 the	 winter	 season	 to	 improve	 the	

figure 4.3—Influence	of	sulfur	content	in	gasoline	(from	
500	to	50	ppm)	in	the	reduction	of	pollutant	gases	[2,8].	hC,	
hydrocarbon;	CO,	carbon	monoxide;	NOx,	nitrogen	oxide.

tAble 4.4—Crude Assay data for two oils [11] 
Crude 1 Crude 2

Kuwaiti Crude oil for export boscan, venezuela

Mina	Al	Ahmadi

Crude
Gravity,	°ApI:	31.4
Viscosity,	SUS	at	100	
ºF:	58.1
pour	point,	°F:	+5
Sulfur,	wt	%:	2.52
Ni/V	(calcined),	ppm:	
8/30
rVp,	psi:	6.7
h2S,	wt	%:	<0.001
C1–C4	(GC	analysis),	
vol	%:	3.03

naphtha
range,	°F:	Over	
point	to	140
Yield,	vol	%:	3.80
Gravity,	°ApI:	89.7
Sulfur,	wt	%:	0.04
rON	(micro),	clear:	
71.8
rON	+	3	mL	TeL:	89.3

naphtha
range,	°F:	140–170
Yield,	vol	%:	2.26
Gravity,	°ApI:	78.6
Sulfur,	wt	%:	0.02
Aniline	point,	°F:	147.7
rON,	clear/+3	mL
TeL:	58.2/80.40
paraffins,	vol	%:	88.5
Monocycloparaffins,		
vol	%:	9.9
Total	aromatics,	vol	
%:	1.6

heavy naphtha
range,	°F:	170–310
Yield,	vol	%:	11.91
Gravity,	°ApI:	62.1
Sulfur,	wt	%:		0.03
Aniline	point,	°F:	136.2
paraffins	vol	%:		70.1
Monocycloparaffins,		
vol	%:	20.4
Dicycloparaffins,		
vol	%:	0.4
Total	aromatics,		
vol	%:		9.1

Kerosene
range,	°F:	310–520
Yield,	vol	%:	18.43
Gravity,	°ApI:	45.9
pour	point,		°F:	–45
Sulfur,	wt	%:	0.39
Aniline	point,	°F:	
142.9
Cetane	index:	53.8
Sp,	mm:	26

heating oil
range,	°F:	520–680
Yield,	vol	%:	14.89
Gravity,	°ApI:	32.9
Viscosity,	SUS	at	
100	°F:	43.3
pour	point,	°F:	+20
Total	nitrogen,	ppm:	
100
Sulfur,	wt	%:	1.98
Aniline	point,	°F:	160.2
Cetane	index:	54.3

gas oil
range,	°F:	680–1000
Yield,	vol	%:	24.09
Gravity,	°ApI:		21.4
pour	point,	°F:	+100
Sulfur,	wt	%:	3.12
Total	nitrogen,		
ppm:	900
Ni/V,	ppm:	<0.1/<0.1
Vis,	SUS	at	130		
 °F:	175.2
ramsbottom	Cr,		
wt	%:	0.47

residuum
range	(VeFV),	°F:	
1,000+
Yield,	vol	%:	21.78
Gravity,	°ApI:	5.8
Sulfur,	wt	%:	5.11
V/Ni,	ppm:		116/34
Vis.,	SUV,		
sec@250 °F:	3,394
ramsbottom	Cr,	wt	
%:	21.9

Bajo	Grande
Lake	Maracaibo

Crude
Gravity,	°ApI:	10.10
Sulfur,	wt	%:	5.5
Viscosity,	SUS	at	
100	°F:	90,000
pour	point,	°F:	+50

light naphtha
range,	°F:	82–200
Yield,	vol	%:	0.55

heavy naphtha
range,	°F:	200–300
Yield,	vol	%:	1.32
Sulfur,	wt	%:	0.68
paraffins,	%:	53.28

naphtha
range,	°F:	300–350
Yield,	vol	%:	0.88
Sulfur,	wt	%:	1.28
paraffins,	%:	34.9

Kerosene
range,	°F:	350–400

Yield,	vol	%:	1.28
Sulfur	wt	%:	1.88
Aromatics,	%:	24.04
pour	point,	°F:	
–141.0
Sp,	mm:	16.0
Aniline	point,	°F:	
112.69

gas oil
range,	°F:	400–500
Yield,	vol	%:	3.96
Gravity,	°ApI:	34.0
Sulfur,	wt	%:	3.14
Kinematic	viscosity	
at	122 °F:	1.81
pour	point,	°F:	
–77.53
Sp,	°F:	16.11
Aniline	point,	°F:	
113.83
Cetane	index:	37.24

gas oil
range,	°F:	500–550
Yield,	vol	%:	2.66
Gravity,	°ApI:	28.62
Sulfur,	wt	%:	4.02

gas oil
range,	°F:	550–650
Yield,	vol	%:	6.46
Gravity,	°ApI:	25.54
Sulfur,	wt	%:	4.47
pour	point,	°F:	–10.9
CN:	38.0

Aniline	point,		
 °F:	117.3
Cetane	index:	42.27

residue
range,	°F:	650+
Yield,	vol	%:	82.9
Sulfur,	wt	%:	5.86
Gravity,	°ApI:	6.10
Sulfur,	wt	%:	5.86
Ni/V,	ppm:	175/1407
Kinematic	viscosity	
at	122	°F:	22,502
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engine-starting	characteristics	of	the	fuel	[7].	The	amount	
of	required	butane	to	reach	a	certain	vapor	pressure	value	
can	be	determined	 through	calculation	of	 the	vapor	pres-
sure	blending	index	for	the	components,	which	is	discussed	
in	reference	2.

4.22  sPeCifiCAtions of vArious fuels
Generally	 fuels	 are	 formulated	 specifically	 for	 different	
cars,	 different	 parts	 of	 the	 world,	 and	 different	 markets.	
Some	general	specifications	for	fuels	are	providing	higher	
energy	for	power,	forming	a	combustible	mixture,	easy	igni-
tion,	minimizing	harmful	emissions,	burning	smoothly,	and	
protecting	the	fuel	delivery	system.	In	this	section,	we	pres-
ent	specifications	recommended	by	international	standard	
organizations	 and	 manufacturers	 for	 several	 fuels	 such	
as	 LPG,	 gasoline,	 jet	 fuel,	 diesel,	 marine	 fuel	 and	 middle	
distillates,	 biodiesel,	 fuel	 oil,	 and	 petroleum	 coke.	 Tables	
4.5–4.20	list	the	current	specifications	for	petroleum	prod-
ucts	 that	 rely	 on	 the	 designated	 properties	 and	 standard	
methods	that	were	introduced	earlier	in	this	chapter.

4.22.1  LPG Specifications
Liquefied	 petroleum	 gas	 (LPG)	 is	 a	 general	 term	 that	
refers	to	propane	(C3),	butane	(C4),	or	a	mixture	of	the	two	
with	 impurities	 such	as	ethane,	pentane,	hydrogen	sulfide	
(H2S),	and	water.	Propane,	butane,	and	 their	mixtures	are	
ideal	fuels	that	can	be	stored	and	transported	as	liquids	at	
ambient	 temperatures	 and	 moderate	 pressures.	 LPG	 has	
numerous	applications	because	of	its	stability,	high-energy	
content,	 relatively	 low	 sulfur	 content,	 and	 clean-burning	
properties	[12].	The	U.S.	Gas	Processors	Association	(GPA)	
specifies	 the	 properties	 for	 commercial	 LPG	 for	 propane,	
butane,	 and	 their	 mixtures	 [13].	 Table	 4.5	 lists	 the	 GPA	
specifications	 for	 propane,	 butane,	 and	 propane-butane	
mixtures,	including	specifications	for	propane	used	as	auto-
motive	fuel	(HD-5)	[13].

The	 use	 of	 LPG	 as	 automotive	 fuel	 has	 increased	 over	
the	years,	prompting	more	 strict	 specifications,	 for	example,	
propane	HD-5,	as	given	in	Table	4.5.	Table	4.6	compares	the	
specifications	 of	 automotive	 LPG	 and	 domestic	 LPG.	 The	
composition	and	specifications	of	LPG	vary	depending	on	the	
country,	and	different	suppliers	have	come	up	with	their	own	
specifications	of	“autogas.”		For	example,	Italy	uses	butane,	the	
United	Kingdom	uses	propane,	and	France	uses	a	mixture	of	
propane	and	butane	as	autogas.	When	used	as	a	mixture,	the	
fuel	usually	consists	of	50	%	propane	and	50	%	butane.	Table	
4.7	shows	the	autogas	specifications	reported	by	Shell	[14].	

4.22.2  Gasoline Specifications
Gasoline	is	used	as	fuel	in	spark-ignition	engines.	The	term	
“petrol”	 is	 still	 used	 in	 several	 countries	 to	 denote	 gaso-
line.	 Gasoline	 specifications	 have	 evolved	 considerably	 in	
the	 last	 25	 years	 and	 show	 significant	 variations	 among	
countries	 in	key	properties	 such	as	octane	number,	 vapor	
pressure,	benzene,	 total	aromatic	sulfur	content,	and	oxy-
genated	compounds	[15].	More	changes	are	on	the	way	to	
increase	fuel	efficiency	and	to	reduce	pollutant	emissions.

In	the	United	States,	regulatory	gasoline	specifications	
enforced	 by	 the	 state	 governments	 and	 the	 U.S.	 Environ-
mental	 Protection	 Agency	 (EPA)	 are	 guided	 by	 standard	
methods	 given	 by	 ASTM	 D4814.	 Some	 general	 specifica-
tions	are	as	follows:	
•	 Maximum	sulfur	content	=	0.03	wt	%	
•	 Maximum	lead	content	=	0.05	g	Pb/gal
•	 Oxidation	stability	=	240	min
•	 Maximum	benzene	content	=	1.0	wt	%
•	 Oxygen	content	=	1.5–4.0	wt	%
•	 VOC	reduction	of	21.4–23.4	%
•	 Maximum	RVP	=	6.4–15.0	psi
•	 Maximum	distillation	temperature	for	10	%	volume	=	

122–158	ºF,	for	50	%	volume	=	230–250	ºF,	and	for	90 %	
volume	=	365–374	ºF

tAble 4.5—specifications for Commercial Propane, butane, and Propane-butane mixture [13]

Property Propane butane
Propane-butane  
mixture

Propane, hd-5 
Automotive fuel

Main	components propane	and	propene Butane	and	butene propane,	propene,	
butane,	butene

>90	%	propane,	<5	%	
propene

Maximum	vapor	pressure	
at	37.8	ºC,	kpa	

1434 483 1434 1434

95	%	boiling	point	at	100	
kpa,	T95,	ºC

–38 2 2 –38

Butane	and	heavier,	vol	% 2.5 – – 2.5

pentane	and	heavier,		
vol	%

– 2 2 –

Oil	stain	observation	
(ASTM	D2158)

pass – – pass

residue	on	evaporation	of	
100	mL	(max),	mL

0.05 – – 0.05

Corrosion,	copper	strip	
(max)

No.	1 No.	1 No.	1 No.	1

Volatile	sulfur,	mg/m3	
(max)

34 34 34 23

Moisture	content	(ASTM	
D2713-70

pass – – pass

Free	water	content – None None –
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•	 Maximum	EP	=	437	ºF
•	 Volatility	temperature	(V/L	=	20)	minimum	=	105–124 ºF

Fuel	manufacturers	report	their	own	specifications	in	
compliance	with	federal	and	state	government	regulations.	
They	usually	provide	Material	Safety	Data	Sheets	 for	safe	
and	 efficient	 use	 of	 fuels,	 especially	 on	 the	 main	 hazards	
such	as	fire.	Fuels	are	also	harmful	or	fatal	if	swallowed.

The	three	grades	of	gasoline	usually	sold	in	the	United	
States	are	 regular	grade	with	a	posted	octane	 [(R	+	M)/2]	
level	of	87,	 an	 intermediate	grade	with	an	octane	 level	of	
89,	and	a	super	grade	with	an	octane	number	between	93	
and	94.	Ethanol	is	used	as	an	octane	booster	or	for	environ-
mental	purposes	in	more	than	half	of	the	gasoline	sold	in	
the	United	States.

Table	 4.7	 lists	 the	 California	 Reformulated	 Gasoline	
specifications	 known	 as	 CaRFG	 Phase	 3	 standards	 as	
mandated	 by	 the	 state	 law	 as	 of	 August	 29,	 2008	 [15,16].	
These	 standards	 are	 the	 most	 restrictive	 specifications	 in	
the	United	States.	Reformulated	gasoline	(RFG)	was	intro-
duced	in	the	1990s	in	the	United	States	to	be	used	in	carbon	

	monoxide	 and	 ozone	 nonattainment	 areas	 during	 certain	
times	of	the	year.	RFGs	have	lower	vapor	pressure	and	lower	
benzene,	aromatic,	and	olefin	contents.	RFG	specifications	
are	mandated	by	federal	law	and	implemented	by	EPA.

In	 Europe,	 the	 European	 Commission	 sponsored	 the	
Auto	 Oil	 Programme	 starting	 in	 the	 1990s	 with	 the	 col-
laboration	 of	 Europia	 (the	 Association	 of	 European	 Oil	
Companies)	and	ACEA	(the	Association	of	European	Motor	
Manufacturers).	This	has	culminated	in	the	introduction	of	
new	gasoline	specifications	that	were	implemented	in	two	
stages	starting	in	2000	and	2005,	respectively.	The	changes	
in	 the	specifications	 included	 lowering	 the	 limits	 for	ben-
zene,	sulfur,	olefin,	and	total	aromatic	concentrations	and	
reducing	 the	 vapor	 pressure.	 Table	 4.8	 lists	 the	 current	
specifications	 for	 European	 Union	 Norm	 EN	 228	 [15,17]	
and	 ACEA	 Worldwide	 Fuel	 Charter	 Category	 4	 gasoline	
[15,18].	The	standard	methods	used	in	measuring	the	listed	
properties	are	also	included	in	references	17	and	18.

Table	4.9	gives	the	specifications	for	unleaded	gasoline	
use	 in	 the	 major	 cities	 in	 India	 [15,19].	 There	 are	 plans	

tAble 4.6—shell Autogas specifications (date revised June 9, 2009) [14]
Property method typical value

Vapor	pressure	at	40	ºC,	kpa ISO	4256:1996		
ISO	8973:1997	

800	min		
1530	max

Volatile	residue	C5	and	higher	hydrocarbons,	mol	% ISO	7941:1998	 2.0	max

residue	on	evaporation,	mg/kg	 JLpGA-S-05T/86	(105	°C)	 20	max	

Corrosion,	copper	strip	 ISO	6251:1996	 Class	1

Sulfur,	mg/kg	 ASTM	D2784-98	 100	max

Dienes,	mol	%		 ISO	7941:1998	 0.3	max

Moisture	content	 ISO	13758:1996	 pass

Free	water	 Visual	inspection	 pass

MON ASTM	D2699	 90.5

tAble 4.7—the Carfg Phase standards [15]
Property flat limits Averaging limits Cap limits methods

rVp,a	psi	max 7.00	or	6.90b Not	Applicable 6.40–7.20 ASTM	D323-58	or	13	
C.C.r.	Section	2297

Sulfur,	ppmw	max 20 15 60c ASTM	D2622-94	or	ASTM	
D5453-9330c

20c

Benzene,	vol	%	max 0.80 0.70 1.10 ASTM	D5580-00

Aromatics,	vol	%	max 25.0 22.0 35.0 ASTM	D5580-00

Olefins,	vol	%	max 6.0 4.0 10.0 ASTM	D6550-00

T50,	°F 213 203 220 ASTM	D86-99

T90,	°F 305 295 330 ASTM	D86–99

Oxygen,	wt	% 1.8–2.2 Not	Applicable 1.8d–3.5e ASTM	D4815-04

0d–3.5e

a	The	rVp	standards	apply	only	during	the	warmer	weather	months.
b	The	6.90-psi	flat	limit	applies	when	a	producer	or	importer	is	using	the	CarFG	phase	3	predictive	Model	to	certify	a	final	blend	not	containing	ethanol;	
otherwise,	the	7.0-psi	limit	applies.
c	The	CarFG	phase	3	sulfur	content	cap	limits	of	60,	30,	and	20	ppm	are	phased	in	starting	December	31,	2003,	December	31,	2005,	and	December	31,	2011,	
respectively.
d	The	1.8	wt	%	min	oxygen	content	cap	only	applies	during	specified	winter	months	in	the	areas	identified	in	Section	2262.5(a).
e	If	the	gasoline	contains	more	than	3.5	wt	%	oxygen	from	ethanol	but	no	more	than	10.0	vol	%	ethanol,	the	maximum	oxygen	content	cap	is	3.7	wt	%.
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for	 lowering	 the	 maximum	 sulfur	 content	 from	 150	 to	
50  ppmw	 in	 the	 near	 future.	 The	 standards	 for	 the	 rural	
areas	are	more	flexible.

Table	4.10	gives	 the	gasoline	 specifications	developed	
by	the	national	governments	in	Australia	[15,20]	and	New	
Zealand	[15,21].	The	individual	states	in	Australia	and	the	
regional	councils	may	enforce	their	own	standards.

In	Canada,	gasoline	quality	has	been	monitored	by	pro-
vincial	 governments	 since	 2008,	 except	 for	 some	 national	

standards	over	sulfur,	benzene,	and	lead	and	the	ability	to	
require	certain	amounts	of	renewable	fuels	such	as	ethanol.	
The	voluntary	national	standard	CGSB	3.5	for	automotive	
gasoline	was	developed	by	the	Canadian	General	Standards	
Board	 (CGSB)	 to	 mandate	 the	 sulfur,	 benzene,	 and	 lead	
limits	as	follows	[15,22]:	
•	 Sulfur	=	30	ppmw	maximum
•	 Benzene	=	1	vol	%	maximum
•	 Lead	banned	completely

tAble 4.8—specifications for european union norm en 228 gasoline [17] and ACeA 
Worldwide fuel Charter Category 4 gasoline [18]

Property
european union  
norm en 228

ACeA Worldwide fuel 
Charter Category 4 gasoline

Octane	rating,	(RON + MON)/2 90 87–93

Vapor	pressure,	kpa 45–90a 45–60b

Sulfur	concentration,	ppmw	max 10 10

Benzene	concentration,	vol	% 1.0 1.0

Aromatic	concentration,	vol	% 35.0 35.0

Olefin	concentration,	vol	% 18.0 10.0

T50,	°C – 77–100

T90,	°C – 130–175

percent	evaporated	at,	vol	%

	 70	°C	(e70	summer) 20–48 –

	 70	°C	(e70	winter) 22–50 –

	 70	°C	(e70) – 20–45b

	 100	°C	(e100) – 50–65b

	 150	°C	(e150) 75 –

	 180	°C	(e180	) – 90

FBp,	°C 210 195

Oxygen	concentration,	wt	% 2.7c 2.7d

a	range	is	from	summer	minimum	(45	kpa)	to	winter	maximum	(90	kpa).
bAbsolute	vapor	pressures	and	distillation	temperature	points	are	for	gasoline	markets	with	ambient	temperatures	above	15	°C.	Other	limits	
apply	for	markets	with	lower	ambient	temperatures.
c	permitted	max	vol	%	oxygenates:	methanol	=	3	%,	ethanol	=	5	%,	isopropanol	=	10	%,	isobutanol	=	10	%,	ethers	(≥5	carbon	atoms)	=	15	%.
d	Where	oxygenates	are	used,	ethers	are	preferred.	Where	up	to	10	vol	%	of	ethanol	is	permitted	by	existing	regulations,	the	gasoline	must	
meet	all	of	the	other	limits	above.	Methanol	is	prohibited.	propanol	and	higher	alcohols	are	limited	to	≤0.1	vol	%.

tAble 4.9—unleaded gasoline specifications for urban Areas in india [19]
Property regular gasoline limit Premium gasoline limit

Octane	rating,	(rON	+	MON)/2 86 90

Vapor	lock	index,a	kpa 750–950 750–950

Sulfur	concentration,	ppmw	max 150 150

Benzene	concentration,	vol	% 1.0 1.0

Aromatic	concentration,	vol	% 42.0 42.0

Olefin	concentration,	vol	% 21.0 18.0

T90,	°C 150 150

FBp,	°C 210 210

Oxygen	concentration,	%	wt 3.9 –

MTBe,	vol	% 15 15

a	Vapor	pressures	are	expressed	as	vapor	lock	index	(VLI),	which	is	10(rVp)	+	e70,	where	e70	is	the	vol	%	evaporated	at	70	°C.
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4.22.3  Jet Fuel Specifications
Jet	 fuel	 is	 used	 in	 jet	 and	 turboprop	 aviation	 engines;	 it	
is	 a	 kerosene-based	 fuel	 different	 from	 aviation	 gasoline	
(avgas—a	 high-octane	 gasoline)	 that	 is	 used	 in	 smaller	
	piston-powered	aircraft.	Among	the	most	 important	prop-
erties	of	jet	fuel	are	the	freezing	point,	density,	sulfur	con-
tent,	and	SP.	Jet	A	is	a	designation	for	commercial	jet	fuel	
used	 in	 the	United	States	similar	 to	Jet	A-1	 fuel,	which	 is	
used	outside	of	 the	United	States.	Table	4.11	gives	ASTM	
D1655-07	(July	1,	2007)	requirements	for	Jet	A/A-1	fuel.

ExxonMobil	gives	a	good	summary	of	specifications	for	
various	jet	fuels	around	the	world	[23].	An	engine	manufac-
turer’s	requirements	for	aviation	fuel	are	given	in	Table	4.12	
[23].	Icing	inhibitors	used	for	jet	fuels	are	based	on	ethylene	

glycol	 ethyl	 ether	 (EGEE)	 or	 ethylene	 glycol	 monomethyl	
ether	(EGME),	which	are	blended	with	methanol	and	usu-
ally	have	a	boiling	 range	of	 127–140	 ºC	with	a	maximum	
water	content	of	0.2	%.

4.22.4  Diesel Fuel Grades and Specifications
Diesel	 fuel	 is	 used	 in	 compression-ignition	 engines;	 it	 is	
derived	 from	 the	 gas	 oil	 fraction	 of	 crude	 oil.	 Important	
properties	 include	 autoignition	 characteristics	 (CN	 or	
cetane	 index),	 low-temperature	 performance	 (e.g.,	 cloud	
point	and	pour	point),	and	sulfur	content.	ASTM	D975-09a	
covers	 seven	 grades	 of	 diesel	 fuel	 oils	 suitable	 for	 vari-
ous	 types	of	diesel	engines.	These	grades	are	described	 in	
Table  4.13.	 The	 sulfur	 grade	 Sxxx	 designation	 has	 been	

tAble 4.10—unleaded gasoline specifications for Australia [20] and new zealand [21]
Property Australia national standard [20] new zealand national standard [21]

Octane	rating,	(RON + MON)/2 88 90

Vapor	pressure,	kpa – 45–95a

Flexible	volatility	index,b	kpa – 115	max

Sulfur	concentration,	ppmw	max 50 150c

Benzene	concentration,	vol	% 1.0 1.0

Aromatic	concentration,	vol	% 42.0 42.0

Olefin	concentration,	vol	% 18.0 18.0

percent	evaporated	at,	vol	%

•	 70	°C	(e70	) – 22–48

•	 100	°C	(e100) – 45–70

•	 150	°C	(e150) – 75	

FBp,	°C 210 210

Oxygen	concentration,	wt	% 3.9 –

ethanol,	vol	% 10d 10e

a	range	is	from	summer	minimum	(45	kpa)	to	winter	maximum	(95	kpa).
b	Flexible	volatility	index	is	vapor	pressure	in	kpa	+	0.7(e70).
c	The	New	Zealand	sulfur	standard	is	150	ppmw	as	of	January	2008.	however,	it	includes	a	statement	that	there	is	an	“ultimate	requirement	of	10–15	ppmw.”
d	permitted	maximum	vol	%	of	oxygenates	other	than	ethanol:	ethers	=	1	%,	and	tert-butanol	=	0.5	%.
e	permitted	maximum	vol	%	of	oxygenates	other	than	ethanol:	total	other	oxygenates	=	1	%.

tAble 4.11—Astm d1655-07 (July 1, 2007) requirements for Jet A and Jet A-1
specification Astm test method recommended value

Appearance Visual Clear	and	bright

Aromatics,	vol	%	(max) D1319 25

Total	sulfur,	wt	%	(max) D1266,	D1552,	D2622,	D4244,	D5453 0.3

Sulfur,	mercaptan,	wt	%	(max) D3227 0.003	(30	ppmw)

Distillation,	10	%	recovery,	ºC	(max) D86 205

Flash	point,	ºC	(min) D58,	D3828 38

Density	at	15	ºC	(kg/m3) D1298,	D4052 775–840

Vapor	pressure	(at	100	ºF),	max,	kpa D323,	D5191 14–21

Freezing	point,	ºC	(max) D2386,	D7153,	D7154 –40	(Jet	A),	–47	(Jet	A-1)

Viscosity,	cSt	at	–20	ºC	(max) D445 8

Sp,	mm D1322 25

Naphthalene,	vol	%	(max) D1840 3.0

Net	heat	of	combustion,	MJ/kg D3338,	D4529 42.8
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adopted	 to	 distinguish	 grades	 by	 sulfur.	 S5000	 grades	
correspond	 to	 the	 previous	 	 “regular”	 sulfur	 grades	 No.	
1-D	and	No.	2-D.	S500	grades	correspond	 to	 the	previous	
“low-	sulfur”	 grades.	 S15	 grades	 were	 not	 included	 in	 the	
previous	 grade	 system	 and	 are	 commonly	 referred	 to	 as	
“ultralow	sulfur”	grades.

Table	4.14	compares	specifications	of	No.	2	diesel	fuel	
in	the	United	States	(according	to	ASTM	D975)	and	Europe	
(EN	590–2005).

The	European	Commission’s	 latest	“Auto-Oil	 II”	discus-
sion	 paper	 proposed	 that	 a	 10-ppm	 sulfur	 ultralow	 sulfur	
diesel	 (ULSD)	be	gradually	phased	 in,	 starting	with	a	10	%	
supply	requirement	on	January	1,	2007.	This	10-ppm	fuel	was	
a	phase-in	alongside	a	50-ppm	sulfur	ULSD	that	became	man-
datory	throughout	Europe	in	2005.	It	was	suggested	that	the	
10-ppm	sulfur	ULSD	supply	mandate	would	jump	to	a	mini-
mum	 of	 25	 %	 in	 2011,	 although	 individual	 countries	 could	
petition	 for	 3-year	 derogation	 of	 the	 25	 %	 mandate	 if	 they	
could	prove	no	benefits	in	greenhouse	gas	reductions	[24].

European	 governments	 earlier	 agreed	 that	 highway	
diesel	sulfur	be	cut	to	50	ppm	starting	in	2005,	but	they	left	
it	to	the	Auto-Oil	II	program	to	recommend	other	specifica-
tions	for	cetane,	distillation,	density,	and	polyaromatic	lim-
its.	The	European	Commission	had	also	agreed	to	consider	
whether	all	ULSD	should	drop	from	50-	 to	10-ppm	sulfur	
in	2008,	 as	was	 recommended	by	Germany.	However,	 the	

European	Commission’s	Auto-Oil	II	draft	proposal	fell	short	
of	 recommendations	 by	 most	 of	 the	 Northern	 European	
member	 states	 (Scandinavia)	 to	 require	 100	 %	 10-ppm	
ULSD	by	2007/2008.	The	situation	 in	 the	United	States	 is	
somewhat	different.	The	U.S.	Department	of	Energy	said	it	
would	be	unwise	to	set	a	15-ppm	sulfur	cap	until	catalyst	
developers	determine	maximum	sulfur	tolerance	for	nitro-
gen	 oxide	 (NOx)	 traps	 combined	 with	 particulate	 matter	
(PM)	 traps,	 the	 technology	of	choice	 in	EPA’s	diesel	emis-
sions	regulatory	scheme.

One	 report	 shows	 that	 in	 Europe	 in	 1998,	 approxi-
mately	 one	 third	 of	 countries	 were	 using	 diesel	 fuel	 with	
a	 sulfur	content	of	0.05	%	 (500	ppm);	within	3	years	 this	
number	had	reduced	to	less	than	one	quarter.	Use	of	ULSD	
is	spreading;	 for	example,	one	of	 the	South	African	diesel	
fuel	 samples	 found	 in	 the	 survey	 also	 was	 a	 near-zero-
sulfur	ULSD,	although	South	Africa	does	not	require	such	
fuel.	 The	 same	 report	 shows	 that	 Korea	 and	 Singapore	
have	 sharply	 cut	 diesel	 sulfur	 limits,	 and	 similar	 trends	
are	expected	throughout	the	Asia	Pacific	region.	Specifica-
tions	are	 tightening	 in	an	effort	 to	 reduce	 smoke	produc-
tion,	 particularly	 in	 China,	 Malaysia,	 and	 India.	 Despite	
these	new	density/distillation	limits,	cold	flow	performance	
remains	essentially	unchanged	across	all	regions.	However,	
one	problem	associated	with	sulfur	reduction	is	a	drop	in	
fuel	 lubricity,	 which	 refineries	 should	 address	 by	 adding	

tAble 4.12—engine manufacturer’s requirement for Aviation fuel Wide-Cut 
Kerosene (Pratt & Whitney, february 23, 2007)
specification Astm test method recommended value

Appearance – Clear	and	Bright

Aromatics,	vol	%	(max) D1319 25

Total	sulfur,	wt	%	(max) D1266,	D1552,	D2622,	D4244,	D5453 0.3

Sulfur,	mercaptan,	wt	%	(max) D3227 0.005	(50	ppmw)

Distillation,	10	%	recovery,	ºC	(max) D86 205

FBp	(ep),	ºC	(max) D86 300

ApI	gravity D287,	D1298,	D4052 37–57

Vapor	pressure	(at	100	ºF),	max,	psi D323 3

Freezing	point,	ºC	(max) D2386,	D5972 –40

Viscosity,	cSt	at	–20	ºC	(max) D445 8.5

Net	heat	of	combustion,	MJ/kg D240,	D1405,	D2382,	D3338,	D1322 25

tAble 4.13—u.s. diesel fuel grades According to Astm d975-09a
fuel grades  description max sulfur (ppm)

No.	1-D	S15 A	special-purpose,	light	middle	distillate	fuel	for	use	in	diesel	engine	
applications	requiring	a	fuel	with	15-,	500-,	or	5000-ppm	sulfur	(max),	
as	indicated,	and	higher	volatility	than	those	provided	by	No.	2-D	fuels.

15

No.	1-D	S500 500

No.	1-D	S5000 5000

No.	2-D	S15 A	general-purpose,	middle	distillate	fuel	for	use	in	diesel	engines	
requiring	a	fuel	with	15-,	500-,	or	5000-ppm	sulfur	(max),	as	indicated,	
especially	suitable	for	use	in	applications	with	conditions	of	varying	
speed	and	load.

15

No.	2-D	S500 500

No.	2-D	S5000 5000

No.	4-D A	heavy	distillate	fuel,	or	a	blend	of	distillate	and	residual	oil,	for	
low-	and	medium-speed	diesel	engines	in	applications	involving	
predominantly	constant	speed	and	load.

AST-MNL58-11-0801-004.indd   95 3/12/13   1:51 PM

 



96	 Petroleum refining And nAturAl gAs ProCessing

	lubricity	additives.	Between	1998	and	2001,	the	average	CN	
of	diesel	fuels	jumped	from	50.6	to	54.6	according	to	the	EN	
590	specifications	[26].

An	ASTM	standard	(D2069)	was	used	to	cover	different	
marine	 diesel	 fuels,	 but	 it	 has	 been	 withdrawn.	 Techni-
cally,	it	was	equivalent	to	ISO	8217.	Table	4.15	gives	some	
requirements	for	three	types	of	marine	fuels	in	Europe	[27].	
The	user’s	requirement	will	always	be	that	the	burner	fuel	
should	be	safe	to	handle	and	easy	to	transfer;	be	capable	of	
being	adequately	cleaned	of	catalyst	fines,	dirt,	and	water;	
and	should	be	noncorrosive.	ISO	8217	standard	does	cover	
these	properties	for	marine	distillate	fuels.

4.22.5  Specification of Biodiesels
Technically,	 biodiesel	 is	 a	 fuel	 comprised	 of	 monoalkyl	
esters	of	long-chain	fatty	acids	derived	from	vegetable	oils	
or	animal	fat	that	meets	prevailing	standard	specifications	
[28]. Various	countries	have	their	own	biodiesel	standards,	

and	 Table	 4.16	 shows	 Indian	 (IS	 15670),	 U.S.	 (ASTM	
D6751),	and	European	(EN	14214)	biodiesel	standards.

4.22.6  Fuel Oil (Heating Oil) Grades and 
Specifications
Fuel	 oil	 is	 burned	 to	 generate	 heat	 for	 different	 applica-
tions	 ranging	 from	 space	 heating	 to	 electricity	 genera-
tion.	Different	types	of	burners	used	in	these	applications	
require	 different	 grades	 of	 fuel	 oils.	 ASTM	 D396	 divides	
fuel	oils	 into	 five	different	grades	designated	as	No.	1,	2,	
4,	5,	and	6.	Table	4.17	 lists	 these	grades	along	with	 their	
common	uses	and	significant	properties	 [29].	 In	general,	
all	grades	of	fuel	oils	should	be	homogeneous	hydrocarbon	
liquids	free	from	inorganic	acid	and	excessive	foreign	solid	
matter.	

Table	 4.18	 lists	 some	 specifications	 for	 the	 different	
grades	of	fuel	oils.	The	viscosity	values	given	in	parentheses	
are	for	information	only,	not	necessarily	limiting.

tAble 4.14—specifications for u.s. diesel fuel no. 2-d s15 and europe en 590 (2005) [25]

specification

united states, Astm d975 –09a europe, en 590 (2005)

Astm test  
method

recommended  
value

iP test  
method

recommended  
value

Flash	point,	ºC	(min) D93	 52 Ip	404 55

Water	and	sediment,	vol	
%	(max)

D2709 0.05 ISO	12937 0.02

Distillation	temperature,	
ºC,	at	vol	%	vaporized

D86	 T90,	282/338		
(min/max)

ISO	3405 T85,	350	(max)		
T95,	360	(max)

Kinematic	viscosity,	
(mm2/s)	at	40	ºC	(min/max)

D445 1.9/4.1 Ip	71 2.0/4.5

Ash,	wt	%	(max)	 D482 0.01 Ip	4 0.01

Sulfur,	ppmw		(max) D2622 15 Ip	336 50

CN,	min D613 40 ASTM	D613 51

tAble 4.15—requirements for three types of marine distillate fuels in europe [27]
Property test method Category A Category b Category C

Density	at	15	°C,	kg/m3 ISO	3675 890 900 920

Viscosity	at	40	°C,	mm2/s ISO	3140 6.0 11.0 14.0

Flash	point,	°C	(min)	 ISO	2719 60 60 60

pour	point,	°C	(max)

	 Winter	quality ISO	3016 –6 0 0

	 Summer	quality 0 0 6

Sulfur,	% ISO	8754/ISO	14596 1.5 2 2

Cetane	index	(min) ISO	4264 40 35 –

Cr	(max) ISO	10370 0.3 0.3 2.5

Ash,	wt	%	(max) ISO	6245 0.01 0.01 0.03

Appearance Visual Clear	and	bright

Water,	%	(vol/vol) ISO	3733 – 0.3 0.3

Vanadium,	ppmw	(mg/kg) ISO	14597	(Ip	501) – – 100

Aluminum	plus	silicon ISO	10478	(Ip	501) – – 25
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tAble 4.17—some specifications for fuel oils (Astm d396)
Properties no. 1 no. 2 no. 4 no. 5 no. 6

SG,	60/60	°F		
°ApI

0.8499		
35	min

0.8762		
30	min

– – –

Flash	point,		
	°C	min

38	 38	 55	 55	 60	

pour	point,		
	°C	max

–18 –6	 –6	 – –

Kinematic	viscosity,	mm2/s	(cSt)	
	 At	40	°C	(104	°F)	min
	 	 	 	 	 	 	 	 	 max		
	 At	50	°C	(100	°F)	min	
	 	 	 	 	 	 	 	 	 max

1.3	
2.0	
–	
–	

1.9	
3.4	
–	
–	

5.5	
24.0	
–	
–	

–	
–	
5.0	
5.0	

	
–	
15.0	
50.0	

Distillation	temperature,	°C		
	 10	%	point	max		
	 90	%	point	min	
	 	 	 	 	 	 max

215		
–		
288	

–		
282		
338	

Sulfur	content,	mass,	max 0.5 0.5

Corrosion	copper	strip,	max 3 3

Sulfated	ash,	%	mass,	max 0.10 0.15

Water	and	sediment,	vol	%,	max 0.05 0.05 (0.50) (1.00) (2.00)

tAble 4.16—Common uses and some significant Properties of different 
grades of fuel oils [28]
grade Classification Application significant 

Properties

No.	1 Distillate Domestic	and	small	
industrial	burners	of	the	
vaporizing	type

Volatility	and	pour	
point

No.	2 Distillate Atomizing-type	domestic	
and	small	industrial	
burners

Volatility	and	
viscosity

No.	4	(light) heavy	distillate pressure-atomizing-type	
commercial/industrial	
burners

Viscosity	and	pour	
point

No.	4 heavy	distillate,	distillate/
residual	blends

pressure-atomizing-type	
commercial/industrial	
burners;	preheating	not	
required	for	handling	or	
burning

Viscosity,	flash	
point,	and	sulfur	
content

No.	5	(light)	and	No.	5	
(heavy)

residual Industrial	burners;	
preheating	may	be	
required	for	handling	and	
burning

Viscosity,	flash	
point,	and	sulfur	
content

No.	6	or	Bunker	C residual Industrial	burners;	
preheating	required	for	
handling	and	burning

Viscosity,	flash	
point,	and	sulfur	
content

4.22.7  Classification and Properties of 
Petroleum Coke
Petroleum	coke	is	generally	defined	as	a	solid	carbonization	
product	 from	 delayed	 coking	 or	 fluid	 coking	 of	 vacuum	
distillation	residua	to	produce	sponge	coke	(or	fluid	coke),	

or	 from	 delayed	 coking	 of	 fluid	 catalytic	 cracking	 (FCC)	
decant	 oil	 to	 produce	 needle	 coke.	 Table	 4.19	 shows	 an	
overall	 classification	 of	 green	 petroleum	 cokes	 (sponge,	
fuel,	shot,	needle,	and	fluid	coke)	and	their	industrial	appli-
cations	[29].
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tAble 4.19—Coking Processes, feedstocks, and Commercial uses of 
Petroleum Coke [29]
Process Product Commercial uses of Coke

Delayed	coking Sponge	coke Carbon	anodes	for	aluminum	industry

Fuel	coke Fuel	for	cement	kilns,	industrial	heat	and	steam	raising,	
fuel	for	utility	industry

Shot	coke No	significant	commercial	use,	some	niche	applications	
(e.g.,	TiO2	production),	packing	material

Needle	coke Graphite	electrodes	for	electric-arc	furnaces	for	iron	and	
steel	industry

Fluid	coking Fluid	coke Industrial	heat	and	steam	raising

Flexi-coking Fluid	coke,	or	fuel	gas Industrial	heat	and	steam	raising

tAble 4.18—various biodiesel standards Applicable in india, united states, and 
europe [28]
Property bis (is 15670 ) Astm d6751 en 14214

Density	at	15	°C,	kg/m3	 860–900 – 860–900

Kinematic	viscosity	at	40	°C,	cSt	 2.5–6.0 1.9–6.0 3.5–5.0

Flash	point	(pMCC)	°C,	min	 120 93	(Closed	Cup) >101

Sulfur,	ppm	(max) 50 15 10

Cr,	%	by	mass	 0.05 0.05	(max) 0.3

Water	content	and	sediment 500	mg/kg 0.05	vol	%	(max) 500	mg/kg

Total	contamination,	ppm	(max)	 24 24 24

Sulfated	ash	content,	%	(m/m) 0.02 200	ppm	(max) 0.02

Copper	strip	corrosion		(3	h	at	50	°C) Class	1	(max) Class	3 Class	1	(max)

CN,	min	 51 47 51

Acid	value,	mg	KOh/g	 0.5 0.50 0.5

Iodine	value NA NA 120

Free	glycerol,	%	mass	(max) 0.02 0.020 0.02

Total	glycerol,	%	mass	(max) 0.25 0.240 0.25

Oxidation	stability	at	110	°C	(h)	(max) 6 3 6

phosphorous,	mg/kg	 10 10	ppm	(max) 10

Alkaline	metals NA <5	ppm	Group	I	(Na,		K)		
<5	ppm	Group	II	(Ca,	Mg)

<5	mg/kg	Group	I	(Na,	K)		
<5	mg/kg	Group	II	(Ca,	Mg)

NA,	not	applicable.

Petroleum	cokes	produced	by	delayed	or	 fluid	coking	
are	generically	called	green cokes	because	of	their	relatively	
high	 volatile	 matter	 content	 (5–15	 %).	 Fluid	 cokes	 gener-
ally	have	lower	volatile	matter	content	than	delayed	cokes	
(	typically	~5	%)	because	of	the	relatively	high	temperatures	
used	in	fluid	coking.	The	flexi-coking	process	is	a	variation	
of	fluid	coking	in	which	part	or	the	entire	coke	product	can	
be	gasified	to	produce	fuel	gas.	This	is	particularly	useful	for	
high-sulfur-	and	high-metal-content	cokes	that	are	not	suit-
able	for	combustion.	Green	cokes	with	relatively	low	sulfur,	
metal,	 and	 ash	 contents	 are	 calcined	 (i.e.,	 heat	 treated	 to	
~1300	°C)	 to	 remove	 volatile	 matter.	 Calcined	 coke	 has	 a	
mass	fraction	of	hydrogen	less	than	0.1	%.	Calcined	cokes	
are	used	as	 fillers	 for	 carbon	anodes,	 graphite	 electrodes,	
or	 specialty	 carbons.	 Table	 4.20	 lists	 the	 specifications	 of	
calcinable	green	cokes	and	calcined	cokes	used	 in	carbon	

anode	and	graphite	manufacture	[29].	Not	all	green	cokes	
produced	by	delayed	coking	of	vacuum	distillation	residua	
are	suitable	for	calcination.	Depending	on	their	sulfur	and	
metal	contents,	noncalcinable	delayed	cokes	or	fluid	cokes	
are	used	as	fuel	in	industrial	furnaces.

4.23  minimum lAborAtory dAtA
As	discussed	earlier,	measurement	of	all	properties	of	vari-
ous	petroleum	fractions	and	products	 in	 the	 laboratory	 is	
an	impossible	task	because	of	 the	required	cost	and	time.	
However,	 there	are	 several	basic	parameters	 that	must	be	
known	 for	 a	 fraction	 to	 determine	 various	 other	 proper-
ties	needed	for	design,	operation,	and	quality	of	a	fuel.	For	
example,	to	estimate	sulfur	content	of	a	fraction,	the	input	
parameters	 of	 SG,	 molecular	 weight,	 density,	 and	 refrac-
tive	index	at	20	°C	are	needed	[2].	If	experimental	values	of	
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all	of	these	parameters	are	available,	then	a	good	estimate	
of	sulfur	content	can	be	obtained.	However,	because	all	of	
these	data	are	not	normally	available,	M,	n,	and	d20	should	
be	 estimated	 from	 SG	 and	 Tb.	 Therefore,	 a	 minimum	 of	
two	parameters	 (i.e.,	boiling	point	and	SG)	are	needed	 to	
estimate	 the	 sulfur	 content.	 However,	 for	 heavy	 fractions	
in	 which	 distillation	 data	 are	 not	 reported,	 M	 should	 be	
estimated	from	kinematic	viscosity	at	38	and	99	°C	(ν38	and	
ν99)	and	SG.	Once	M	is	estimated,	n	can	be	estimated	from	
M	and	SG	and	density	at	20	°C	 is	estimated	directly	 from	
SG.	With	the	knowledge	of	M	and	SG,	all	other	parameters	
can	be	estimated	from	methods	presented	in	ASTM	Manual	
50	[2].	Therefore,	at	least	three	parameters	(i.e.,	ν38,	ν99,	and	
SG)	must	be	known	 to	determine	 sulfur	 content	or	other	
characteristics.	In	the	case	that	only	one	viscosity	value	is	
known	(i.e.,	ν38),	the	ν99	may	be	estimated	from	SG.	In	this	
way,	 the	estimated	value	of	M	 is	 less	accurate	 than	when	
the	values	of	ν38,	ν99,	and	SG	are	known	from		experimental	
measurements.	 We	 see	 that	 again	 for	 heavy	 fractions	
with	 knowledge	 of	 only	 two	 parameters	 (i.e.,	 ν38	 and	 SG	
or	 ν99	and	 SG)	 all	 basic	 properties	 of	 the	 fraction	 can	 be	
estimated.	Therefore,	 to	obtain	 the	basic	characterization	
parameters	 of	 a	 petroleum	 fraction,	 a	 minimum	 of	 two	
parameters	are	needed.

With	 the	 knowledge	 of	 PNA	 composition	 a	 better	
characterization	of	a	fraction	is	possible	through	available	
techniques.	 Therefore,	 if	 the	 composition	 along	 boiling	
point	is	available,	nearly	all	other	parameters	can	be	deter-
mined	 through	 mid-boiling	 point	 and	 PNA	 composition	
with	better	accuracy	than	using	only	boiling	point	and	SG.	
For	heavy	 fractions	 in	which	Tb	may	not	be	available,	 the	
best	alternative	parameter	is	to	measure	M	and	PNA	com-
position.	Because	there	are	many	scenarios	to	estimate	the	
basic	 properties	 of	 petroleum	 fractions,	 use	 of	 available	
data	to	predict	the	most	accurate	characterization	param-
eters	 is	 an	 engineering	 art	 that	 has	 a	 direct	 effect	 on	 the	
subsequent	prediction	of	physical	properties	and		eventually	

on	design	calculations.	The	basic	 laboratory	data	 that	are	
useful	 in	 characterization	 methods	 on	 the	 basis	 of	 their	
significance	and	simplicity	are	as	follows:
•	 Distillation	data,	boiling	point
•	 SG
•	 Composition	(i.e.,	PNA	content)
•	 Molecular	weight
•	 Refractive	index
•	 Elemental	analysis	(i.e.,	C,	H,	and	S	composition,	metal	

composition,	etc.)
•	 Kinematic	viscosity	at	37.8	and	98.9	°C	(100	and	210	°F)

Using	 these	 properties,	 various	 physical	 properties	
can	 be	 estimated	 with	 a	 good	 degree	 of	 accuracy.	 How-
ever,	 specific	 properties	 that	 are	 characteristic	 of	 each	
quality	 product	 should	 be	 measured	 in	 addition	 to	 the	
above		properties.	For	example,	for	diesel	fuel,	cetane	index	
should	be	measured,	whereas	for	motor	and	aviation	gaso-
line,	 octane	 number	 needs	 to	 be	 known.	 Freezing	 point	
must	be	known	for	jet	fuels,	whereas	pour	point	is	needed	
for	 heavy	 products	 as	 discussed	 above	 for	 each	 specific	
	property.

referenCes
[1]	ASTM,	Annual Book of ASTM Standards,	ASTM	International,	

West	Conshohocken,	PA,	2005.
[2]	Riazi,	 M.R.,	 “Characterization	 and	 Properties	 of	 Petroleum	

Fractions,”	MNL5,	ASTM	International,	West	Conshohocken,	
PA,	2005.

[3]	Private	communication	with	James	F.	McGehee	of	UOP,	Des	
Plaines,	IL,	May	21,	2009.

[4]	ASTM	 Standard	 D6352:	 Standard	 Test	 Method	 for	 Boiling	
Range	Distribution	of	Petroleum	Distillates	in	Boiling	Range	
from	174	to	700	°C	by	Gas	Chromatography,	Annual Book of 
ASTM Standards,	 ASTM	 International,	 West	 Conshohocken,	
PA,	2004.

[5]	 	API Technical Data Book—Petroleum Refining,	 6th	 ed.,	 T.E.	
Daubert,	 R.P.	 Danner,	 Eds.,	 American	 Petroleum	 Institute	
(API),	Washington,	D.C.,	1997.

[6]	Speight	,	J.G.,	The Chemistry and Technology of  Petroleum,	3rd	
ed.,	Marcel	Dekker,	Inc.,	New	York,	1998.

[7]	Gary,	J.H.,	Handwerk,	G.E.,	and	Kaiser,	M.J.,	Petroleum Refin-
ing, Technology and Economics, 5th	ed.,	Marcel	Dekker,	Inc.,	
New	York,	2007.

[8]	Wauquier,	J.-P.,	Petroleum Refining, Vol. 1 Crude Oil, Petroleum 
Products, Process Flowsheets,	Editions	Technip,	Paris,	1995.

[9]	Baird,	 C.T.,	 Crude Oil Yields and Product Properties,	 Geneva,	
Switzerland,	1981.

[10]	Denis,	 J.,	 Briant,	 J.,	 and	 Hipeaux,	 J.C.,	 Lubricant Properties 
Analysis & Testing,	G.	Dobson,	trans.,	Editions	Technip,	Paris,	
France,	1997.

[11]	 	Oil and Gas Journal Data Book,	2000	edition,	PennWell,	Tulsa,	
OK,	2000,	pp.	295–365.

[12]	Falkiner,	 R.J.,	 “Liquified	 	 Petroleum	 Gas,”	 Fuels and Lubri-
cants Handbook: Technology, Properties, Performance, and 
Testing,	 MNL37,	 ASTM	 International,	 West	 Conshohocken,	
PA,	2003,	pp.	31–53.

[13]	 	Liquified Petroleum Gas Specifications and Test Methods,	Pub-
lication	2140,	Gas	Processors	Association,	Tulsa,	OK,	1997.

[14]	“Shell	 Autogas	 Properties,”	 http://www.shell.com/home/	
content/au-en/shell_for_motorists/fuels/autogas/autogas_	
properties_0821.html.

[15]	“Gasoline,”	http://en.citizendium.org/wiki/Gasoline.
[16]	“California	 Reformulated	 Gasoline	 Phase	 3	 Specifications,”	

http://www.arb.ca.gov/fuels/gasoline/gasoline.htm.
[17]	“European	 Union	 Norm	 EN	 228	 for	 Gasoline,”	 http://www	

.biofuels-platform.ch/en/infos/en228.php.
[18]	“ACEA	Worldwide	Fuel	Chapter,”	http://www.acea.be/images/

uploads/pub/Final	WWFC	4	Sep	2006.pdf.
[19]	“India	 Gasoline	 Specifications,”	 http://www.apecconsulting	

.com/PDF/WebProductQualitySample.pdf.

tAble 4.20—typical green and Calcined Coke 
specifications [29]
Property green Coke Calcined Coke

Ash 0.1–1.0	% 0.2–1.5	%

Calcium 25–500	ppm 25–500	ppm

Fixed	carbon 87–97	% 97–99	%

hydrogen 3.0–4.5	% <0.1	%

Iron 50–2000	ppm 50–2000	ppm

Manganese 2–100	ppm 2–100	ppm

Magnesium 10–250	ppm 10–250	ppm

Moisture 0.5–2.0	% Negligible

Nickel 10–100	ppm 10–100	ppm

Nitrogen 0.1–0.5	% <0.1	%

real	density 1.6–1.8	g/cm3 2.08–2.13	g/cm3

Silicon 50–300	ppm 50–300	ppm

Sulfur 0.2–2.5	% 0.2–2.5	%

Titanium 2–60	ppm 2–60	ppm

Vanadium 5–500	ppm 5–500	ppm

Volatile	matter 5–15	% <0.5	%

AST-MNL58-11-0801-004.indd   99 3/12/13   1:51 PM

 

http://www.shell.com/home/content/au-en/shell_for_motorists/fuels/autogas/autogas_properties__0821.html
http://en.citizendium.org/wiki/Gasoline
http://www.arb.ca.gov/fuels/gasoline/gasoline.htm
http://www..biofuels-platform.ch/en/infos/en228.php
http://www.acea.be/images/uploads/pub/Final WWFC 4 Sep 2006.pdf
http://www.apecconsulting.com/PDF/WebProductQualitySample.pdf
http://www.shell.com/home/content/au-en/shell_for_motorists/fuels/autogas/autogas_properties__0821.html
http://www.shell.com/home/content/au-en/shell_for_motorists/fuels/autogas/autogas_properties__0821.html
http://www..biofuels-platform.ch/en/infos/en228.php
http://www.acea.be/images/uploads/pub/Final WWFC 4 Sep 2006.pdf
http://www.apecconsulting.com/PDF/WebProductQualitySample.pdf


100	 Petroleum refining And nAturAl gAs ProCessing

[20]	“Gasoline	Specifications	for	Australia,”	http://www.environment.
gov.au/atmosphere/fuelquality/standards/petrol/index.html.

[21]	“New	Zealand	Gasoline	Specifications,”	http://www.med.govt.nz/
templates/MultipageDocumentPage____	10182.aspx#P437_17784.

[22]	“Gasoline	Specifications	for	Canada,”	http://www.visiondurable	
.com/media/pdf/ressources/etudes/Fuel_Quality_	 in_Canada_-_
Final_Report.pdf.

[23]	Warren,	 K.A.,	 World Jet Fuel Specifications,	 ExxonMo-
bil	 Publication,	 Fairfax,	 VA,	 2008,	 http://www.exxonmobil	
.com/AviationGlobal/Files/WorldJetFuelSpecifications2005.
pdf.

[24]	Peckham,	 J.,	 “European	 Commission	 Proposes	 10	 ppm	
ULSD	Phase-In	 from	2007,”	http://findarticles.com/p/articles/	
mi_m0CYH/is_5_5/ai_71836375/.

[25]	“Diesel	 Fuel,”	 http://www.adb.org/Documents/Guidelines/
Vehicle.../cf_ch04.pdf.

[26]	Peckham,	 J.,	 “2/3	 of	 World’s	 Diesel	 Fuel	 Now	 Low-Sulfur:		
Infineum	 Survey,”	 March	 5,	 2001,	 http://findarticles	 .com/	
p/articles/mi_m0CYH/is_5_5/ai_718363363/.

[27]	Fabrick,	W.,	 	“Updating	ISO	8217,”	International	Fuel	Execu-
tive	Testing	Services,	World	Bunkering,	United	Kingdom,	2005.

[28]	Agrawal,	 A.K.,	 Bajaj,	 T.P.,	 “Process	 Optimisation	 of	 Base	
Catalysed	 Transesterification	 of	 Karanja	 Oil	 for	 Biodiesel	
Production,”	 Int. J. Oil, Gas Coal Technol.,	 Vol.	 2,	 2009,	
pp. 297–310.

[29]	Eser,	 S.,	 and	 Andrésen,	 J.,	 “Properties	 of	 Fuels,	 Petroleum	
Pitch,	 Petroleum	 Coke,	 and	 Carbon	 Materials,”	 Fuels and 
Lubricants Handbook: Technology, Properties, Performance, 
and Testing,	MNL37,	ASTM	International,	West	Conshohocken,	
PA,	2003,	pp.757–786.

AST-MNL58-11-0801-004.indd   100 3/12/13   1:51 PM

 

http://www.environment.gov.au/atmosphere/fuelquality/standards/petrol/index.html
http://www.med.govt.nz/templates/MultipageDocumentPage____ 10182.aspx#P437_17784
http://www.visiondurable.com/media/pdf/ressources/etudes/Fuel_Quality_ in_Canada_-_Final_Report.pdf
http://www.exxonmobil.com/AviationGlobal/Files/WorldJetFuelSpecifications2005.pdf
http://findarticles.com/p/articles/mi_m0CYH/is_5_5/ai_71836375/
http://www.adb.org/Documents/Guidelines/Vehicle.../cf_ch04.pdf
http://findarticles.com/p/articles/mi_m0CYH/is_5_5/ai_718363363/
http://www.environment.gov.au/atmosphere/fuelquality/standards/petrol/index.html
http://www.med.govt.nz/templates/MultipageDocumentPage____ 10182.aspx#P437_17784
http://www.visiondurable.com/media/pdf/ressources/etudes/Fuel_Quality_ in_Canada_-_Final_Report.pdf
http://www.visiondurable.com/media/pdf/ressources/etudes/Fuel_Quality_ in_Canada_-_Final_Report.pdf
http://www.exxonmobil.com/AviationGlobal/Files/WorldJetFuelSpecifications2005.pdf
http://www.exxonmobil.com/AviationGlobal/Files/WorldJetFuelSpecifications2005.pdf
http://findarticles.com/p/articles/mi_m0CYH/is_5_5/ai_71836375/
http://www.adb.org/Documents/Guidelines/Vehicle.../cf_ch04.pdf
http://findarticles.com/p/articles/mi_m0CYH/is_5_5/ai_718363363/


101

5.1  A Brief HistoricAl PersPective of 
crude oil refining
Petroleum in the past century and present time has been the 
major fossil fuel that provides most of the energy consumed 
by humans. For this reason, the last 100–150 years are 
referred to as the “Oil Century,” or “Petroleum Era” [1]. It 
seems that at least for the present century, petroleum either 
in the form of liquid crude oil or natural gas will remain as 
a major source to meet the world energy demand. The use 
of petroleum and its derivatives has a long history. Sumeri-
ans, Assyrians, and Babylonians used crude oil and asphalt 
found in natural seeps more than 5000 years ago. Around 
500 BC, Egyptians used asphalt for mummification of their 
dead rulers. Some 2000 years ago, Arab scientists developed 
methods for the distillation of petroleum, and these meth-
ods were introduced to Europe by way of Spain. Discovery 
of distillation led to fractionation of petroleum into various 
products such as naphtha (or naft), and it was used as an 
illuminant [1]. Greeks also used petroleum products known 
as Greek fire in warfare. Marco Polo (13th century) reported 
on the petroleum industry in the Baku region of northern 
Persia (now part of Azerbaijan). Although petroleum has 
been known for many centuries, the strong demand for 
kerosene to substitute for whale oil as an illuminant led to 
the birth of the modern petroleum technology and refining. 
In an effort to secure a reliable supply of kerosene, a group 
of investors in Pennsylvania charged E.L. Drake to drill for 
petroleum, and he completed the first commercial oil well 
in 1859 in Titusville, PA, in the United States [1].

The first refinery in the United States was built near 
Oil Creek, PA, in 1860 by William Barnsdall and William 
H. Abbott. By 1870, a basic operating pattern had been 
developed to produce more kerosene for lamps and more 
lubricant for steam engines from the remainder of the 
crude. In 1876, Chevron built a simple refinery in California. 
Stills were used to heat 25–40 bbl/day of crude to produce 
kerosene, lubricants, waxes, and gasoline, which was consid-
ered a useless byproduct at the time. In the early 1900s, the 
demand for kerosene decreased with the advent of electric 
light, but the introduction of the internal combustion 
engine and mass production of automobiles created a large 
demand for gasoline. In the early days of the petroleum 
industry in the United States, oil was processed in simple 
batch distillation units [1]. For each distillation run, 200 
bbl of oil were charged into stills, and the oil temperature 
was raised to 750°F. The produced vapors were condensed 
in two-stage condensers: one with reflux and the second 
without reflux cooled by water. Gases in the product were 

separated to produce approximately 3 bbl of gasoline from 
200 bbl of charge. The remaining crude in the still was 
removed as tar and heavy fuel. The process took 24 h, and 
after each run the still had to be cleaned. Coal was used 
as fuel to heat the oil. Today’s refineries can produce more 
than 50 bbl of gasoline from each 100 bbl of crude through 
chemical changes in the crude composition. This develop-
ment indicates how the refining industry has advanced 
over the last century, particularly with the introduction of 
thermal and catalytic conversion processes.

Until the early 1940s, most petroleum refineries in the 
United States comprised just atmospheric crude oil distil-
lation units. More advanced refineries also had vacuum 
distillation units and simple thermal cracking units such as 
visbreakers. World War II and the burgeoning air transpor-
tation industry created demand for a higher quantity and a 
higher quality of motor and aviation gasoline. Many of the 
refining processes that constitute today’s complex refiner-
ies were often developed through collaboration between 
the oil companies in the 1940s. These processes became 
commercially available within 5–10 years after the end 
of the war and caused a rapid growth of the worldwide 
petroleum industry with the increasing demand for distil-
late fuels, gasoline, jet fuel, and diesel. Up until the 1970s, a 
principal focus in refining was to improve the performance 
characteristics of the fuels, such as the octane number for 
gasoline. Environmental regulations on petroleum fuels 
introduced mostly through the environmental legislation in 
the 1970s have focused on reducing the heteroatom content 
of fuels, particularly that of sulfur species, placing limits on 
the air emissions of designated pollutants from combustion 
[2]. Recent trends in refinery configurations include adding 
capacity and processes to convert heavier (lower API grav-
ity) and dirtier (higher heteroatom content) crude oils into 
increasingly cleaner fuels as designated by environmental 
regulations. This has increased the significance of catalytic 
processes and catalyst development as well as the demand 
for hydrogen, which is used in hydrotreating and hydro-
cracking processes, as described in the following sections. 

5.2  oBjectives of crude oil refining
An overall objective of a petroleum refinery is to add value 
to a crude oil feed through production of marketable fuels 
and materials at the lowest possible cost in accordance with 
product specifications and environmental regulations. In 
technical terms, achieving this objective generally depends 
on the composition and properties of the selected crude as 
well as the configuration of refinery processes.

5
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Considering that the products that are in high demand 
are light and middle distillates such as gasoline, jet fuel, and 
diesel, and these fuels have higher H/C ratios than crude oils, 
the two processing pathways for crude oil refining include 
carbon rejection and hydrogen addition.

A refinery configuration should incorporate an optimal 
combination of the two pathways in separation and conver-
sion processes to achieve the overall refinery objective. A 
multitude of economic factors that may be unique to a given 
refinery (e.g., crude oil market, product markets, capital 
cost, etc.) must be considered in setting up specific refinery 
objectives. Any discussion of refinery economics is beyond 
the scope of this chapter. However, it may be pointed out 
that because of the volatility of crude oil prices and fluctua-
tions in product demands, operational flexibility in terms of 
a refinery’s capability to process a wide range of crudes and 
to adjust the product slate according to the prevailing prod-
uct markets has become a critical factor to realize the refin-
ery objectives. This requires the optimization of each refinery 
process within an optimal integration of all of the processes 
to achieve the desirable product slate at the lowest cost. A 
general description of overall refinery flow and the intro-
duction of major refinery processes follow in Section 5.3.

5.3  overAll refinery flow
In a refinery, crude oil is transformed into commercial 
fuels and materials using an integrated sequence of different 
processes that can be classified into four categories: separa-
tion, conversion, finishing, and supporting. Figure 5.1 shows 
an overall refinery flow diagram starting with the crude oil 
entering a refinery at the top left and its generic progression 

through different types of processes that eventually lead to 
commercial fuels and materials, including liquefied petro-
leum gas (LPG), motor gasoline, jet fuel, diesel fuel, fuel 
oil, solvents, lubrication oils, asphalt, and coke. The key 
properties and specifications of these fuels and materials are 
discussed in Chapter 2. The four groups of processes that 
are shown in Figure 5.1 are introduced and discussed in the 
following sections, starting with the separation processes.

5.3.1  Separation Processes
Separation processes are physical processes that rely on 
specific physical properties of crude oils or their compo-
nents to fractionate or isolate their constituents. The most 
prominent physical separation process in a refinery is the 
crude distillation process, which fractionates a crude oil 
into several cuts with respect to their boiling points that 
range from gases at ambient conditions (e.g., propane and 
butane that constitute LPG) to heavy vacuum gas oils that 
have end points (higher boiling point of a distillation cut) 
of approximately 1000°F. Distillate fractions of crude oil 
that are directly sent to a finishing step or require minimal 
processing before entering a product pool are designated 
by the phrase “straight-run,” such as straight-run naphtha, 
straight-run kerosene, etc. The higher boiling crude oil 
fractions and the distillation residua obtained from the 
atmospheric distillation and vacuum distillation towers are 
sent to subsequent separation and conversion processes as 
described in the overall flow diagram to produce the desired 
fuels and materials. In addition to boiling points, other 
physical properties of crude oil components can be used 
for separation purposes, such as solubility/insolubility in a 

figure 5.1—An	overall	refinery	block	flow	diagram	indicating	an	integrated	network	of	major	separation,	conversion,	finishing,	
and	supporting	processes.
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solvent (e.g., in desalting to remove salt from crude oil and in 
deasphalting to separate asphalt from vacuum distillation 
residue) and freezing point (e.g., in dewaxing to separate 
wax to decrease the freezing point of the dewaxed oil).

5.3.2  Conversion Processes
Because separation processes do not produce the desired 
yields of particularly the distillate fuels (e.g., gasoline, jet 
fuel, and diesel fuels) as premium products, conversion pro-
cesses are used to induce chemical changes in the composi-
tion of crude oil fractions. In U.S. refineries, fluid catalytic 
cracking (FCC) processes are particularly important because 
of their capability to produce high-octane number motor 
gasoline in high yields from the straight-run gas oil and 
light vacuum gas oil. Other catalytic conversion processes 
include catalytic reforming, catalytic isomerization, alkyla-
tion, and polymerization processes to further increase the 
yields of high-octane number motor gasoline. In contrast to 
catalytic cracking, which is aimed at reducing the molecular 
size of the compounds in the feed, catalytic isomerization 
and catalytic reforming do not change the size of the feed-
stock molecules to any significant extent. Catalytic reform-
ing and isomerization processes increase the octane number 
of their products through dehydrogenation of cycloalkanes 
and isomerization of n-alkanes to produce aromatic hydro-
carbons (in reformate) and branched alkanes (in reformate 
and isomerate). On the other hand, alkylation and polymer-
ization processes are used to induce the coupling (combina-
tion) of smaller hydrocarbons, such as one i-alkane (e.g., 
i-butane) and one olefin (e.g., propene), in alkylation and 
two olefins (e.g., i-butene and propene) in polymerization 
to produce i-alkanes and branched olefins, respectively, 
to obtain high-octane number molecules that boil in the 
gasoline range. Therefore, the lighter i-alkanes and olefins 
generated as byproducts in FCC and other conversion pro-
cesses can be recovered to contribute to high-octane number 
streams (as alkylate and polymerate) to the gasoline pool.

In contrast to the emphasis on gasoline production 
and particularly on FCC in the U.S. refineries, European 
refineries as well as those in some other parts of the world 
mainly focus on diesel fuel production because of the 
increasing proportion of diesel cars and the prominent 
mass transport systems in these countries that rely on 
diesel fuel. Therefore, challenges associated with the diesel 
market requirements and the conversions of higher-boiling 
fractions of petroleum create higher interest in conversion 
processes such as mild hydrocracking, hydrocracking, and 
coking compared with that in U.S. refineries.

Catalytic hydrocracking combines hydrogenation and 
cracking to handle feedstocks that are heavier than those 
that can be processed by FCC, such as heavy vacuum gas 
oils and vacuum distillation residua (VDR), because of 
excessive coke deposition on the catalyst in the absence of 
hydrogen. Middle distillates (e.g., kerosene and diesel fuel) 
are the principal products of hydrocracking.

Thermal processes that do not use any catalysts, such 
as visbreaking and coking, are used to upgrade the VDR 
to produce distillate fuels from the bottom of the barrel. 
Visbreaking is a mild thermal cracking process with the 
principal purpose of reducing the viscosity of VDR by slight 
carbon rejection in the visbreaking reactor to produce a 
heavy distillate or residual fuel oil. Lower yields of light 
and middle distillates can also be produced by visbreaking 

depending on the severity of thermal cracking used in the 
process. On the other hand, coking involves a high-severity 
thermal cracking to reject carbon in substantial quantities 
to produce a carbon-rich solid byproduct (coke) along with 
light and middle distillates that are sent to finishing processes 
to contribute to the respective distillate fuel pools.

5.3.3  Finishing Processes
Finishing processes constitute the final step in the process-
ing history of a commercial product to ensure that it meets 
the specifications for marketing. These processes, depicted in 
generic terms in the boxes on the right-hand side of Figure 5.1 
for each product, include physical mixing of different refinery 
streams in proportions to satisfy the product specifications 
(e.g., octane number and Reid vapor pressure for gasoline, 
cetane number, and pour point for diesel fuel), sweetening to 
remove sulfur compounds by absorption in basic solutions, 
chemical reactions such as hydrotreatment to remove hetero-
atoms (e.g., S, N, and metals), sweetening to convert certain 
sulfur species (i.e., mercaptans) into more benign sulfur com-
pounds (i.e., disulfides), and hydrogenation to saturate olefins 
to the desired levels for storage stability of gasoline and to sat-
urate aromatics to increase the cetane number of diesel fuel.

5.3.4  Supporting Processes
Unlike the three categories of processes described above, 
support processes do not directly involve the production of 
hydrocarbon fuels or materials, but they do play critical roles 
in the operation of a refinery. Support processes include 
hydrogen production for supplementing hydrogen output 
from catalytic reforming to meet the hydrogen demand 
for hydrotreatment, hydrocracking, and hydrogenation 
processes; acid gas removal to separate hydrogen sulfide 
(H2S) and other gases from hydrocarbon streams; sulfur 
recovery from H2S separated in the acid gas removal unit; 
and wastewater treatment. With the increasingly heavy and 
sour crudes being processed in refineries, the demand for 
hydrogen and the need for removal and conversion of acid 
gases to elemental sulfur have become critically important 
for refinery operation. Supporting processes also include 
the production of oxygenated hydrocarbons (e.g., ethyl 
tertiary butyl ether), particularly in Europe, which are 
used as gasoline additives to increase the octane number 
and control exhaust emissions. Benzene removal from 
gasoline (to comply with environmental regulations) and 
the wastewater treatment units in refineries also constitute 
important supporting processes.

5.4  refinery Processes
5.4.1  Separation Processes
Separation processes constitute the initial stage of process-
ing in a refinery and they prove a fractionation of products 
from conversion processes. Separation processes are 
physical processes in which the chemical structure of the 
feedstocks does not change. Constituent compounds or 
groups of compounds are separated through processes such 
as desalting, distillation, stripping, gas absorption, solvent 
extraction, and gas adsorption.

5.4.1.1	 DesAlting
Although distillation is usually referred to as the first process 
in petroleum refineries, desalting takes place before distilla-
tion. Salt dissolved in water to form brine enters the crude 
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stream as a contaminant during the production or transpor-
tation of oil to refineries. If salt is not removed from crude 
oil, serious damage can result, especially in the heater tubes, 
because of corrosion caused by the presence of chloride. Salt 
in crude oil also causes a reduction in heat transfer rates in 
heat exchangers and furnaces. Salt concentration in crude 
oil is usually expressed in terms of pounds of equivalent 
sodium chloride per thousand barrels of clear (water-free) 
crude and is reported as lb/1000 bbl, or simply PTB. In the 
United States and Europe, desalting is done in the refineries 
to reduce the PTB of crude to 1. PTB can be calculated as [2]

 PTB
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where:
�%S&W = volume percentage of salt and water in oil 
[0.1→ 1],
ppmw = salt content of water in ppmw, and
�SGbrine = specific gravity of brine (>1), which depends 
on the salt concentration of water. 

For example, seawater with salinity of 35,000 ppmw (or 
3.5 wt %) has a specific gravity of 1.02 [1]. The relation 
between specific gravity of brine and its salt content can 
be expressed as SGbrine = 1 + 6.7 ⋅ 10–7(ppmw) or SGbrine = 1 + 
0.0067(S%), in which S% is the salt content (total dissolved 
solid) of brine in percentage weight.

Processes that reduce the PTB of a crude to 1 may include
• Adding demulsifier (soaps, sulfonates),
• A wetting agent for solid removal,
• Heating to 200–300°F, and
• Electrostatic coalescence.

Desalting in refineries is more economical than in the 
field because heat is readily available from the refinery 
flue gases. General methods of desalting are shown in 
Figure 5.2 as modified from Manning [2]. By adding hot 
water to crude, salt associated with brine in the crude is dis-
solved in the hot water and then the same amount of water 
is removed as brine. In this way, the salt concentration of 
brine associated with the crude is decreased although the 
percentage volume of brine may remain the same as before 
the desalting process. The efficiency of a desalting process 
largely depends on the level of mixing of the added hot 
water with the crude and the separation of brine. One of the 
most effective means of this process is mixing/coalescing 
using high voltage. By creating a voltage of approximately 
30,000–40,000 V within 1–2 s, small particles are formed 
that make mixing very effective. After just 1 s of application, 
the voltage is reduced to 0 (i.e., within 3–4 s) for reagglom-
eration of the small particles to form larger units (coalescing 
process) and enhance the separation of brine from oil. This 
cycle is repeated until the desired level of separation is 
obtained. The desalter unit is simply an electrostatic heat 
treater to separate crude from the dilution water through 
extensive subdivision and better exchange of salt between 
the oil and dilution water. As the electric field is reduced, 
large water droplets are formed and settle down accord-
ing to Stokes law. By use of electrostatic coalescence, the 
%S&W of crude can be reduced to 0.1–0.15 (in vol %) 
whereas without an electric field it can only be reduced to 
0.5–1 % [2]. Dehydration of crude is best obtained at a pH 
of 6. However, the pH should never exceed 8 because of 
emulsion formation. The pH can be controlled by the addi-

tion of acid to recycled water. During the desalting process, 
some other elements in crude such as V, Mg, and Fe can 
also be reduced between 30 and 75 % whereas salt, Ca, and 
Na can be reduced by 90 %. Therefore, the stages of the 
desalting process can be summarized as
1. Adding dilution (or less saline) water to crude,
2. Mixing dilution water with crude by a mixer, and
3. Dehydration of crude to separate crude and the diluted 

brine (salt and water) phase.
Desalting can be performed in a single- or two-stage 

unit. The amount of water wash and the temperature of the 
mixing process mainly depend on the crude API gravity, as 
shown in Table 5.1.

The main parameters that should be considered before 
the installation of a desalting unit are
• The number of desalting stages, 
• The dehydration level achieved (vol % of salt and 

water) remaining in the crude leaving the desalter,
• The salinity of the brine remaining in the crude,
• The efficiency of the mixing of dilution water and crude,
• The salinity of dilution water, and
• The required PTB specification.

As a rule of thumb, if the required PTB is 20–50, then 
seawater may be used as dilution water. The number of 
stages depends on the level of dehydration in the remaining 
crude [2]:
• Single-stage: 5–7 vol % (salt and water) remaining in crude,
• Two-stage: 1–2 vol % (salt and water) remaining in crude,
• Three-stage: Used for desalting heavy and viscous 

crudes (API gravity of 10–20).
The design calculations related to the level of dehydration 

and desalting in a desalter are based on material balances 
for the salt and water.

5.4.1.2	 DistillAtion
In this section, the principles of distillation and various 
methods are introduced, followed by a description of distil-
lation towers in refineries, straight-run products, and the 
intermediate streams obtained from distillation processes. 

5.4.1.2.1  Operation and Types of Distillation Processes
Distillation is the main physical process in refineries that 
separates hydrocarbon compounds into distillate fractions 
on the basis of their boiling points or volatility [3–5]. More 
volatile compounds (with low boiling points) tend to vapor-
ize more quickly than heavy compounds, and this forms 
the basis of separation through distillation. In a distillation 
column, light components appear in the top as top product 
and the heavier part of the mixture appears in the bottom. 
For a crude that is a mixture of hundreds of hydrocarbons, 
some very light compounds such as ethane and propane 
only appear in the top whereas extremely heavy and nonvola-
tile compounds such as asphalts only appear in the bottom. 
The condensed top product is also referred to as “distillate,” 
or overhead product. 

Figure 5.3 shows a flow diagram for a typical crude 
distillation unit (CDU) [6]. The CDU consumes a significant 
fraction of the energy consumed in a refinery, and, as shown 
in Figure 5.3, it has a complex heat exchanger network 
(HEN) for energy economy. The HEN consists of several heat 
exchangers in series or parallel configurations to extract 
energy from the distillation column pumparounds or side 
streams. The crude is heated at three stages before entering 
the column at approximately 400ºC. A preflash drum (or a 
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preflash column) may be included in the crude preheater 
train. This preflash step separates volatile fractions such 
fuel gas, LPG, and light naphtha to reduce the quantity of 
feed into the furnace. The separation of the light fractions 
before the furnace allows a better separation of the products 
in the distillation column and conserves energy. The crude 
preheat train is one of the most complex units that need to 
be controlled effectively for an optimal energy balance for 
the CDU that is important for the refinery’s energy economy.

(a) 

(b) 

(c) 

figure 5.2—three	general	methods	for	the	desalting	of	crude	oil	based	on	three	oil/water	separation	methods:	(a)	settling,	
(b)	use	of	an	electric	field,	and	(c)	use	of	a	packed	column.	Source:	Figure	modified	from	[2].

tABle 5.1—Amount of water wash and 
temperature vs. crude gravity [2]
°APi water wash (vol %) temperature (°c (°f))

Api	>	40 3–4 115–125	(240–260)

30	<	Api	<	40 4–7 125–140	(260–280)

Api	<	30 7–10 140–150	(280–300)
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Siemanond and Kosol [6] have studied the energy 
requirements for a light (Arabian) and a heavy (Bacha 
quero) crude. The yields of distillate products from these 
crudes are given in Table 5.2, indicating larger distillate 
yields and lower residue yield from the Arabian light. Table 5.3 
gives the heat exchanger and condenser duties for the distil-
lation of two crudes for which the temperature of the crude 
and distillation products is set at 30ºC. It should be noted 
that most of the energy necessary for distillation is added in 
the external furnace, as can be seen in Table 5.3. The total 
energy required for distillation includes the energy needed 
to evaporate the side stream products and a small amount 
needed to provide internal reflux that is called “overflash.” 
Keeping the amount of overflash to a minimum is also 
important for the energy economy in the CDU.

The performance of a CDU can be significantly improved 
if part of the top liquid product after the condenser is 
returned into the distillation column as reflux. The contact 
between the upward vapor phase and the downward liquid 
phase (as a result of reflux) would increase the exchange 
of components between the two phases. Light components 
evaporate from the liquid phase, and heavy components 
condense from the vapor phase into the liquid phase to 
improve the fractionation in the distillation column.

The distillation columns work as a multistage distillation 
system in which each stage is equivalent to a single distil-
lation unit. To have a good separation, vapor and liquid 
leaving each stage should reach vapor/liquid equilibrium. 
Temperature along the column increases from the top to 
the bottom, and the crude oil enters on the feed tray. The 
section above the feed tray is known as the rectification 
and below the feed is referred to as the stripping section. 

figure 5.3—A	crude	distillation	unit	(CDU)	and	its	hen	[6].	Source:	Figure	used	with	permission.

tABle 5.2—Products from a light and Heavy 
crude obtained from a cdu [6]

Products

Product 
Boiling 
range (°c)

Products from 
light crude at 
30°c (vol %)

Products from 
Heavy crude at 
30°c (vol %)

naphtha 0–171 23 6

Kerosene 171–271 18 10

gas	oil 271–473 28 22

residue >473	 31 62

tABle 5.3—Heat exchanger duties for 
distillation of two crudes [6]

utility

energy consumption of cdu (106 w)

light crude  
feed at
5000 bbl/h

Heavy crude 
feed at
5000 bbl/h

steam	and	steam	duty 7.67 8.07

Condenser	duty 62.3 13.9
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To have better vaporization and separation of the heavier 
components, steam is typically injected into the column 
at the bottom. The presence of steam decreases the partial 
pressure of hydrocarbons, and they can be vaporized at 
lower temperatures. Distillation at lower temperatures is 
desirable because high temperatures could lead to the 
degradation of thermally labile compounds.

The top condenser of the distillation column can be a 
partial condenser to obtain a liquid stream for the reflux, 
and the product is condensed in a second condenser. The 
bottom liquid is also partially vaporized in a reboiler, and 
a further fractionation can occur in the reboiler because 
it acts like a separation stage. The heat required in the 
reboiler is provided by high-pressure steam. The reboiler 
drives the operation of a distillation column as it generates 
vapor that flows upward in the column. Having a higher 
reflux rate can increase the purity of the top products; 
however, it reduces the production and requires the addition 
of more energy in the reboiler. Therefore, an optimal value of 
the reflux can be determined through column optimization 
and minimizing the total column cost as will be discussed 
in Chapter 13. Distillation columns can be tray or packed 
columns. Details of different column types and their advan-
tages are discussed in Chapter 13.

A form of single-stage separation is called flash distilla-
tion or simply flash, in which the temperature and pressure 
in the unit are controlled in a way that only a part of the 
liquid feed is vaporized. The vapor product from the flash 
can be condensed for recovery. Liquid feed can be partially 
vaporized either by heating at constant pressure (similar to 
what happens in a reboiler) or by reducing the pressure at 
constant temperature. The vapor and liquid streams leaving a 
flash chamber approach equilibrium if the flash unit oper-
ates close to an ideal stage. Such flash units are common in 
refineries where the light gases are flashed out from a liquid 
by reducing the pressure.

In a refinery, desalted crude oil usually enters the 
atmospheric distillation column after going through a 
preflash drum or column, as described above. Because crude 
oil is a mixture of thousands of different compounds, the 
fractional distillation products also contain many different 
compounds, particularly in fractions with higher boiling 
points. For every side stream product, five to eight trays are 
generally needed. There are also several plates below the 
feed tray. For example, for a column with 4 side streams 
there may be 25–30 trays.

The residue from an atmospheric distillation column 
typically has an initial boiling point of approximately 650ºF 
(~350ºC). Higher temperatures are not desirable in crude 
distillation because thermal cracking of some constituent 
compounds may occur. To avoid thermal cracking in a 
distillation column, heavy residue from the atmospheric 
tower is further distilled in a vacuum tower. After desalt-
ing, the crude is typically heated up to 550°F by a heat 
exchanger and then to 750°F in a furnace. The temperature 
of the bottom product of the atmospheric tower is raised to 
850°F before entering vacuum distillation. The pressure in 
vacuum towers ranges from 10 to 50 mmHg.

The diameter of a typical atmospheric crude tower is 
approximately 13 ft, and the height is approximately 85 ft, 
but towers for the fractional distillation of side products 
such as LPGs could have diameters of 2–3 ft and be up 
to 200 ft in height with as many as 30–100 trays. This is 

mainly due to the low relative volatility of components 
that requires a larger number of trays for a desired level of 
separation. Heavy residues distilled in a vacuum tower have 
high molar volumes; therefore, the diameter of vacuum 
towers is much larger than those of atmospheric towers. 
The vacuum tower’s diameter could be as large as 40 ft 
depending on the feed rate.

5.4.1.2.2  Straight-Run Products and Intermediate 
Streams from Distillation
The distillation of crude oil in the atmospheric distillation 
column gives fractions that include straight-run products, 
such as LPG, naphtha, kerosene, and light and heavy gas 
oils [7,8]. The vacuum column generates intermediate 
streams (i.e., light and heavy vacuum gas oils and vacuum 
residue) that are subjected to subsequent processing to pro-
duce light and middle distillate fuels and nonfuel products. 
The specifications of all fuels and materials obtained from 
crude oil are presented in Chapters 2 and 4.

As seen in Figure 5.3, the vapors from the top of the 
atmospheric column (overhead products) are condensed and 
separated into gas and liquid streams in the accumulator. 
The gas is further separated into fuel gas (methane and 
ethane) that is burned for generating heat or steam in the 
refinery as well as LPG. LPG that consists of propane and 
butane is the lightest straight-run product from crude oil 
distillation. LPG may need to be treated to remove impurities 
such as H2S, elemental sulfur, and carbonyl sulfide (COS). 
Part of the liquid overhead product (full-range naphtha) 
is returned to the column as reflux. The rest of the overhead 
liquid is separated into light and heavy naphtha. Light 
naphtha can be used as specialty solvent, after purification, 
if necessary, or sent to an isomerization unit to increase its 
octane number to become a blending component for gaso-
line. Heavy naphtha is hydrotreated and usually directed to 
a catalytic reforming unit to produce high-octane gasoline, 
as shown in Figure 5.1 and discussed in more detail in 
Section 5.4.2.1.2. Condensed water is sent to a water treat-
ment plant.

The side streams are separated in the side cut steam 
strippers into middle distillates (i.e., kerosene) and light and 
heavy gas oils. Kerosene is hydrotreated to produce jet fuel, 
or to be used as a blending component for diesel fuel, or as 
a solvent. Light gas oil (LGO) is hydrotreated to produce 
diesel fuel, and heavy gas oil (HGO) is hydrotreated to 
produce a blending component for diesel fuel or light fuel 
oil. In refineries that are focused on maximizing gasoline 
production, atmospheric gas oils as well as vacuum gas oils 
are used as feedstocks for FCC to produce more gasoline as 
the primary product, as discussed later in Section 5.4.2.1.1. 

Atmospheric residue is fed into the vacuum distillation 
column to be fractionated into light and heavy vacuum gas 
oil (LVGO and HVGO, respectively) and vacuum residue 
(VR). LVGO can be used for producing lubricating oil 
basestock after dewaxing to control the freezing point of the 
basestock. HVGO can be introduced to catalytic cracking 
or hydrocracking to produce light and middle distillates. 
Finally, the bottom of the barrel, VR, can be used as feed-
stock for deasphalting to produce deasphalted oil (DAO) 
and asphalt, for visbreaking to produce fuel oil, or coked 
to produce light and middle distillates and petroleum coke. 
In turn, DAO may be used as feedstock for dewaxing and 
lubricating oil basestock production or as feedstock for 
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hydrocracking to produce primarily middle distillates (i.e., jet 
fuel and diesel fuel).

The role of distillation has remained significant in the 
historical evolution of refinery schemes that have been 
referred to in the literature as follows:
• Topping: Simple distillation only, not currently used.
• Hydroskimming: Distillation combined with hydrotreat-

ing, still used in some refineries.
• Conversion: Including vacuum distillation with the 

chemical conversion of vacuum distillates into light 
products.

• Deep� conversion: Chemical conversion of VDR into 
light products.

• Lubricant�production: Special vacuum distillation incor-
porated with deasphalting, lubricating oil extraction, 
dewaxing, and finishing.

5.4.1.3	 other	sepArAtion	proCesses:	
Absorption,	stripping,	extrACtion,	AnD	
ADsorption
There are several other physical separation processes that 
are used in refineries to separate components from each 
other in liquid and gas phases. Absorption is a process in 
which a gas component is separated using an amine sol-
vent in an absorption column. Stripping is the opposite of 
absorption and occurs when a volatile component is evapo-
rated from a liquid phase into a gas phase. This process is 
usually used to recover enriched solvent from an absorption 
column as will be discussed in Chapter 13.

An absorption column is similar to a distillation column 
(tray or packed) in which good contact between gas and 
liquid streams is needed to have good performance in the 
column. However, absorption columns do not have a con-
denser or a reboiler. Rich gas enters from the bottom and 
solvent enters from the top, whereas rich solvent leaves 
the column through the bottom. Absorption columns usu-
ally operate at low temperatures but high pressures. Good 
absorption solvents should be nontoxic, cheap, nonvolatile, 
and possess a high absorption capacity. In general, the 
phrase “like dissolves like” works for absorption as well. For 
example, to separate C3 and C4 from a gas mixture of C1, C2, 
C3, and C4, a hydrocarbon solvent such as a paraffinic oil 
would be suitable. A heavier component (e.g., C4) tends to 
be absorbed more than C3 and the other light components 
because C4 is closer in structure to that of a paraffinic sol-
vent such as decane. The absorption capacity of a solvent 
increases for a given compound that has similar chemical 
and physical properties to those of the solvent.

Another physical separation process is solvent extraction, 
in which a component is separated from a liquid mixture 
using a liquid solvent. A separation of two components, A 
and B, by distillation is possible when the difference between 
vapor pressure (or boiling points) of the components is large 
(high relative volatility). However, if the boiling points of 
the components are close to each other, the separation by 
distillation requires a large column with a high cost. If the 
boiling points of two components are the same (i.e., relative 
volatility of unity), then separation by distillation is not 
possible, and an alternative technique is needed. Consider 
a solution of acetic acid (component A) in water (compo-
nent B). Solvent isopropyl ether (component C) is added 
in which C is partially soluble with component A but not 
soluble in B. The three-component mixture of A, B, and C 

will then separate into two phases, A and B and A and C. 
The phase rich in solvent C (in this example ether is the 
rich phase) is called the “extract” whereas the phase rich in 
component B (water layer phase in this example) is called 
the “raffinate.” The extract phase then can be sent to a dis-
tillation column to separate A and C. In this way, one can 
separate component A from B and recover the solvent C for 
recycling. In an ideal separation, the two phases of extract 
and raffinate are in equilibrium and principles of liquid-
liquid equilibrium will be used for the design and operation 
of the extractor. A multistage countercurrent extraction 
unit is commonly used in the form of a column to sepa-
rate two miscible liquids to a certain degree of purity. In 
the process, the heavy liquid usually enters from top of 
the column whereas light liquid (usually solvent phase) 
enters countercurrently from the bottom. The number of 
stages or trays necessary for the desired separation in such 
columns can be determined through equilibrium data and 
the operating line. As an example, liquid-liquid extraction 
separates aromatics from aliphatic hydrocarbon mixtures 
by using a mixture of diethylene glycol (90–92 %) and 
water (8–10 %). Aromatics such as benzene, toluene, and 
xylene(s) can be separated from oil by use of sulfolane in 
a liquid-liquid extraction process [1]. The design of such 
units is discussed in Chapter 13.

Another physical separation process used in refineries 
is adsorption,�in which usually a gas is separated from a gas 
mixture by a solid phase called the adsorbent. This process 
can also be used for adsorption of a component in liquid 
mixtures such as removal of hydrocarbons from water. 
Adsorption is a useful process when a component exists in 
small quantities. For example after separation of H

2S from 
natural gas through a gas absorption process, the remaining 
amount of H2S in the gas mixture can be removed through 
an adsorption process yielding a gas with a very low 
concentration of H2S. This process is also quite useful to 
remove odors and pollutants from air.

The effectiveness of an adsorption process largely 
depends on the characteristics and types of adsorbents (the 
solid phase). The adsorbents are typically in the form of 
small beads or pellets ranging from 0.1 to 12 mm in size, 
with the larger particle being used in packed beds. Columns 
are filled with adsorbent beads and gas feed enters from the 
bottom of the column. The porosity of particles is approxi-
mately 50 %, and the adsorption usually occurs as a 
monolayer on the surface of a solid. When gas is introduced 
into a solid bed column, it first diffuses into the bulk of the 
gas phase and then through pores of the solid before reach-
ing the solid surface. The overall performance also depends 
on the diffusion rates in the gas and solid pores as well as 
the kinetics of the adsorption process. Good adsorbents 
have a high surface area up to 2000 m2/g whereas a value of 
1200 m2/g is considered a good surface area. Various kinds 
of adsorbents in the order of surface area include activated 
carbon, silica gel, activated alumina, molecular sieve zeo-
lites, and synthetic polymers and resins in which activated 
carbons usually have surface areas of 300–1200 m2/g and 
alumina has a surface area of 200–500 m2/g [3].

5.4.1.4	 DewAxing	AnD	lUbriCAting	oil	
proDUCtion
Dewaxing processes are designed to remove wax from 
precursor lubricating oils (LVGOs or DAOs) to give the 
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lubricating oil basestock good fluidity characteristics at low 
temperatures. An oil can generally be dewaxed by separation 
of wax as a solid that crystallizes from the oils at low 
temperatures in a process called “solvent dewaxing.”

Before the 1930s, naphthenic and paraffinic oils were 
used as lubricants for motors, and both were solvent (i.e., 
phenol) extracted to improve their quality [1]. However, 
lubricating oils are mainly composed of normal and 
branched paraffins. Lubricating oils were produced in early 
refineries as byproducts of paraffin wax. Lubricating oil 
typically has high boiling points (>400°C) and high viscosity. 
The carbon number range for lubricating oil is usually 
between 25 and 35–40 [1]. Lubricating oil can be produced 
in four steps:
1. Distillation to remove lighter components,
2. Solvent refining or hydrogen treatment to remove non-

hydrocarbon compounds,
3. Dewaxing to remove wax constituents and to improve 

low-temperature properties, and 
4. Clay treatment (or hydrogen treatment) to prevent 

instability of the product [1].
SAE has classified lubricating oils into different classes 

on the basis of their kinematic viscosity. For example, the 
viscosity of grade SAE 20 oil should have a minimum value 
of 5.6 cSt and a maximum value of 9.3 cSt at 100°C (212°F).

The solvents used in the solvent dewaxing of oils are 
naphtha, propane, sulfur dioxide, acetone-benzene, methyl 
ethyl ketone-benzene (benzol), and methyl-n-propyl ketone. 
Currently, ketone solvents are commonly used in dewaxing 
processing. Processes of dewaxing include contacting the 
feedstock with the solvent, precipitating the wax from the 
mixture by chilling, and recovering the solvent from the wax 
and dewaxed oil for recycling. Recent dewaxing processes 
include catalytic dewaxing, which is a mild hydrocracking 
process and is conducted at temperatures in the range of 
280–400°C and pressures in the range of 300–1500 psi, 
depending on the type of feedstock used and the product 
required. The catalyst used for the process is the ZSM-5 
 catalyst (MFI according to the IUPAC Framework Type 
Code). This catalyst is selective for n-paraffin cracking 
through molecular sieving. A catalytic dewaxing process 
developed by Mobil is shown in Figure 5.4.

5.4.1.5	 DeAsphAlting:	AsphAlt	AnD	DAo	
proDUCtion
Asphaltenes, as discussed in Chapter 2, consist of a 
high-molecular-weight aromatic hydrocarbon containing 
heteroatoms such as sulfur and nitrogen. Asphaltenes 
are associated with heavy residues from a vacuum tower 
and can be separated from the residue through a solvent 
separation process. As much as 80 % of the residue from 
vacuum crude oil towers is paraffinic material that can be 
upgraded to diesel fuel. Low-molecular-weight paraffins such 
as propane, butane, or pentane can be added to asphaltenic 
oils, and asphaltenes are separated as solid asphalt. The 
mechanism of separation is through the density difference 
between asphaltenes and the oil/solvent solution. Undesir-
able heteroatoms such as sulfur, nitrogen, and metals are 
also removed through deasphalting of oil. Deasphalting is 
usually applied to vacuum gas oil, feedstocks for lubricat-
ing basestocks, and distillation. Upgrading of heavy oils 
through deasphalting can be done at the production site 
of an oil field, which results in better quality crude for 
export and processing, as discussed in Chapter 8. Removal 
of asphaltene through solvent extraction is common in 
refineries to remove asphaltene from heavy residues and 
asphaltenic oils. LPG can be used to precipitate asphaltic 
materials. When propane is added to oil containing asphal-
tene, propane dissolves in oil, but it rejects asphaltene because 
of a considerable difference in their chemical structure 
and molar size. Propane can then be recovered through 
an evaporation process as shown in Figure 5.5 [1]. In this 
process, the heavy feedstock and 3–10 times its volume of 
liquefied propane are pumped together through a mixing 
device and then into a settling tank. The temperature is 
maintained between 27 and 71°C, in which the higher the 
temperature, the greater the tendency of asphaltic materials 
to separate. However, the temperature should be above the 
asphaltene pumping temperature, and the propane is main-
tained in the liquid state by a pressure of approximately 
200 psi. The final products of the deasphalting process are 
asphalt and DAO, as shown in Figure 5.5. Other methods of 
deasphalting are discussed by Speight [1]. Another process 
is proposed by Honeywell’s UOP and is shown in Figure 5.6 
[9]. The UOP deasphalting process produces DAO that is 

figure 5.4—Catalytic	dewaxing	process	that	is	based	on	the	Mobil	process	as	given	in	[1].
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rich in paraffinic-type molecules that can later be converted 
in an FCC unit or hydrocracking unit. The pitch product 
contains most of the residue’s contaminants (metals, 
asphaltenes, Conradson carbon) and is rich in aromatic 
compounds and asphaltenes. The feed (normally VR) is 
mixed with a light paraffinic solvent, typically butane, 
where the DAO is solubilized in the solvent. The insoluble 
part will precipitate out of the mixed solution (Figure 5.6). 
The solvent can be recovered and recycled back to the 
beginning of the process. Considering the solvent selec-
tion, as the solvent gets heavier, the yield of DAO increases, 

but its quality declines. As the DAO yield increases, the 
concentration of contaminants in the DAO also increases. 
Changing solvents is not usually considered as a day-to-day 
operating practice [9].

5.4.2  Conversion Processes
Conversion processes change the molecular structure of 
the crude oil fractions from distillation processes and 
other intermediate products from different refinery units 
to increase the quantity and quality of premium distillate 
fuels such as gasoline, jet fuel, diesel fuel, and fuel oils. This 

figure 5.5—schematic	of	deasphalting	process	by	propane	that	is	based	on	the	method	recommended	in	[1].

figure 5.6—Uop/FwUsA	solvent	deasphalting	process	[9].	Source:	Figure	used	with	permission	from	Uop	llC,	a	honeywell	
company.
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subsection covers the principal conversion processes used 
in a refinery that are grouped on the basis of the targeted 
distillate fuel product starting with gasoline production.

5.4.2.1	 gAsoline	proDUCtion
Gasoline is the principal product in U.S. refineries, account-
ing for 40 % by volume of all refinery products [10] because 
of the high demand for motor gasoline as the primary fuel 
for automobiles. Properties and specifications of gasoline 
products are discussed in Chapters 2 and 4. Among all of 
the processes used for producing gasoline, the process of 
FCC accounts for the largest volume of gasoline production 
through the cracking of gas oils. Catalytic reforming and 
isomerization processes are performed to increase the 
octane number of heavy naphtha and light naphtha fractions, 
respectively, without a major change in molecular weight or 
boiling point range of the feedstocks to provide high-octane 
number gasoline streams to the blending pool. On the other 
hand, alkylation and polymerization are used to combine 
lighter hydrocarbons (C3 and C4 alkanes and olefins) gen-
erated in conversion processes (e.g., FCC and coking) to 
produce branched alkanes and olefins (i-C7-i-C8) with high 
octane numbers for the gasoline pool. These processes 
are introduced in more detail in the following sections. It 
should be noted that there are other refining processes that 
produce gasoline blending streams as byproducts, as will be 
pointed out when discussing these processes.

5.4.2.1.1  FCC
The FCC process is the most widely used refinery process 
to produce high-octane gasoline mainly from straight-run 
atmospheric gas oil and LVGO. This process involves 
breaking up long chains of n-alkanes into shorter chains of 
branched alkanes (isoalkanes), cycloalkanes (naphthenes), 
and aromatics by using acidic catalysts. In addition to 
high-octane gasoline, FCC produces LPG, cycle oils, and 
olefin-rich light hydrocarbons (C3, C4) that can be used in 
alkylation and polymerization reactions to produce higher 
molecular weight branched alkanes and olefins to contribute 
to the blending pool of high-octane gasoline in refineries. 
Because of the central importance of FCC in petroleum 
refining, a separate chapter (Chapter 6) is devoted to discuss-
ing this process in detail. Only a brief description of the 
process is presented here.

Increasing demand for gasoline along with the need 
to produce high-octane gasoline for increasingly more 
powerful spark ignition engines led to the development 
and maturation of catalytic cracking processes just before 
and during World War II. After the development of a fixed-
bed (Houdry process, 1936) and a moving-bed (Thermofor 
Catalytic Cracking, 1941) catalytic cracking process, fluid-bed 
catalytic cracking (FCC, 1942) became the most widely 
used process worldwide because of the improved thermal 
efficiency of the process and the high product selectivity 
achieved, particularly after the introduction of crystalline 
zeolites as catalysts in the 1960s.

In general terms, the FCC process can be divided into 
three components: the reactor, the catalyst regenerator, 
and the product fractionator. In the reactor, the cracking 
reactions initiate on the active sites of the catalysts with the 
formation of carbocations (positively charged hydrocarbon 
ions), and the subsequent ionic chain reactions produce 
branched alkanes and aromatic compounds to constitute 

the crackate (cracked gasoline with high octane number), 
light olefins, cycle oils, and slurry oil that are sent to the 
fractionator. A carbon-rich byproduct of catalytic cracking, 
termed “coke,” deposits on catalyst surfaces and blocks the 
active sites. The coked catalysts are sent to the regenerator 
unit to burn off the coke deposit, and the regenerated cata-
lysts are returned to the reactor to complete the catalyst 
cycle. The heat necessary for the endothermic cracking 
reactions can thus be supplied by the hot catalyst particles 
that are heated by burning the coke deposit off their 
surface. For most FCC units, there exists a good heat bal-
ance between the reactor and the regenerator for effective 
thermal integration. FCC is considered a carbon rejection 
process because the coke deposited on the catalyst surface 
and eventually burned off for heat is rich in carbon and 
thus enables the production of large quantities of a light 
distillate (crackate) in the process.

Two different configurations of the FCC process exist 
depending on the positions of the reactor and the regenera-
tor: they can be side by side or stacked, where the reactor 
is mounted on top of the regenerator. Major licensor compa-
nies that offer FCC processes with different configurations 
include Kellogg Brown & Root, CB&I Lummus, ExxonMobil 
Research and Engineering, Shell Global Solutions Interna-
tional, Stone & Webster Engineering Corporation, Institut 
Francais du Petrole (IFP), and UOP. 

The flow diagram of a UOP FCC process is shown 
in Figure 5.7 [11]. The gas oil feed mixed with steam is 
introduced to the bottom of the riser (reactor) with the hot 
catalyst particles from the regenerator. Most of the cracking 
reactions take place in the riser. After steam stripping in 
the upper part of the reactor, the coked catalysts are sent 
to the regenerator and the products are directed to the 
fractionator section that consists of a main column and a 
gas concentration (separation) unit. UOP engineers are also 
proposing two-stage regenerator units for FCC plants. The 
advantages of a two-stage regenerator over a single-stage 
regenerator are
• Easier to operate,
• Uniform coke burn,
• Low carbon residue (<0.05 wt %),
• Higher conversion of carbon monoxide (CO) to carbon 

dioxide (CO
2),

• Lower nitrogen oxide (NOx) emissions, and
• Minimizing catalyst deactivation.

Addition of a third-stage catalyst regenerator may con-
trol the emission of particulate matter (PM) in flue gases. 
It could reduce the PM to meet the 50-mg/Nm3 clean gas 
requirement, help axial flow separation, and reduce PM to 
less than 0.8 lbPM/1000 lb (coke). 

Another modification to FCC plants could be installa-
tion of a catalyst cooler, which may provide better control 
of the catalyst/oil ratio; the ability to optimize the FCC 
operating conditions, increase conversions, and process 
heavier residual feedstocks; and better catalyst activity and 
catalyst maintenance. Recent advancements in FCC pro-
cesses are discussed in Chapters 6 and 7.

5.4.2.1.2  Catalytic Reforming
Catalytic reforming converts low-octane straight-run naphtha 
fractions (particularly heavy naphtha that is rich in naph-
thenes) into a high-octane, low-sulfur reformate, which is 
a major blending product for gasoline. The most valuable 
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byproduct from catalytic reforming is the hydrogen needed 
in a refinery with the increasing demand for hydrotreating 
and hydrocracking processes. Most reforming catalysts 
contain platinum supported on alumina, and some may 
contain additional metals such as rhenium and tin in bi- or 
trimetallic catalyst formulations. In most cases, the naphtha 
feedstock needs to be hydrotreated before reforming to 
protect the platinum catalyst from poisoning by sulfur or 
nitrogen species. With the more stringent requirements on 
benzene and the total aromatics limit in the United States 
and Europe, the amount of reformate that can be used in 
gasoline blending has been limited, but the function of 
catalytic reforming as the only internal source of hydrogen 
continues to be important for refineries.

The first commercial catalytic reforming process was 
introduced by UOP in 1949 as the PlatformingTM process 
that used three fixed-bed reactors. The reactors operate in 
series with furnaces placed before each reactor to heat the 
feedstock and the reactor effluents to 500–530°C before 
entering each reactor because the predominant reform-
ing reactions are highly endothermic. These units, called 

“semiregenerative catalytic reformers,” need to be shut 
down once every 6–24 months for the in situ regeneration 
of catalysts that are deactivated by coke deposition. Later 
designs included an extra reactor (a swing reactor) to 
enable isolation of one reactor at a time to undergo catalyst 
regeneration whereas the other three reactors are running. 
This configuration enables longer on-stream times (up to 
5 years) before scheduled shutdowns for catalyst regen-
eration, but it has not become popular. 

A continuous catalyst regeneration (CCR) scheme for 
reforming came on stream in 1971. Figure 5.8 shows a flow 
diagram for the UOP CCR Platforming process [12]. The 
reactors are stacked with a moving bed of catalyst trickling 
from the top reactor to the bottom reactor by gravity. Partially 
deactivated catalyst from the bottom of the reactor stack is 
continuously withdrawn and transferred to the CCR regen-
erator. The regenerated catalyst is reinjected to the top of 
the first reactor to complete the catalyst circulation cycle.

Hydrotreated naphtha feed is combined with recycle 
hydrogen gas and heat exchanged with the reactor effluent. 
The combined feed is then raised to reaction temperature 

figure 5.7—A	Uop	FCC	process	flow	diagram	[11].	Source:	Figure	used	with	permission	from	Uop	llC,	a	honeywell	company.

figure 5.8—Uop	CCr	platforming	process	[12].	Source:	Figure	used	with	permission	from	Uop	llC,	a	honeywell	company.
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in the charge heater and sent to the first reactor section. 
Because the predominant reforming reactions are endo-
thermic, an inter-reactor heater is used to reheat the charge 
to reaction temperature before it is introduced to the next 
reactor. The effluent from the last reactor is heat exchanged 
with the combined feed, cooled, and separated into vapor 
and liquid products in a separator. The vapor phase is rich 
in hydrogen gas, and a portion of the gas is compressed and 
recycled back to the reactors. Recycling hydrogen is necessary 
to suppress coking on the catalysts. The hydrogen-rich gas is 
compressed and charged together with the separator liquid 
phase to the product recovery section. The performance of 
the unit (i.e., steady reformate yield and quality) depends 
strongly on the ability of the CCR regenerator to completely 
regenerate the catalyst.

In addition to UOP’s Platforming process, the major 
commercial catalytic reforming processes include Powerform-
ing™ (ExxonMobil), Ultraforming™ and Magnaforming™ 
(BP), Catalytic Reforming (Engelhard), Reforming (IFP), and 
Rheniforming™ (Chevron).

The principal reactions of interest in catalytic reforming, 
shown in Figure 5.9, are
• Dehydrogenation of naphthenes to aromatics,
• Dehydroisomerization of alkyl-C5-naphthenes,
• Dehydrocyclization of n-paraffins to aromatics, and
• Isomerization of n-alkanes to i-alkanes.

All of these reactions significantly increase the octane 
number (research octane number [RON] from 75 to 110 
in Reaction 1, from 91 through 83 [cyclohexane] to 100 in 
Reaction 2, from 0 to 110 in Reaction 3, and from –10 to 90 
in Reaction 4). Large quantities of H2 are produced in the 
highly endothermic Reactions 1–3. High temperatures and 
low hydrogen pressures strongly promote the conversion 

Reactions 1–3. However, it is necessary to maintain a  
sufficiently high hydrogen pressure in the reactors to inhibit 
coke deposition. Hydrocracking is an undesired side reac-
tion in catalytic reforming because it consumes hydrogen 
and decreases the reformate yield by producing gaseous 
hydrocarbons. Hydrocracking reactions are exothermic, 
but they can still be favored at high temperatures because of 
kinetics and favored obviously by high hydrogen pressures. 
Typically, reformers operate at pressures from 50 to 350 psig 
(345–2415 kPa), a hydrogen/feed ratio of 3–8 mol H2/mol 
feed, and liquid hourly space velocities of 1–3 [13].

A reaction network for catalytic reforming is shown 
in Figure 5.10 [14], indicating the role of metallic (M) and 
acidic (A) sites on the support. The surfaces of metals (e.g., Pt) 
catalyze dehydrogenation reactions, whereas the acid sites 
on the support (e.g., alumina) catalyze isomerization and 
cracking reactions. Metal and acid sites are involved in the 
catalysis of hydrocracking reactions. Achieving the princi-
pal objective of catalytic reforming—high yields and high 
quality of reformate—can be achieved, to a large extent, 
by controlling the activity of the catalysts and the balance 
between acidic and metallic sites to increase the selectivity 
to desirable reactions.

5.4.2.1.3  Alkylation and Polymerization
The alkylation process combines light isoparaffins, most 
commonly isobutene, with C3–C4 olefins to produce a mix-
ture of higher molecular weight isoparaffins (i.e., alkylate) as 
a high-octane number blending component for the gasoline 
pool. Isobutane and C3–C4 olefins are produced as byproducts 
from FCC and other catalytic and thermal conversion pro-
cesses in a refinery. The alkylation process was developed 
in the 1930s and 1940s to initially produce high-octane 
aviation gasoline, but later it became important for produc-
ing motor gasoline because the spark ignition engines have 
become more powerful with higher compression ratios that 
require fuel with higher octane numbers. With the recent 
restrictions on benzene and the total aromatic hydrocarbon 
contents of gasoline by environmental regulations, alkylation 
has gained favor as an octane number booster over catalytic 
reforming. Alkylate does not contain any olefinic or aromatic 
hydrocarbons.

Alkylation reactions are catalyzed by strong acids (i.e., 
sulfuric acid [H2SO4] and hydrofluoric acid [HF]) to take 
place more selectively at low temperatures—40–70°F for 
H2SO4 and 100°F for HF. By careful selection of the operat-
ing conditions, a high proportion of products can fall in the 
gasoline boiling range with motor octane numbers (MONs) 
of 88–94 and RONs of 94–99 [15]. Early commercial units 
used H2SO4, but more recently HF alkylation has found 
more common use in petroleum refineries. HF can be more 
easily regenerated than H2SO4 in the alkylation process, and 
HF alkylation is less sensitive to temperature than H2SO4 
alkylation [15]. In both processes, the volume of acid used 
is approximately equal to the volume of liquid hydrocarbon 
feed. Important operating variables include acid strength, 
reaction temperature, isobutane/olefin ratio, and olefin 
space velocity. The reactions are run at sufficiently high 
pressures to keep the hydrocarbons and the acid in the 
liquid phase. Good mixing of acid with hydrocarbons is 
essential for high conversions.

Some examples of desired alkylation reactions (combi-
nation of isoparaffins with olefins) are given in Figure 5.11. figure 5.9—principal	reactions	in	catalytic	reforming.
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These reactions are believed to occur through ionic chain 
reactions initiated by donation of a proton from the acid 
catalyst to an olefin to produce a carbocation that reacts 
with isobutane to form a tert-butyl cation. Subsequent 
propagation reactions involve the reactions of a tert-butyl 
cation with olefins to form larger isoparaffin cations that 
lead to final products through reactions with isobutane to 
form a new tert-butyl cation to sustain the chain reaction 
[15]. The alkylation reaction is highly exothermic, and cooling 
the reactor contents during alkylation is important.

Figure 5.12 shows a flow diagram for a UOP HF 
alkylation process [16]. Olefin and isobutane feed streams 
are dried to remove water before they are mixed with the 
isobutane recycle stream. The mixture is fed to the reactor, 
where it is highly dispersed into an incoming stream of acid 
catalyst. Conversion of reactants to high-quality alkylate 
takes place quickly, and the mixture flows up to the settling 
zone. In the settler, the catalyst is separated out as a bottom 
phase and flows, by gravity, through the catalyst cooler and 
returns to the reactor. The hydrocarbon phase from the 
settler, which contains propane, recycled isobutane, normal 
butane, and alkylate, is charged to the main fractionator. 
High-purity propane is sent overhead to pass through the 

HF- propane stripper, defluorinator, and potassium hydroxide 
(KOH) treater before it is recovered. Recycled isobutane is 
drawn from the side of the fractionator and returned to the 
entrance of the reactor after it is mixed with the dried olefin 
and isobutane feed. The n-butane product is taken from the 
side of the fractionators as vapor, condensed and KOH-
treated before recovery. The alkylate product is obtained 
from the bottom of the fractionator. The HF catalyst is 
regenerated onsite in the regeneration section where heavy 
oils (tars) are removed from the catalyst.

Transporting and working with concentrated acids 
pose safety risks. In particular, HF tends to form a vapor 
cloud that is difficult to disperse. As examples for recent 
developments to mitigate the risks associated with using 
HF, one could cite the Reduced Volatility Alkylation Process 
(ReVAP™) and the Inventory Management Process (IMP®) 
[16]. The ReVAP process drastically reduces the volatility of 
HF acid, and IMP allows safer transfer of the catalyst inven-
tory to a dedicated receiver vessel. The major licensor of the 
HF alkylation processes is UOP, whereas ExxonMobil and 
Stratford Engineering Corporation license H2SO4 alkylation 
processes. A newly designed alkylation process by UOP uses 
a solid catalyst called Alkylene®. Advantages of this new 
process over traditional HF alkylation processes (liquid 
acid technology) include no acid transportation, no acid 
spills, no corrosion, and reduced maintenance cost. Efforts 
to develop alternative processes that use solid acid catalysts 
instead of concentrated HF and H2SO4 for alkylation are 
discussed in Chapters 9 and 10. 

The polymerization process combines propenes and 
butenes to produce higher olefins with high-octane numbers 
(97 RON and 83 MON) for the gasoline pool. The polym-
erization process was used extensively in the 1930s and 
1940s, but it was replaced to a large extent by the alkylation 
process after World War II. It has gained favor after phasing 
out the addition of tetraethyl lead (TEL) to gasoline, and 
the demand for unleaded gasoline has increased. Typical 
polymerization reactions are shown in Figure 5.13 [15].

The most commonly licensed polymerization process 
is the UOP polymerization process, which uses phosphoric 

figure 5.10—A	reaction	network	for	catalytic	reforming	[14].	Source:	Figure	used	with	permission	from	Uop	llC,	a	honeywell	
company.

figure 5.11—Desirable	alkylation	reactions	[15].
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acid as catalyst. IFP licenses a Dimersol® process that 
produces dimers from propene or butene using a homoge-
neous aluminum alkyl catalyst.

5.4.2.1.4  Isomerization
Isomerization processes have been used to isomerize 
n-butane to isobutane used in alkylation and C5 /C6 n-paraffins 
in light naphtha to the corresponding isoparaffins to produce 
high-octane number gasoline stocks after the adoption 
of lead-free gasoline. Catalytic isomerization processes 
that use hydrogen have been developed to operate under 
moderate conditions. Chapter 7 reviews the chemistry of 
hydroisomerization and the development and evolution 
of hydroisomerization catalysts as well as the associated 

future challenges and opportunities. A brief description of 
the process is given here using the UOP Par-IsomTM process 
as an example.

Figure 5.14 shows a simple flow diagram of a UOP 
Par-Isom process [17]. Typical feed sources for this process 
include hydrotreated light straight-run naphtha, light natu-
ral gasoline, or condensate. The fresh C5/C6 feed combined 
with make-up and recycled hydrogen is directed to a heat 
exchange for heating the reactants to reaction temperature. 
Hot oil or high-pressure steam can be used as the heat source 
in this exchanger. The heated feed is sent to the reactor. The 
reactor effluent is sent to a product separator and stabilizer 
to separate H2 to be recycled, the isomerate product, and 
off gas. Typical isomerate product (C5+) yields are 97 wt % 

Feed Driers
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KOH
Treater

De-flourinator
and KOH Treater

Accumulator

Iso-butane

Propane
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figure 5.12—Uop	hF	alkylation	(Alkylplus®	)	process	[16].	Source:	Figure	used	with	permission	from	Uop	llC,	a	honeywell	
company.

figure 5.13—typical	polymerization	reactions	[15].
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of the fresh feed, and the product octane number ranges 
from 81 to 87, depending on the flow configuration and 
feedstock properties.

5.4.2.2	 Jet	FUel,	Diesel,	FUel	oil,	AnD	CoKe	
proDUCtion
Although gasoline production can be a primary focus of 
crude oil refining, as in the United States, 40–50 % of the 
crude oil refined goes into the production of other fuels 
and nonfuel materials. Many countries rely on diesel fuel 
as the primary fuel for ground transportation, and, in 
general, marine transportation relies heavily on diesel 
or heavier fuel oils. The demand for jet fuel as the gas 
turbine fuel for jet aircraft has been steadily increasing. 
Considering that the crude oil available for refining is 
getting heavier and more contaminated, processes to con-
vert heavy fractions of crude oils or heavy oils into clean 
distillate products have become important, as discussed 
in Chapter 8. A brief description of hydrocracking, vis-
breaking, thermal cracking, and coking is given here 
because these processes are discussed in some detail in 
Chapters 8 and 9.

5.4.2.2.1  Catalytic Hydrocracking
Catalytic hydrocracking is one of the latest additions to 
petroleum refining processes, with the first modern com-
mercial unit started up by Chevron in 1958. The interest 
in hydrocracking has been attributed to the increasing 
demand for light and middle distillates, the availability 
of byproduct hydrogen in large quantities from catalytic 
reforming, and the environmental regulations limiting 
sulfur and aromatic hydrocarbons in motor fuels [18]. The 
advantages of hydrocracking include its ability to handle a 
wide range of feedstocks that may be difficult to process by 
catalytic cracking and its flexibility in selectivity between 
light and middle distillates. As a hydrogen-addition process, 
hydrocracking provides high yields of valuable distillates 
without producing low-grade byproducts (e.g., heavy oils, 
gas, or coke) as experienced in carbon rejection processes 
such as coking.

Hydrocracking processes most commonly include 
two reaction stages: hydrotreating to remove heteroatom 
(S, N, O) species and hydrocracking to increase the H/C 
ratio of the hydrocarbons in the feeds by hydrogenation and 
to decrease their molecular weight by cracking. As shown 
in Figure 5.15 [19], the hydrotreating reactor packed with 
cobalt-molybdenum catalysts precedes the hydrocracking 
reactor typically packed with nickel-tungsten catalysts (for 
hydrogenation) supported on alumina/silica (for cracking). 
The products from the hydrocracker are sent to a fraction-
ator to be separated into gas and light distillates (LPG and 
naphtha), middle distillates (kerosene and diesel [or LGO]), 
and HGO. HGO may be recycled to the hydrocracker for 
a deeper conversion into light and middle distillates or 
to extinction, as desired. The reactions are performed at 
300–400°C and 8–15 MPa of hydrogen pressure.

In a refinery, hydrocracking complements catalytic 
cracking by taking on the more aromatic feedstocks that 
resist cracking, including the byproducts of FCC, such as 
light cycle oil (LCO). In the United States, hydrocracking of 
LCO (from FCC) provides a large proportion of the diesel 
fuel production because straight-run LGO is a preferred 
stock for FCC to produce gasoline as the principal product. 
The major licensors of hydrocracking processes include 
Chevron, UOP, ExxonMobil Research and Engineering, BP, 
Shell, and BASF-IFP.

Recent advances in hydrotreating/hydrocracking pro-
cesses and the hydrotreating/hydrocracking catalysts for 
processing the residual fractions of crude oils and heavy 
oils, including bitumen conversion to synthetic crude oil, 
are discussed in Chapters 8–10. 

5.4.2.2.2  Visbreaking and Thermal Cracking
Thermal cracking is the first commercial conversion pro-
cess developed in the early 1900s principally to produce 
more motor gasoline from crude oils and produce high-
octane gasoline for aircraft use, initiating the evolution of 
the petroleum refinery. With the advent of catalytic cracking 
in the 1930s and 1940s and its capability to produce higher 
yields of gasoline with higher octane number, thermal 

figure 5.14—Uop	par-isomer	process	[17].	Source:	Figure	used	with	permission	from	Uop	llC,	a	honeywell	company.	
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cracking of gas oils has ceased to be an important process 
for gasoline production in modern refineries. As opposed 
to ionic chain reactions controlling catalytic cracking, free 
radical chain reactions govern the thermal cracking chem-
istry that generates high yields of gas, particularly methane 
(CH4), ethane (C2H6), and ethylene (C2H4), and produces 
straight-chain alkanes in liquid products with low octane 
numbers. Therefore, a principal application of the thermal 
cracking of distillate fractions in current refineries is lim-
ited to naphtha cracking for the purpose of producing C2H4 
for the petrochemical industry. However, thermal cracking 
of residual fractions, particularly VDR, is still practiced in 
association with visbreaking and coking processes in the 
refineries.

Visbreaking is a mild thermal cracking process applied 
to reduce the viscosity of VDR to produce fuel oil and some 
light products to increase the distillate yield in a refinery. 
Commercial visbreaking processes and their significance 
in the overall refinery scheme are discussed in Chapter 8.

5.4.2.2.3  Coking
Despite the development of catalytic cracking processes, 
coking processes in particular, the delayed coking process 
has survived as a popular refining process all over the world 
to refine the heavy end of crudes or heavy oils through carbon 
rejection as coke. Chapter 8 discusses coking technologies 
and processes (including fluid coking and flexicoking) in 
some detail. Here, a brief description of the delayed coking 
process is given with focus on the properties and the appli-
cations of the coke products. The petroleum coke produced 
through the delayed coking process has reached 100 million 
t/year in the world, and 20 million t are calcined for use in 
metallurgy for processing alumina and titania as well as 
raw material in the carbon industry for producing graphite 
electrodes for electric arc furnaces and nuclear graphite.

There are basically three kinds of coke produced by 
delayed coking: high-density shot coke, porous sponge coke, 
and needle coke. Figure 5.16 describes the appearances, 
specifications, and applications of these cokes. The formation 
of shot coke is usually troublesome because of difficulties 

in removing the coke from the drums and problems with 
grinding, although shot coke has some niche applications 
such as in titanium dioxide (TiO2) production. Sponge coke 
is used as solid fuel and manufacturing anodes for alumi-
num production. Among the delayed coking products, needle 
coke is a specialty coke produced mostly from coking the 
FCC decant oil; its production is approximately 1 million t 
almost exclusively in the United States, United Kingdom, 
and Japan.

The major properties of the needle coke include
• A low coefficient of thermal expansion,
• A low puffing tendency during graphitization because 

of lower nitrogen and sulfur contents, and
• High mechanical strength. 

The anode coke has limits on metal contaminants, 
requiring less than 500 ppm of Ni and V in the coke. The 
price of fuel coke depends on its carbon purity (S, N, and 
metal contaminants); however, the fuel coke is traded at a 
price comparable to that of the coal.

figure 5.15—A	two-stage	Uop	hydrocracking	process	[19].	Source:	Figure	used	with	permission	from	Uop	llC,	a	honeywell	
company.

figure 5.16—Appearances,	properties,	and	applications	of	
cokes	produced	from	delayed	coking	of	vacuum	residue.
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Producing a high-quality coke (e.g., anode coke from the 
delayed coking process) as a byproduct adds to the benefit 
of producing distillate liquid fuels from very heavy feed-
stocks. Therefore, the pretreatment of the feed to increase 
the coke quality becomes feasible. 

Delayed coking can deal with the heavy feeds that 
cannot be upgraded by other refining processes because of 
the high coking yield and high contamination with metals, 
sulfur, and nitrogen. However, the feeds are recently being 
treated before delayed coking to obtain better performance 
in the processes and higher quality products. The treatment 
must be well designed in terms of objectives and procedures 
because the treatment itself must overcome the difficulties 
as expected from the composition of the feed. The objec-
tives of pretreatment are summarized in Table 5.4.

The variety of feeds for delayed coking is now expanded 
because of the larger variety of crudes and products from a 
greater variety of processes in petroleum refining and pet-
rochemical processes. To keep the coking process feasible 
and to improve the products’ quantity and quality from 
the particular feed, the feed can be adjusted. The delayed 
coker requires limited viscosity and coking reactivity of 
the feed, which must pass rapidly through the heating tube 
(preheated) without any coke deposit on the tube wall. The 
heating of the feed may lead to the phase separation of 
the heavy fractions because of the vaporization and thermal 
cracking of the particular fraction. The phase separation 
may result in the deposition of coke precursors on the 
heater tube and heterogeneous coking in the coker drum. 
Heterogeneous coking often leads to the considerable deg-
radation of coke quality and causes the formation of shot/
ball coke in the bottom of the drum. Some feed produces 
such coke in the whole zone of the drum.

The quality and quantity of the products are controlled 
as desired by the refiners. Usually refiners want high yields 
of the distillates such as coker gasoline and gas oil. A higher 
quality of distillates such as low sulfur content is also 
desired. Low-grade coke obtained from a low-grade feed 
does not have much value; therefore, its yield is minimized 
by design. However, a high-quality coke, such as premium 
needle coke, is highly desired and its yield is maximized. 
Quality factors for delayed cokes are summarized in 
Table 5.5. These factors are defined by their application 

of coke as fuel, aluminum anode, or steel electrode coke, 
respectively.

Operational control factors in the delayed coker are 
mainly drum pressure, recycle ratio, and heater outlet 
temperature. Their effects are not so significant on the 
properties of the products, although there are optimal con-
ditions that can be selected. The properties of the products 
depend strongly on the properties of the feedstocks. 

For a better performance of delayed coking opera-
tion and higher product values, several feed pretreatment 
options are available and practiced. These procedures are 
summarized in Table 5.6. One extreme is to charge the 
heaviest feed into the delayed coker. Other thermal or 
catalytic processes can refine the light fraction. Another 
extreme is to reject the particular fraction, often the heaviest 
end, to improve the coke quality. SDA (solvent deasphalt-
ing process) is proposed as an effective way to remove the 
heaviest end (the metal and S compounds present in the feed) 
to improve the coke quality. This also improves the liquid 
product quality and makes the process easier to control. 
The issue that needs to be addressed with this option is how 
to use the separated asphaltene fraction.

The feed can also be catalytically or thermally treated 
to obtain a better performance in terms of product 
yield and quality. Blending feeds with particular additives 
(e.g., aromatic and hydroaromatic compounds) could also 
improve the process and the quality of products and pro-
vide a better control of the coking process.

The refining of the coker feed includes removal of con-
taminants, conversion of the heavy fraction, aromatization/
condensation of light paraffinic fractions, and hydrogenation 
of the aromatic fraction. Such refining reactions are com-
bined for better performance. Selective hydrogenation is a 

tABle 5.4—the objectives for feed 
Pretreatment in delayed coking
feed Properties effects

Fluidity no	coking	in	the	heater	tubes
liquid	phase	coking

non-fusible	component Fluidity	and	coking	properties

Contamination Quality	of	distillate	and	coke

Coke	yield	or	Distillate	Yield higher	yields	of	desired	
products

Coke	structure Density
porosity
optical	texture
graphitization

Coking	reactivity	of	the	feed Coking	in	the	heater	and	coke	
drum

tABle 5.5—Quality factors for cokes from 
the delayed coking Process
Quality factor fuel coke electrode Quality

Free	carbon	
contaminants
	 Ash	and	minerals
	 Metal

	 sulfur
	 nitrogen

lower	fuel	
quality
sox

nox

lower	electrode	
quality
puffing
puffing

Metal Metal	deposition Contamination	in	
electric	refining

sulfur sox puffing

nitrogen nox puffing

Density Very	strong	coke	
is	not	desirable

Coke	strength	and	
density	of	carbon	
electrode

porosity	cracks	and	
their	distribution

large	coke	size	
desired

graphitization	extent steel	production

optical	texture
isotropic,	mosaic,	
needle

Aluminum	
production
steel	production

thermal	expansion steel	production
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particular reaction that can control the coking through mod-
erating the condensation reactions via hydrogen transfer and 
enhancing the thermal cracking and ring-opening reactions.

The catalytic process is ideal; however, the catalysts 
must be designed to function under severe conditions. 
Solvolytic and thermal reactions constitute another choice 
to modify the feed.

5.4.3  Finishing Processes
5.4.3.1	 hYDrotreAtMent
As a natural substance, crude oil contains heteroatom (S, N, 
and O) compounds as well as metals (mainly Ni and V) in 
addition to hydrocarbons. The sulfur content of crude oils 
normally ranges from 0.05 to 6 wt %, nitrogen content 
varies from 0.1 to 1 wt %, oxygen from 0.1 to 2.0 wt %, and 

metals from 10 to 1000 ppm. Once crude is fractionated by 
distillation, the heteroatoms (particularly S, N, and metal 
compounds) are distributed in the products. Heteroatom 
compounds are mainly associated with the higher boil-
ing fractions and the residues that are rich in aromatic 
compounds. The presence of heteroatom compounds in 
petroleum products is undesirable because they reduce fuel 
stability, contribute to the emission of pollutants, and dam-
age engines. Heteroatom compounds in refinery streams 
(e.g., basic nitrogen compounds, sulfur compounds, and 
metals) can deactivate catalysts and promote coke formation.

The light products such as LPG and naphthas have low 
concentrations of sulfur and require minimal treatment, 
such as absorption in alkaline solvents (e.g., H2S or mercaptan 
sulfur) or conversion of mercaptans to sulfides to eliminate 
odor. For example, the UOP Merox™ process is widely used 
to remove H2S and mercaptan sulfur (Merox extraction) 
or to convert mercaptan sulfur to less-objectionable disul-
fides (Merox sweetening) [20]. The Merox process can be 
used to treat liquids such as LPG, naphtha, and kerosene. 
Removing sulfur from higher molecular weight and more 
complex molecules requires hydrotreatment processes that 
use hydrogen. The advancement in hydrotreatment pro-
cesses to desulfurize higher boiling distillate fractions and 
FCC products are discussed in Chapters 9 and 10. A brief 
introduction to hydrotreatment processes is given later in 
this section.

Particularly strict sulfur limits have recently been 
imposed on diesel fuels so that the particulate emissions 
from diesel engines can be reduced. In the United States, 
the government regulations [21] require that highway and 
nonroad, locomotive, and marine engines that use diesel 
fuel meet a maximum specification of 15 ppm sulfur by 
2014 with a full compliance for highway use and nonroad 
diesel fuel since December 2010. It also requires full com-
pliance for locomotive and marine diesel fuel use by 2012. 

Table 5.7 shows the evolution sulfur limit of diesel fuels 
in the United States, Europe, and Japan. In 2006, new U.S. 
standards for ultralow-sulfur diesel (ULSD) took effect under 
a 2001 rule issued by the U.S. Environmental Protection 
Agency (EPA). Diesel fuel sulfur content must be reduced 
to no more than 15 ppm from the 500 ppm that was 
established by a 1993 rule that reduced the level from 
5000 ppm (0.5 wt %). To account for pipeline contamina-
tion, refiners may have to produce diesel fuel with a sulfur 
content as low as 7 ppm. EPA estimates that the marginal 
cost of producing ULSD ranges from 2.5 to 6.8 cents 
per gallon in the United States. The Energy Information 
Administration (EIA) projects that the total investment in 
U.S. refineries to meet the requirements for ULSD ranges 
from $6.3 to $9.3 billion. Because the energy content of 

tABle 5.6—Pretreatments of feeds for 
delayed coking
Procedure objectives

Fractionations
	 	heavy	end	cut	(sDA	is	

typical.)
	 light	component	cut

Uniform	fluidity

higher	coke	yield
treatment	of	lower	quality	
feed
(reactor	volume	efficiency)

blending	with
	 Aromatic	additive
	 hydroaromatic	additive

Coking	control
solvent	fraction	to	keep	liquid	
phase	during	the	coking
hydrogen	donative	additive	
to	induce	and	keep	liquid	
phase

Acidic	treatment
	 Dealkylation
	 Aromatization

Aromaticity	enhancement	to	
control	coking	reactivity

hydrogenation hydroaromatic	feed	controls	
coking	reactivity	to	increase	
the	distillate	and	coke	quality

hydrocracking hydroaromatic	feed	controls	
coking	reactivity	to	increase	
the	distillate	and	coke	quality

hydrorefining
	 hDM
	 hDs
	 hDn

Metal	reduction	for	coke	
quality
sulfur	reduction	for	coke	
quality
nitrogen	reduction	for	coke	
quality

tABle 5.7—limits of sulfur content of diesel oil in europe, japan, and in the united states 
(in ppmw) [22]

1953 1976 1990 1992 1996 1997 2000 2005 2006 2011a

european	Union – – – – 500 – 350 50 – 10

Japan 12,000 5000 – 2000 – 500 – 50 – –

United	states – – 500 – – – – – 15 –

aproposal	of	european	Union	commission.
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ULSD is somewhat less than that of the 500-ppm sulfur 
content of diesel, fuel efficiency may be affected, requir-
ing higher demand on diesel and more consumption [23]. 
Desulfurization of fuels is commonly achieved by hetero-
geneously catalyzed hydrodesulfurization (HDS), in which 
the organic sulfur species are converted to H2S and the 
corresponding hydrocarbon: R-SH + H2 → R-H + H2S. Here 
R represents an alkyl group, such as methyl (CH3–) or ethyl 
(C2H5–). The reactivity of R-SH compounds is higher than 
that of disulfides (R-S-S-R). The H2S is easily removed 
from the desulfurized oil by absorption in a gas treatment 
unit and subsequently converted to elemental sulfur by the 
Claus process [24].

Sulfur ring compounds such as methylated dibenzo-
thiophenes have the lowest reactivity in HDS reactions 
because of the shielding of the S atom by the methyl 
groups. Removing sulfur from these compounds (i.e., deep 
desulfurization) requires more hydrogen consumption to 
saturate the aromatic rings in dibenzothiophene to form 
nonplanar compounds and eliminate the steric hindrance 
of methyl groups to make the S atom accessible to active 
sites on the catalyst surface for removal as H2S. 

Hydrodenitrogenation (HDN) is a similar process in 
which hydrogen is used to remove nitrogen, and for this 
reason during HDS the nitrogen content of fuels is also 
reduced. Pyridine (C5H5N) can be reduced to pentane 
(C5H12) and ammonia (NH3) by adding 5H2 in three steps 
that consist of saturating the aromatic ring with 3H2 to 
form piperidine (C5H11N), a ring-opening reaction with one 
H2 to form amylamine (C5H11NH2), and forming n-pentane 
by removing nitrogen as NH3 with one H2. The overall HDN 
reaction is C5H5N + 5H2  →  C5H12 + NH3.

Removal of basic nitrogen compounds such as C5H5N is 
an important pretreatment step before a process that uses 
acidic catalysts, such as FCC. On the other hand, HDS is an 
important pretreatment process for feedstocks that would be 
exposed to noble metal catalysts that are poisoned by sulfur 
compounds, such as Pt in the catalytic reforming process.

HDS reaction conditions are typically 350°C and 7 MPa. 
With respect to the increasing demand for practically 
sulfur-free fuels (<10 ppm), sulfur species with very low 
reactivity such as dibenzothiophene derivatives have to be 
converted in a second-stage deep HDS step that leads to 
additional high investment and operating costs [22]. 

Shih et al. [25] developed a simple correlation for pre-
diction of reactivity over a temperature range of 520–780°F. 
The reactivity is defined as the temperature (°F) required to 
achieve a 500-ppm sulfur product (T500ppmS) and is given as a 
function of two feed properties:

� T500ppmS = 454°F + 31 exp(S600F+) + 25 ln(N) (5.2)

where:
 S600F+ = weight percent of sulfur in the 600°F+ fraction 
of the feed, and
N = feed nitrogen content (ppmw).
For ULSD fuel (10 ppm sulfur), usually alumina-

supported CoMo or NiMo-sulfide (NMA) catalysts are used. 
An alternative to this is carbon-supported Ni-Mo-sulfide 
(NMC) with surface areas ranging from 900 to 3000 m2/g 
as discussed in reference 26. Kunisada et al. [27] show that 
a hydrotreated gas oil containing 340 ppm sulfur can be 
successfully desulfurized to less than 10 ppm sulfur under 

the presence of 1.67 % H2S over CoMoS and NiMoS 
supported on acidic supports. Such supports are believed 
to enhance the sulfur release from active sites and the 
hydrogenation of refractory sulfur species to accelerate 
their deep desulfurization.

5.4.3.2	 proDUCt	blenDing
As a major finishing process, product blending plays a key 
role in preparing the refinery products for the market in 
compliance with all of the product specifications and quality 
control measures. The objective of product blending is to 
assign all available blend components to satisfy the product 
demand and specifications to minimize cost and maximize 
overall profit. Almost all refinery products are blended for 
the optimal use of all of the intermediate product streams 
for the most efficient and profitable conversion of petro-
leum to marketable products. For example, typical motor 
gasolines may consist of straight-run naphthas, crackates, 
reformates, alkylates, isomerates, polymerates, pyrolysis 
gasoline, etc., in proportions to make the desired grades 
of gasoline and the specifications. Chapter 4 describes the 
specifications of the petroleum fuels and materials and 
Chapter 19 is devoted to discussing the fuel blending tech-
nology and management in petroleum refineries. Until the 
1960s, the blending was performed in batch operations. 
With computerization and the availability of the required 
equipment, online blending operations have replaced blend-
ing in batch processes. Keeping inventories of the blending 
stocks along with cost and physical data has increased the 
flexibility of and profits from online blending through opti-
mization programs. In most cases, the components blend 
nonlinearly for a given property (e.g., octane number, cetane 
number, freezing point), and geometric programming is 
required for reliable predictions of the specified properties.

5.4.4  Supporting Processes
Supporting processes are not directly involved in the pro-
duction of fuels or materials, but they are essential for the 
operation of a petroleum refinery. Major supporting processes 
include hydrogen production, environmental remediation of 
refinery emissions, and sulfur recovery. Hydrogen produc-
tion and environmental remediation issues are discussed in 
detail in Chapters 12 and 29, respectively, and will not be 
covered here. The following section reviews sulfur recovery.

Sulfur exists in natural gas and refinery gases (i.e., over-
head gas from crude distillation and hydrotreating units) as 
H2S. An acidic gas, H2S is removed by absorption in basic 
solutions of ethanol amines and sent to the Claus process. 
In the Claus process, H2S is converted to elemental sulfur, 
which can be safely stored and sold as a byproduct. The 
process consists of two steps that take place consecutively in 
burner and converter reactors. In the burner, part of H2S is 
oxidized to form sulfur dioxide (SO2), which subsequently 
reacts with the remaining H2S over an alumina catalyst in 
the converter reactor to produce elemental sulfur [24]:

H2S + 
3
2

 O2 → SO2 + H2O (Burner reaction)

2H2S + SO2 ↔ 2H2O + S (Converter reaction)

The overall reaction in the Claus process becomes

3H2S + 
3
2

 O2 → 3H2O + S
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Because of equilibrium limitations, the sulfur recovery 
is usually limited to 94–95 %. Therefore, the Claus offgas 
contains small amounts of H2S, SO2, and other sulfur gases 
such as COS and carbon disulfide (CS2) formed in the side 
reactions. Using a separate process (e.g., the Shell Claus 
Off-gas Treatment [SCOT]), SO2, COS, and CS2 are converted 
to H2S upon reaction with hydrogen on a tungsten catalyst. 
The H2S product is absorbed by an amine solvent and 
recycled to the Claus unit feed. A combination of the Claus 
process with a tail gas clean-up process such as SCOT leads 
to sulfur recovery in excess of 99 % [24].

5.5  evolution of refinery Processes And 
refinery configurAtions
5.5.1  Development of Refinery Processes
Consumer demand has driven a continuous evolution of 
petroleum refining with the introduction of new processes 
to increase the quantity and quality of refinery products in a 
long path from producing just one main product, kerosene, by 
simple atmospheric distillation in 1861 with the byproducts 
tar and naphtha to the multitude of hydrocarbon fuels, 
chemicals, and petrochemicals produced in the complex 
refineries of the present day. Table 5.8 shows a timeline of 
the refinery processes introduced in the time period from 

1861 to 1975 as the development of the internal combustion 
engine has demanded the production of gasoline and diesel 
fuels, and the aviation industry has demanded high-octane 
aviation gasoline for the turbo engine and kerosene-based 
jet fuel for the gas turbine engine of jet aircraft. The increas-
ing demand for distillate fuels that has exceeded the supply 
that can be obtained from distillation alone has ushered in 
thermal and catalytic conversion processes in addition to 
physical separation processes such as vacuum distillation 
(1870), dewaxing (1935), and deasphalting (1950) to produce 
lubricating oils along with byproducts such as wax and 
asphalt that have found other industrial applications.

In 1913, the thermal cracking process was developed 
to break the large molecules into smaller ones to produce 
additional gasoline and distillate fuels. Visbreaking and 
coking were developed in the late 1930s to treat the heavy 
ends. Catalytic cracking and polymerization processes 
were also introduced in the mid- to late 1930s to meet the 
demand for higher octane gasoline required by the higher-
compression gasoline engines. Other catalytic processes, such 
as alkylation and isomerization, were developed in the early 
1940s to produce high-octane aviation gasoline and petro-
chemical feedstocks. Catalytic reforming and isomerization 
were developed in the 1950s to increase the gasoline 

tABle 5.8—A timeline for the development of Petroleum refining Processes from 1861 to 
1975 [28]
year Process Purpose Byproducts, etc.

1861 Atmospheric	distillation produce	kerosene naphtha,	tar,	etc.

1870 Vacuum	distillation lubricants	(original)	and	cracking	feedstocks	(1930s) Asphalt,	residual	coker	feedstocks

1913 thermal	cracking increase	gasoline residual,	bunker	fuel

1916 sweetening reduce	sulfur	and	odor sulfur

1930 thermal	reforming improve	octane	number residual

1932 hydrogenation remove	sulfur sulfur

1932 Coking produce	gasoline	basestocks Coke

1933 solvent	extraction improve	lubricant	viscosity	index Aromatics

1935 solvent	dewaxing improve	pour	point waxes

1935 Catalytic	polymerization improve	gasoline	yield	and	octane	number petrochemical	feedstocks

1937 Catalytic	cracking higher	octane	gasoline petrochemical	feedstocks

1939 Visbreaking reduce	viscosity increased	distillate,	tar

1940 Alkylation increase	gasoline	octane	and	yield high-octane	aviation	gasoline

1940 isomerization produce	alkylation	feedstock naphtha

1942 Fluid	catalytic	cracking increase	gasoline	yield	and	octane petrochemical	feedstocks

1950 Deasphalting increase	cracking	feedstock Asphalt

1952 Catalytic	reforming Convert	low-quality	naphtha Aromatics

1954 hydrodesulfurization remove	sulfur sulfur

1956 inhibitor	sweetening remove	mercaptan Disulfides

1957 Catalytic	isomerization Convert	to	molecules	with	high	octane	number Alkylation	feedstocks

1960 hydrocracking improve	quality	and	reduce	sulfur Alkylation	feedstocks

1974 Catalytic	dewaxing improve	pour	point wax

1975 residual	hydrocracking	and	flexicoking increase	gasoline	yield	from	residual heavy	residuals
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yields with high octane numbers and improve antiknock 
characteristics. Throughout the 1960s and 1970s, new 
catalysts were developed for hydrocracking and residue 
hydrocracking processes to produce higher yields of light 
and middle distillates and for catalytic dewaxing to improve 
the pour point of lubricating oils.

In parallel to the development of conversion processes, 
various treatment (finishing) processes have been developed 
to remove heteroatoms and other impurities. Treating pro-
cesses can involve chemical reaction or physical separation 
or both. Typical examples of such treating processes are 
chemical sweetening (1916), hydrogenation (1932), and 
HDS (1954).

5.5.2  Changes in Refinery Configurations
Until the 1960s and 1970s, refineries had relatively simple 
configurations consisting primarily of distillation, cata-
lytic reforming, and HDS units. Such simple refineries 

produced a large amount of fuel oils (~40 %). In the late 
1970s, the oil shocks caused a decrease in the demand 
for heavy fuels and a need for lighter products. This was 
the main reason for using more cracking units such as 
visbreakers, catalytic crackers (FCC), and hydrocrackers 
to produce low-sulfur products. For example, in France, 
15 million t of fuel oil were used in 1973 whereas in 1993 
this number reduced to only 2 million t [29]. Heating oil 
has been largely replaced by gas and electricity. In France, 
nuclear power plants generate 75 % of electricity. In the 
meantime, the demand for the petroleum products with 
no easy substitute such as gasoline and middle distillates 
continued to increase.

Table 5.9 shows the evolution of the demand for petro-
leum products in the world from 1970 to 2010 as given 
by Marcilly [30], clearly showing the significant drop in 
the demand for heavy fuels from 31.4 % of the petroleum 
refined in 1970 to 11.35 % in 2010.

tABle 5.9—evolution of the demand for Petroleum Products in the world from 1970 to 2010 [30]
1970 1980 1990 2000 2010

106

tons %
106

tons %
106

tons %
106

tons %
106

tons %

gasoline 492 25.4 626 26.6 750 26.8 876 26.2 1047 26.0

Middle
distillates

530 27.4 721 30.6 950 33.9 1163 34.8 1472 36.6

heavy	fuels 608 31.4 645 27.4 500 17.9 426 12.8 456 11.3

others 307 15.8 363 15.4 600 21.4 875 26.2 1046 2.0

total 1937 100 2355 100 2800 100 3340 100 4021 100

Middle	distillates	=	jet	fuels,	heating	oil,	and	diesel	oil.	others	=	refinery	gas,	lpg,	naphthas,	lubricants,	wax,	bitumen,	petroleum	coke,	etc.	1	bbl/day	=	
~50	t/year.

figure 5.17—A	refinery	scenario	for	2010.	Source:	Figure	modified	from	Marcilly	[30],	a	european	model.
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Figure 5.17 shows a flow diagram for the sophisticated 
and ultracomplex refineries of the present day [30]. The 
principal feature of these refineries is the high level of 
conversion of heavy ends into light products. Most of the 
conversion takes place through FCC-type units with high 
yields of gasoline at low cost. In Western Europe conver-
sion processes in refineries increased from 6 % in 1975 to 
more than 30 % in 1977 [29]. In 1977, only one third of 
143 refineries in Western Europe were equipped with FCC 
units whereas in 2000 this is more than 80 %. Furthermore, 
environmental regulations require fuels with less sulfur, and 
production of ultralow-sulfur fuels (gasoline and diesel fuels) 
is on the rise. The manufacturing of such high-quality fuels 
requires more severe conversion and finishing processes in 
refineries. Table 5.10 shows the evolution of refinery pro-
cesses in various parts of the world for the last 20 years 
[30]. The figures represent capacity in million tons per year. 

In all three regions, hydrotreatment and cracking processes 
have been on the rise and the trend continues.

A future scenario for refineries in the United States is 
shown in Figure 5.18 [31]. In this scenario, a light Saudi 
Arabian crude is considered with a sulfur content of 1.78 
wt %. The produced gasoline has a sulfur content of 5–10 
ppm. In this scenario, coking provides the principal carbon 
rejection as coke, and all of the liquid products from coking 
are further treated to manufacture light and middle distil-
lates and fuel oil. Further discussion on future scenarios for 
petroleum refineries is given in Chapter 34. 

5.6  future outlook—mArkets And 
tecHnology 
Factors that would affect future refineries over time include 
financing, technology, people/organizations, business, and 
the environment. Regardless of government regulations, 

tABle 5.10—development in the structure of world refining capacities from 1979 to 1999 for 
the main geographical Zones in million tons per year [30]

1979 1999

north America western europe Asia-Pacific north America western europe Asia-Pacific

hDt 437 346 214 577 404 374

FCC 260 49 30 298 106 125

hDC 46 6 1 84 34 35

Atmospheric	distillation 997 998 520 923 723 982

hDt	=	hydrotreatment,	hDC	=	hydrocracking.

figure 5.18—A	scenario	for	a	future	refinery	for	light	Arabian	crude	(a	U.s.	model).	sulfur	in	the	feed	is	1.78	wt	%	and	refinery	
capacity	is	150,000	bbl/day.	Source:	Figure	modified	after	[31].
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future refineries should have safer operations to prevent 
explosions, fires, spills, and environmentally undesirable 
emissions with strict commitment to the production plan 
and economical operation.

Petroleum refining involves physical and chemical pro-
cesses, and the complexity of refining depends on the crude 
quality and the required specifications of the products. 
Crude quality varies from one part of the world to the other; 
it also changes with time. Usually the crude quality in terms 
of API gravity and sulfur content decreases with time. For 
example, the API gravity of crude oils refined in the United 
States has decreased from 33.8 to 32.0 in the period of 
1 decade from 1980 to 1990. During the same period, the 
sulfur content of U.S. crudes has increased from 0.86 to 
1.1 wt % [1]. Such quality changes require more advanced 
crude refining. In conflict with the trend of crudes getting 
heavier, on the product side in the past few decades there 
has been higher demand on distillates such as gasoline, jet 
fuel, and diesel fuel and less demand on heavy fuel oil and 
residues. This conflict, along with the environmental regu-
lations that demand cleaner fuels, requires more extensive 
conversion processes to transform heavy oils into lighter 
and cleaner products.

A high-sulfur and heavy crude costs up to one third 
less than lighter or better crudes. However, high-sulfur 
crudes require more processing and therefore more fixed 
expenses and labor. They also require more energy. Energy 
accounts for roughly half of the operating cost of a refinery. 
A refinery close to crude oil sources and a high-demand 
market entails lower transportation cost. A refinery can 
make good profits if it is well equipped to run some of 
the heaviest, cheapest crudes in the world. Large invest-
ments are needed to meet the environmental constraints 
and product quality (i.e., high-octane unleaded gasoline, 
ultralow-sulfur fuels). To increase the octane number of 
gasoline without the use of TEL, refineries must oper-
ate at greater severity for catalytic reforming, have more 
isomerization and alkylation units, and use oxygenated 
compounds as additives. Changing market conditions also 
affect future refineries.

The evolution of investment, energy consumption, and 
hydrogen consumption for three categories of refineries as 
of 2000 in the European Union is given in Table 5.11 [30]. 
The cost of refinery investment as well as the amount of 

hydrogen consumption for classical refineries depends on 
the product quality.

The hydrotreatment required for deep conversion 
demands additional hydrogen to supplement what was sup-
plied traditionally by the refinery reformer. The additional 
sources of hydrogen include a natural gas steam-reforming 
unit or partial oxidation of the residue to totally convert the 
residue into synthesis gas [30].

Looking ahead, five drivers have been identified as 
having the greatest affect on the petroleum industry in the 
coming decades [32]:
1. Environmental�concerns: Lifecycle effects of petroleum 

fuels on air pollution and global climate change and 
continuously evolving regulations.

2. Markets� and� demand: Strong demand for petroleum 
fuel and objectives to reduce this demand by replacing 
them with cost-effective and renewable energy sources.

3. Competitive�forces: Increased global competition leading 
to joint ventures and mergers to reduce cost.

4. Process�improvements: Capability to respond to changes 
in the crude slate with more sophisticated and new 
technology, including new catalysts, new chemistry 
and concepts in refining, and modeling technologies 
interfaced with online measurement technologies for 
optimization.

5. Energy�efficiency: New technologies, market incentives, 
and increasing scale of operations to improve energy 
efficiency and increased engine efficiencies driven by 
mandates and competitive forces as well as opportuni-
ties for treating an engine-fuel combination as a single 
entity to increase the efficiency of gasoline and diesel 
engines.
With these major drivers, future refineries will become 

safer, more reliable, more energy-efficient, and have reduced 
environmental impact. A high degree of automation with 
integrated process and energy systems control could effec-
tively address the changing product specifications and 
respond to the market demand [32]. Further discussion on 
these issues is provided in Chapter 34.

5.7  summAry
Petroleum refining has evolved from a one-pot batch dis-
tillation process to separate kerosene from crude oil for 
lighting lamps to the most sophisticated network of inte-
grated physical and chemical processes that run around the 
clock. These processes separate crude oil into hydrocarbon 
fractions and convert/finish these fractions into a multitude 
of commercial fuels and materials. The primary objective 
of a petroleum refinery is to add value to a crude oil feed 
by producing marketable fuels and materials at the lowest 
possible cost in accordance with the required product 
specifications and environmental regulations.

The refinery products include LPG, gasoline, solvents, 
jet fuel, diesel fuel, fuel oil, asphalt, wax, lubricating oils, 
and petrochemicals. Considering the variability of crude 
oils with geography and time and the evolving demand, 
specifications, and environmental regulations for the refinery 
products, refineries need to have the flexibility to handle 
these variations in a competitive market. This chapter 
provides an overview of how refinery processes work and 
relate to one another to make use of physical separations 
and chemical changes to provide the market with the 

tABle 5.11—evolution of investment, 
energy, and Hydrogen consumptions for the 
refineries of 2000 [30]

type of 
refinery

investment
(billion $)

energy 
consumption
(wt % of crude)

Hydrogen 
consumptiona

simple 0.5 ≈	4 α

Classical	
conversion

1–1.5 ≈	6 2α

Deep	
conversion

2.5 ≈	10 5α

athe	figures	are	not	absolute	because	the	hydrogen	and	therefore	Â	
will	depend	on	operating	conditions	(nature	of	crude	and	s	content	
of	products,	etc.).	investment	costs	are	given	for	a	typical	refinery	of	
~150,000-	to	160,000-bbl/day	capacity.
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desired quantity and quality of the petroleum products. 
Most innovations in petroleum refining processes took 
place around the time of World War II and often with the 
collaboration of several oil companies to meet the demand 
for the higher quantity and higher quality of distillate 
fuels. The recent increase in the demand for distillate fuels, 
particularly in Asia, could initiate another wave of innova-
tions in refinery operations to exploit the breakthroughs in 
digital communications and process modeling to yield the 
demanded products under the current environmental and 
feedstock constraints.
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6.1  IntroductIon
Fluid catalytic cracking (FCC) is a major secondary pro-
cessing unit in the petroleum industry for converting gas 
oil streams into high-octane gasoline, cycle oils, liquefied 
petroleum gasoline (LPG), and light olefins. After the car-
bon rejection route, it upgrades low-value streams such as 
vacuum gas oil (VGO), atmospheric residue, deasphalted 
heavy oils, etc., into distillates while operating at low pres-
sures and moderate temperatures. It has gained a special 
place in the refining industry because of its feed flexibility, 
ability to produce diverse products, and quick response to 
the market demands through minor changes in process 
operating conditions. The economics of the FCC process 
are so attractive that it is almost impossible to imagine a 
modern refinery without this unit. 

6.2  HIstory
FCC technology was originally developed nearly 70 years 
ago, primarily for producing gasoline from gas oil feed-
stocks [1]. The first FCC unit was commissioned in 1942 at 
the Esso refinery in Baton Rouge, LA, using powder cata-
lyst that was made to flow like a liquid through fluidization. 
The world’s leading oil-producing and technology com-
panies such as M.W. Kellogg, Standard Oil (Indiana), BP, 
Royal Dutch/Shell group, Texaco, and UOP undertook this 
challenging task through a consortium approach employing 
approximately 1000 scientific and technical personnel. It 
was the first time in the history of mankind that such large-
scale fluidized reactors were built and solids were made 
to flow like liquid. Since then, technological innovations 
have continued over the years for improved operation ease, 
product selectivity, and feed flexibility, thus spreading the 
scope of this process in a substantial way [2]. Today, petro-
leum refiners are viewing FCC not as a high-octane gasoline 
production unit alone but also as a major source for light 
olefins and petrochemical feedstock production as well as 
an important option for upgrading resid feeds.

6.3  Process descrIPtIon 
FCC is a selective cracking process for converting high-
molecular-weight hydrocarbon molecules, typically gas oil 
range, into low-molecular-weight compounds using crys-
talline zeolite, a silica alumina-based catalyst. Figure 6.1, 
shows the process scheme of a typical FCC plant. Concep-
tually, the process can be divided into three main sections: 
the riser-regenerator section, the FCC main fractionator, 
and the gas concentration unit. The riser-reactor section is 
the heart of the process where the cracking reactions take 

place. In this section, gas oil feed streams are converted to 
gasoline, LPG, cycle oils, gas, and coke. The main fraction-
ator separates the cycle oils and bottoms whereas the off-
gas, light olefins, and gasoline are separated from unstable 
gasoline in the gas concentration section.

The riser-reactor section consists of three key compo-
nents: the riser, stripper, and catalyst regenerator. In the 
riser section, gas oil feed comes in contact with hot regen-
erated catalyst, feed vaporizes in the first few metres, and 
concurrently starts cracking as it moves upward along with 
the catalyst. A substantial amount of enthalpy is consumed 
from the hot catalyst for feed vaporization and endother-
mic cracking reactions leading to a drop in temperature 
and thus reduced cracking severity. The cracking reactions 
also produce a significant amount of coke, due to which the 
catalyst loses its activity. Therefore, continuous regenera-
tion of catalyst is vital. The spent catalyst is regenerated by 
burning the deposited coke in the regenerator. Because of 
the exothermic heat of coke combustion, the catalyst tem-
perature increases in the regenerator. The enthalpy carried 
by the hot catalyst is the only source of heat for vaporiza-
tion and cracking the feed in the riser. Before entering the 
regenerator, the spent catalyst is efficiently separated from 
the product stream in the riser termination section and 
steam is stripped to remove the adsorbed hydrocarbons so 
that the load on the regenerator is only due to hard coke.

The product stream separated from the catalyst leaves 
the riser and enters the bottom section of the main fraction-
ator, where it is quenched in the column’s bottom circuit pro-
ducing medium-pressure steam. In the main fractionators, 
light cycle oil and heavy naphtha are separated as side draws 
whereas unconverted heavy slurry oil is removed from the 
bottom. The gas, condensed water, and unstable gasoline are 
recovered from the column top through a partial condenser. 
In most applications, the bottom product is used as such 
except when the catalyst fines content is high, necessitat-
ing some type of filtration. The bottom product is used as a 
cutter for fuel oil production or finds application as carbon 
black feedstock. The main fractionator bottom temperature 
is maintained below 370°C to avoid coking while the column 
top pressure is typically approximately 1.5 bar. 

The uncondensed vapor stream mainly contains gas, 
LPG, and gasoline. The vapors are compressed in a two-
stage compressor to a pressure of 15 bar and enter a high-
pressure separator (HPS) system. The gases from the HPS 
are contacted in the primary absorber with unstabilized 
gasoline and debutanized gasoline to remove the C

3
+ frac-

tion from the C2
– fraction. The offgases from the primary 
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absorber are sent to the sponge oil absorber wherein light 
cycle oil (LCO) is used as absorbing media to remove C5

+ 
and LPG from the offgases. The gas with most of the C3

+ 
material removed is treated for H2S removal or sent for fur-
ther processing before using as fuel gas. The liquid stream 
from the HPS is fed to a stripper column for the removal 
of C2

– and sent back to the HPS. The C3 and C4 compounds 
in the stripper bottoms are separated in a debutanizer col-
umn. The stabilized gasoline from the debutanizer bottom, 
which is free from C3 and C4, is sent to further treatment or 
storage. The FCC main fractionator and gas concentration 
section designs are more or less the same in almost all FCC 
units. However, there have been significant differences in 
the reactor regenerator section, especially with respect to 
the configurations and integration of various subsystems. 
These differences are primarily due to different patented 
licensor designs, product pattern, processing conditions 
used, and the quality of feeds handled. 

6.4  major reactIons
In the FCC riser section, a wide range of complex series 
and parallel reactions occur, which include primary gas oil 
cracking reactions and secondary reactions such as hydro-
gen transfer, isomerization, dehydrogenation, cyclization, 
etc. [3]. Table 6.1 summarizes the key reactions and the 
thermodynamic data for a few idealized reactions. 

Catalytic cracking chemistry is based on carbenium 
ion formation, stabilization, and termination. The basic 
mechanism involves initiation of a charged carbon atom 
on either a Bronsted or Lewis acid site by protonation 
or abstraction of hydrogen ion. Propagation then occurs 
by hydride transfer and cracking by β-scission (cracking 
at two bonds away from the carbenium ion). Cracking 
reactions involve C–C bond rupture via formation of car-
bocations. A scheme for cracking via carbenium ion inter-
mediate is as follows:
1. Initiation (making the carbenium ion)

R1-CHCH-R2 + H+ ↔ R1-C+H-CH2-R2 (6.1a)
Olefin Bronsted acid site Carbenium ion 
R1CH2-CH2-R2 – H- ↔ R1C+H-CH2-R2 (6.1b)
Paraffin Lewis acid site Carbenium ion 

2. Propagation step (hydride transfer)

R1-CH2-C
+H-R2 + R3-CH2-CH2-R4 ↔ R1-CH2-CH2-R2 

Carbenium ion Paraffin Paraffin
 + R3-CH2-CH+-R4 (6.2)
   Carbeniumion 

3. Cracking step (β-scission) 

R3-CH2-CH+-R4  →  R3+  +  CH2CH-R4 (6.3)
Carbenium ion Carbenium ion Olefin 

Figure 6.1—FCC	complex	configuration	including	product	separation.
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4. Termination (final step)

R5-CH2-CH+-R6 → R5-CH2-CHCH2-R6 + H+ (6.4)
Carbenium ion Olefin Acid site

Primary and secondary carbenium ions tend to rear-
range to form a tertiary ion; hence, catalytic cracking leads 
to formation of more branched compounds. The nature and 
strength of the catalyst acid sites will influence the degree 
of occurrence of various reactions. The stability of carboca-
tions depends on the nature of alkyl groups attached to the 
positive charge. The relative stability of carbenium ions is 
as follows:

 Tertiary > Secondary > Primary > Ethyl > Methyl (6.5)

Catalysts with high acidity are required for enhanced 
cracking, but they also promote hydrogen transfer  reactions. 
Unfortunately, a hydrogen transfer reaction would lead to 
lower gasoline octane and higher coke make. For exam-
ple, rare-earth-exchanged zeolites produce more paraffins 
and aromatics compared with ultrastabilized zeolite-based 
catalysts. For maximization of light olefins, catalysts are 
tailored to minimize the hydrogen transfer reactions. Like-
wise, temperature has an important role in governing the 
type of compounds produced. High temperatures encour-
age more cracking and less hydrogen transfer, because of 
which the coke production is relatively low. Dealkylation 

reactions proliferate at high temperatures, producing more 
aromatics and olefins. Paraffin isomerization with less 
branching is more favorable under FCC conditions [5]. 

Thermodynamically, polycondensation reactions are 
not favored under cracking conditions (i.e., low pressure 
and high temperature). However, coke is formed through 
polymerization of unsaturated compounds followed by 
dehydrogenation by acid hydrogen transfer or catalyzed by 
metallic impurities. Other pathways suggested were alkyla-
tion of aromatics followed by cyclization or condensation 
of olefins and diolefins and subsequent dehydrogenation. 
Although there are quite a few exothermic reactions in FCC, 
because of the predominance of cracking and dealkylation 
reactions, the net reactions are endothermic. Further, cata-
lysts with less hydrogen transfer activity will cause the net 
heat of reaction to be more endothermic, requiring higher 
amounts of catalyst circulation. Thus, temperature and 
type of catalyst have a significant effect on the product yield 
pattern and FCC heat balance.

6.4.1  Kinetics of Catalytic Cracking and Coke 
Combustion Reactions
FCC feed consists of a wide boiling mixture of heavy-
hydrocarbon molecules, the reactivities of which differ 
considerably according to individual hydrocarbon type 
and molecular weight. Naphthenes and paraffins have a 
higher cracking tendency over aromatics, whereas heavier 

table 6.1—key reactions and thermodynamic data for a Few Idealized reactions [4] Primary 
cracking reactions

reaction class reactions example
Heat of reaction 
btu/mol (∆HR) 950°F

Cracking paraffins	→	Olefin	+	paraffin n-C10h22	→	n-C7h16	+	C3h6 32,050

Olefins	→	Olefins
1-C8h16	→	2-C4h8 33,663

Naphthene	→	Olefins

Dealkylation	
(cracking)

alkyl	aromatic	→	Olefin	+	alkyl	aromatic iso-C3h7-C6h5	→	C6h6	+	C3h6 40,602

secondary reactions

hydrogen	transfer Olefin	+	Naphthene	→	paraffin	+	Cyclo-Olefin 2C6h12+2C6h12	→	3C6h14+C6h6 –109,681

Carbenium	Ion	+	paraffin	→	paraffin	+	Carbenium	Ion rCh(+)Ch2Ch3	+	r/Ch2Ch3	→	
rCh2Ch2Ch3	+	r/Ch(+)Ch3	

–

Naphthene	+	Olefin	→	aromatic+	paraffin Cyclo-C6h12	+	C5h10	→	C5h12	+	C6h6 –73,249

Isomerization n-Olefin	→	iso-Olefin 1-C4h8	→	trans-2-C4h8 –4,874

n-paraffin	→	iso-	paraffin n-C6h10	→	iso-C4h10 –3,420

alkyl-o-aromatics	→	alkyl-m-aromatics o-C6h4(Ch3)2	→	m-C6h4(Ch3)2 –1,310

Naphthenes	→	alkyl	Naphthenes cyclo-C6h12	→	Ch3-	cyclo-C5h9 6,264

transalkylation C6h6+m-C6h4(Ch3)2	→	2C6h5Ch3 –221

Cyclization Olefin	→	Naphthenes 1-C7h14	→	Ch3-cyclo-C6h11 –37,980

Dehydrogenation Naphthenes	→	Cyclo	Olefins,	aromatics n-C6h14	→	1-C6h12+h2 –

aromatics	→	Multi-ring	aromatics –

polymerization 3C2h4	→	1-C6h12 –

paraffin	alkylation 1-C4h8+iso-C4h10	→	iso-C8h18 –
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 molecules crack faster than the lighter ones. The crack-
ing reactions of FCC feed, which consists of diverse 
compounds, follow pseudo second-order kinetics. This is 
because the feed becomes progressively difficult to crack 
with increasing conversion levels. For plug flow systems, 
the conversion severity relation can be modeled through Eq 
6.6 [6,7]. The feed crackability increases with the increase 
of nonaromatic content and increasing size of the hydro-
carbon chain (Nc), whereas feed nitrogen compounds (NN) 
inhibit the cracking. 

 

X
X
WHSV kC catalyst type F feed crackability

100 –
= ( ) ( )

exxp –
E
RT

tc
m









  (6.6)

 F feed crackability w N N C w N wC C A N( ) ( )= + +1 2 3–  (6.7)

where:
X = weight percentage conversion (total yields of liquid 
fraction boiling below 221°C, coke and gas products); 
WHSV = weight hourly space velocity (h-1); 
k = kinetic constant (h-1); 
tc = catalyst residence time (h); 
E = activation energy (kJ); 
T = average temperature (K); 
NC = carbon number of the average hydrocarbon molecule; 
NN = number of nitrogen atoms in the average hydrocarbon 
molecule; 
CA = aromatic carbon content; 
C and F = functions of catalyst and feed properties, respec-
tively; and
m, w1, w2, and w3 = correlation constants.

6.4.1.1	 COke
The coke yield of an FCC unit is primarily a function of 
conversion, temperature, and feedstock characteristics and 
can be correlated to second-order conversion as shown in 
Figure 6.2. Through extensive studies, Voorhies [8] sug-
gested that coke on catalyst (CC) is primarily influenced by 
the exposure time (Tc) and can be related through a nonlin-
ear relationship,

 Cc = A·Tc
n (6.8)

in which A is a function of feed quality and n is a con-
stant dependent on the type of catalyst. Zeolite-rich cata-
lysts typically yield more coke initially (lower n value) 
compared with amorphous-rich catalysts. After a certain 
cross-over contact time, the amorphous-rich catalyst coke 
will continue to increase whereas the zeolite catalyst coke 
value tapers off. Hence, while comparing the commercial 
plant coke yields with small-scale microreactors such as a 
microactivity test (MAT) unit, it is important to match the 
commercial plant contact times in the microreactor to have 
realistic coke yields.

It may be noticed from Eqs 6.6 and 6.8 that for a given 
feed and catalyst, the second-order conversion and the coke 
yields are only functions of catalyst residence time. There-
fore, at constant catalyst residence time, a linear relation 
is expected among coke yield and second-order conversion 
[9,10]. Bollas et al. [7] proposed an equation for coke yield 
(ux) similar to Eq 6.6 with a different activation energy (Eu) 
and coefficient (nu) for catalyst residence time:
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 (6.9)

6.4.1.2	 GasOlINe
The gasoline yield is a nonlinear function of conversion. 
The yield increases with conversion and reaches a maxi-
mum after which the yield reduces because of gasoline 
overcracking (Figure 6.3). The maximum gasoline yield 
is a function of reactor operational severity, catalyst, and 
feedstock. Among saturates, naphthenic feeds are the most 
preferred for gasoline production. By hydrogen transfer 
reactions, a large proportion of naphthenes are converted 
into monoaromatics, thus enhancing the octane. In con-
trast, paraffin-rich feeds produce more LPG and low-octane 
straight-chain paraffins. 

The gasoline yield is also affected by the ZSM-5 content 
in the catalyst. ZSM-5 selectively cracks the low-octane 

Figure 6.2—Coke	yield	vs.	second-order	conversion	with	
different	feedstocks	[9].	Source:	Figure	used	with	permission	
from	exxon	Mobil.
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straight-chain paraffins and olefins into LPG. The LPG 
yield increases linearly with ZSM-5 content in the catalyst. 
The combined yields of gasoline and LPG increase almost 
linearly with conversion. 

6.4.1.3	 Gas
FCC dry gas is primarily produced because of thermal 
cracking of the feed and nonselective catalytic cracking; 
hence, the yields are mainly affected by riser temperatures 
and feed residence time. Minimizing the residence time 
helps in substantially reducing the gas yields. The metal 
content on the catalyst also contributes significantly to 
the  gas and coke production through dehydrogenation 
reactions.

Rigorous kinetic models attempt to model the cracking 
reactions in a more detailed manner through a lumping 
approach that is based on detailed feed characteristics. 
Figure 6.4 shows the ten-lump model of Jacob et al. [12]. 
Considering kinetics and reactor hydrodynamics, these 
rigorous models more accurately predict the FCC yields 
when tuned with sufficient experimental data and are very 
useful in tracking the effect of operating parameters or feed 
changes.

6.4.1.4	 kINetICs	OF	COke	COMbustION
The coke burning kinetics are relatively less complex. There 
are four (I to IV) key reactions that occur during coke 
burning (Figure 6.5). Coke burning kinetics are first order 

with respect to oxygen concentration and coke content on 
catalyst (reaction I and II of Figure 6.5). During combus-
tion, carbon monoxide (CO) and carbon dioxide (CO2) are 
produced at the catalyst surface, and their distribution is 
given by Eqs 6.10, 6.11, and 6.12 [10,13]. 
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Hydrogen combustion can be assumed to be instantaneous 
(reaction IV of Figure 6.5), whereas combustion of CO 
can occur on the catalyst surface and in the homogenous 
gas phase (i.e., within the void volume). CO conversion 
is a free radical reaction and hence its combustion rate is 
relatively slower in the presence of surfaces such as cata-
lyst. The degree of inhibition is a function of temperature, 
catalyst size, and concentration [10]. Once the catalyst is 
removed (in cyclones), if excess oxygen (O2) is present, CO 
ignition takes place. This effect is known as “afterburn” 
and is important to control because high temperatures 

PI = Wt. % paraffinic molecules, (mass spec analysis), 430–650ºF 
Nl = Wt % naphthenic molecules, (mass spec analysis), 430–650ºF 
CAl = Wt. % carbon atoms among aromatic rings, (n-d-M method), 430–650ºF 
Al = Wt. % aromatic substituent groups (430–65OºF) 
Pl = Wt. % paraffinic molecules, (mass spec analysis), 65OºF+ 
Nh = Wt. % naphthenic molecules, (mass spec analysis), 650ºF+ 
CAh = Wt. % carbon atoms among aromatic rings. (n-d-M method), 650ºF+
Ah = Wt. % aromatic substituent groups (650ºF+) 
G = Glump (C5–430ºF) 
C = Clump (C, to C4 + COKE) 
CAl + Pl + Nl + Al = LFO (430–650ºF)
CAh + Ph + Nh + Ah = HFO (650ºF)

Figure 6.4—ten-lump	kinetic	model	of	Jacob	et	al.	[12].	Source:	Figure	used	with	permission	from	exxon	Mobil.
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can  damage the cyclones. To enhance the CO burning 
within the dense catalyst bed, CO combustion promoters 
are added. The effect of CO combustion promoters can be 
accounted for through k3h as shown in Eq 6.13. The net CO 
and CO2 production can be estimated by simultaneously 
solving Eqs 6.10–6.13.
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where:
C = coke on the catalyst, (weight coke/weight catalyst);
PO2 and PCO = partial pressures of O2 and CO, respectively 
(Pa); 
kc = total coke combustion rate constant (1/Pa·s); 
k1 and k2 = coke combustion reaction rate constants in reac-
tions I and II, respectively (Figure 6.5); 
∈ = regenerator bed porosity;
ρc = catalyst density (kg/m3); 
βc = CO/CO2 ratio at the catalyst surface; 
kc0 and βc0 = pre-exponent constants for kc and βc, respec-
tively; 
k3c0 = pre-exponent constant for catalytic combustion in 
reaction IIIc; 
k3h0 = pre-exponent constant for homogenous combustion 
in reaction IIIh; and

Ec, Eβ, E3c, and E3h = activation energies corresponding to 
equations (kJ/K) (6.10–6.13). 

The coke combustion kinetic parameters are a func-
tion of the catalyst properties and remain constant as long 
as equilibrium catalyst properties (apparent bulk density 
[ABD], pore volume, surface area, and fines content) are 
relatively constant [14]. 

6.5  Feed, Product QualIty, and oPeratIng 
condItIons
FCC can handle various feedstocks, such as straight-run 
and VGO streams, hydrotreated VGO, solvent deasphalted 
oil, coker gas oil, portions of atmospheric or vacuum col-
umn bottoms, and other heavy materials. The typical FCC 
feed boiling range is from 350 to 580°C, and densities are 
normally greater than 0.87. Table 6.2 presents some of the 
FCC feeds processed in industry. 

Lower feed density values indicate a higher degree of 
hydrocarbon saturation and hydrogen content. The prod-
uct yields and product quality of an FCC unit are directly 
related to the feed hydrogen content. Hydrogen-rich par-
affins and naphthenes produce more gasoline compared 
with aromatic feeds, which are difficult to crack. Figure 6.6 
shows the feed conversions with variations in feed density 
[15] along with the potential conversion values. Potential 
conversions were calculated based on the paraffin and 
naphthene content of the feed. The actual conversions are 
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Figure 6.5—key	reactions	of	coke	burning.

table 6.2—typical Fcc Feedstocks Processed in Industry
nigerian Vgo mumbai Vgo Hydrotreated Vgo

Density,	kg/l 0.9265 0.8811 0.8524

sulfur,	%	wt 0.37 0.58 0.015

total	nitrogen	%	wt 0.1413 0.0726 0.0037

Conradson	carbon,	%	wt 0.4 0.49 0.03

Nickel	(Ni)	(ppm	wt) 0.55 0.53 —

Vanadium	(V)	(ppm	wt) 0.08 0.32 —

sodium	(Na)	content	(ppm	wt) 0.33 0.24 —

Distillation	D-1160	(°C)

5	% 370 372 358

30	% 403 419 407

50	% 438 442 427

95	% 539 552 506

Final	boiling	point	(Fbp) 572 581 530
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lower than the potential figures because of limitations of 
either air blower or gas compressor capacity. In addition 
to feed density, aniline point and refractive index are also 
commonly used to assess the feed aromaticity and they 
correlate well with feed conversion. Aniline point increases 
with paraffin content, whereas aromatics will have a lower 
value [16]. Likewise, the refractive index increases with 
increase in aromaticity [17].

Aromatic-rich feeds produce less gasoline and yield 
more LCO and coke. The LCO is of poor quality, whereas 
the gasoline octane is high because of high aromatics. 
Figure 6.7 shows the pilot plant data of Bollas et al., in 
which the crackability and coke selectivity exhibited strong 
correlation with feed aromaticity. When the feed boiling 
ranges differ widely, correlations based on UOP or Watson 
K factor, calculated from average boiling point and density, 
or PONA content are expected to be more accurate [15].

Higher feed distillation temperatures and Conradson 
carbon (CCR) content indicate the presence of residue, 
metals, and asphaltene in the feed. Handling high-CCR 
feeds is difficult because they tend to produce more coke, 
leading to higher regenerator temperatures, which limits 
their processability. Because of their high viscosity and high 
boiling points, heavy hydrocarbons pose a challenging task 
of vaporization at the riser entry and significantly affect the 
yield pattern. Further, heavier feeds also contain a higher 
level of metals, which require more catalyst per barrel of 

feed to compensate for the metal deactivation. Therefore, 
beyond a point (>10 wt %), it is uneconomical to process 
high-CCR feeds and hence feed should be pretreated to 
reduce the CCR content (e.g., by hydroprocessing or solvent 
deasphalting).

Another important feed property that affects the feed 
crackability is organic nitrogen, especially basic nitrogen 
content, which has a detrimental effect on zeolite by tem-
porarily inhibiting the acid sites of the catalyst. The activity 
is regained by burning the nitrogen in the regenerator. To 
overcome the nitrogen inhibition, higher catalyst activity 
and catalyst-to-oil ratio are needed.

Hydrotreating is a useful option for reducing nitrogen 
inhibition and metal deactivation as well as for improving 
product quality. The yields of aromatic-rich feedstocks can 
be substantially improved by subjecting them to either mild 
hydrotreating or hydrocracking upstream and integrat-
ing with FCC. The key benefits of feed hydroprocessing 
are higher gasoline yields, lower coke and gas make, and 
improved quality of distillates (w.r.t. sulfur content and 
LCO cetane). Sulfur is not inhibitory to the catalyst. How-
ever, its removal helps in meeting the product quality on 
most occasions without further treatment and also helps in 
reducing sulfur oxide (SO

x) and nitrogen oxide (NOx) emis-
sions. The benefits due to feed hydrotreatment for improv-
ing yield and quality can be seen in the data presented in 
Table 6.3 [18].

Figure 6.6—Conversion	variation	with	changes	in	feed	density.	Source:	reproduced	with	permission	from	[14].
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Figure 6.7—Crackability	and	coking	tendency	dependency	on	feed	aromatic	content.	Source:	reproduced	with	permission	from	[7].

AST-MNL58-11-0801-006.indd   133 3/12/13   2:01 PM

 



134	 Petroleum reFInIng and natural gas ProcessIng

Although FCC feed hydrotreatment offers excellent 
benefits in the form of improved product quality and 
yields, excessive treatment beyond the optimum does not 
always correspond with higher gasoline yields. A study by 
UOP [19] suggests that the optimal feed hydrogen content 
should be between 12.3 and 12.5 wt %. Beyond this, more 

naphthenes and paraffins are produced in the feed, which 
leads to higher LPG, gas make, and reduced gasoline yields 
with lower octane.

6.6  modes oF Fcc oPeratIon 
In addition to feed flexibility, the FCC process also offers 
versatility with respect to product slate. By appropriate 
selection of catalyst and process conditions, FCC can be 
operated to maximize middle distillates, gasoline, or light 
olefins [20]. Diesel or middle-distillate mode is character-
ized by lower operational severity with milder temperature 
and catalyst-to-oil ratios. In this mode of operation, to 
maximize the bottoms conversion, recycling of heavy cycle 
oil is usually practiced. Intermediate temperatures, higher 
catalyst-to-oil ratios, and higher catalyst activity are associ-
ated with the gasoline mode of operation. In light olefins 
or the LPG mode of operation, reactor temperatures are 
usually maintained above 540°C and higher catalyst-to-oil 
ratios are preferred. The liquid products in this mode are 
highly aromatic, and in some units the propylene yield 
could be as high as 20 % [21,22]. Table 6.4A presents the 
typical operating conditions and product yields obtained 
with a Middle Eastern VGO. 

table 6.3—benefits of Hydrotreating on 
Fcc yields [18]

untreated 
Feed

Hydrotreated 
Feed

Conversion,	vol	% 55.9 74.8

Gasoline,	vol	% 39.6 55.1

lCO,	vol	% 26.3 17.3

Decant	oil,	vol	% 17.8 7.9

sulfur	in	products
Gasoline
lCO
Decant	oil
sOx	emission,	kg/m3	of	feed

0.303
2.38
3.25
1.3

0.002
0.09
0.23
0.09

table 6.4a—operating conditions, Product yields, and Properties with 
different modes of Fcc operation [20] 

middle distillate mode gasoline mode light olefins mode

Operating	conditions
	 temperature	(°C)
	 Catalyst	to	oil
	 recycle,	CFr

449–510	
<base
1.4	(hCO)

527–538
base
optional	(hDt	lCO)

538–560
>base
optional	(hN)

product	yields
	 h2s	wt	%
	 C2-,	wt	%
	 C3,	lV	%
	 C4,	lV	%
	 C5+	gasoline,	lV	%
	 lCO,	lV	%
	 hCO,	lV	%
	 Coke,	wt	%

0.7
2.6
6.9
9.8
43.4
37.5
7.6
4.9

1.0
3.2
10.7
15.4
60.0
13.9
9.2
5.0

1.0
4.7
16.1
20.5
55.2
10.1
7.0
6.4

product	properties

lpG,	vol/vol
	 	C3	olefins/saturates
	 	C4	olefins/saturates
Gasoline
	 astM	90	%	point,	°C
	 astM	90	%	point,	°F
	 research	octane	number	clear	(rONC)
	 Motor	octane	number	clear	(MONC)
lCO
	 astM	90	%	point,	°C
	 astM	90	%	point,	°F
	 Flash	point	°C	(°F)
	 Viscosity,	cst	at	500	°C	(1220°F)
	 sulfur,	wt	%
	 Cetane	index
	
Clarified	oil
	 Viscosity,	cst	at	1000°C	(2100°F)
	 sulfur,	wt	%

3.4
1.6

193
380
90.5
78.8

350
670
97	(207)
3.7
2.9
34.3

10.9
5.1

3.2
1.8

193
380
93.2
80.4

316
600
97	(207)
3.1
3.4
24.3

9.0
6.0

3.6
2.1

193
380
94.8
82.1

316
600
97	(207)
3.2
3.7
20.6

10.1
6.8

AST-MNL58-11-0801-006.indd   134 3/12/13   2:01 PM

 



	 Chapter	6					n					FluId catalytIc crackIng	 135

Over the past few years, the light-olefin mode of opera-
tion has gained major importance because of the growing 
demand for propylene. The key advantages of producing 
propylene through the FCC route are the higher ratio of 
propylene-to-ethylene yields and relatively less severe oper-
ating conditions compared with steam cracking. Almost 
all major licensors offer light-olefin production technology 
through their patented processes [21,22,24,25]. Table 6.4B 
presents the yields and operating conditions with the two 
different modes of deep catalytic cracking (DCC) opera-
tion of Shaw through maximum propylene or high-severity 
operation (type I) and maximum iso-olefin or lower sever-
ity operation (type II) [23]. Because a significant amount 
of ethylene is also produced in olefin mode, the option of 
recovering ethylene is worth examining. 

FCC LPG is a rich source for other light olefins such 
as butylenes and amylene and hence is an ideal feedstock 
for methyl tertiary butyl ether (MTBE)/tert-amyl methyl 
ether (TAME) or alkylation. The ratio of isobutylene to 
total butylenes is much higher in olefin-mode operation 
compared with gasoline mode. Because of the high conver-
sion, all of the C5

+ liquid products are highly aromatic and 
the naphtha is octane rich. The BTX content of the naphtha 
is over 25 wt %, making it suitable for extraction [26]. The 
di-olefins in naphtha need to be selectively hydrotreated to 
improve its stability. The cycle oil from FCC, particularly 
in olefin mode, is low in cetane and hence it needs further 
upgradation for blending in a diesel pool. Alternatively, it 
can be used as an excellent cutter stock because of its low 
viscosity and pour point. The heavy cycle oil (HCO) and 
small amounts of slurry oil can go directly to fuel oil blend-
ing, or the slurry oil can be used as carbon black feedstock 
(CBFS).

6.7  commercIal Fcc desIgns
Subsequent to the first commercial operation of an FCC 
unit in 1942, the original design has undergone several 
changes. Availability of highly active catalysts, demand for 
higher feed capacities, improved yields, product selectivity, 
changes in feed quality, operational ease, reliability, and 
longer cycle lengths are some of the key drivers for these 
changes. Nevertheless, in all of these designs, the basic 
function of the FCC components such as reactor, stripper, 
regenerator, and transfer lines, etc., remain the same. 

Among the new designs, the most popular ones are 
UOP’s side-by-side configuration, KBR’s Orthoflow™, Exx-
on’s flexicracker unit, Shaw/Axens’s two-stage regeneration 
unit, etc. Figures 6.8 and 6.9 present the schematics of 
some of these designs. Each of these designs incorpo-
rates their proprietary know-how and brings in their own 
strengths and weaknesses. Nevertheless, there have been 
many engineering advancements in these designs from the 
point of view of basic reaction engineering, heat and mass 
transfer, and fluid mechanics. Some of the recent develop-
ments include high-efficiency feed nozzles for improved 
feed vaporization, short contact time reactors for better 
yield and selectivities, catalyst coolers and riser quench 
for handling excess heat with residue feedstocks, two-stage 
regenerators for reduced deactivation and improved regen-
eration, improved stand pipe design/operation for higher 
catalyst circulation, etc. [21,22,24,25,27–29]. The following 
sections cover some of these engineering and design aspects 

table 6.4b—operating conditions and 
Product yields with two different modes of 
dcc operation [23]

type I type II

Operating	conditions
	 temperature	(oC)
	 Catalyst	to	oil	(w/w)
	 steam	dilution	rate,	wt	%	of	feed
	 type	of	cracking

530–575
8–15
20–30
riser	and	bed

505–555
7–12
10–15
riser

Material	balance,	wt	%
	 C2-
	 C3	and	C4	lpG
	 Naphtha
	 lCO
	 DO
	 Coke
	 loss
	 total

11.9
42.2
26.6
6.6
6.1
6.0
0.6
100.0

5.6
34.5
39.0
9.8
5.8
4.3
1.0
100.0

light	olefin	yield,	wt	%
	 ethylene
	 propylene
	 butylene
	 In	which	isobutylene
	 amylene
	 In	which	isoamylene

6.1
21.0
14.3
5.1
–
–

2.3
14.3
14.7
6.1
9.8
6.8

Feed:	waxy	Chinese	VGO	pilot	plant	data

Exxon Flexicracker   

UOP Side by Side

Exxon Model IV

UOP High Efficiency
Regenerator 

Figure 6.8—some	commercial	FCC	configurations.	Source:	
reproduced	with	permission	from	exxon	Mobil	and	uOp.
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in detail. Useful guidelines for FCC hardware design are 
given in Table 6.5. 

6.7.1  FCC Riser 
It is well known from basic reaction engineering principles 
that to maximize intermediates, plug flow configuration is 
the optimal choice [30]. VGO cracking reactions being con-
secutive, the plug flow scheme is ideal for maximal yields of 
gasoline at a given conversion. Back-mixing of the gasoline 
leads to higher LPG yields because of overcracking. For-
tunately, the advent of highly active zeolite catalysts also 
helped in moving toward dilute phase, plug flow, all-riser 
cracking from early dense bed cracking. 

Catalyst residence time, which depends on catalyst 
hold up and circulation rates, is another important factor 
in FCC design. Lower catalyst residence times are preferred 
because they produce substantially reduced coke make for 
a given hydrocarbon flow [8,31]. In plug flow reactors, the 
catalyst hold up time is dependent on slip factor (ratio of 
gas to catalyst velocity). The following equation can be 
used for estimating catalyst hold up in any section of the 
riser [4]:

 dH
CCR SF dL

V
= ( )( )

60
 (6.14)

where: 
H = catalyst hold up (t), 
CCR = catalyst circulation rate (t/min), 
SF = slip factor, 
L = length (m), and
V = vapor velocity (m/s).

Higher slip factors would lead to higher catalyst hold 
up and hence coke make. In straight FCC risers the slip fac-
tors typically range from 1.5 to 2. The slip factors are high 
in the feed vaporization zone in various bends, slopes, and 
curves. When operating conditions are not widely different, 
lower catalyst-to-oil ratios give lower slip factors.

Curves and bends promote uneven distribution of cata-
lyst, poor oil contact across the horizontal cross section, 
and catalyst maldistribution to the riser termination device. 
In FCC, the base of the wye section is highly turbulent as 
the regenerator catalyst flow changes its direction. There-
fore, elevated nozzles are recommended so that the liquid 
spray can come in contact with the hot catalyst, the radial 
density profile of which is uniform. Modern FCC units are 
designed for all-riser cracking with reduced back-mixing. 
This is accomplished through efficient feed injection and 
vaporization at the riser entry zone and rapid separation 
of catalyst and product at the riser exit. The all-riser crack-
ing maximizes the gasoline yield and eliminates secondary 
dilute-phase cracking and postriser thermal cracking. Short 
contact time reactors with all-riser cracking and cracking 
temperatures above 530°C are now common to produce 
high-octane gasoline and light olefins [32]. 

6.7.2  Feed Nozzles
An efficient feed injection system helps in the rapid vapor-
ization of feed and simultaneously quenches the hot regen-
erated catalyst. Faster feed vaporization results in reduced 
liquid-phase cracking, hot spots, catalyst slip, and back-
mixing, leading to less coke and dry gas make [33]. In an 
ideal scenario, the cracking should only take place in the 
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Figure 6.9—kbr	FCC	configuration	(courtesy	kbr	Inc.)	(left)	and	shaw	&	axens	configuration	(right).	Source:	reprinted	with	
permission	from	Hydrocarbon Processing,	by	Gulf	publishing	Co.,	©	2005;	all	rights	reserved.

AST-MNL58-11-0801-006.indd   136 3/12/13   2:02 PM

 



	 Chapter	6					n					FluId catalytIc crackIng	 137

table 6.5—useful guidelines for Fcc Hardware design [34]
stand	pipe •	 Minimum	catalyst	flux:	100	lb/ft2·s

•	 Maximum	catalyst	flux:	300	lb/ft2·s
•	 typical	flux:	150–250	lb/ft2·s
•	 Orientation:	Vertical	or	not	more	than	35°	to	vertical	
•	 aeration:	20–25	sCF/t	of	catalyst	per	100-ft	vertical	drop

Controlling	catalyst	
slide	valve

•	 2	psi	minimum	for	control
•	 15	psi	maximum	for	wear
•	 25–75	%	open	for	control
•	 Design	for	~7	psi	and	50	%	open
•	 slide	valve	port	area	~0.25–0.45	of	stand	pipe	area

riser •	 Minimum	velocity	for	vertical	spent	catalyst	riser:	8–10	ft/s
•	 Minimum	velocity	for	vertical	feed	riser:	15–20	ft/s	(at	bottom)
•	 Maximum	riser	velocity:	90	ft/s	(for	wear)
•	 typical	feed	riser	exit	velocity:	50–70	ft/s
•	 Feed	riser	residence	time:	1.8–2.4	s	(based	on	outlet	moles)
•	 Feed	riser	l/D:	at	least	20	preferred
•	 Feed	riser	turndowns:	80–95	%	separation	efficiency

Feed	nozzle •	 l/D	:	3–10
•	 steam	flow	rate:	3–5	wt	%	of	feed	(depends	on	feed	properties)
•	 	Nozzle	tip:	depends	on	type	of	feed	distribution	and	yield	pattern	required	(generally	pattern	of	distribution	

is	hollow	cones	or	flat	sprays)

reactor	vessels •	 Maximum	operating	velocity:	3.5	ft/s	(with	efficient	cyclones)
•	 typical	operating	velocities:	2–3	ft/s
•	 Disengaging	height	(riser	turndown	to	cyclone	inlet):	15	ft	minimum

stripper •	 superficial	steam	velocity:	0.5–1	ft/s
•	 typical	steam	rates:	2-4	lb	of	steam	per	1000	lb	of	catalyst
•	 typical	operating	velocities:	0.5–1	ft/s
•	 typical	catalyst	residence	time:	60–90	s
•	 typical	catalyst	flux:	1200	lb/ft2·min	
•	 stripper	l/D:	at	least	1
•	 Free	area	between	baffles:	45–55	%	of	stripper	area
•	 unbaffled	strippers	not	recommended	if	stripper	steam	efficiency	a	concern

regenerator	vessels •	 Maximum	operating	velocity:	3.3	ft/s
•	 typical	operating	velocity:	2-3	ft/s
	 •	 3.5–5.5	ft/s(uOp	high	efficiency)
•	 Catalyst	residence	time:	5–10	min	(one-stage	regeneration)
	 •	 1	min	(uOp	high	efficiency)
	 •	 3–5	min	(each	stage	is	two-stage	design)
•	 bed	l/D:	0.3–0.7	in	conventional	designs
•	 Disengaging	height:	18–20	ft	(bed	surface	cyclone	inlet	in	conventional	design)
•	 Grid	pressure	drop:	typical	1–2	psi,	at	least	30	%	bed	head
•	 Minimum	grid	pressure	drop:	0.7–0.8	psi

Cyclones •	 reactor	1	stage	design:	typical	collection	efficiency:	99.995	%
•	 typical	pressure	drop:	0.5–0.7	psi
•	 Inlet	catalyst	loading	~0.25–0.5	lb/ft3

•	 regenerator	2	stage	design:	typical	overall	collection	efficiency:	99.998	%
•	 typical	pressure	drop:	1	psi	
•	 Inlet	velocities	(ft/s):	
	 •	 riser	cyclones:	 60–70
	 •	 reactor	cyclones:	 60–80
	 •	 regenerator	first	stage	 60–80
	 •	 regenerator	second	stage	 75–85
•	 Outlet	velocities	(ft/s):
	 •	 riser	cyclones:	 70–80
	 •	 reactor	cyclones:	 80–100
	 •	 regenerator	first	stage	 70–80
	 •	 regenerator	second	stage	 100–200
•	 Dipleg	mass	velocities	(lb/ft2·s):	 120–130
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vapor phase, and modern nozzles attempt to achieve this 
target. In these nozzles, oil is atomized into fine droplets 
of narrow size distribution and then distributed uniformly 
over the riser cross section for intimate contact with the 
catalyst. The key liquid-phase variables that affect the 
vaporization are droplet size, liquid flux and spray pattern, 
and penetration into the flowing catalyst. Catalyst-phase 
variables include temperature, velocity, density, and 
distribution [2].

FCC nozzles are designed, through extensive cold flow 
testing, to produce a flat fan spray pattern of liquid feed 
distribution with small droplets of narrow size. Figure 6.10 
shows the schematics of a few commercially available FCC 
feed nozzles. 

In Shaw/Axens’s feed injectors, the oil inlet orifice 
directs a high-velocity jet of oil onto a target bolt. Steam 
enters the nozzle at high velocity and shears the oil droplets 
formed on the target. It is claimed that the oil then fila-
ments and further atomizes as it passes down the barrel of 
the nozzle and is then shaped into a fan spray pattern at the 
tip. The optimal use of atomization steam and feed oil pres-
sure drop to achieve fine atomization depends on the type 
of feedstock. In Kellogg’s atomization nozzle ATOMAX™, 
most of the mixing energy comes from medium-pressure 
steam. Likewise, the Lummus Micro-Jet™ and UOP Opti-
mix™ also uses steam energy for shearing the oil and atomi-
zation [14]. It was suggested that atomization closer to the 
nozzle tip is important for flat plane contacting and reduced 
re-coalescence. An improved mixing chamber through pro-
prietary internals, tip design, and nozzle orientation are key 
technology aspects. Lower oil-side pressure drop and the 
independent control of steam flow are claimed to be some 
of the advantages of these nozzles. The typical steam disper-
sion rates reported for Optimix nozzles were 1–2 wt %, and 
the pressure drops range from 30 to 60 psi [2]. 

To uniformly cover the riser radial cross section, multi-
ple feed nozzles are used. Further segregated feed injection 
systems are also practiced to create a more severe cracking 

atmosphere while processing heavy feeds. In this scheme, 
the riser is separated into two zones where a part of the 
fresh feed or quench stream is injected at higher elevation 
so that high mix zone temperature and catalyst-to-oil ratio 
are achieved at the bottom. Such designs allow independent 
control of mix temperature without any metallurgical con-
straints from the reactor [29]. Riser quench acts as a heat 
sink and is similar to a catalyst cooler; however, it increases 
load on the downstream section. 

6.7.3  Riser Termination Device
Disengaging designs were previously used to separate 
the riser product stream from the spent catalyst through 
inertial separation devices or rough-cut cyclones. The key 
disadvantages of such systems were longer hydrocarbon 
residence time in the dilute phase and higher back-mixing, 
thus promoting undesirable secondary cracking reactions 
and thermal cracking, leading to higher coke and gas make. 
However, some key advantages of such designs were opera-
tional simplicity and the absence of dead pockets, which 
prevents coke formation on reactor walls, etc. [35]. Modern 
riser termination devices ensure smooth separation of the 
catalyst from the product stream without disturbing the 
plug flow to a great extent and directing hydrocarbons 
more efficiently toward the reactor plenum, thus producing 
less coke and gas make, as shown in Figure 6.11 [36]. 

The close coupled cyclones of Lummus and Kellogg, 
the Vortex Separation System (VSS™) of UOP, and the 
Riser  Separation System or RS²SM design of Axens and 
Shaw are some of the new disengaging devices. In close 
coupled systems, the catalyst and hydrocarbons enter 
directly into the cyclone and the hydrocarbons are effi-
ciently separated from the spent catalyst, thus drastically 
reducing the hydrocarbon leakage into the dilute phase 
(Figure 6.12). The cyclone can operate under positive or 
negative  pressure relative  to the reactor free board pressure (i.e., 
dilute bed). The close coupled cyclones can reduce the hydro-
carbon residence time to as low as 2 s. The  negative  pressure 

Expansion
Steam

Oil

ATOMAX-2

Steam Multi-slotted

Oil inlet

Steam
inlet

Target bolt

(a)

(b)

(c)

Figure 6.10—schematic	of	FCC	nozzles	[kellogg	(a),	shaw	(b)]	and	their	arrangement	in	riser	(c).	atOMaX	is	a	trademark	of	
M.W.	kellogg.	Source:	Figure	used	courtesy	of	kbr	Inc.,	and	axens	and	shaw.	
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Riser CyclonesInertial Separator Closed Cyclones

Figure 6.11—evolution	of	riser	termination	designs.	Source:	Figure	used	courtesy	of	kbr,	Inc.

(a) (b)

(c)

Figure 6.12—schematic	of	FCC	riser	termination	designs:	(a)	Vss	(uOp),	(b)	rs2	(shaw).	(Source:	used	with	permission	of	uOp	and	
shaw),	and	(c)	close-coupled	cyclones	[37].

AST-MNL58-11-0801-006.indd   139 3/12/13   2:02 PM

 



140	 Petroleum reFInIng and natural gas ProcessIng

 systems  minimize the  hydrocarbon seepage through pri-
mary cyclone diplegs. Although advantageous, the close 
coupled systems are thought to be susceptible to upsets and 
can lead to catalyst carryover to the main fractionator [35].

The VSS™ and RS²SM designs are claimed to be less 
susceptible to upsets with enclosed separation of hydro-
carbons. These designs attempt to provide operational 
ease while simultaneously reducing the hydrocarbon resi-
dence time. Using the momentum, most hydrocarbons are 
separated from the spent catalyst and directed toward the 
cyclones through proprietary designs. The separated cata-
lyst is prestripped in an enclosed chamber to minimize the 
hydrocarbon release, thus attaining higher levels of hydro-
carbon containment.

6.7.4  Stripper Internals
FCC catalyst that is separated from the riser contains a 
significant amount of hydrocarbons in the pores and inter-
stitial voids. The entrapped hydrocarbons are separated by 
displacement with steam in the stripping section, which 
otherwise would land in the regenerator, increasing the 
combustion load. Steam is typically introduced through 
two steam distributors. Most of the volatile light hydro-
carbons will be removed through prestripping steam intro-
duced in the upper stripper bed. The prestripped catalyst 
flows down through a series of baffles such as disk and 
donuts, sheds, tube bundles, etc., against a countercurrent 
stripping steam (Figure 6.13). 

The baffles arrangement improves the catalyst steam 
contact and catalyst residence time, leading to more 

 efficient diffusion of hydrocarbons from catalyst pores into 
the upflowing steam. In unbaffled strippers, catalyst segre-
gates toward the walls whereas steam flows exclusively in 
the center, leading to poor stripping. The baffled strippers 
force the two phases to flow in truly countercurrent fashion 
with reduced back-mixing. Papa and Zenz [38] proposed a 
design criterion for strippers following the analogy of sepa-
ration units. According to this criterion, to achieve true 
countercurrent plug flow for both of the phases requires 
operating the unit at approximately 75–80% of flooding 
flow rates. The maximal flooding flow rate of either phase 
can be estimated from the following relation [38,39]:
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where: 
ACFM = actual gas flow rate (ft3/min), 
Bulk CFM = catalyst flow rate (ft3/min), 
A = total area of the slot or hole (ft2), 
D = width of slot or diameter of hole (ft), 
ρg = gas-phase density (lb/ft3), 
ρD = catalyst bulk density (lb/ft3), and
Δρ = ρD – ρg (lb/ft3).

The effect of pressure due to static head can be 
accounted for through a similar equation [40]. Under 
steady-state conditions, the pressure drop across each 

Figure 6.13—Various	types	of	stripper	baffles	(Chevron	grids,	disk	and	donut,	tube	bundles)	(top)	and	flow	areas	and	diameters	
as	defined	in	stripper	performance	equations	(bottom).	Source:	reprinted	with	permission	from	[38].
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baffle is expected to be the same for constant catalyst flux. 
The back-mixing can be reduced through closer baffle spac-
ing. However, there is a penalty on capacity due to reduced 
head. Another parameter that influences stripper efficiency 
is the length to diameter (L/D) ratio. Strippers with larger 
L/D ratios are observed to give higher efficiency because of 
lower effective diameter. 

Hydrogen content in the coke fraction of spent catalyst, 
referred to as “hydrogen in coke,” is often considered as an 
indication of stripper efficiency. Because the hard coke on 
spent catalyst is expected to contain much less hydrogen 
compared with the hydrogen content of the volatile mate-
rial (soft coke), this parameter is easily distinguishable and 
is hence widely followed. In industry, a value less than 7 % 
is considered to be good whereas 6 % is ideal [14,41]. Nev-
ertheless, the hydrogen in coke depends on other factors 
such as stripper temperature, catalyst, type of feed being 
processed, etc. Generally, catalysts with small pore diam-
eter (high surface area and low pore volume) require more 
steaming and residence time due to poor “strippability” of 
heavier molecules. Higher stripper temperatures are likely 
to help in desorbing these compounds efficiently due to 
improved volatilization and/or further cracking [42]. 

Typically, 2–5 kg of stripping steam is used for every 
ton of circulating catalyst; needless to say the optimal 
value depends on catalyst, feed, and operating parameters. 
Often refiners optimize the steam flow rates on the basis of 
regenerator temperature. Up to a point, an increase in strip-
ping steam reduces the regenerator temperature; beyond 
optimum, the reduction in coke content would be minimal.

6.7.4.1	 staND	pIpes
Stand pipes are circular pipes for the transportation of solids 
from one section of the unit to another. These can be verti-
cal, angled, or a combination of these two. The two primary 
stand pipes in FCC units are spent catalyst transfer line and 
the regenerator transfer line. In these stand pipes, the solids 
flow against a positive pressure differential, using the grav-
ity head generated by the fluidizing solids, whereas the fluid-
izing gas flows upward relative to the solids. The stand pipes 
are typically designed in such a way that they generate more 
pressure than required so that excess pressure can be wasted 
across the valves to maintain the pressure balance in the 
unit. The slide valves generally operate with a pressure drop 
of 15–100 kPa with valve opening between 25 and 75 % [43].

It is desirable to have vertical standpipes. In verti-
cal standpipes the pressure build-up is high, and hence 
higher solid fluxes are possible [44]. When the gas flow is 
below minimum fluidization, the solids cannot exert the 
pressure at the base of the stand pipe as solids loose their 
fluidity, leading to reduced flow [45]. Likewise, overaera-
tion leads to excessive interstitial void volume and hence 
reduced pressure. The stand pipes should ideally be oper-
ated around incipient bubbling and incipient buoyancy. 
Aeration taps are usually provided uniformly along the 
length of the stand pipe to keep the solids in a fluidized 
state and avoid large bubbles. The amount of aeration 
required to maintain the solids in a fluidized state can be 
computed using the following equation [44]:
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where: 
Q = aeration required to prevent defluidization (m3/s); 
Pb and Pt = pressures at the bottom and top of the stand 
pipe, respectively (Pa); 
ρmf and ρt = fluid bed density at minimum fluidization veloc-
ity and at top of stand pipe, respectively (kg/m3); and
ρsk = skeletal density (kg/m3).

Catalyst fines play an important role in promoting 
catalyst circulation by improving the fluidity [45]. The ratio 
of minimum bubbling (Umb) to minimum fluidization (Umf) 
velocities, which is a strong function of fines content, is 
given below [46]. The higher ratio indicates a larger oper-
ating window for stand pipe operation and a less frequent 
aeration requirement. 
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where:
ρg = gas density (kg/m3),
μ = gas viscosity (kg/m·s), 
F45 = fraction of fines < 45 μm, 
dp = mean particle size, 
ρp = particle density, and
g = gravitational constant. 

6.7.5  Regenerator
An FCC regenerator design is decided primarily based on 
the coke burning capacity and catalyst circulation rates. In 
most situations, single-stage regeneration with or without 
catalyst cooler may be adequate. For handling high-CCR 
feeds, two-stage configuration or two stages with catalyst 
cooler are required. Occasionally, single-stage regenera-
tors are also used in partial combustion mode while pro-
cessing moderate CCR feeds so that the heat release is 
restricted. 

Single-stage regenerators are typically bubbling fluid-
ized beds where the gas superficial velocities are in the 
range 0.5–1 m/s. There is a distinguishable dense catalyst 
bed and a dilute phase in these regenerators. In the dilute 
bed, the entrained catalyst travels along with the flue 
gases into the cyclones. The design velocities are decided 
by optimizing the regenerator diameter and the catalyst 
entrainment. To keep the cyclone loading to a minimum, 
the regenerator height should be more than the transport 
disengagement height (TDH).

Most coke burning reactions occur in a dense bed, but 
a small fraction of CO escaping from the bed can react 
with residual O2 in the dilute phase, leading to a slight 
temperature rise. In partial combustion units the differ-
ence between the dense and dilute bed temperatures, 
often referred to as ”afterburn,” could be as high as 20°C, 
whereas in full combustion units this value is normally less 
than 10°C. The catalyst entry and its distribution and with-
drawal are important for achieving good regeneration and 
uniform radial distribution. Figure 6.14 shows the catalyst 
distributor system of KBR Technology.

In the Kellogg Orthoflow™ FCC regeneration con-
figuration, the spent catalyst is introduced at the top of 
the dense catalyst bed and distributed uniformly through a 
specially designed spent catalyst distributor, whereas air is 
introduced from the bottom so that catalyst and air flow in 
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a countercurrent manner. Countercurrent flow avoids the 
spent catalyst coming in direct contact with fresh air, thus 
preventing high particle temperature and catalyst deactiva-
tion. Likewise, because of the low O2 content at the spent 
catalyst entry, the NOx produced in the bed is expected to 
react with coke, leading to reduced NOx in the flue gas. 

The UOP high-efficiency regenerator operates in a fast 
fluidized bed mode with complete coke combustion. The 
spent catalyst enters the bottom of the combustion cham-
ber and flows upward along with the air in a combustion 
riser. The high velocities and low catalyst densities promote 
the combustion and significantly reduce the regeneration 
time. The regenerated catalyst is collected in the upper 
containment vessel from the combustion riser through 
cyclones. Hot catalyst from this section is recycled to the 
bottom combustion section to preheat the spent catalyst 
for accelerated combustion. The key advantages claimed 
for this design are a smaller regenerator, reduced catalyst 
inventory, complete coke combustion, etc. 

Two-stage regenerator designs are licensed by UOP 
and Total (jointly by Stone and Webster and IFP). In the 
 two-stage regeneration, nearly 50–70 % of the coke is 
burned in the first stage under partial combustion mode 
whereas the remainder is burned under full combustion in 
the second stage. The first stage operates under milder par-
tial combustion conditions (620–690°C) with deficit oxygen 
atmosphere while the second stage is under excess O2 with 
temperatures ranging from 670 to 760°C. In the UOP unit, 
the first stage is located on top of the second stage. The 
catalyst flows from the top through a stand pipe into the 
second stage. The second-stage flue gas enters into the bot-
tom of the first stage so that the excess air is consumed dur-
ing the first-stage regeneration. Therefore, the combined 
flue gases leave from the first stage through a single line. In 
contrast, in the Stone and Webster-IFP unit the catalyst is 
lifted from the first stage to the second stage using lift air. 
The flue gases from the first stage should not be combined 
until they are sufficiently cooled to prevent ignition. 

While processing resid feeds, regenerators are often 
designed with catalyst coolers. Catalyst coolers are essen-
tially heat exchangers and act as a sink for rejecting excess 
heat from coke combustion (Figure 6.15). In these heat 
exchangers the catalyst flows in the shell side whereas 
water and steam flow through bayonet tubes. The heat 
removal is controlled by catalyst circulation and through 
fluidization rates [35]. According to Letzsch (2003b), single-
stage regenerators in full combustion mode can handle feed 
CCRs of 2.5 wt %; in partial combustion the CCR can be as 
high as 3.5 % [27]. Two-stage regenerators can handle 6 % 
feed CCR. With catalyst coolers, the suggested CCR limit for 
both units is 10 %. Ultimately, issues such as overall eco-
nomics, operational flexibility, catalyst consumption, etc., 
are the key factors for the regenerator design.

6.7.6   Air Grid 
The air grid is important hardware in an FCC regen-
erator because it ensures good fluidization characteristics. 
Improper fluidization results in dense bed instability, lead-
ing to inefficient air catalyst contact, poor combustion, 
catalyst attrition, particulate entrainment, uneven cyclone 
loadings, erosion, etc. Perforated plate grids, concentric 
rings, and pipe grids are the typical grid designs used in 

Figure 6.14—schematic	of	spent	catalyst	distributor	and	air	
distributors	in	kbr’s	FCC	regenerator.	Source:	Figure	used	
courtesy	of	kbr,	Inc.
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Figure 6.15—kbr’s	dense-phase	catalyst	cooler	arrangement.	Source:	Figure	used	courtesy	of	kbr,	Inc.
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FCC regenerators. Pipe grids are usually preferred because 
of several advantages such as low-pressure drop, minimum 
weeping, good turndown ratio, and other thermal and 
mechanical advantages. Several air grid arrangements such 
as single and double central pipe grids, tuning fork design, 
and concentric sparger rings are available for commercial 
FCC catalyst regenerators. Figure 6.16 shows the schematic 
of some of these designs. 

Ideally, the gas distributes uniformly and covers the 
entire cross section. This is achieved by providing adequate 
grid pressure drop so that all of the grid holes discharge 
evenly. However, on the other hand, excessive pressure 
drops result in high grid hole velocities, leading to catalyst 
attrition. 

The grid pressure drop is a function of gas flow rate, 
which can be estimated from the grid hole velocity [45]):

 V
P

0 0 8
2= .

∆
ρ

 (6.18)

where: 
V0 = velocity through the grid hole (m/s), 
ΔP = Pressure drop (N/m2), and 
ρ = fluid density (kg/m3).

For uniform gas distribution, the following consider-
ations are important [40,45,47]:
• At least 10 nozzles per square metre area to minimize 

stagnation zones.
• A minimum of 30 % of bed pressure drop is required 

across the distributor when nozzles are pointed upward, 
whereas the minimum is 10 % with downward-pointed 
nozzles.

• Dhead
2/NhDh

2 should be greater than 2.5 for the manifold 
flow variations and pressure drop requirements to be 
within acceptable limits (Dhead is the header pipe diam-
eter and Nh and Dh are the number of grid holes and 
grid hole diameter, respectively).
A minimum grid hole pitch is to be maintained to avoid 

coalescence of air bubbles at the grid level. Zenz [48] sug-
gested that the initial bubble size is approximately half of 
the jet penetration length. There exists around each rising 
bubble a down-flowing shell of solids for which the outer 
periphery is concentric with the bubble such that the solids 
shell diameter is 1.5 DB. To avoid premature bubble growth 
by a merger of two bubbles simultaneously leaving the grid, 
the grid hole pitch should not be closer than ½ DB. Port 
shrouding can be used to reduce the grid hole velocity to pre-
vent jet merging as well as to reduce particle attrition. Port 
shrouding reduces the velocity at the gas-solids interface and 

therefore reduces particle attrition. To be effective, shrouds 
must be long enough to contain the expanding (11° included 
angle) gas jet leaving the grid orifice (Figure 6.17). 

6.7.7  Cyclones 
Cyclones are used for separating solid particles from a gas 
stream using the centrifugal forces. The dust-laden gas 
stream enters tangentially into the cyclone at very high 
velocity. The centrifugal forces imparted on the solid parti-
cles drive them toward the cyclone barrel wall, from where 
the particles slide down through the conical section into the 
dipleg, ultimately landing in the catalyst bed. The spiraling 
gas separated from the solids exits from the top.

The particle collection efficiency is related to the time 
necessary for a particle to reach the barrel wall according to 
Stokes’ settling velocity within the residence time available 
for carrier gas. The residence time depends on the number 
of spiral traverses (Ns) within the barrel, whereas Stokes’ 
velocity is a function of centrifugal force and particle prop-
erties. The minimum smallest theoretical particle (Dth) that 
can cross the cyclone width within the available residence 
time can be estimated from the following equations:

 D L N Vth w G S i P G= 9
1

2µ π ρ ρ/ ( – )[ ]  (6.19)
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where:
LW = cyclone’s inlet duct width, 
μG = gas viscosity, 
Vi = gas inlet velocity, 
ρp = apparent particle density, and
ρG = gas density. 

It is preferable to have an inlet duct with a height-
to-width ratio (h/Lw) greater than 1 for maximizing the 
number of particles closer to the wall and their efficient 
collection, whereas the travel distance (Lw) for settling is 
small. The collection efficiency of the particle with size 
Dth and other fractions can be estimated from the cor-
relations. The collection efficiency increases with dust 
loading, and correction needs to be applied to account for 
the “plowing effect” of the larger particles (Figure 6.18). 
The efficiency correlations available in the literature dif-
fer significantly because they have been developed with 
widely differing geometries, particle properties, loadings, 
etc. Nevertheless, the mechanistic procedure is simple and 
effective for new designs and troubleshooting operational 
problems when used in conjunction with optimal cyclone 
dimensions [49]. 

 a b c

 
 

d

 

Figure 6.16—sectional	view	of	typical	FCC	air	grid	arrangements:	(a)	single	central	pipe,	(b)	double	central	pipe,	(c)	tuning	fork,	
(d)	ring-type	distributors.	Source:	reproduced	with	permission	from	[47].
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6.8  catalysts and addItIVes
Catalysts and additives play a major role in selectively con-
verting low-value VGO into high-value lighter and middle 
distillates. FCC catalyst is a fine powder with an average 
particle size of 60–75 μm and a size distribution ranging 
from 20 to 120 μm. The catalyst basically consists of four 
major components: zeolite, active matrix, filler, and binder. 
Each of these constituents has a unique role in the over-
all functioning of the catalyst, whereas zeolite is the key 
component that is more active and selective for gasoline 
production.

6.8.1  Catalyst Constituents
6.8.1.1	 ZeOlIte
Zeolite is mainly responsible for cracking activity. Zeolites 
are structurally complex inorganic polymers that are based 
on an infinitely extending three-dimensional, four-cornered 
network of AlO4 and SiO4 tetrahedra. The structure can be 
considered to arise from the isomorphous substitution of Si 
by Al in the crystal lattice of SiO2. The tetrahedra are linked 
to each other by a sharing of oxygen atoms to give rise to 
three-dimensional structures containing voids and chan-
nels of molecular dimensions. 

Zeolite Y, which is isostructural to Faujasite, a naturally 
occurring zeolite having a pore opening of approximately 8 Å,  
is used for manufacturing FCC catalyst. The size of the 
pore opening puts a limit on the size of the hydrocarbon 

molecules that enter the zeolite cage. A unit cell of zeolite 
Y contains 192 framework atomic positions occupied by 
either Si or Al atoms. In the zeolites framework, Al cannot 
have as its immediate neighbor another Al, thus resulting 
in a Si/Al ratio of 1 or greater. A unit cell of synthesized 
zeolite Y, with a Si/Al ratio of 2.5, contains 137 atoms of Si 
and 55 atoms of Al. Because aluminum is in the +3 oxida-
tion state, each tetrahedra containing alumina has a net 
negative charge that is compensated for by sodium ions 
in as-synthesized zeolite. These charge-compensating ions 
called “extra framework ions” are mobile and can be easily 
exchanged with other ions such as ammonium ion. When 
calcined, ammonium ion decomposes, liberating ammo-
nia, which escapes from zeolite leaving a H+ ion, which 
is a Bronstead acid site. Hence, the number of acid sites 
in the zeolite depends on the aluminum tetrahedra in the 
framework. Zeolite acidity can be moderated by increasing 
the Si/Al molar ratio. This can be achieved either by syn-
thesizing zeolite with a higher Si/Al molar ratio or through 
postsynthesis modification of dealumination by steaming 
or chemical treatment. 

6.8.1.2	 syNthesIs	OF	ZeOlItes
Zeolite is generally synthesized starting from sodium 
silicate and sodium aluminate. The sodium ions can be 
replaced partially by ion exchange with ammonium or 
rare earth ions in aqueous solutions. The presence of 
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Figure 6.17—Important	pipe	grid	design	considerations	[40,48,50].

AST-MNL58-11-0801-006.indd   144 3/12/13   2:02 PM

 



	 Chapter	6					n					FluId catalytIc crackIng	 145

Figure 6.18—Cyclone	performance	curves.	Source:	Figure	used	with	permission	from	[51].	

sodium is detrimental to the catalyst because sodium 
neutralizes the zeolite acidity and reduces its hydrother-
mal stability. Both standard Y and USY can be treated 
with other cations, particularly with rare earth mixture 
(mainly cerium and lanthanum), to remove sodium to 
form REY and REUSY zeolites, respectively. Although 

sodium cannot be  completely removed from zeolite, it 
can be reduced to as low as 0.2–0.3 wt % after steaming 
followed by ion exchanges. Rare earth exchange not only 
increases the activity of the zeolite but also enhances the 
resistance to deactivation. A richer rare earth content in 
zeolite improves the hydrothermal stability. A schematic 
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of  commercial synthesis of the Y zeolite and exchanged 
zeolites is represented in Figure 6.19.

Higher zeolite acid site density favors increased hydro-
gen transfer, resulting in more paraffin formation. The 
presence of higher paraffins in gasoline leads to lower 
octane. Because paraffins are more stable than olefins, 
they undergo less consecutive cracking themselves. Hence, 
REY catalyst with higher acid site density (higher alu-
minum content) results in poor gasoline quality but a 
slight improvement in gasoline yields. However, coke yield 
also increases with such catalyst as a result of increased 
hydrogen transfer reactions. Loss of hydrogen from heavy 
aromatics increases their coke-forming tendency. The influ-
ence of rare earth content on zeolite unit cell parameter is 
explained in Figure 6.20.

6.8.1.3	 stabIlIty	OF	ZeOlIte
Zeolite is subjected to severe hydrothermal conditions 
in FCC units during catalyst regeneration. This leads to 

breakage of Al–O bonds, which are weaker than Si–O 
bonds, ultimately resulting in a collapse of zeolite struc-
ture. To improve the stability, manufacturers dealuminate 
the zeolites in a controlled manner by steam or chemical 
treatment. The dealumination process extracts aluminum 
from the framework. The vacancy thus created is filled 
with a silicon atom, preventing collapse of the framework 
structure. The resulting ultrastable zeolite Y (USY) is more 
resistant to deactivation in the FCC than its parent standard 
Y because the lower framework aluminum content in USY 
reduces the thermodynamic driving force for expelling 
additional aluminum at FCC unit operating conditions. 
Further, the sodium level in USY is generally lower because 
of the dealumination process, which also gives higher resis-
tance to deactivation. Steaming or hydrothermal pretreat-
ment is a preferred option over chemical treatment for the 
production of USY zeolite. During this process mesopores 
in the range of 30–60 Å are formed when a small portion of 
aluminum is not replaced by silicon. The increased porosity 
enhances hydrocarbon diffusion. 

The catalyst activity mainly depends on the zeolite 
acidity, which in turn depends on the Si/Al ratio. The zeolite 
Si/Al ratio can be determined by measuring unit cell size 
(UCS) by X-ray powder diffraction. Because the Al atom is 
larger than the Si atom, the UCS decreases with an increase 
in the Si/Al atomic ratio. Hence, the lower the UCS, the 
lower is the aluminum content and acid density. The UCS of 
USY is always lower than that of standard zeolite because 
the former contains less aluminum atoms per unit cell. For 
example, a standard fresh zeolite Y with a UCS of 24.93 
Å contains 85 Al atoms per unit cell, and a USY zeolite 
with a UCS of 24.25 Å contains 34 Al atoms per unit cell. 
Therefore, USY is less acidic than standard Y zeolite. The 
structure of Y zeolite and other FCC catalyst constituents 
are shown in Figure 6.21.

6.8.1.4	 aCtIVe	MatrIX
The active matrix is one of the most important constituents 
in FCC catalysts and possesses cracking activity, other than 
the zeolite. The main function of the matrix is to pre-crack 
the molecules that are too large to enter the micropores 
of zeolite, thereby contributing significantly to the overall 
performance of the FCC catalyst. However, matrices are 
not as selective as zeolites. Active matrix material such as 

NaY, 13%Na2O,UCS = 24.68 

NaOH + template

Alumina precursor Silica precursor 

NHY, 3% Na2O

Ammonium ion exchange

USY, 3% Na2O
UCS, ~24.50

Steam calcination 

Figure 6.19—schematic	of	synthesis	of	usy	zeolite	[41].
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 Figure 6.20—Influence	of	rare	earth	content	on	zeolite	uCs	parameter	[52].
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 alumina or silica-alumina used in FCC catalysts is mostly 
amorphous in nature. However, the active matrices consist 
of large pores in the mesopore (20–500 Å) and macropore 
(>500 Å) range. The large pores provide access to heavier 
hydrocarbons present in the FCC feed, resulting in higher 
bottoms cracking. The degree of bottoms conversion can be 
adjusted by varying the amounts of active matrix and zeo-
lite in a catalyst. The active matrix activity and selectivity 
are affected by its acid site density, acid strength, and pore 
structure. All of these aspects can be varied by the specific 
type of active matrix selected and the physical and chemical 
treatment these materials are subjected to. Hence, differ-
ent matrix materials can exhibit different cracking activity 
depending on their acid site density, acid strength, and pore 
structure. Matrix surface area is one of the measures of its 
activity. Reduction in active matrix surface area reduces its 
cracking activity. However, matrices are more resistant to 
deactivation than zeolite. Active matrix also acts as a trap 
for some of the vanadium and basic nitrogen present in 
the feed. Metals such as vanadium destroy the zeolite, but 
active matrix is less sensitive to their attack. 

Although the active matrix is useful for bottoms crack-
ing, its poor selectivity limits its quantity in an FCC catalyst. 
Therefore, a proper balance between matrix and zeolite 
activity needs to be maintained depending on feed type, 
unit operating conditions, and product demand. The ratio 
of surface area of zeolite to matrix (Z/M) is one of the 
measures of the expected performance of the catalyst. The 
Z/M of a given catalyst can be experimentally measured by 
nitrogen adsorption.

6.8.1.5	 FIller	aND	bINDer
Filler is a clay, mostly kaoline, added into an FCC catalyst to 
dilute its activity. It also acts as a heat sink and heat trans-
fer medium. It can also act as a sink for sodium, thereby 
improving the resistance to sodium poisoning. Filler is 
mostly inert; if treated, then some acidity may be incorpo-
rated into it. 

Binder is an important component of an FCC catalyst 
because it helps in holding together all of the constituents 
(i.e., zeolite, active matrix, and filler). Generally, binder 
may not have catalytic activity. However, some binders such 

as alumina polymers and clay-based binders may have bot-
toms cracking activity. The binder plays a predominant role 
in enhancing the mechanical strength, especially when FCC 
catalyst contains more zeolite [53].

The combined role of filler and binder is to provide 
physical strength, heat transfer media, and particle size 
distribution as well as to improve fluidization behavior. In 
summary, zeolite is the main component of FCC catalyst 
contributing to surface area, activity, and selectivity. The 
matrix takes care of large hydrocarbon molecules approach-
ing the zeolite. Filler and binder ensure overall strength of 
the catalyst. The synergetic effect of all three constituents 
results in the desired performance of the FCC catalyst. 

6.8.2  Catalyst Design 
Each FCC unit is specific and needs, depending on feed 
quality, product requirement and process conditions, a 
specifically tailored catalyst. Designing of an optimal 
catalyst for a given situation requires a good understanding 
of the nature and proportions of various catalyst compo-
nents. Scherzer [52] classified FCC catalysts into five main 
domains that are shown schematically by plotting zeolite 
UCS versus the Z/M ratio (Figure 6.22). This scheme gives a 
clear understanding of the requirement of different catalyst 
properties for a specific application. 

While designing an FCC catalyst for resid feeds, the 
main parameters to be considered are catalyst pore struc-
ture, coke selectivity, and metal tolerance. Pore dimensions 
must be optimized for efficient diffusion of reactants and 
products by adjusting for the properties of the active matrix 
and the zeolite component. In addition, the resid cracking 
catalyst should also have additional properties such as 
metal tolerance. Use of metal traps can increase the metal 
tolerance level of catalysts. Coke selectivity is another 
important parameter. An improvement in catalyst coke 
selectivity helps in achieving higher conversion in the FCC 
unit. Coke yield increases with an increase in the degree 
of rare earth, whereas coke selectivity decreases with the 
increase in UCS [52]. Thus, when designing FCC catalysts 
for maximal coke selectivity, rare earth exchange in zeolite 
should be used to target moderate UCS (24.28–24.33 Å).  
In addition, rare-earth-based vanadium traps can be 

Figure 6.21—FCC	catalyst	constituents.	Source:	Figure	used	courtesy	of	Intercat,	Inc.	
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 formulated as a separate catalyst additive to improve coke 
selectivity by trapping metals and inhibiting undesirable 
hydrogen-forming reactions [54]. 

The FCC unit bottoms cracking mechanism involves 
three different reaction types: precracking of large mol-
ecules, dealkylation of alkyl aromatics, and conversion of 
naphtheno aromatics [55]. Designing catalyst pore struc-
ture for efficient diffusion is an important consideration 
when resid feed is processed. Molecular simulation studies 
have indicated that molecules boiling in the range of 371–
570°C are approximately 10–30 Å in diameter. A diffusion 
simulation model suggests that the pore size must be 10–20 
times bigger than the actual feed molecules to overcome 
diffusion limitations. Thus, the FCC catalyst must have 
pore diameters of 100–600 Å to allow for the active diffu-
sion of resid molecules. Pores smaller than 100 Å result in 
coke and hydrogen; pores larger than 1000 Å result in high 
catalyst attrition. 

During the cracking process, metals in FCC feedstock 
are deposited on the catalyst surface leading to reduced 
activity. Vanadium and sodium cause permanent catalyst 
deactivation whereas nitrogen is a temporary poison. 
Nickel promotes dehydrogenation reactions, which result 
in higher dry gas and coke make. 

Vanadium is harmful to the catalyst because in pres-
ence of steam it forms vanadic acid, which can destroy the 
zeolite by hydrolysis of its framework. 

 V2O5 + 3H2O  2H3VO4 (6.21)

The deleterious effects of metal can be countered 
to some extent by increasing the catalyst addition rates. 

However, use of a metal trap is a better approach when the 
feed metal concentration is high. Different metal oxides or 
mixed oxides such as Al2O3, TiO2, BaTiO3, Ca ZrO3, and SnO2 
as well as natural clays have been used as metal traps. Metal 
traps are used in two ways. One way is to use a metal trap 
as an integral part of an FCC catalyst; the other way is to 
add separately as and when required.

Antimony- or bismuth-based additives are generally 
used as nickel passivators.

 R

S

S Sb

3R

O

O

P

 

(6.22)

Antimony-based additives are typically liquid additives, and 
their general formula is represented in Eq 6.22, where R is 
a hydrocarbyl radical containing from 1 to approximately 
18 carbon atoms. The overall number of carbon atoms per 
molecule is in the range of 6 to approximately 90, and the 
nickel is passivated by forming a nickel antimony alloy 
[56,57]. Addition of antimony solution depends on the 
concentration of nickel in the FCC equilibrium catalyst. 
An antimony-to-nickel ratio of 0.3–0.5 is considered to be 
optimum for effective nickel passivation [41]. 

While processing resids, iron is another metal poison. 
If present in feed, iron can cause a loss in unit conver-
sion, poor catalyst circulation, lower gasoline research 

Low Z/M 

• Good conversion of 
350C 

• Minimum , LPG 
(C3 + C4) 

• Maximum coke 

• Maximum octane number 

• Maximum gasoline 
yield 

• Minimum octane 
number 

• Minimum, LPG ( C3 
+C4)

• Maximum coke 
• Moderate gasoline 

yield 
• Moderate octane number

• Maximum 
conversion of 350C 

• Maximum LPG 
(C3 + C4) 

• Maximum octane 
number 

Ratio of Z/M activities 
Increased matrix activity 

Increased coke production 

High Z/M 

High CSU 

In
cr

ea
se

d 
oc

ta
ne

 n
um

be
r 

In
cr

ea
se

d 
R

E
 c

on
te

nt
 

Low UCS 

Figure 6.22—FCC	catalyst	composition	corresponding	to	specific	utilization	[52].
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octane number (RON), and SOx emissions [59–61]. Iron 
contamination can lead to pore closure and nodule forma-
tion. The effect is attributed to the reaction of iron oxides 
with silica or other metals such as sodium and calcium, 
resulting in low temperature phases and collapse of the 
exterior surface of the catalyst particle, which decreases 
the apparent bulk density. Alumina is resistant to such 
effects by iron. Significant improvements can be achieved 
by switching to high-accessibility alumina-based catalysts 
while processing iron-containing feeds [60]. The alkali 
metals (sodium and potassium) and alkaline earths (cal-
cium, magnesium, and barium) are harmful to a catalyst, 
especially under high regenerator severity. The activity is 
lost because of formation of eutectics with the catalyst. 
Catalysts with a balanced Z/M and a high zeolite content 
with moderate rare earth exchange (UCS ≥ 24.30 Å) resist 
deactivation. Active matrix is also suggested to act as a 
sodium sink and protect zeolite [62]. To counter the tem-
porary deactivation due to nitrogen, the catalyst should be 
formulated with high zeolite content and with an active 
matrix. Also, high reactor temperature reduces nitrogen 
adsorption whereas an increased C/O ratio counters the 
nitrogen effect [41].

6.8.3  FCC Additives
FCC additives are specialty catalysts designed to achieve 
certain objectives such as gasoline quality improvement, 
enhancement of light olefin yields, higher conversions, 
reduced flue gas emissions, etc., without any modification 

in the plant hardware. The additive concentration typically 
ranges from 0.1 to 40 wt % of the base catalyst depending 
on the type of the reaction. The physicochemical properties 
of these additives closely match with the base catalyst. The 
most common FCC additives are ZSM-5, gasoline sulfur 
reduction additive, SOx reduction additive, CO combustion 
promoter additive, metal passivator, and NOx reduction 
additive.

6.8.3.1	 ZsM-5
ZSM-5 belongs to the pentasil zeolite family and is primar-
ily used for octane boosting or LPG maximization. It is 
a stable zeolite with an alumina content below 10 % and 
pores with diameters in the range of 5.5  Ǻ  . It has a dis-
tinctly different pore structure and pore arrangement than 
Y zeolite. Because of shape selectivity, only long-chain, 
low-octane-gasoline-range, normal paraffin molecules enter 
its pores and undergo rapid cracking (Figure 6.23) [58]. 
Because of its high Si/Al (>20) ratio, use of ZSM-5 results in 
a higher olefin yield with lower hydrogen transfer activity 
(Figure 6.24).

6.8.3.2	 GasOlINe	sulFur	reDuCtION	aDDItIVe
A FCC unit generally contributes over 40 % to the refinery 
gasoline pool. FCC gasoline contains sulfur compounds 
such as mercaptans, sulfides, disulfides, thiophenes, 
and benzothiophenes that account for most of the gaso-
line sulfur. These compounds are formed in the riser 
either by cracking of heavier sulfur compounds or by 

Figure 6.23—shape	selectivity	of	ZsM-5	[58].
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Figure 6.24—effect	of	ZsM-5	concentration	on	product	yields	[63].
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 recombination of hydrogen sulfide (H2S) with olefins. 
Typically, 2–10% of FCC feed sulfur ends up in gasoline. 
Figure 6.25 shows the typical distribution of feed sulfur 
in the FCC product.

Thiophenic compounds are the major constituents of 
gasoline. Benzothiophenes, which are present in the higher 
boiling range of gasoline, are difficult to crack. It is gener-
ally believed that thiophene conversion requires hydroge-
nation by hydrogen transfer (HT) from hydrogen-donor 
molecules before cracking (Scheme 1). 

Scheme 1

 
R

R-C4 + H2S
R

S S crackingHT
 

  (6.23)

To date, the gasoline sulfur reduction mechanism is not 
fully understood. However, it is believed that the reduction 
follows the cracking of sulfur species formed in the pro-
cess to release H2S or inhibition of the formation of sulfur 
compounds. Harding et al. [65] have proposed that gasoline 
sulfur reduction additives primarily enhance the rate of 
tetrahydrothiophene (THT) cracking to H2S, thus prevent-
ing its conversion to thiophene by hydrogenation reactions. 
Alternatively, gasoline sulfur reduction could be due to 
improved HT to thiophenic species initiated by the increase 
of coke production [66,67]. Shan et al. [68] and Vargas-Tah 
et al. [69] have proposed that sulfur reduction occurs by 
strong adsorption of thiophenic species on the Lewis acid 
sites of the additive and further cracking. 

The dosage of additive varies from 10 to 40 wt % of the 
total FCC catalyst inventory on the basis of the feed and 
product sulfur targets. Laboratory MAT or pilot plant tests 
have shown that these additives could decrease the sulfur 
content of FCC gasoline by as much as 40 % without sig-
nificantly affecting other yields, excepting a slight increase 
of coke and hydrogen production. However, in some reports 
[70] gasoline sulfur reduction additive addition caused 
a substantial change in the yield pattern (Table 6.6). An 
Indian refinery processing 1.3-wt % sulfur feed achieved 
28–40 % gasoline sulfur reduction with addition of 15-wt % 
GSR additive [71]. 

6.8.3.3	 sOX	reDuCtION	aDDItIVe
The source of SOx (a mixture of SO2 and SO3) emissions 
from FCC is the sulfur present on the coke that was depos-
ited on the catalyst during the reaction. SOx emissions are 
hazardous because of the formation of acidic compounds 
in the environment. Typically, 10–30 wt % of sulfur in 
feed contributes to SOx. SOx reduction additives are more 
effective at adsorbing SO3 than SO2 under regenerator 
conditions. SOx reduction additive contains mainly two 
components: one is an oxidizing agent that promotes SO2 
oxidation to SO3 and the other one is a sulfur pick-up agent. 
The main reactions of the process are represented in Figure 
6.26. Base catalyst or catalysts with high alumina can play 
the role of sulfur pick-up agent for SO3 as shown in Eq 6.24.

 Al2O3 + 3 SO3  Al2 (SO4)3 (6.24)

The presence of excess oxygen or CO combustion promoter 
additive also oxidizes SO2 to SO3, thus reducing the load 
on the SOx additive. Magnesium is the active metal in both 
of the additives. One is based on the spinel MgAl2O4 crystal 
structure with a cubic, close-packed array of oxides and 
the other one is based on hydrotalcite {Mg6 Al2 (OH)18 45 
H2O}, which also has a layered structure with easy access 
for SOx species. Efficiency of SOx removal varies from unit 
to unit and the type of additive being used. While process-
ing 1.1-wt % sulfur feed with a throughput of 3125 t/day, 
approximately 11.5 Mt of SOx per a day is emitted. By the 
addition of 10-wt % SOx reduction additive, a decline of 
approximately 60 wt % SOx level is observed [72]. 

6.8.3.4	 CO	COMbustION	prOMOter
A CO combustion promoter catalyst is used to enhance CO 
combustion in an FCC regenerator and to reduce the after-
burn. Variation of ΔT (the temperature difference between 
the dense and dilute bed) and the concentration of CO are 
generally taken as measures for the performance of the 
additive in the FCC unit. Because of the higher heat of com-
bustion, the dense bed temperature increases with CO pro-
moter addition. The active ingredient in the CO combustion 
promoter is a noble metal, mainly platinum. The addition 
rate of a CO promoter is typically in the range of 0.2–1 wt % 
of the base catalyst or 1 ppm of noble metal on the overall 
catalyst inventory [73]. The active metal is also  occasionally 

Feed sulfur  FCC

Fuel gas 20-30% 

HCO 5-35% 

LCO 10-35%   

Gasoline 2-10% 

Coke,
SOx  

 3-30% 

Figure 6.25—FCC	feed	sulfur	distribution	[64].

table 6.6—effect of gsr additive on yield 
Pattern [71] 
Products delta yields, wt % on Fresh Feed basis

Gsr	additive,	15	wt	% a b

Dry	gas +0.01 +0.17

lpG -2.49 -1.87

Gasoline -0.84 -0.76

tCO +2.73 +3.46

ClO +0.57 -0.67

Coke +0.02 -0.02

sulfur	reduction	in	
gasoline,	wt	%

26 42
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incorporated along with the base catalyst. In the case of 
non-platinum-based additives such as  palladium-based 
additives, higher addition rates are required because of 
lower activity. However, such additives also give the addi-
tional advantage of NOx reduction.

6.8.3.5	 NOX	reDuCtION	aDDItIVe
FCC alone contributes 50 % of the total NOx emitted in a 
refinery [75]. A partial-burn FCC regenerator without CO 
combustion promoter additive typically does not emit more 
than 50–150 ppm NOx. However, units that are operated in 
full-burn mode may emit NOx as high as 500 ppm. As per 

the Grace Davison studies, 50 % of the nitrogen in feed was 
found in the bottoms and LCO, 5 % was released as ammo-
nia in the riser reactor, and the rest was deposited as coke 
on the catalyst. Nitrogen deposited on coke was mostly oxi-
dized to molecular N2. NOx as the percentage of N2 in coke 
varied from 10 to 25 wt % [62].

With the addition rate of 1–2 wt % additive, NOx can be 
reduced by almost 70 wt %. Although additive plays signifi-
cant role in NOx reduction, FCC unit operating conditions 
greatly affect NOx. A high-oxygen environment typically 
favors NOx formation. The effect of oxygen concentration 
on NOx content is presented in Figure 6.27. The addition 

Figure 6.26—typical	FCC	unit	sOx	reduction	chemistry	[74].	Source:	Figure	used	courtesy	of	Intercat,	Inc.

Figure 6.27—Variation	of	NOx	with	respect	to	regenerator	oxygen	[74].	Source:	Figure	used	courtesy	of	Intercat,	Inc.
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of CO combustion promoters increases the NOx forma-
tion due to noble-metal-promoted oxidation. Likewise, the 
NOx additive performance is influenced by the presence of 
other gases such as SO2, SO3, CO, and CO2 [74]. NOx is also 
reduced in the regenerator by reacting with coke. 

The typical reactions that help for NOx reduction are 
as follows: 

 2NO + CO    N2 + CO2 + ½ O2 (6.25)

 2NO + C    N2 + CO2 (6.26)

NOx reduction additives contain noble metals dispersed on 
an inorganic support. The metals used are iridium and pal-
ladium. Irridium was found to be more selective because 
of its ability to dissociatively adsorb NO in the presence of 
excess O2 [74,76,77].

6.8.4  Selection of Catalyst 
Selection and use of improved catalyst or additive substan-
tially enhances the profit margins and is one of the quickest 
ways for meeting refinery goals. Catalyst selection depends 
on several factors such as product yields and quality 
requirements, FCC unit constraints, the nature of the feed 
being processed, the metal content of the feed, etc. Hence, 
FCC catalyst selection is unit specific and may need to be 
tailor-made to meet the refiner’s objectives. 

A catalyst change should be considered whenever 
there has been a significant change in feed quality, product 
demand, or unit hardware constraints. The availability of 
better catalysts over a period of time is also a key reason for 
the refiner to look for an alternative catalyst. To gainfully 
exploit the new developments, a refiner should consider 
catalyst change once every 2 years or sooner.

6.8.4.1	 Catalyst	seleCtION	prOCess
Catalyst evaluation through laboratory microreactors or a 
pilot plant provides valuable inputs for selecting an optimal 
catalyst for the commercial plant. Major steps in the cata-
lyst evaluation procedure are the laboratory deactivation 
of catalyst to mimic the plant equilibrium catalyst (e-cat), 
laboratory conversion studies on deactivated catalysts, 
and modeling and simulation to translate the laboratory 
conversion results to the commercial-scale unit. For the 
convenience of the reader, a few frequently used terms are 
explained:
• “Fresh” fluid cracking catalyst is catalyst, as manufac-

tured and sold by catalyst vendors.
• “Equilibrium” fluid cracking catalyst (e-cat) is the 

inventory of circulating catalyst composition in an 
FCC unit once it has reached a steady state within the 
environment of the FCC unit. 

• The coke-laid-down catalyst, which was taken out from 
the FCC, is referred to as “spent catalyst.” 
Because of hydrothermal aging in a commercial 

unit, a portion of zeolite and matrix loses its structural 
integrity, leading to surface area and activity loss [34]. 
To maintain the desired activity, fresh catalyst (~1–2 % 
of the inventory) is added in a day, and an equal amount 
of spent catalyst is withdrawn from the system. Thus, 
the catalyst inventory in the unit is a mixture of differ-
ent aged particles. Therefore, the e-cat activity, which is 

an average activity of particles of different ages, is lower 
than the fresh catalyst activity. Table 6.7 gives the typical 
properties of FCC fresh and e-cat samples. When selecting 
a fresh catalyst, the equivalent e-cat activity of new cata-
lyst is needed, and this can be simulated in the laboratory 
by following a suitable laboratory deactivation method. 
Laboratory deactivation procedures attempt to simulate 
the changes that occur commercially under accelerated 
deactivation conditions [78]. 

6.8.4.2	 sIMulatION	OF	Catalyst	DeaCtIVatION
Fresh catalyst is subjected to laboratory deactivation, 
which involves metal doping, reduction/oxidation, and 
hydrothermal deactivation to simulate plant e-cat. Metals 
are loaded on the base catalyst over several cycles of crack-
ing using a metal-doped VGO feed followed by catalyst 
regeneration at conditions similar to those encountered 
in the commercial FCC unit [79]. Alternatively, metals can 
be doped directly by impregnation [80,81]. Metal species 
doped by an impregnation method are more active; hence, 
only a fraction of the e-cat metals (~33 %) are targeted for 
laboratory deactivation to match the properties of plant 
e-cat. 

6.8.4.3	 COMMerCIal	yIelD	estIMatION	
Catalyst activity studies can be performed by bench-scale 
units such as a MAT or a fluid bed simulation test (FST) 
Liquid and gaseous products are typically analyzed using 
standard analysis equipment such as a gas analyzer [gas 
chromatograph (GC)] and a simulated distillation (SIM-
DIS) GC, whereas coke is estimated through online or 
offline methods by burning the deposited coke. Microreac-
tor yield data are the key input for mathematical models. 
The mathematical models help in estimating the com-
mercial yields from the laboratory experimental data. The 
procedure involves estimating catalyst-dependent kinetic 
parameters from laboratory experiments and estimating 
yields after incorporating suitable hydrodynamic aspects of 
the FCC hardware. For this procedure to be accurate, one 
must validate the model with several cases of plant data and 
carefully planned catalyst activity data. 

6.8.5  Equilibrium Catalyst Monitoring and 
Troubleshooting
Monitoring of an e-cat provides valuable information per-
taining to operational, mechanical, and catalyst aspects, 
thus aiding in unit optimization and troubleshooting 
various unit problems. The data analysis sheet comprises 
catalytic activity, physical properties, and chemical analysis 

table 6.7—comparison of Physical 
characteristics of catalysts 
Physical Property Plant e-cat Fresh cat

bet	surface	area,	m2/g 157 325

Microporous	area,	m2/g 99 265

Matrix	surface	area,	m2/g 58 60

Micropore	volume,	cm3/g 0.04 0.1

unit	cell,	Å 24.24 24.61
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(Table 6.8) [41]. The e-cat monitoring is generally per-
formed on weekly basis. 

6.8.5.1	 CatalytIC	aCtIVIty
Catalytic activity includes the conversion of VGO to gas, liq-
uid, and coke. These are measured in a MAT/FST unit using 
standard gas oil feed at standard conditions. However, the 
MAT values can differ because each testing laboratory has 
benchmarked their own testing conditions against their 
own feeds. 

Activity is a measure of the catalyst’s ability to crack 
heavy oils to lighter products. It is generally reported as 
second-order conversion, or Conv/(100 – Conv). The gas fac-
tor indicates the effect of metals or change in fresh catalyst 
formulation, which influences dehydrogenation activity of 
the metals. The gas factor is a measure of a yield of gas 
produced in the MAT/FST. The coke factor is a measure of 
the catalyst coking tendency. It is expressed as coke yield 
divided by the second-order conversion. Higher metals 
increase the coke factor and are influenced by fresh catalyst 
properties.

6.8.5.2	 physICal	prOpertIes
The main physical properties are surface area, average bulk 
density, particle size distribution, and the attrition index 
measurement.
• Surface area (SA): Measurement of SA is an indirect 

measurement of catalyst activity. A decrease in SA is an 
indication of loss of activity. SA loss may be due to hydro-
thermal deactivation or metal deactivation of the catalyst. 

• Particle size distribution (PSD): Monitoring PSD is 
helpful to identify the strength of catalyst and the unit 
condition. A decrease in catalyst fines or loss of catalyst 
indicates an imbalance in cyclone performance. An 
increase in fines content shows increased catalyst or 
additives attrition. Figure 6.28 shows the changes in 
e-cat PSD with different problems in the unit. 

• Attrition index (AI): AI measurement gives valuable 
information about the strength of the catalyst. The 
ASTM method for AI measurement is widely practiced. 
However, different laboratories practice different test 
protocol. An attrition measurement helps to predict the 
attrition behavior of fresh catalysts and additives. E-cat 

table 6.8—e-cat data analysis sheet
activity Physical Properties chemical Properties

sample 
date

micro 
activity

coke 
Factor

gas 
Factor

surface 
area 
(m2/g)

Pore 
Volume 
(ml/g)

abd 
(g/ml)

Psd (wt %)
al2o3 
(Wt%)

c  
(wt %)

na  
(wt %)

Fe  
(wt %)

ni 
(ppm)

V 
(ppm)

cu 
(ppm)

sb 

(ppm)0–20 0–40 0–60 0–90

22.6.09 66 0.8 1 121 0.3 0.81 9 20 70 80 42 0.27 0.18 0.31 722 719 12 0

15.6.09 68 0.7. 1 125 0.28 0.83 10 19 69 82 42 0.23 0.17 0.29 519 733 7 0

18.5.09 71 0.9 1.2 122 0.26 0.81 7 22 73 84 42.7 0.22 0.19 0.29 464 854 7 0

11.5.09 70 0.8 1 118 0.34 0.78 8 22 68 80 43 0.35 0.18 0.32 625 740 14 0

27.4.09 71 0.7 1 119 0.33 0.80 11 18 65 88 43 0.27 0.17 0.31 600 720 22 0

Coke	factor	is	relative	number	that	is	proportional	to	specific	coke,	defined	as	specific coke	=	coke yield	×	(100	–	conversion)/conversion.
Gas	factor	is	a	relative	number	that	is	proportional	to	the	specific	hydrogen	yield.	specific	hydrogen	is	defined	as	specific H2	=	H2 yield	×	(function of FST 
conversion).
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Figure 6.28—e-cat	particle	size	as	an	indicator	of	regenerator	problems	[83].
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attrition is performed only in the case of troubleshoot-
ing if there is excess generation of fines in the unit. 
There is always wide variation of attrition properties 
among the catalysts and additives. Figure 6.29 shows 
typical values of different catalysts and additives [53]. 

6.8.5.3	 CheMICal	prOpertIes
Important chemical components include alumina, rare 
earth, sodium, carbon on the regenerated catalyst, and met-
als (nickel, vanadium, sodium, copper, and iron).
• Alumina (Al2O3): The regular measurement of alumina 

content indicates the catalyst inventory, fresh catalyst 
addition rate, or compositional changes in the catalyst 
or additives. 

• Rare earth content: Rare earth content is an indirect 
indication of the zeolite type that was used for fresh 
catalyst preparation. The rare earth element forms 
bridges among acid sites and protects the leaching of 
acid sites from the framework. High rare earth content 
is an indication of high HT reactions, which are gaso-
line selective with low octane number. 

• Sodium (Na): E-cat sodium content is a combination of 
fresh catalyst sodium and the sodium present in feed. 

Sodium is detrimental to the catalyst by deactivating 
the acid sites and causing the destruction of the zeolite 
crystal structure. Sodium inhibits HT reactions and 
increases the olefins in gasoline. The tolerance limit of 
commercial catalyst is approximately 4500 ppm with-
out affecting the conversion and catalyst structures. 
Approximately 6 points of MAT activity are lost per 
weight percentage of sodium originating from the FCC 
feed. At high sodium levels the catalyst is also more 
sensitive to high regenerator temperature because of 
increased rates of sintering and SA destruction. High 
fresh catalyst addition rates are required to recover 
from sodium poisoning [83].

• Nickel, vanadium, iron, and copper: Catalyst coke- and 
gas-making tendencies increase when these heavy 
metals are deposited on the catalyst. Feed is the main 
source of nickel and vanadium. The monitoring of 
vanadium metal levels helps to predict the deactivation 
level of the catalyst. The loss in MAT activity with vana-
dium content on the catalyst is presented in Figure 6.28 
[84]. It was also found that approximately 1000 ppm 
of vanadium on the e-cat reduces the sulfur species in 
the gasoline range. Nickel promotes dehydrogenation 
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Figure 6.29—attrition	behavior	of	catalysts	and	additives.
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reactions, leading to gas and coke make. The contri-
bution to coke and gas make due to nickel, copper, 
vanadium, and other metals is commonly reported 
through indices that are in nickel-equivalent form 
(e.g., Davison index: Ni + Cu + V/4). The metals are 
active when deposited first and their activity reduces 
with continuous cycles of oxidation and reduction. On 
average, one-third of the nickel retains its dehydroge-
nation activity [41]. It is observed that iron, present in 
organic and inorganic forms, affects the activity of the 
main FCC catalyst. Iron changes the surface structure, 
blocks pores, reduces ABD, and increases slurry yield. 
A common cause of iron contamination is malfunction-
ing of the crude desalting unit. Grace Davison reported 
typical average e-cat iron levels to be 0.57 wt % [61]. 

• Carbon: The carbon level on the e-cat is an indicator of 
regenerator performance. FCC units operating in full 
combustion mode have carbon levels of 0.05 wt % or 
less on the e-cat, whereas partial combustion units have 
a carbon level of 0.1 wt % or higher. Any variation indi-
cates a problem due to coke burning in the regenerator.
The typical e-cat evaluation datasheet is shown in Table 

6.8. FCC units generally experience catalyst-related prob-
lems such as circulation, catalyst loss and activity decline, 
and hardware-related problems. Regular monitoring of the 
plant e-cat and fresh samples in terms of the physicochemi-
cal properties and activity in the MAT unit helps refiners to 
troubleshoot the unit problems in a more efficient manner 
and maintain the desired activity.

6.9   key Process VarIables and tHeIr 
ImPact on oPeratIons 
The FCC process includes many variables; hence, the design 
or operating personnel must judiciously use them for meet-
ing the process objectives. The important independent 
variables available for the refiner are riser temperature, 
feed flow rate, feed inlet temperature, catalyst activity and 
composition, and recycle rates, whereas the key dependent 
variables include catalyst circulation rates, regenerator 
temperature, and conversion [34].

Riser temperature and the catalyst-to-oil ratio are the 
key variables that decide the severity of FCC operation and 
hence are maximized for higher conversions. However, 
to maintain the heat balance between the riser and the 
regenerator, only riser temperature can be varied indepen-
dently whereas the catalyst circulation rate and regenerator 
temperatures are bounded by the following heat balance 
relationships
• Riser heat balance: Enthalpy lost by the circulating cat-

alyst = Heat of reaction + Enthalpy difference between 
feed and product + heat losses

• Regenerator heat balance: Heat of coke combustion = 
Enthalpy difference between flue gas and air + Enthalpy 
gain by the circulating catalyst + heat losses
A reduced feed temperature allows for higher catalyst 

circulation for a constant riser temperature. The increased 
catalyst circulation also decreases the regenerator bed 
temperatures because of higher heat removal as sensible 
heat. The net heat of reaction, although endothermic, is a 
strong function of the type of feed and the catalyst used. 
The HT reactions are exothermic; hence, the net heat of 
reaction with rare-earth-based catalysts is generally lower 
than the USY-based catalyst because of higher HT reac-
tions with the former. The recycling of unconverted feed is 
typically practiced with low severity units and sometimes to 
balance the coke make or when catalyst fines loss is high. 
Recycling of unconverted feed increases coke on catalyst 
as well as regenerator temperature. The catalyst activity 
can be controlled through proper design and selection of 
optimal fresh catalyst as well as optimal catalyst addition 
rates [85]. Although there are several variables available in 
FCC, because of the heavy interdependence the refiner has 
a narrow range of options for process optimization, which 
needs to be exploited gainfully. 

6.10  dIVerse aPPlIcatIons and 
contInuous ImProVements
The FCC process, which was originally invented for gaso-
line production, has evolved over the last 60 years. Figure 
6.31 summarizes the key technological milestones and the 
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progress with reference to theoretical targets [86]. Over 
these years, the process has been successfully adapted to 
maximize diesel and LPG through changes in catalyst and 
operating conditions. The LPG mode of operation has been 
further improved to selectively maximize either propyl-
ene or butylene. Propylene production is attracting major 
attention because of huge demand, and it is estimated that 
nearly 30–40 % propylene would be produced through FCC. 
Propylene-selective DCC technologies are commercially 
available from licensors such as UOP, Stone and Webster/
RIPP, etc., whereas new entrants such as IOCL also offer 
similar technologies (Indmax™) [87]. 

To further maximize the light olefin production, downer 
reactors are being advocated in recent developments. The 
key advantages envisaged are reduced HT reactions for 
lower coke make and more valuable olefins by exploit-
ing the down-flowing high catalyst velocities with short 
residence times. Following this theme, UOP has set up the 
millisecond catalytic cracking unit, whereas the Nippon Oil 
and Saudi Aramco consortium are in an advanced stage of 
development [88]. New processes for upgrading olefin- or 
paraffin-rich naphtha along with VGO feed or on a stand-
alone mode are also available for licensing. In this process, 
to maximize conversions, zeolite-rich catalyst formulations 
and high severity conditions are proposed in duel riser 
configurations (e.g., Maxofin™ of KBR) [89]. Exploiting 
these concepts further, several new engineering innova-
tions aim to obtain better distillate yields, reduced gasoline 
olefins, and maximal iso-paraffins than conventional FCC 
[90,91]. The invention of new materials such as ITQ-33 with 
large-pore 18-membered rings opened new dimensions for 
oil cracking [92]. Synthesis of nano-sized zeolite-based 
FCC catalysts and their catalytic activity for cracking was 
recently reported [93]. In this synthesis, organic solvents 
such as formamide and toluene are used instead of water 
for zeolite crystallization to achieve nanoparticles. Like-
wise, with the shifting demand toward diesel, FCC cata-
lyst manufacturers are coming up with improved catalyst 
solutions with controlled matrix dispersions and high 
stability. In another innovation, UOP reported application 
of an FCC-based technology for upgrading low-API, high-
viscosity, pour-point crudes to pumpable specification [94]. 
Recently, with an increased availability of biomass, upgrad-
ing biofuels through an FCC route is being seriously con-
sidered as a co-processing option along with gas oil feeds 
[95]. A quick glance at such wide ranging applications from 
conventional downstream fuel and petrochemical processes 
to nonconventional crude upgrading in upstream reveals 
that more diverse applications are expected in the future in 
accordance with demand. 

6.11  summary
The FCC process has witnessed continuous improvements 
since its genesis. Perhaps no other industrial process has 
received such extensive attention in a sustainable manner. 
New materials, catalysts, and improvement in hardware 
design contributed substantially to these developments. As 
a process, FCC has reached maturity for gasoline produc-
tion, whereas the diverse applications continue to fuel its 
growth. In the coming years, higher value addition, tighter 
integration with other conversion processes, production of 
high-quality fuels from heavy feeds, and reduced emissions 

and reliability are other drivers that are likely to further 
catalyze the new innovations. 
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7.1  IntroductIon
With an increased worldwide environmental concern, the 
operation of the modern refinery is becoming more and more 
complex for meeting stringent transportation fuel specifica-
tions. For gasoline the challenge is to maintain high octane 
while meeting stricter requirements for Reid vapor pressure 
(RVP), removing lead-based antiknock agents such as tet-
raethyl lead, removing of benzene, aromatic control, lower 
sulfur content, and the impending ban of the gasoline oxy-
genate methyl tertiary butyl ether (MTBE) and other homo-
logues with longer alkyl side chains. However, the reduction 
in high-octane possessing aromatics, olefins, and oxygenate 
components would result in the lowering of octane number 
of gasoline. Thus, to compensate for the RON loss, the highly 
branched alkanes are a desired alternative because of their 
high octane numbers (Table 7.1) to produce reformulated 
gasoline (RFG) [1,2].

Because of this, hydroisomerization of light naphtha, 
which produces isoparaffin-based high-octane gasoline blend 
stock from light- and mid-cut naphtha, has gained impor-
tance in recent time. Hydroisomerization (light naphtha for 
gasoline) accounts for approximately 2 % of the total crude 
processed, and naphtha hydroisomerization capacity has 
increased from 1.26 million barrels per day (mbpd) in 1995 
to 1.51 mbpd in 2002. It is further estimated to increase at 
the rate of 5.8 % per year [2].

Similarly, futuristic demands for base oil in terms of 
higher purity, high viscosity index (VI), lower volatility, and 
longer life has led to emergence of a hydroisomerization-
based dewaxing route in the early 1990s for the production of 
lube oil base stock (LOBS) [3]. Lube base oils produced by 
hydroisomerization-based dewaxing, coupled with hydro-
finishing in conjunction with severe hydrocracking, offer 
the following attractive features:
• Very high VI (100 to 130),
• Low volatility,
• Superior oxidation resistance,
• High thermal stability, 
• Excellent low-temperature fluidity, and
• Low toxicity.

These features in the lube oil are achieved by increasing 
the isoparaffins and maximizing saturates by means of the 

hydroisomerization and hydrofinishing step, respectively. 
This can be seen from Table 7.2, in which the effect of 
hydrocarbon types on the properties of lube oil is sum-
marized. The aforementioned features give performance 
characteristics in finished lubricants very similar to synthetic 
ones such as poly-alpha-olefins (PAO).

On the basis of these features, the American Petroleum 
Institute (API) established a base oil classification as given 
in Table 7.3.

Most of the above developments were possible because 
of significant advances over the last 3 decades in the selective 
hydroconversion of n-alkanes into their branched isomers. 
Thus, this chapter is aimed at understanding the chemistry of 
catalyst developments in the evolution of hydroisomerization 
processes along with their salient features.

7.2  Process thermodynamIcs and 
catalyst chemIstry
The hydroisomerization of n-paraffin is a thermodynamic 
equilibrium-driven reaction with mild exothermicity on the 
order of –4 to –20 kJ/mol. It occurs without any variation 
in the number of moles and is therefore not influenced by 
variations in pressure [4].

The hydroisomerization reaction is always accom-
panied by a hydrocracking reaction that lowers more or 
less the yield for the isomerized hydrocarbons. The rates 
for the isomerization and cracking steps determine the 
product distribution. It may be noted that the rates of 
the hydr oisomerization and hydrocracking of alkanes, as 
two competitive reactions, strongly depend on the carbon 
numbers in the feed molecules [5,6]. Light alkanes such as 
n-hexane can be cracked only slowly via the secondary car-
benium ions as transition states, leading to a high selectivity 
to isomerization. On the other hand, multibranched isomers 
of long-chain n-paraffins are more prone to cracking 
because of their adsorption ability over the catalyst surface 
than those of the short-chain, multibranched isomers of C5 
and C6 paraffins that constitute light naphtha [5,6]. Thus, to 
decrease cracking reactions, one must limit multibranching 
at its optimal level to have a successful hydroisomerization 
of long-chain n-paraffins [5,6]. On the basis of the afore-
mentioned considerations, the best adapted catalysts to this 
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reaction must be tailored to favor hydroisomerization over 
hydrocracking reactions.

Hydroisomerization catalysts are bifunctional in nature 
and consist of a metal, such as platinum (Pt), dispersed on 
an acidic support. The metal function acts as a dehydro-
genation/hydrogenation agent whereas the acidic support 
is responsible for the skeletal isomerization reaction of 
the olefinic intermediates formed over the metal sites and 
cracking. If the metal and acid functions on the catalyst are 
well balanced, the catalysts are referred to as ideal bifunc-
tional catalysts. Over these ideal bifunctional catalysts, the 
hydrogenation and dehydrogenation reactions occur rapidly 
and the rearrangements of the hydrocarbon intermediates 
over the acid sites constitute the rate-determining steps. As 
a consequence, the hydroisomerization and hydrocracking 
reactions appear to occur consecutively, with the sequence 
of products being monobranched isomers, dibranched 
isomers, and then cracked products [5,6].

The pictorial representation of the aforementioned 
steps is illustrated as follows:

where:
A = hydrogenation-dehydrogenation on metal sites,
B = protonation-deprotonation on acid sites,
C =  addition of proton to form alkyl carbenium ion on 

acid sites,
D = dehydrogenation to form alkyl carbenium ion,
E =  competitive adsorption-desorption of alkene and 

carbenium ion on acid sites,
F = rearrangement of alkyl carbenium ion, and
G = cracking of alkyl carbenium ion.
In view of the above, the preferred consecutive steps for 

successful isomerization are summarized as follows:
• Dehydrogenation on the metal,
• Protonation of olefins on the Brönsted acid sites with 

formation of a secondary alkyl carbenium,
• Rearrangement of the alkyl carbenium ion via formation 

of cyclic alkyl carbenium-type transition state,
• Deprotonation, and
• Hydrogenation on the metal.

Thus, it is imperative that the ideal hydroisomerization 
catalyst must have an optimal balance between metal and 
acid functions to favor isomerization. The degree of isom-
erization in terms of branching usually depends on the 
targeted application. For example, multibranched paraffin 
isomers are desired to achieve the RON (Table 7.1) whereas 
mono- and dibranched paraffins are more preferred as lube 
oil components (Table 7.2) to meet the VI parameter for lube 
oil. Therefore, it is but obvious that catalyst requirements 
differ for light naphtha and lube-range paraffin isomerization, 
respectively. Thus, catalysts for light naphtha isomerization 
are designed to produce multibranched paraffin isomers 
whereas those of wax isomerization are tailored to favor 
mono- and dibranched long-chain paraffin isomers. Typical 
features of such catalysts are described in the following 
section.

7.3  hydroIsomerIzatIon catalysts
7.3.1  Catalyst for Light Naphtha Isomerization
Light naphtha isomerization suffers from thermodynamic 
limitations (Figure 7.1) and equilibrium shifts toward low-
octane isomers at higher reaction temperature (e.g., from 
dimethylbutanes via methylpentanes to n-hexane) [6]. On the 
other hand, the rate of reaction can become a limiting factor 
at lower temperatures for achieving the desired RON. There-
fore, it is desirable to use very active catalyst to perform this 
reaction at a lower temperature. The catalysts used for the 

table 7.3—aPI classification of base oils
group saturate wt % sulfur wt % VI

I <90 >0.03 >80	to	<120

II ≥90 ≤0.03 ≥80	to	≤120

III ≥90 ≤0.03 ≥120

IV All	PAOs

V All	base	stocks	not	included	in	groups	I	–IV

monobranched
alkane

dibranched
alkane

tribranched
alkane

monobranched
alkylcarbenium  ion 

dibranched
alkylcarbenium ion

tribranched
alkylcarbenium ion 

cracked
product  

cracked
product  

cracked
product  

n-alkykcarbenium ion n-alkane n-alkene

n-alkylcarbonium ion

± H+

± H+ C
D

E F

G

-2H

B
± 2H

A

table 7.1—ron of Pure Paraffins
Paraffin ron Paraffin ron

n-Butane 113 2,3-Dimethylbutane 96

Isobutane 122 n-Heptane 0

n-Pentane 62 2-Methylhexane 41

2-Methylbutane 99 3-Methylhexane 56

2,2-Dimethylpropane 100 3-Ethylpentane 64

n-Hexane 19 2,2-Dimethylpentane 89

2-Methylpentane 83 2,3-Dimethylpentane 87

3-Methylpentane 86 2,2,3-Trimethylbutane 113

2,2-Dimethylbutane 89

table 7.2—lube oil components and their 
Properties

hydrocarbon 
type Viscosity VI

Pour 
Point stability

Value 
in lube 
oil

n-Paraffins	
(wax)

High High High Medium Very	
low

i-Paraffins Medium High Medium Medium High

Naphthenes High Low Low Medium Medium

Aromatics Low Low Low Low Very	
low
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earlier industrial isomerization of light n-paraffins (n-C4-n-C8) 
were Friedel–Crafts catalysts such as AlCl3 with additives 
such as SbCl3 and HCl. These catalysts were strongly acidic 
and very active even at 353–390 K [4]. However, the processes 
using these catalysts do not exist anymore because of the 
problems of corrosion of the reactor and the disposal of 
the spent catalysts. Moreover, they were very sensitive to 
poisons such as water, aromatics, and sulfur [4]. These 
disadvantages have added impetus to the development of 
new/improved catalysts in this field.

The second-generation catalysts introduced were simi-
lar to reforming catalyst having a bifunctional role. Typically, 
Pt/alumina was used. However, these catalysts were found 
to be effective in the high temperature range wherein signifi-
cant cracked products were formed. Thus, such catalysts are 
prone to rapid deactivation and thermodynamic limitations 
on conversion per pass [4].

To overcome these problems, bifunctional catalysts 
having increased acidity, via halogenation, to operate at 
lower temperature are introduced. Thus, Pt-loaded chlo-
rided alumina is used. In the case of Pt/Al2O3 catalysts, 
Al2O3 is chlorinated to improve acidic character by a 
chlorine-containing organic compound, which is continu-
ously supplied during operation to compensate for the loss 
of chlorine on the surface. This catalyst is very active and 
can operate at lower temperatures (370–470 K), thereby 
yielding a greater proportion of branched alkanes by taking 

advantage of the thermodynamic equilibrium as illustrated 
in Figure 7.1 [5,6].

However, such catalysts demand feed pretreatment 
because they are sensitive to poisons such as feed sulfur 
and in particular water [4]. The feed sulfur acts as a poison 
for metal function whereas water reacts with the catalyst 
chloride leading to formation of HCl. Thus, the continuous 
injection of chlorine compounds during operation are often 
found to pose handling and corrosion problems with such 
catalysts. Therefore, the necessity to develop an alternative 
catalyst in terms of acidic supports was clearly evident. This 
has led to the development of molecular sieve zeolite-based 
catalyst supports.

In view of the above, numerous studies have been 
performed over the last 3 decades using various zeolite 
structures, metal oxide frameworks, and sulfated zirconia to 
develop new catalyst recipes for light naphtha isomerization. 
In this context, excellent reviews and monographs have 
been published [7–10].

Solid acids such as zeolites are active for alkane isom-
erization although the higher temperature is required 
compared with Pt/Al2O3-based catalyst. In the case of Pt-
supported zeolite catalysts, the chlorination (and feed of 
chlorine-containing compounds) is not required because of 
the higher acidity of zeolites. However, they are found to 
be highly tolerant for feed contaminant, especially water. 
In fact, Pt-supported mordenite zeolite was commercially 
used in early 1970s by Shell in a process called Hysomer 
for C5-C6 isomerization.

7.3.1.1	 ZEOLITE-BAsED	CATALysT	(E.g.,	y,	BETA,	
MOrDENITE,	ZsM-5)
Crystalline aluminosilicates, commonly known as zeolites, 
are microporous in nature. They are generally classified into 
three categories: small-, medium-, and large-pore crystalline 
materials [11,12]. The acidity of the zeolite framework is 
dependent on the framework silicon (Si)/aluminum (Al) 
ratio. The framework acidity is found to increase with an 
increase in the framework Al content. The unique pore size of 
approximately 5–7 Å for medium-pore zeolites offers shape 
selectivity in terms of reactant, product, and transition-state 
selectivity, as displayed in Figure 7.2 [11–13].

The fine tuning of the characteristic framework proper-
ties of zeolite offer a platform to develop a catalyst having 
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figure 7.1—Thermodynamic	distribution	of	(a)	C5	and	(b)	C6	
paraffins.

figure 7.2—shape	 selectivity	 concepts	valid	 for	n-C7	
hydroconversion:	(top)	reactant	selectivity	(rs),	(middle)	
product	shape	selectivity	(Ps),	and	(bottom)	transition	state	
selectivity	(Ts).
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controlled acidity levels by tuning the Si/Al ratio and ion 
exchange of the extra framework of cations, thereby leading 
to low coke tendency; high hydrophobicity with an increase 
in the Si/Al ratio; high aromatic, organic nitrogen, and sulfur 
resistance; and easy regeneration ability for light alkane 
isomerization. Zeolites such as Y, ZSM-5, mordenite, and 
beta-based catalyst have particularly been exploited. Typical 
pore dimensions of these zeolites are listed in Table 7.4.

Since the introduction of the Hysomer process, 
mordenite-type zeolite has been extensively investigated for 
light alkane isomerization. Thus, the activity and selectivity 
of hydroisomerization of n-C5-C6 alkanes over Pt/mordenite 
is reported to be influenced by acid leaching [13]. Activity 
and selectivity are found to favor primary products, namely 
branched isomers. Such improvements are ascribed to the 
modification of pore structure because of mesopore forma-
tion during the acid leaching process [13]. These mesopores 
in turn are responsible for providing accessibility for more 
reactive sites and help in faster diffusion of formed products, 
thereby reducing the chances of coke formation and the 
subsequent deactivation of catalyst.

In view of the thermodynamic limitation for n-C5 
and n-C6 isomerization, particularly at high temperature, 
increasing efforts are made to develop a zeolite-based cata-
lyst for n-C7 and n-C8 isomerization. This is primarily because 
(1) 2-methylhexane, 2,3-dimethylpentane, and isooctane have 
research octane ratings of 53, 93 and 100, respectively; and 
(2) no effective catalyst for C7 or C8 paraffins is currently 
in use because of the high tendency of their multibranched 
isomers to crack. A brief overview of such investigations is 
given below.

On the basis of the open literature, zeolites with differ-
ent pore sizes and topologies and different crystallite sizes 
such as mordenite, ZSM-5, ZSM-12, ZSM-22, beta zeolites, 
and Y zeolites have been investigated for this purpose [14–29]. 
Pt/mordenite is found to be less selective when dealing with 
longer paraffins such as n-C7 and n-C8 because of their high 
acid strength. However, the selectivity of reaction on Pt/
mordenite catalysts could be significantly improved by 
increasing the reaction pressure and by increasing the Si/Al 
ratio [28]. On the other hand, Pt/UY catalysts are reported 
to be active and selective in n-C7 isomerization with up to 
94 % selectivity at 72 % conversion [46]. On similar lines, 
ZSM-5 and zeolite Y-based catalysts have been evaluated 
[10]. However, such catalysts are found to favor hydro-
cracking over hydroisomerization because of their strong 
acidity. Attempts have been made to modify the acidity 
and acid site density for these zeolites for optimizing their 
performance for hydroisomerization of n-C7-C8 paraffins 
[10]. Furthermore, ion exchange of metals such as zinc, 
nickel, and cadmium in zeolite Y has resulted in significant 

enhancement of n-C7 isomerization compared with cracking. 
Such a system is usually termed a trifunctional catalyst in 
which to the usual bifunctional catalytic site configuration 
a new cationic site is added for which the main role is to 
speed up the desorption of olefinic species from the acid 
site and its transfer to the metallic Pt site [29]. In such a way, 
the residence time of the branched carbocation on the zeolite 
acid site is much shorter than the conventional bifunctional 
catalyst, thus avoiding further undesired cracking. For this 
purpose, zinc species are found to be ideal and are reported 
to behave as a Lewis acid site during reaction [28].

Pt/HBEA catalysts also show higher activity and selectiv-
ity (exceeding 86 %) in the hydroisomerization of n-heptane 
[28,29]. It has recently been demonstrated that a large-pore 
tridimensional zeolite Beta, especially when synthesized with 
smaller crystallite sizes, can be better than mordenite to 
isomerize n-C7 paraffin, which is one of the major constitu-
ents of the gasoline pool [5,6].

Selective isomerization of n-heptane has also been 
investigated over one-dimensional zeolites. On the basis of the 
reported studies, ITQ-4, a unidirectional zeolite, is found to 
be more selective for the isomerization of n-heptane than 
mordenite [30]. Selectivity and kinetic parameters observed 
in the hydroconversion of n-C5-n-C7 on 12MR unidirectional 
zeolite (ITQ-4) indicate that differences in pore topology are 
more important than acidity for determining isomerization 
selectivity [30]. Likewise, one-dimensional zeolite ZSM-
12-based catalyst is found to be active for isomerization of 
n-heptane [31].

The hydroconversion of C8-alkanes has also been 
studied extensively [31–41]. The hydrocracking and 
hydroisomerization of n-octane, 2,5-dimethylhexane, 
and 2,2,4-trimethylpentane on Ni/ZSM-5, mordenite, and 
Beta-zeolite was investigated at 533 K and 20 atm total 
pressure [36]. On the basis of the obtained results, the activity 
decreased in the sequence ZSM-5 >> Beta ~ Mordenite for 
the n-octane conversion and increased in this sequence 
for the conversion of 2,5-dimethylhexane and 2,2,4- 
trimethylpentane. The selectivity for n-octane and 
2,5-dimethylhexane isomerization was the highest on Ni/
Beta and lowest on Ni/HZSM-5.

The activity, product selectivity, and stability of several 
Pt- and Pd-loaded zeolite catalysts (ZSM-5, ZSM-12, mor-
denite, USY, and Beta) with different Si/Al ratios have been 
compared for the hydroisomerization of n-octane [38,39]. 
Accordingly, the catalytic activity is reported to decrease 
in the following order: ZSM-12 > Beta > MOR > USY and 
ZSM-5 >> Beta > MOR [38]. The branched product selec-
tivity is found to increase with the increase in Brønsted 
acid strength. Among the investigated zeolites, ZSM-12, which 
has a one-dimensional channel (5.6 × 6.0A°), demon-
strated superior stability even under accelerated coking 
conditions [37]. On the other hand, USY and Beta-zeolites, 
because of their relatively large pore sizes, allow to a higher 
extent the branching of n-octane at the same level of conver-
sion in comparison with ZSM-12. According to the results 
of these works, the zeolite acidity (number and strength 
distribution) and the pore structure are inferred to play very 
important roles in the conversion and product selectivity 
for the hydroconversion of n-octane.

Attempts have also been made to explore the zeolite 
membrane reactor concept for the hydroisomerization 
of n-hexane and n-heptane, respectively, using silicalite-1 

table 7.4—zeolite Pore dimension data
zeolite zeolite type Index Pore opening (Å)

Beta BEA 5.7	×	7.5,	5.6	×	6.5

Mordenite MOr 6.5	×	7

y FAU 7.4	×	7.4

Usy FAU 7.4	×	7.4

Usy	=	Ultrastable	y
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membrane [42,41]. The results obtained indicate separation 
selectivities with factors close to 20 for n-, mono-, and 
dibranched components in a gas mixture as well as n-hexane 
conversions up to equilibrium values over zeolite mem-
brane. The research octane number (RON) calculated for 
the product stream of the different experiments indicates 
numbers as high as 85. For the hydroisomerization of C7 
alkanes, a concept of two reactors and a zeolite membrane 
has been proposed and an industrial-scale process is simu-
lated. Although the calculated product yield is found to be 
approximately 24 % of the process feed, an improvement in 
a RON from 57 for the feed to 92 for the product has been 
noticed. Both processes show that the application of zeolite 
membranes in the hydroisomerization of light alkanes can 
result in an octane number higher than in the “state-of-the-
art” processes [43].

Attempts are also been made to exploit the composite 
zeolite system to improve the isomerization selectivity. Such 
a system consists of a combination of catalyst component, 
which converts the n-alkanes into monobranched isomers, 
and a large-pore catalyst system. This in turn is reported to 
enhance the yield of multibranched isomers. [5,6] Thus, a 
varied combination of acid form of zeolite Y and H-ZSM-5 
has been investigated on hydroconversion of light alkanes 
(n-C6-C8) in the literature. The overall conversions observed 
for the aforementioned zeolite mixtures are found to be in 
line with those predicted by the additive criteria, but the 
selectivities are found to be clearly different for the reaction 
products. Likewise, Pt/Beta-zeolite catalyst also improved 
the catalytic activity in the hydroconversion of n-octane 
when it is mixed with bentonite because of the synergetic 
effect between extra-framework Al species and the acid 
sites [5,6]. Similarly, a catalyst composed of the sulfated 
zirconia (SZ) and zeolite has showed enhanced activity in 
the hydroconversion of n-octane [5,6].

Extending the mixed catalyst system, attempts have 
been made to explore the catalytic potential of a system 
consisting of bimodal pore size distribution. Thus, the com-
posite catalysts containing the acidic zeolitic component 
(Pt-MCM-22, Pt-Beta) and an inert mesoporous material 
(MCM-41) have been prepared. These composites showed 
higher activity and higher selectivity in the hydroisomeriza-
tion of n-heptane because of improved diffusion properties of 
the catalytic system. This trend has led to the discovery of a 
new composite family of materials known as “TUD-1” with 
significantly broader catalytic utility as well as enhanced 
structural, thermal, and hydrothermal stability compared 
with MCM-41 [44,45]. It has been shown that zeolite/TUD-1 
composites can have a significant synergistic catalytic 
effect [5,6].

7.3.1.2	 AMOrPHOUs	OxIDEs	Or	MIxTUrE	OF	
OxIDEs	(siO2–Al2O3,	sO4

2–/ZrO2)
The first alternative commercial catalysts used for hydro-
conversion of light n-paraffins were based on amorphous 
inorganic oxides, such as mixed silica-alumina (MSA). 
Successful attempts have been made to synthesize MSA sup-
ports with mild Brönsted acidity, a very high surface area, 
and a narrow pore size distribution in the mesopore region. 
The supports so obtained are reported to demonstrate the 
best selectivity for light n-paraffins. However, similar to tra-
ditional alumina-based catalyst, MSA-based catalyst demands 
constant chlorination to maintain acidity and acid density, 

because of which they are prone to feed contaminants such 
as water and sulfur [5,6,10].

Attempts have been made to use strong solid acid-based 
anion-modified zirconium oxide as a support to prepare cat-
alysts for the hydroisomerization of n-paraffins. It is found 
that SO4

2–/ZrO2, commonly known as SZ when used as a 
support for Pt loading, exhibits high activity and selectivity 
in C4-C6 n-paraffin isomerization [10]. In this context, the 
role of zirconia crystal structure in determining isomeriza-
tion selectivity is investigated. Accordingly, the monoclinic 
zirconia phase is found to favor the isomerization of light 
n-paraffins [46]. Later, the joint research of Cosmo Oil Ltd. 
and Mitsubishi Heavy Industries led to the development 
of the process for the isomerization of light naphtha using 
such catalyst. The process was commercialized by UOP 
LLC [47]. On similar lines, M/s Sud-Chemie has developed 
a catalyst system that is based on a modified SZ (super 
acid), called HYSOPAR catalyst, which has been claimed to 
be tolerant up to approximately 100 ppm feed sulfur [48]. 
This catalyst is successfully used in the Par-Isom process as 
described in Section 7.4.

7.3.1.3	 HETErOPOLy	ACIDs	AND	THEIr	METAL	
sALTs
Heteropoly acids, such as H3PW12O40 (WPA), are known to be 
highly acidic and catalyze many kinds of reactions as a solid-
acid [49–54]. Palladium salts of WPA supported on silica 
are highly active for the isomerization of n-hexane under 
hydrogen. WPA supported on commercial Pd/C is even more 
active. This catalyst shows 96.4 % selectivity for n-hexane 
isomers at the conversion of 77.9 % at 523 K. On the basis of 
such selectivity, the unique role of Pd and heteropoly anions 
has been proposed [52–54]. The metal dissociates H2 to form 
H atoms, which in turn react with heteropoly anion to form 
proton and the reduced form of the anion as shown below:

Pd
H2 ↔ 2H

H + PW12O40
3– ↔ H+ + PW12O40

4–

The catalytic activity is reported to change reversibly with 
hydrogen pressure, indicating that reactions are reversible. 
Likewise, Cs2.5H0.5PW12O40 was active for n-alkane isomeriza-
tion and the activity was more stable under hydrogen when 
the material was loaded with Pt [54].

7.3.1.4	 MOLyBDENUM/TUNgsTEN	OxyCArBIDE	
AND	PArTIALLy	rEDUCED	MoO3
The possible replacement of noble metal-based catalysts 
for the isomerization of alkanes has been one of the prime 
focuses to develop cost-effective hydroisomerization catalyst. 
In contrast to noble metal-supported catalysts, the use of 
transition metals is found to be ineffective in the hydro-
conversion of alkanes because of their strong affinity for 
intermediate reaction species. However, lattice substitution 
with nonmetals such as S, C, O, and N atoms in transition 
metals such as Mo and W deeply modifies the electronic 
structure of the parent metals, thereby boosting its activity 
comparable to that of noble metals. Therefore, in recent 
times, the use of transition metal carbides of tungsten carbide 
(WC) and Mo2O as catalysts has received significant attention 
because of their comparable catalytic properties with noble 
metals [55–58]. Thus, WC treated with oxygen at 800 K is 
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active for isomerization of n-hexanes and n-heptanes. The 
dehydrogenation–hydrogenation function is offered by the 
patches of carbide, whereas the acidic function is offered by 
patches of tungsten oxide. The product distribution using this 
catalyst system showed the formation of 3,3-dimethylpentane 
during the isomerization on n-heptane [56–57]. The large 
improvement in isomerization selectivity is observed when 
the surface of molybdenum carbide (Mo2C) is oxidized [55]. 
The molybdenum oxycarbide (MoOxCy) thus prepared is 
reported to be highly selective even for the isomerization of 
n-heptane and n-octane [58].

Partially reduced MoO3 at 623 K is reported to give a 
high surface area and demonstrates a high catalytic activity 
and selectivity for n-heptane isomerization. However, the 
activity is found to be very much dependent on the degree 
of reduction (on time and temperature of exposure to 
hydrogen). Interestingly, the catalyst is most active when the 
Mo oxidation number is between 2.5 and 3.5. On the other 
hand, MoO3 loaded with transition metals is more active than 
MoO3 without metal loading for n-heptane isomerization 
under hydrogen after it was reduced with hydrogen [57,58]. 
Among transition metals, Pt is found to be the most effective 
metal. The role of Pt is suggested to enhance the formation 
of the HxMoO3 phase, which is the precursor to the active 
MoOxHy phase.

The catalytic activity and selectivity for n-octane, 
n-heptane isomerization over MoOxCy at 563 K demonstrated 
high selectivity of 95 % even at high conversion of 75 % for 
C8 isomers and approximately 90 % even at 78 % conversion 
for C7 isomers, respectively [57]. However, the mechanism 
of isomerization is yet to be established, but it is worthy 
to note that these groups of catalysts are very selective for 
n-heptane isomerization.

7.3.1.5	 COMMErCIAL	CATALysTs	FOr	LIgHT	
NAPHTHA	IsOMErIZATION
Although, numerous attempts have been made for catalyst 
development for light naphtha including C7 and C8 isom-
erization, commercial exploitation of the aforementioned 
catalysts is limited. The commercial utilization is typically 
governed by
• Selectivity for isomerization,
• Cost of catalyst (support),
• Isomer yields,
• Operation parameters,
• Efficiency for benzene saturation,
• Lower fill cost,
• Minimum noble metal content,
• Tolerance for naphthene content, and
• Catalyst and cycle life. 

Before naphtha isomerization, feed is hydrotreated to 
remove feed contaminants such as sulfur. The obtained 
hydrotreated naphtha undergoes distillation to obtain light 
naphtha (IBP-303 K–FBP 363 K) and heavy naphtha (IBP-
363 K-FBP 473 K), respectively. The light naphtha cut is 
routed to the isomerization unit whereas heavy naphtha 
is routed through the reformer unit. Today, with stringent 
gasoline specifications, especially with reference to benzene 
limits, refiners are restrained to process benzene precursors 
through the reformer unit; hence, isomerate feed typically 
contains benzene and its precursors (cyclohexane and 
methyl cyclohexane). Therefore, it is of utmost importance 
to use a catalyst that can

• Saturate benzene present in the feed (it may be noted 
that benzene saturation is a highly exothermic process);

• Handle naphthenes (it may be noted that naphthene 
limit isomerate yields as they preferentially adsorb 
over catalyst surface) and produce less coke than naph-
thenes under hydrodecyclization, thereby allowing for-
mation of coke precursors at higher temperature; and

• Isomerize cyclohexane (RON 83) to methylcyclopentane 
(RON 91) to gain advantage of RON despite the presence 
of feed naphthenes.
In this context, Pt/alumina has been extensively practiced 

because of its mild operation severity (373–423 K), its high 
selectivity for C5 and C6 isomers, and its ability to saturate 
benzene. Thus, it has undergone significant improvements 
at the commercial level. Today, the bulk density of alumina 
support used in the catalyst preparation can be tailored, and 
low-bulk density alumina offers not only high volume activity 
but also lower fill costs and Pt requirements associated with 
low density. The reduction in Pt content is possible because 
the Pt function in the catalytic reaction does not limit the 
rate of isomerization. Furthermore, advances in the chlo-
rination step offer higher site density over the alumina 
surface, which allows low-temperature operation of the Pt/
alumina system to favor the formation of more branched 
compounds for achieving RONs higher than 87.5. However, 
performance of the Pt/alumina system is prone to feed 
containing high naphthene content as well as water. Gener-
ally, naphthenes are adsorbed strongly, thereby inhibiting 
adsorption of n-paraffins over the alumina surface, whereas 
water leaches out surface chloride. Thus, the feed naphthene 
content needs to be controlled to the optimal level for 
achieving the desired RON over the Pt/Alumina system. In 
view of the commercial requirements, catalyst manufactur-
ers M/s Axen (ATS-2L) and M/s AkzoNoble-Total (AT-2G) 
have introduced advanced Pt/alumina-based catalyst with 
increased water tolerance to meet the aforementioned 
requirements of refiners.

On the other hand, commercial catalyst systems based 
on Pt/mordenite are less prone to feed naphthene content 
but demand energy-intensive conditions vis-à-vis Pt/alumina 
catalyst because of their lower activity at lower tempera-
ture. The higher operating conditions (Table 7.5) for such 
catalyst often limit the RON boost per pass because of the 
thermodynamic limitations of the process. However, such 
a catalyst system does offer the benefit of capital saving in 
terms of feed pretreatment because of its high tolerance 
for water. Unlike alumina, flexibility in tailoring the bulk 
density is limited with zeolite-based catalyst, which limits 
the possibilities of lowering the Pt content, thereby making 

table 7.5—comparison of operating 
conditions for Pt/al2o3 and Pt/zeolite 
systems
operating conditions Pt/al2o3 Pt/zeolite

Temperature	(K) 373–463 523–543

Pressure	(Psi) 20–30 15–30

space	velocity	(h–1) 1–2 1–2

H2/HC	(mol/mol) 0.1–2 2–4

rON	per	pass 83–84 78–80
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it costly compared with alumina catalyst. Typical operating 
conditions used for both of the catalyst systems are listed 
in Table 7.5.

In view of the aforementioned advances in alumina 
science, Pt/alumina catalyst has gained commercial edge and 
sometimes even outweighs the zeolite-based catalyst from 
techno-commercial aspects.

7.3.2  Catalysts Long-Chain Paraffin 
Isomerization
The demand for improved lube oil with respect to VI, 
pour point, oxidation stability, and need for gross refinery 
margin (GRM) improvement has added impetus for the 
develop ment of a new catalyst chemistry since the late 1980s. 
Accordingly, lube oil dewaxing processes have also under-
gone step change from a solvent dewaxing to catalytic-
cracking-based dewaxing to hydroisomerization-assisted 
dewaxing processes with increased yields vis-à-vis solvent 
and catalytic cracking dewaxing processes. The catalyst used 
for this process differs significantly from those practiced 
for isomerization of light naphtha. Unlike light naphtha 
isomerization, long-chain paraffin isomerization needs to 
be controlled to an optimal level to achieve the desired VI 
and pour point, respectively. Furthermore, the position of 
branching and the branching index are found to be key for 
the production of lube oil with high viscosity index and 
the desired pour point, respectively. The branching at the 
near-terminal position of long-chain paraffins vis-à-vis at 
near-center positions is reported to have significant effect, 
especially on VI [59].

Thus, to meet such stringent criteria, it is of the utmost 
importance to use a catalyst having fine-tuned balance 
between metal-acid functions to achieve the highest isomer 
selectivity and yield at the lowest possible reaction temper-
ature. To develop such a catalyst system, focused attempts 
have been made to understand zeolite, SZ, and mesoporous 
materials in terms of their structure and acidity level for 
improving the isomerization selectivity with an increase in 
conversion. Excellent reviews covering the aforementioned 
aspects are available in the literature. The following subsec-
tions present a brief overview of such efforts.

7.3.2.1	 ZEOLITEs	(E.g.,	ZsM-23,	ZsM-22,	AND	
ZsM-48)
Among the various zeolite frameworks, medium-pore zeolites 
have gained considerable attention for isomerization of 
long-chain paraffins. This is primarily because medium-
pore zeolites favor the formation of methyl branchings in 
the linear aliphatic hydrocarbon chains because of their 
restricted pore geometry. In other words, if the pore opening 
of zeolite is small enough to restrict the larger isoparaffins 
from reacting at the acidic sites inside of the pore, the catalyst 
will show good selectivity for converting n-paraffins. The 
unique selectivity of medium-pore zeolite is ascribed to the 
pore mouth/key-lock catalysis mechanism [60,61]. In gen-
eral, methyl branching increases with the decreasing pore 
width of the zeolite, whereas ethyl and propyl branched 
isomers that are more susceptible to hydrocracking are 
obtained from wide pore openings and large cavities [62].

On the basis of the pore mouth/key-lock catalysis 
mechanism, it is apparent that the potential medium-pore 
zeolite should have following characteristics for selective 
hydroisomerization:

• Optimal acid site distribution on the surface,
• Increased external surface area, and
• Submicron zeolite crystallite size.

In view of this, Al framework distribution as a function 
of the Si/Al ratio can be judged as an important parameter 
to control optimal acid strength at the pore mouth. Like-
wise, particle size in the submicron region is envisaged 
to offer an increased platform to favor a pore mouth/key-
lock-type mechanism. These aspects for potential zeolites, 
namely ZSM-22, ZSM-23, ZSM-48, and SSZ-32, have been 
addressed in the patent literature.

On the basis of the open literature, medium-pore 
zeolites viz. ZSM-22 (TON) and ZSM-23 (MTT) are found 
to be highly selective for hydroisomerization of long-chain 
paraffins [60–64]. With ZSM-22/ZSM-23 zeolite catalysts, the 
branchings are generated at very specific carbon positions 
along the alkane chains as revealed in the conversions model 
for n-alkanes with carbon numbers up to n-C24 [62]. On 
the basis of the developed model, monobranched isomers 
with branching at the C2 carbon position are found to be 
favored over the ZSM-22-type zeolite whereas branching at 
center positions are favored over the ZSM-23 type of zeolite 
[65]. Such a trend is noticed over Pt (0.3 wt %)/ZSM-22 
in the hydroisomerization of long-chain n-paraffins in the 
range of n-decane to n-tetracosane. The maximum yield of 
total isomers (monobranched and multibranched isomers) 
between 77 and 90 wt % is noticed over ZSM-22 zeolite 
with a maximum yield of monobranched isomers obtained 
with the different n-paraffins in the range of 55–80 wt %. 
Skeletal isomerization has been investigated on Pt/ZSM-23. 
Attempts have also been made to fine-tune the acidity level 
of such zeolites. Accordingly, the acidity level is fine-tuned 
by means of steam deactivation for Pt (0.6 wt %)/ZSM-48, 
ZSM-22, and ZSM-23 catalysts for the hydroisomerization 
of n-decane. The tests showed that by steaming, the maximum 
isomerization yield of Pt/ZSM-48, ZSM-22, and ZSM-23 
catalyst can be increased from 78 to 90, 50 to 68, and 50 to 
72 wt %, respectively [64].

It is interesting to note that Pt/ZSM-23 is reported to 
favor monobranching near the center of the molecule. Such a 
branching pattern is reported to favor an increase in VI [59]. 
In view of this, MTT zeolite can be judged to have an edge 
over TON-type zeolite for production of lube oil with high VI.

In view of this, patent literature extensively covers 
MTT- and TON-type zeolite-based catalysts for lube oil 
production. It also covers small-crystal MTT and the TON-
MTT intergrowth topology framework for such application 
[66,67]. The small zeolite crystals, on the basis of the pore 
mouth catalysis concept, are expected to offer higher external 
surface area and are anticipated to favor isomerization 
with increased yield and selectivity. On similar lines, the 
morphology of potential zeolite crystals is anticipated to 
play a critical role in improving the catalyst performance 
in the isomerization process. It is noteworthy that patent 
literature indicates the improved performance of zeolite 
crystals with slab morphology with respect to conversion 
and selectivity under isomerization conditions.

7.3.2.2	 sILICOALUMINOPHOsPHATE	MOLECULAr	
sIEVEs	(E.g.,	sAPO-11,	sAPO-31,	AND	sAPO-41)
Silicoaluminophosphate (SAPO) molecular sieves generally 
have a lower acidity than zeolites. Among SAPO molecu-
lar sieves, medium-pore SAPOs (SAPO-11, SAPO-31, and 
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SAPO-41) have been envisaged to be suitable for constituting 
catalysts that manifest better performance for long-chain 
hydrocarbon isomerization [68]. The main SAPO feature 
is that it results in relatively low-branched isoparaffins [69]. 
The SAPO framework is created by Si substitution into 
the AlPO4 framework. There are two mechanisms for this 
substitution:
1. SM2: One Si substitutes for one P, and
2. SM3: Two Si substitute for one P and one Al.

When Si substitutes P, Brönsted acid sites are formed, 
whereas if P and Al are simultaneously replaced by two Si 
atoms, the tetrahedral framework remains neutral [11,12].

Among the potential SAPO frameworks, SAPO-11 with 
AEL-type topology is selective for producing monobranched 
alkanes during the hydroisomerization of long-chain normal 
paraffins. Medium-pore SAPO-11 was initially used by M/s 
Chevron in their isodewaxing process for the selective isom-
erization process of high-boiling waxes for the production 
of high-viscosity lube oils.

The hydroisomerization of n-C14 over Pt (0.4 wt. %)/
SAPO-11 catalyst in a fixed-bed reactor shows high isomeriza-
tion selectivity. Over this catalyst, conversion of n-heptane 
presented a similar trend, but the values were lower than 
those of n-tetradecane hydroisomerization at the same 
experimental conditions. As for the isomerization products, 
the maximum yield of feed isomers was 55 % for n-heptane 
hydroconversion. A maximum yield of more than 80 % 
was obtained for n-C14 hydroconversion. Also, SAPO-11-
based catalyst when evaluated for hydroisomerization of 
n-hexane, n-octane, and n-hexadecane showed the least 
activity for n-hexane conversion and is the most reactive 
for n-hexadecane. This result shows that the SAPO catalysts 
are adequate only for long-chain n-paraffins [70–73]. The 
performance of Pt/SAPO-11 is enhanced with doping of tin. 
Isomerization of n-dodecane over Pt-Sn/SAPO-11 catalysts 
showed more than 90 % n-dodecane conversion but only 
85 % isomerization selectivity at 87 % n-dodecane conversion 
over Pt/SAPO-11 has been obtained. The results indicate 
that, on SAPO-11 base catalysts, n-dodecane (a long-chain 
n-paraffin) can intensively isomerize with very limited 
cracking. The better hydroisomerization performance of 
the former catalyst has been attributed to the addition of 
tin to the metallic catalyst composition [70–73]. Like other 
zeolite catalysts, the performance of SAPO-based catalysts is 
reported to be influenced by metal dispersion and the sur-
face area of the catalyst. To achieve higher acidity, attempts 
have been made to incorporate Si by the SM2 mechanism. 
Such mechanism prevails when SAPO-11 is prepared using 
the water-cetyltrimehtlammonium bromide-butanol phase 
[74]. The crystallized SAPO-11 framework is reported to 
have more Brönsted acid sites and smaller crystallite size. 
Such SAPO-11 support is found to be more active than 
the conventionally prepared framework [74]. SAPO-11 with 
small crystal size is expected to decrease the effect of dif-
fusion; carbenium intermediates thus easily desorb from 
acid sites so that further isomerization and cracking are 
expected to decrease.

Among SAPO-11, SAPO-31, and SAPO-41 with identical 
acid strength, the hydroconversion activity for n-octane 
is found to decrease in the order SAPO-41 > SAPO-11 > 
SAPO-31. The low activity of SAPO-31 is ascribed to its frame-
work structure (i.e., it has 12-membered ring one-dimensional 
circular channel). On the other hand, SAPO-41 and SAPO-11 

have 10-membered ring one-dimensional elliptical channels 
that are effective for hydroconversion because of their 
shape selectivity, as described earlier. However, SAPO-41 
is reported to be more active than SAPO-11 because of its 
slightly larger pore size, which in turn is expected to offer less 
diffusion constraints for reacting molecules as compared 
with SAPO-11 [70–73].

7.3.2.3	 MEsOPOrOUs	MATErIALs	(MCM-41,	
ALMCM-41)
Since the discovery of the new class of mesoporous materials 
such as MCM-41 in 1992, there has been a growing interest 
in their potential catalytic applications [75]. Because of their 
relatively mild acid sites and the possibility to vary the Si/Al 
ratio over a wide range without significant changes in pore 
structure, these materials are very attractive model catalysts 
for the transformation of bulky compounds, especially for 
the hydroisomerization of long-chain n-paraffins [76–78]. 
Thus, n-decane hydroconversion on bifunctional catalysts 
comprising Pt, Pd, and bimetallic Pt–Pd supported on an 
Al-MCM-41 (Si/Al = 23) has been investigated [76–78]. 
The results of this investigation are shown in Table 7.6. 
Accordingly, the catalytic activity of all catalysts containing 
bimetallic clusters is increased in comparison with the values 
of monometallic catalysts [77].

On the other hand, Pd (0.35 wt %)/AlMCM-41 catalyst 
at 623 K in the hydroisomerization of n-tridecane is found 
to have good selectivity with a lowering framework Si/Al 
ratio (Table 7.7).

The observed trend suggests more critical balance 
between the acid function of MCM-41 and the metal function 
for simultaneous increase in isomer selectivity and selectivity 
at the lowest possible temperature.

7.3.2.4	 TUNgsTATE-PrOMOTED	ZIrCONIA		
(WOx-ZrO2)
Anion-modified metal oxides, such as SZ (SO4/ZrO2) and 
tungstated zirconia (WO3/ZrO2), have been found to catalyze 

table 7.6—maximum Isomer yields of Pt, 
Pd, and Pt-Pd/almcm-41 catalysts in the 
hydroisomerization of n-decane

metal compound tmax (K)
conversion
(wt %)

maximum 
Isomer yield
(wt %)

0.5	wt	%	Pt 628 81 53.8

0.27	wt	%	Pd 653 74.3 54.5

0.375	wt	%		
Pt–0.068	wt	%	Pd

593 77.4 44

0.25	wt	%		
Pt–0.135	wt	%	Pd

573 58.6 38.2

0.125	wt	%		
Pt–0.203	wt	%	Pd

583 69.6 37.3

0.125	wt	%		
Pt–0.068	wt	%	Pd

603 82.4 32.4

0.5	wt	%		
Pt–0.27	wt	%	Pd

583 73.3 48.9

reaction	conditions:	PH2	=	1	MPa,	Pn-C10	=	10	kPa,	H2/n-C10	mole	ratio	=	100,	
W/F	=	400	g×h/mol.
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hydrocarbon conversions under mild conditions. These strong 
solid acids are environmentally benign and regenerable. 
Butane isomerization over SZ has attracted considerable 
attention because isobutane is the precursor to methyl-t-butyl 
ether. Metal-promoted SZ is effective for isomerization of 
short-chain paraffins and for hydrocracking of long-chain 
paraffins including waxes and polyolefins [9]. However, loss 
of activity due to coke formation and sulfur loss, especially 
under reducing conditions, is an obstacle to certain practical 
uses of SZ. Moreover, high isomerization selectivity is difficult 
to achieve over SZ because the chain length increases, even 
at low conversions. Studies of tungstate-modified zirconia 
indicate that it is more stable than SZ and is promising for 
hydroisomerization of high-molecular-weight linear paraffins 
[79–84].

The performance of Pt (0.5 wt %)/WO3/ZrO2 catalyst for 
the hydroisomerization of n-hexadecane in a trickle-bed 
continuous reactor demonstrated high activity and selectivity 
for hydroisomerization of long-chain n-paraffins [79]. The 
optimal range of tungsten loading to achieve high isomeriza-
tion selectivity at high n-hexadecane conversion is found to 
be between 6.5 and 8 wt % [79]. The comparison between Pt 
(0.5 wt %)-/SO4/ZrO2 and /WO3/ZrO2 (Table 7.8) shows that 
Pt (0.5 wt %)/SO4/ZrO2 catalyst converts 80 % of converted 
n-hexadecane to short-chain paraffins when operated at 
423 K because it was very active and was not stable at high 
temperatures in the presence of hydrogen. On the other 
hand, Pt (0.5 wt %)/WO3/ZrO2 with a comparable n-C16 
conversion to that of Pt/SO4/ZrO2 favored the formation of 
many more C16 isomer products [85].

In view of the observed trend, the combination of 
sulfate and tungstate species is expected to play a vital role 
in controlling the surface acidity and acid density for zirco-
nia surface. However, metal function for Pt/WZR is found to 
be dependent on treatment conditions. The oxidation step 
during catalyst preparation is found to prevent the forma-
tion of tungsten-Pt species, which commonly leads to low 

dispersion of Pt and in turn demonstrates low activity for 
the isomerization reaction.

7.3.2.5	 COMMErCIAL	CATALysTs	FOr	
HyDrOIsOMErIZATION	OF	LUBE	OIL
The advances made in understanding the role of medium-pore 
molecular sieve support in controlling the bulk properties 
of lube oil (i.e., VI and pour point) have added impetus 
for commercial catalyst development. On the basis of the 
reported literature data, commercial catalyst could be derived 
based on AEL (SAPO-11), TON (ZSM-22), and MTT (ZSM-23) 
molecular sieve. It is worthwhile to note that ease of zeolite 
scale-up in terms of cost of its synthesis with desired crystal 
morphology, fine tuning of textural properties, and crystallite 
size drives the commercial utilization of molecular sieve in 
lube oil production. On the basis of the patent literature, the 
cost of the structure-directing agent (viz. diquat-n type) for 
synthesis of the slab-shaped morphology of zeolite crystals 
can be envisaged to be a bottleneck in determining the cost 
of zeolite for catalyst development.

The first-generation catalyst based on SAPO-11 was 
developed by M/s Chevron in the early 1990s. However, it 
was soon phased out because of its poor activity, higher 
operation temperature, high hydrogen/feed ratio, and lower 
isomerization selectivity, especially to meet VI demand. 
Today, the commercial hydroisomerization-assisted lube oil 
production process uses a catalyst that offers the following 
main features:
• High selectivity for isomerization,
• Selective branching positions to meet the VI demand,
• Comparable isomer yields vis-à-vis conversion level,
• Increased catalyst life,
• Minimum hydrogen/feed ratio, and
• Minimum VI drop between feed and product to produce 

premium lube oil.
In view of this, M/s Chevron has reported high potential 

for SSZ-32 zeolite in patent literature. Likewise, M/s Exxon-
Mobil has extensively covered ZSM-23, ZSM-22, and ZSM-48 
in their patents.

On the basis of the progress made on the aforementioned 
catalyst front, commercial processes have been developed 
for the hydroisomerization of gasoline and lube dewaxing 
to improve product quality. In the following sections, these 
commercial hydroisomerization processes are discussed.

7.4  Process for gasolIne octane 
boostIng
The isomerization of low-molecular-weight paraffins has 
been commercially practiced for many years. During the 
1930s, World War II prompted the development of the 
laboratory processes into full-scale commercial units to 
meet the demand for isobutene, which was necessary for 

table 7.7—the results of 
hydroisomerization of n-c13 over 
different Pd/almcm-41 catalysts [78]
total acid
amount
(mmol/g)

si/al
ratio

n-c13

conversion
(wt %)

i-c13

selectivity
(wt %)

0.135 100 59.3 86.4

0.161 75 59.8 88.7

0.164 50 60.2 86.5

0.198 25 59.5 91.8

reaction	conditions:	T	=	623	K,	Pt	=	3.5	MPa,	H2/n-C13	=	600,	WHsV	=	1.5	h–1

table 7.8—hydroisomerization of n-c16 on Pt (0.5 wt %)/so4/zro2 and Pt (0.5 wt %)/Wo3/zro2 
(6.5 wt % W)
catalyst reaction temperature (K) n-c16 conversion (wt %) i-c16 selectivity (wt %) i-c16 yield (wt %)

Pt	(0.5	wt	%)/sO4/ZrO2 423 76.7 19.8 15.2

Pt	(0.5	wt	%)/WO3/ZrO2 503 85.9 83.1 71.4

reaction	conditions:	Pt	=	300	psig,	WHsV	=	1	h–1,	H2/n-C16	mole	ratio	=	2
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the manufacturing of large amounts of alkylate. Today, 
the interest in isomerization is especially focused on the 
upgrading of fractions of light naphtha for their use as motor 
gasoline components because of stringent environmental 
norms.

The first hydroisomerisation unit was introduced in 
1953 by UOP, followed in 1965 by the first BP unit. In 
1970, the first Shell hydroisomerisation (HYSOMER) unit 
was started up. The following major hydroisomerization 
processes are presently commercially available for C5/C6 
isomerization [4]:
• SHELL HYSOMER;
• Axens ISOSORB and HEXSORB; and
• UOP PENEX, Par-Isom, and TIP.

The catalysts used in these processes are listed in 
Table 7.9 [4].

The typical product RONs obtained in a once-through 
process using these catalysts are depicted in Figure 7.3 [48].

All of these processes take place in the vapor phase on 
a fixed-bed catalyst containing Pt on a solid carrier. These 
processes are performed in the presence of hydrogen to 
suppress dehydrogenation and coking so as to improve 
catalyst life and its deactivation. The process temperature 
usually governs the cycle life for such catalysts. High process 
temperature generally increases the processing severity, 
which could lead to hydrocracking. On the other hand, 
low temperature, moderate hydrogen partial pressure, and 
low space velocity are found to promote long cycle lengths. 
Furthermore, increased naphthene and moisture content 
in the feed often impart an irreversible inhibitor effect. 
Thus, feed pretreatment is performed before isomerization 

to remove naphthenes and moisture, especially when Pt/
Cl-alumina-based catalyst is used for isomerization. On the 
other hand, Pt/zeolite catalyst is more tolerant to such feed 
impurities [4]. Typical process flow diagrams that are based 
on alumina and zeolite catalysts are shown in Figure 7.4.

Such processes can be performed either in once-through 
or recycle mode. A typical once-through mode of operation 
minimizes hydrogen consumption, suppresses coking, and 
often limits product RONs up to 84, whereas recycle-mode 
operation helps to achieve RONs up to 92 (Table 7.10). 
The once-through process is generally performed at low 
temperatures by taking advantage of thermodynamics 
(Section 7.3) in the presence of Pt/Cl-alumina catalyst to 
achieve the desired product RON [4]. The recycle mode 
of operation can be performed using fractionation- and 
adsorptive-separation-based recycling options to improve 
the isomerate yields.

The recycle-mode operation with adsorptive separa-
tion uses a molecular sieve to separate isoparaffins from 
n-paraffins on the basis of a shape-selective separation 
principle. Thus, the separated fraction of n-paraffins (C5 and 
C6) is again recycled back to the isomerization reactor along 
with feed to improve the isomerate yield. Likewise, the 
recycle option by fractionation is performed by means of 
distillation to improve the product RON.

The molecular sieve recycle option was commercial-
ized by M/s UOP in 1975 with the introduction of the total 
isomerization process (TIP), in which the isomerization is 
completely integrated with a molecular sieve separation 
process or the naphtha IsoSiv process. Recently, both of the 
recycle options were coupled by M/s IFP, which has led to 
the development of two processes: IPSORB and HEXSORB. 
IPSORB typically integrates the distillation and molecular 
sieve adsorption section: a deisopentanizer and molecu-
lar sieve desorption with isopentane for IPSORB. On similar 
lines, a deisohexanizer with methyl pentane desorption is 
coupled with distillation for HEXSORB.

In view of the above, the important features of the 
aforementioned light naphtha isomerization processes are

HYSOMER process:
• Process temperature: 505–558 K
• Pressure: 13–30 bar
• Isomerate content in product relative to feed: 97 % or 

better
• Catalyst: Pt/zeolite (mordenite), stable and regenerable 
• RON upgrade: Between 8 and 10 points, depending on 

feedstock quality.
The HYSOMER process can be integrated with a cata-

lytic reformer, resulting in substantial equipment savings, 
or with iso/normal separation processes, which allows for 
a complete conversion of pentane/hexane mixtures into 
isoparaffin mixtures.

TIP process [4]: This process uses
• Molecular sieve adsorbent-based recycle option to 

upgrade product RON;
• Zeolite catalyst with improved sulfur or water tolerance, 

or both, which allows in situ regeneration with extended 
life up to 10 years or more; and

• Similar operating conditions in isomerization and the 
molecular sieve separation section, thereby eliminating 
the costs associated with cooling, purifying, and reheat-
ing the recycled normal paraffins.

table 7.9—commercial catalysts used for 
light naphtha Isomerization
catalyst catalyst type licensor

IFP	Is	612,	614A,	ATIs-2L Pt/Al2O3 IFP

IFP–Is	632,	IP-632 Pt-mordenite IFP

UOP	I-7 Pt-zeolite UOP

UOP	I-8 Pt/Al2O3 UOP

Hysopar sulfated	zirconia süd-Chemie

70

72

74

76

78

80

82

84

86

88

90

Zeolite Metal oxide Cl/Alumina

R
O

N

figure 7.3—Typical	product	rONs	obtained	with	various	
catalysts.
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A typical process flow diagram for TIP is provided in 
Figure 7.5.

IPSORB and HEXSORB processes [4]: The combi-
nation of distillation and molecular-sieve-based separation 
offers the following important and unique features:
• To lower the n-paraffin content in the isomerate, and
• To offer efficient separation and better efficiency in the 

unconverted n-paraffin recycle.

Continuous efforts are being made to improve the 
hydroisomerization catalyst and processes based on it so 
as to meet the challenges to handle feed variation. One of 
these efforts led to the development of a successful process 
called Par-Isom by M/s UOP in 1996 [48]. This process uses 
Pt/SZ catalyst.

The flow diagram of the Par-Isom process is depicted 
in Figure 7.6 [47]. A proprietary catalyst LPI-100 composed 
of Pt/SO4

2–/ZrO2 with excellent sulfur- and water-tolerant 
limits is used in this process. The LPI-100 catalyst is fully 
regenerable using the simple oxidation procedure. It also 
allows for lower reaction temperature operation and higher 
space velocity than the zeolitic catalyst process. This char-
acteristic has been claimed to reduce the capital investment 
and lower the operation cost.

R1 = Isomerization reactor
D1 = Desorption unit
A1 = Adsorption unit
S1 = stabilization
RCY1 = Recycle: unconverted hydrogen and n-paraffins
The important features for various isomerization 

processes licensed by leading technology licensors that 

figure 7.4—Flow	diagram	for	an	isomerization	process	based	on	(a)	Pt/Cl--alumina	and	(b)	Pt/zeolite	catalysts.

table 7.10—rons achieved with different 
Processes
Process catalyst

cl/alumina zeolite

Once-through 84 79

IPsOrB	(IFP) 90 88

HExsOrB	(IFP) 92 90

TIP	(UOP) – 89
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figure 7.5—Process	flow	diagram	for	TIP.

figure 7.6—Process	flow	diagram	for	Par-Isom	process.
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are based on different catalyst systems are summarized in 
the Table 7.11 [48].

7.5  Process for base oIl ProductIon 
Since 1890, petroleum-based lubricants are used at the auto-
motive and industrial level [1,2]. However, as the demand for 
automobiles grew, so did the demand for better lubricants. 
This has led to process improvement in base oil production. 
The typical process developmental steps involved in lube oil 
production are depicted and described below.

Three popular processing routes that were used in 
early times (Figure 7.7) were solvent extraction/dewaxing, 
clay treating, and acid treating. These processes were pri-
marily aimed at removing asphaltenes and wax by means of 

the solvent extraction route using solvents such as pentane 
followed by removal of aromatics by means of solvents 
viz. furfural, n-methyl pyrrolidone (NMP), or pyridine and 
other impurities such as oxygenates, nitrogen compounds, 
and color bodies via clay and acid treatment of base oil 
feedstock to obtain the desired lube oils. However, such a 
route often led to yield loss and was more suited for the pro-
duction of Group I lube oil base stocks. Moreover, this route 
posed a serious problem for the disposal of waste clay/acid. 

A major breakthrough in base oil production was 
achieved in the 1950s by introducing the hydroprocessing 
route [3]. Such a route was introduced to remove impurities, 
mainly unsaturated and aromatic hydrocarbons, via the 
hydrofinishing route (Figure 7.8).

table 7.11—Isomerization Process features

catalyst—Process
chlorinated alumina 
(Penex Process)

metal oxide (zirconia) 
(Par-Isom Process)

common zeolite
(hysomer Process) modern zeolite

Process licensor m/s uoP m/s uoP m/s shell m/s axens (IfP)

feedstock conditions

Feedstock	type C5/C6 C5/C6 C5/C6 C5/C6

sulfur	(ppm) None <20 <20 <200

Water	(ppm) None <20 <20 <200

Aromatics/benzene	(%) <2 <2 <2 <10

C7+	(%) <2 <2 <2 <5

feed-product treatment

HDs yes yes yes Optional

sulfur	guard yes Optional Optional No

Feed	dryer yes Optional Optional No

Hydrogen	dryer yes Optional Optional No

Effluent	guard	system yes No No No

typical process conditions

Temperature	(K) 403–423 453–483 533–553 523–553

Pressure	(barg) 15–35 15–35 15–35 15–35

Liquid	hourly	space	velocity:	(h–1) 1–3 1–3 1–3 1–3

H2/HC	molar	ratio 1–2 1–2 1–2 1–1.5

typical isomerate properties

i-C5/C5-ratioa 68–72 65–71 60–65 63–67

2,2-DMB/C6-ratioa 21 20.5 16 19

Isomerate	yieldb	(%) 96+ 96+ 95+ 96+

Isomerate	octaneb Up	to	94 Up	to	94 Up	to	94 Up	to	94

areactor	outlet.
bUnit	outlet.

VGO-Solvent 
deasphalting

DAO-Solvent 
Dewaxing  

Clay / acid 
treatment Product 

figure 7.7—Typical	process	block	diagram	used	during	pre-1950s	period	for	lube	oil	production.
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With an increased demand for high-performance lube 
oil with high VI, the lube oil manufacturing process was 
revolutionized by replacing the solvent dewaxing route with 
the catalytic dewaxing route that is based on catalytic crack-
ing (Figure 7.9). This technology was commercialized in the 
1970s by M/s Shell to manufacture extra high-VI base oils 
in Europe. M/s Exxon and others built similar plants in the 
1990s. Likewise, M/s Mobil used catalytic dewaxing in place 
of solvent dewaxing, but they still coupled it with solvent 
extraction to manufacture conventional neutral oils [20].

In the early 1990s, the need for higher quality lubri-
cating oils prompted many lubricant producers to look 
to hydroprocessing as a means to upgrade marginal feeds 
to quality lube stocks and to further upgrade stocks to 
near-synthetic quality. Within this area, the primary focus 
was to obtain product yield and quality that exceed those 
obtained via solvent dewaxing and catalytic dewaxing. This 
has been the principal motivation for the development of 
several bifunctional, metal-loaded, molecular-sieve-based 
hydroisomerization catalysts that led to the evolution of all-
hydroprocessing lube dewaxing technologies (Figure 7.10), 
including Chevron’s isodewaxing and Exxon-Mobil’s selective 
dewaxing (MSDW) and wax isomerization (MWI) processes. 

In 1993, this modern wax hydroisomerization process 
was commercialized by M/s Chevron. This was an improve-
ment over earlier catalytic dewaxing because the pour point 
of the base oil was lowered by isomerizing (reshaping) the 
n-paraffins and other molecules with waxy long chains into 
very desirable branched compounds (isoparaffins) with 
superior lubricating qualities rather than cracking them 
away. Hydroisomerization was also an improvement over 
the earlier wax hydroisomerization technology because it 
eliminated the subsequent solvent dewaxing step, which 
was a requirement for earlier generation wax isomeriza-
tion technologies to achieve adequate yield at standard 
pour points. Modern wax hydroisomerization makes 
products with exceptional purity and stability because 
of the extremely high degree of saturation. They are very 
distinctive because, unlike other base oils, they typically 
have no color [86,87]. In view of the above, it is imperative 
to note that process improvement in lube oil production 
has changed over from physical separation to chemical 
transformation.

The modern hydroisomerization process licensed by 
M/s Chevron under the name ISODEWAXING® gained 
rapid acceptance since its introduction in 1993. In fact, 
approximately one third of all base oils manufactured in 
North America are now manufactured using this process. 
A similar trend can also be seen in the rest of the world. 
M/s Chevron has integrated the all-hydroprocessing routes 
(i.e., isocracking, isodewaxing, and hydrofinishing) for 
making high-purity Group II and Group III base oils—base 
oils that are as clear as water (Figure 7.11).

The general operating conditions for ISODEWAXING® 
are summarized as follows [3,86–90]:
• Hydrogen partial pressure (psi): 500–2500
• Liquid hourly space velocity: 0.3–1.5
• Temperature (K): 588–644
• Hydrogen rate (SCF/barrel feed): Not disclosed
• Hydrogen consumption (SCFB): 100–500

M/s ExxonMobil also added to this trend by commer-
cializing an all-hydroprocessed route for Group II base oil 
production MSDW™, which they installed in their Jurong 
refinery in Singapore in 1997. MSDWTM converts waxy 
oils and raffinates to conventional or ultra-low pour-point 
(≤233 K) base oils and provides a serious jump in oil VI over 
hydroprocessed feed stocks. Base oils made from catalytic 
dewaxing exhibit improved cold-cranking performance 
compared with solvent dewaxed oils of similar viscosity. 
This is because of the unique effect of the shape-selective 
catalyst, which isomerizes n-paraffins rather than physically 
removing the wider spectrum high-melting-point waxes. 
The MSDWTM process also uses propriety zeolites and is 
claimed to be superior to Mobil’s MLDWTM process, which 
uses ZSM-5-based catalyst, which selectively cracks paraffins 
leading to lower yields [89]. The improvement in product 
quality with the MSDW process as compared to solvent 
dewaxing for hydrocracked light-neutral lube oil feedstock 
is shown in Figures 7.12 and 7.13 [90].

Thus, advantages claimed with MSDWTM are as follows:
• High yields on all viscosity grades,
• Better cold-cranking in base oils, and
• Highly flexible process.

On similar lines, M/s ExxonMobil introduced a pro-
cess called MWI for converting wax-rich streams, such 
as slack wax, into very high-VI lubes. This process uses a 

VGO-Solvent 
deasphalting  Hydrofinishing 

DAO-Solvent 
Dewaxing  Product 

figure 7.8—Typical	process	block	diagram	used	during	the	1950s	for	lube	oil	production.

VGO-
Hydrotreating  

Catalytic dewaxing 
+solvent extraction Hydrofinishing Product 

figure 7.9—Typical	process	block	diagram	used	during	the	1970s	for	lube	oil	production.

VGO-
Hydrotreating  

Hydroisomerization 
Hydrofinishing Product 

figure 7.10—Typical	process	block	diagram	used	during	the	1990s	for	lube	oil	production.
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bifunctional metal-zeolite catalyst to saturate residual 
aromatics, isomerizes paraffins, and opens some naphthene 
rings. A solvent dewaxing is used downstream of the MWI 
unit to remove residual wax in the product. M/s ExxonMobil 
recently announced an improved version of MWI in which 
very selective catalytic isomerization is used in place of the 

solvent dewaxing step to obtain high-quality lubes with very 
low pour points and high VIs. The MWI catalyst system can 
process a wide range of feedstock [89,90].

7.6  future challenges and oPPortunItIes 
In view of the significant aforementioned improvements 
in catalyst and process developments, it is important to 

figure 7.11—Process	flow	diagram	for	the	IsODEWAxINg®	process.
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figure 7.12—Variation	for	Lube	oil	yield	as	a	function	of	pour	
point.
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figure 7.13—Variation	for	Lube	oil	Viscosity	Index	(VI)	as	a	
function	of	pour	point.
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note the major concerns and future challenges of the 
hydroisomerization catalyst and conversion processes.

As illustrated in Section 7.3, catalyst performance for 
light alkane isomerization is susceptible to the naphthene 
content in the feed. The processes practiced commercially 
in once-through mode often operate with restriction on the 
naphthene content in the feedstock. Therefore, a catalyst 
system to handle higher naphthene content needs to be 
developed. In this context, zeolite membrane reactors 
could offer clear advantages in terms of the handling of 
feed quality, improved yield, and energy savings due to the 
exceptional properties of zeolite membranes, which include 
their (1) size- and shape-selective separation behavior, 
(2) their thermal and chemical stability, and (3) the ability 
to couple the discrimination between molecules to catalytic 
conversion. However, it is clear that to capitalize on these 
benefits, a substantial reduction in membrane module cost 
and further improvements on the integrity (selectivity and 
permeability) of the molecular sieve films to facilitate a 
reduction in surface area requirements are mandatory for 
further commercial development. 

On the other hand, the performance of the current 
lube oil catalyst is often limited because of isomerization 
selectivity, throughput, and feed impurities. Thus, it is 
important to further fine-tune lube oil dewaxing catalysts 
in terms of
• Increased conversion level,
• Increased isomer selectivity, and
• Feedstock flexibility and throughput (expansion of 

LHSV operation).
This can be achieved through catalyst design by devel-

oping the structures with certain distribution of active sites 
on the surface of the crystallites. Advances in nanoscience 
could open up the promising possibilities to realize this goal 
for catalyst synthesis that promote certain orientations of 
reacting molecules, thereby facilitating their highly selective 
rearrangements. The crystallite size of the support (zeolite) is 
also seen to be of paramount importance for improving the 
activity and selectivity in the hydroconversion of alkanes. 
Control of pore or surface structure at the nanolevel is envis-
aged to alter hydrocarbon diffusion efficiency, which in 
turn could significantly modify the activity, isomerization 
selectivity, and cycle life of catalysts. Few attempts have been 
made in this regard in which nanocrystals of MTT (ZSM-23 
type) with enhanced activity and isomerization selectivity 
for n-octane, n-hexadecane, and wax hydroconversion have 
been achieved. In view of this, sustained efforts are essential 
to scale up such a catalyst system.

conclusIons
In view of the stringent fuel and base oil specifications, the 
isomerization of light and long-chain paraffins has gained 
considerable importance in recent times. Such a process is 
generally performed over bifunctional catalysts consisting of 
metallic and acidic function, respectively. The metal func-
tion promotes the dehydrogenation of n-paraffin followed 
by hydrogenation of formed olefin to isoparaffin, whereas 
the skeletal isomerization of formed olefin via a carbenium 
ion mechanism occurs by the acidic function of the catalyst. 
Catalysts that have a high degree of hydrogenation activity 
and a low degree of acidity are the best suited for light 
naphtha and lube oil isomerization. In this context, Pt/Al2O3, 

Pt/zeolite, and Pt/ Pt/SO4
2–/ZrO2 have been commercially 

exploited for light naphtha isomerization whereas medium-
pore zeolites with TON/MTT topology are found to be an 
ideal choice for lube oil isomerization.

On the basis of the aforementioned catalyst systems, 
hydroisomerization processes have evolved. All of these 
processes are performed in a fixed-bed reactor. The pro-
cesses for light naphtha isomerization have seen operational 
changeover from once-through to recycle mode to achieve 
RONs over 90. In the recycle mode, unconverted n-paraffins 
in the single pass are separated either through distillation 
or molecular sieve separation from isomerized products. 
Likewise, process steps for lube oil production have changed 
over from physical wax separation to its chemical trans-
formation, thereby leading to the production of improved 
yields and better quality lubricant base stocks. Such step 
change has offered a platform to either integrate or replace 
the solvent dewaxing processes for production of Grade II/
III base oils. However, catalyst limitations in terms of its 
conversion, isomerization selectivity, and maximization of 
throughput still demand the search for new catalysts and 
process improvements to produce high-quality fuels and 
lubricants.
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8.1  Definitions anD sources of Heavy oils
8.1.1  Definition of Heavy Oils
There are various ways to characterize crude oil. Most of 
them are based on API gravity and viscosity at field condi-
tions. Table 8.1 gives a classification that is used for the 
purposes of this chapter.

Oils with an API gravity between 22º and 10° API are 
considered as heavy crude. Extra-heavy crudes are defined 
as oils with an API gravity of <10ºAPI and a viscosity of 
<10,000 cSt and that are mobile at initial reservoir condi-
tions. These types of crude can be found in the Orinoco Oil 
Belt in Venezuela, Colombia, Argentina, Peru, and Califor-
nia in the United States. Bitumens are characterized by an 
API gravity of <10ºAPI that are immobile at reservoir condi-
tions. These types of crude are also called “oil sands” or “tar 
sands” such as the Canadian oil sands. More information 
and data on different kinds of heavy oils can be found in 
the literature [1,2].

8.1.2  Sources of Heavy Crudes
Heavy oil and bitumen are widely distributed worldwide. 
They have been found in every continent except Antarctica, 
as indicated in Figure 8.1. The total estimated resources of 
heavy crude and bitumen are 3.3 trillion barrels, and 2.6 tril-
lion barrels, respectively. According to the U.S. Department 
of Energy’s (DOE) Energy Information Administration (EIA) 
[3] and the U.S. Geological Survey (USGS) [4], the potential 
recoverable reserves are on the order of 1 trillion barrels that 
are in the same order of magnitude as the proven reserves of 
the world’s conventional (medium and light) crude oils.

Most of the heavy crude and bitumen produced today 
come mainly from North and South America: Canada, 
Venezuela, Mexico, the United States, Brazil, and Ecuador. 
The Canadian oil sands (bitumen) and the Venezuela Ori-
noco Oil Belt (heavy crude) are the largest accumulations 
of nonconventional oil reserves in the world. The Western 
Hemisphere has 69 % of the world’s heavy-oil reserves and 
63 % of the natural bitumen resources. In contrast, the 
Eastern Hemisphere has approximately 85 % of the world’s 
light oil reserves.

Most heavy-oil reserves have not been massively 
extracted until recent times because of higher production, 
transport, and processing costs of this type of crude. Declin-
ing availability of conventional crude reserves has sparked 
recent interest in processing and converting the heavier 
crudes and bitumen. Major oil companies have considered 
the heavier crudes as replacement for light and medium 
crudes. The projections for estimated heavy-oil and bitu-
men production are shown in Figure 8.2.

According to the EIA, total oil consumption will 
increase from 85 million bbl/day in 2006 to 107 million 
bbl/day to in 2030, whereas the total heavy-oil production 
will increase from 8 million bbl/day in 2006 to 16 million 
bbl/day, and the extra-heavy-oil + bitumen production will 
increase from 2 million bbl/day in 2006 to 6 million bbl/
day in 2030.

Currently, a large part of the heavy oil produced in Ven-
ezuela and Canada is upgraded to produce a light synthetic 
crude oil (SCO) of high quality or diluents to mix with the 
untreated heavy crude for transportation to the markets 
because of the lack of light crudes or naphtha for dilution. 
This type of crude is called “Synbit” because it consists of a 
mixture of synthetic distillates produced by upgrading the 
virgin heavy crude. In the future, the scarcity of the diluents 
will grow much larger. Therefore, most of the heavy crude 
will need to be commercialized as SCO.

8.2  analysis of Heavy oil
As the crude oil base for worldwide refining gets heavier, 
the analysis of the heavy oils or the heavy (or high-boiling) 
components of crude oil stocks has become increasingly 
important. To optimize the selection of upgrading processes, 
processing conditions, and distribution to lighter products, 
it has become crucial to obtain analytical data on heavy oils 
beyond the conventional characterization techniques, such as 
API gravity, sulfur content, viscosity, and simple fractionation 
by distillation and/or solvent extraction. Several publications 
[5–9] have clearly articulated this need along with the associ-
ated challenges and reviewed the use of different methods for 
the analysis of heavy oils. Because of the extremely complex 
constitution of heavy oils, it is often necessary to separate the 
oil samples into fractions that can be more easily analyzed. 
The recent advances in the analysis of heavy oils stem from 
the improvements of instrumental techniques that enable 
better fractionation into compound groups and increased 
resolution of the molecular species in the separated fractions. 
This section provides an overview of analytical techniques 
that are commonly used to characterize heavy oils.

Because the volatility of the heavy-oil samples is low, 
gas chromatography applies only to analyze the compo-
nents separated and concentrated using various preparative 
fractionation techniques. However, liquid chromatogra-
phy is commonly used in a preparative scheme for initial 
fractionation of the samples for further analysis or in an 
analytical mode for speciation of the separated fractions. 
Barman et al. [10] and Sharma et al. [11] have reviewed the 
chromatographic techniques used for analyzing petroleum 
and related products.
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8.2.1  SARA Analysis
One prominent application of liquid chromatography is 
found in a frequently used SARA analysis that separates 
an oil sample into four fractions: saturates, aromatics, 
resins, and asphaltenes with respect to hydrocarbon types 
and the solubility/adsorption behavior of the constituent 
species [12]. Figure 8.3 shows a schematic diagram of the 

 separation scheme used in SARA analysis. In the first step, 
the oil sample is mixed with an abundant quantity (typically 
a 1:40 ratio) of light n-paraffin solvent (e.g., n- heptane) to 
precipitate the insoluble materials (asphaltenes) that are 
filtered and exhaustively washed with the same solvent 
to make sure that all of the soluble material is recovered 
and added to the soluble (maltene) fraction for further 

figure 8.1—Heavy-oil	and	bitumen	resources	and	their	worldwide	distribution	[3].

figure 8.2—Projections	of	total	oil	consumption	and	total	production	of	heavy-oil	and	extra-heavy-oil/bitumen	production	[3,4].

table 8.1—classification of oils and Definition of Heavy oil, extra-Heavy oil, and bitumen
type of oil aPi gravity viscosity in the reservoir Definition of oil

Conventional	Oil >45º Condensate

22–45º Medium-light	crude

Nonconventional	Oil 10–22º <10,000	cSt
Mobile	at	reservoir	conditions

Heavy	crude

<10º <10,000	cSt
Mobile	at	reservoir	conditions

Extra-heavy	crude

<10º >10,000	cSt
Immobile	at	reservoir	conditions

Bitumen
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 separation of the saturate, aromatic, and resin fraction 
using chromatography. In the chromatographic separation, 
one or two columns are used with a sequence of solvents to 
elute the adsorbed saturates, aromatics, and resins, respec-
tively. The saturate fraction consists of (n-, i-, and cyclo-) 
alkanes (i.e., paraffins and naphthenes) and the aromatic 
fraction contains aromatic hydrocarbons. The concept of 
SARA analysis was introduced in 1972 [12] and adopted 
as a standard method (ASTM D2007) [13] and has gone 
through many modifications. A principal driving force 
for introducing these modifications has been to reduce 
the long time period and large quantities of samples and 
solvents needed for the ASTM procedure. The variations 
of SARA analysis have included using different n-paraffin 
solvents (n-pentane, n-hexane, and n-heptane), different 
oil-to-solvent ratios, different columns (e.g., clay-gel, silica, 
alumina, and lately bonded phase columns), and differ-
ent liquid chromatography methods [e.g., open column, 
high-pressure liquid chromatography (HPLC), thin layer 
chromatography (TLC), and supercritical fluid chromatog-
raphy (SFC)]. The variations used in SARA analysis lead to 
different results, including the differences in mass yields 
of the four fractions and their composition. Therefore, it is 
important to be cognizant of all of the experimental param-
eters used for the analysis when comparing the reported 
results. Kaminski et al. have reviewed the chromatic meth-
ods developed and validated for SARA analysis [13]. Several 
authors [14-18] have reported and compared results using 
different methodologies for SARA analysis of heavy oils. 
Hannisdal et al. [19] used near-infrared (NIR) and infrared 
(IR) spectroscopy and Sastry et al. [20] used Fourier trans-
form infrared spectroscopy (FTIR) for analyzing the SARA 
fractions and provide a group-type analysis for heavy oils. 

The results from SARA analysis can relate to important 
properties of heavy oils such as thermal reactivity, the sta-
bility of asphaltenes during processing, tendency to form 
coke on catalysts, and the expected yields and composi-
tion of the products from the upgrading processes. These 
relationships can help select the most beneficial upgrading 
process for a heavy-oil stock and the optimum processing 
conditions to achieve the desired product yields and 
composition. 

8.2.2  Hydrocarbon Group Analysis and 
Molecular Speciation Techniques 
In addition to being used as an effective separation tech-
nique in SARA analysis, HPLC has frequently been used 
as an analytical tool to provide molecular speciation 
of heavy oils or their maltene fractions [21–23]. More 
recently, Saravanabhavan et al. [24] and Pasadakis et al. 
[25] reported results on polycyclic aromatic hydrocarbon 
(PAH) composition of a heavy gas oil sample using HPLC 
with a photodiode array detector (PAD) to identify PAHs 
on the basis of the ultraviolet (UV) spectra. The HPLC/
PAD results of Saravanabhavan et al. [24] compared well 
with the gas chromatography (GC)/mass spectrometry 
(MS) results on the same samples. Wang and Eser [26] 
reported analysis of the PAH composition of fluid catalytic 
cracking (FCC) decant oils by HPLC/PAD, HPLC in tandem 
mass detectors (HPLC/MS/MS), and laser desorption mass 
spectrometry (LDMS) to complement the GC/MS analysis 
to extend to higher-boiling compounds in the decant oils. 
Figure 8.4 shows their HPLC/PAD (top) and HPLC/MS/MS 
(bottom) chromatograms identifying the PAH ring systems 
and their alkyl-substituted analogs present in a decant oil. 
In heavy crude oil samples, longer alkyl chains are associ-
ated with the PAH ring systems. Hinkle et al. [27] reported 
results from pyrolysis–molecular beam mass spectroscopy 
(Py-MBMS) analysis of heavy-oil samples and correlations 
between MBMS data and the viscosity of heavy oils.

TLC has been advocated as a preferred method to 
HPLC to simultaneously separate the heavy oils into 
SARA fractions [12,28,29]. A coupled use of TLC with a 
flame ionization detector (FID) has enabled quantitative 
analysis of the TLC fractions. Figure 8.5 shows the TLC/
FID chromatograms of a crude oil and its fractions sepa-
rated by column chromatography to validate the TLC/FID 
technique. Rudzinski and Aminabhavi [30] reviewed the 
use of supercritical fluid extraction (SFE), SFC, and liquid 
chromatography (LC) for fractionation and analysis of 
crude oil samples. Recently, Dutriez et al. [31] reported on 
extending the use of high-temperature two-dimensional 
GC to analyze heavy-oil samples. The method they have 
proposed was successful in analyzing a vacuum gas oil 
(VGO) sample, but it needed improvement for analyzing 
deasphalted oils (DAOs). 

8.2.3  Characterization and Structure of 
Asphaltenes
Simply defined as a solubility fraction of crude oil and 
related materials (soluble in aromatic, or other strong 
solvents but insoluble in light liquid n-paraffins such as 
n-pentane, n-hexane, or n-heptane), the structure and 
properties of asphaltenes still pose controversies after 
more than a century of research. Including the heaviest 
and possibly the highest molecular weight compounds in 
crude oils and related materials and richest in heteroatom 
species (e.g., sulfur and nitrogen) and organometallic com-
pounds containing nickel, vanadium, and other metals, the 
composition, structure, and properties of asphaltenes differ 
depending on the source and separation methods used to 
isolate asphaltenes. A particular challenge for molecular 
analysis of asphaltenes is the tendency of self-association, or 
aggregation of the constituent molecules and their colloidal 
properties. Still, much progress has been made recently in 
understanding the structure and properties of asphaltenes 

figure 8.3—a	schematic	diagram	of	Sara	analysis.
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as reviewed in recent publications [7,9,32,33]. In upgrading 
heavy oils, the asphaltene fraction clearly poses the most 
challenging issues because it represents the most refractory 
compounds with a high tendency to produce coke, which 
not only reduces the yields of light distillate products but 
also causes operational problems with catalyst deactivation 
and coke deposition on reactor surfaces. Therefore, infor-
mation on the structure and properties of the asphaltene 
fraction of heavy oils is critically important in optimizing 
and controlling the heavy-oil upgrading processes [9].

8.2.4  Using Analytical Data for Feedstock 
Evaluation and Process Selection
As mentioned at the beginning of this section and discussed 
throughout, an ultimate purpose of heavy-oil analysis is to 

select the best feedstock for a given upgrading process, or 
select the best upgrading process for a given feedstock and 
to select the optimum processing conditions. Some specific 
examples are referenced here on how to use analytical 
data for process and feedstock evaluation. Sánchez et al. 
[34] proposed an application of size exclusion chromatog-
raphy (SEC) for evaluating the processes for upgrading 
heavy crudes. They compared the elution curves for heavy 
crude oil with those of the resulting products from cata-
lytic hydrogenation and developed an algorithm to track 
the conversion process. The results were more useful than 
monitoring the distillation data and the bulk properties 
such as API gravity and elemental analysis in following 
the conversion process and pinpointing the problems and 
potential improvements in the process.

figure 8.4—HPLC/DaD	(top)	and	HPLC/MS/MS	chromatograms	of	an	FCC	decant	oil	sample,	indicating	the	PaHs	pyrene	(PY),	
chrysene	(CHrY),	and	their	alkylated	analogs,	including	methyl	(M),	dimethyl	(DM),	trimethyl	(t),	and	tetramethyl	(te)	substituents	
on	the	PaH	ring	systems	[26].
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Zhao et al [35] used supercritical fluid extraction and 
fractionation (SFEF) with pentane to cut deep into the bot-
toms while readily yielding enough of each fraction to allow 
characterization and reactivity studies on bitumen, heavy-
oil, and conventional crude samples. They concluded that 
the determination of average structures on the basis of bulk 
analysis is heavily biased toward the lighter fractions and 
provides little information on the properties of the heavier 
components. A comparison of bitumen pitch with residues 
from benchmark crudes, heavy oils, and bitumen from non-
Athabasca sources showed that the difficult processing of 
bitumen can be largely due to its much higher asphaltene 
and contaminant contents rather than differences in chemi-
cal composition between bitumen and conventional oils. 

Gonçalves et al. [36] used thermogravimetry (TG) for 
the evaluation of heavy petroleum fractions to analyze the 
petroleum distillation residues from different Brazilian oils. 
Their method was used to predict the formation of carbona-
ceous residue on the basis of thermal analysis.

8.3  uPgraDing Processes
8.3.1  Deasphalting Technology
8.3.1.1  PrOCESS	OBjECtIvE
The objective of the deasphalting process is to separate the 
heaviest part of an atmospheric or vacuum resid [in which 
the asphaltenes and metals (vanadium + nickel) are con-
centrated] from the lighter part (DAO) using a paraffinic 
solvent. No chemical reactions take place during deasphalt-
ing. The DAO is almost free of metals, and the asphalt (con-
taining asphaltenes and resins) can be used as feedstock 
for blending to produce pavement asphalts according to 
specifications and for solvent extraction to recover blending 
components for lubricant production. Solvent deasphalting 
can be integrated with thermal and hydroprocessing for 
conversion of DAO in processes such as resid FCC, fixed- or 
ebullating-bed hydrocracking to produce lighter hydrocar-
bons, and to reduce sulfur [37]. Other uses of asphalt may 
include combustion in integrated gasification combined 
cycle (IGCC) power plants, coking in delayed coker units, or 
contribution to the fuel oil pool of the refinery. If desired, 
resins and asphaltenes can be separated by including addi-
tional contact stages in the deasphalting process. 

8.3.1.2	 PrOCESS	DESCrIPtION
As an example of deasphalting processes, a supercritical 
solvent deasphalting process is described here [38]. There 
are processes that do not operate under supercritical pro-
cesses and commonly use propane as the deasphalting 
solvent. The process principles are the same in both cases. 
The supercritical solvent deasphalting process consists of 
the following main stages (Figure 8.6):
1. Introduction of resid feedstock together with the paraf-

finic solvent to the extraction stage.
2. Separation of the DAO and asphalt (pitch) fractions that 

are both rich in solvent. This separation occurs in the 
extractor, which is specially designed for efficient separa-
tion and minimum contamination of the DAO fraction.

3. Introduction of the DAO fraction with the solvent to the 
solvent separator that operates at supercritical condi-
tions to minimize energy consumption. 

4. Stripping of the asphalt and DAO with entrained sol-
vent in a stripping column.
The solvent composition and temperature profile in 

the extractor are the two principal variables in the solvent 
extraction process. 

8.3.1.3  OPEratINg	CONDItIONS
Typical solvents used in the process include n-paraffins, 
such as propane, n-C4, n-C5, n-C6, and their mixtures. The 
solvent is selected based on the feed quality to be processed, 
which affects the yield of the asphaltenes and the softening 
point. Increasing the solvent molecular weight increases 
the DAO yield and decreases selectivity. If propane is used 
as the solvent, the selectivity to paraffinic fraction recovery 
will be very high. With n-butane or n-pentane, the selectiv-
ity to resins will increase, resulting in higher DAO yields, 
but the molecular weight and aromatic content of the DAO 
will also increase.

The solvent-to-residue (S/R) ratio ranges from 3:1 to 
15:1 (typically 8:1). The greater the S/R ratio, the higher the 
yield of DAO, but the lower the quality (with lower API, and 
higher viscosity and metals content) along with the higher 
energy consumption to recover the additional solvent. Fig-
ure 8.7 shows a generic plot of DAO quality and selectivity 
as a function of DAO yield.

Pressure at the asphaltene separator ranges between 
25 and 40 barg, depending on the solvent used. Increasing 
pressure will increase the DAO yield.

Temperature of the asphaltene separator varies 
between 50ºC and 230ºC. At higher operating temperature, 
the DAO yield decreases, but DAO quality is improved 
with lower metal content and lower Conradson carbon 
residue (CCR).

8.3.1.4  ENvIrONMENtaL	IMPaCt
The deasphalting process has a relatively low environmen-
tal impact. The emissions are only associated with energy 
consumption and solvent loss. Typical emissions are 10–15 
mol % carbon dioxide (CO2) in the flue gas flow (350–400 
Nm3/t load).

8.3.1.5  MaIN	LICENSOrS
MW Kellogg has licensed the ROSE process that is used in  
more than 36 units with an installed capacity of more than 
600,000 BPD. The UOP and Foster Wheeler corporations 
have licensed more than fifty [40].

figure 8.5—validation	tLC/FID	analysis	of	(a)	a	crude	oil	
with	analyses	of	its	fractions,	(B)	asphaltenes,	(C)	resins,	
(D)	aromatics,	and	(E)	saturates,	separated	by	column	
chromatography	[29].
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figure 8.6—a	supercritical	solvent	deasphalting	process	flow	diagram	[38].

8.3.1.6  OPPOrtuNItIES	aND	tHrEatS	

opportunities threats

this	process	may	be	of	
interest	in	scenarios	in	which	
the	asphaltenes	can	be	used	
as	fuel	to	generate	energy	
in	IgCC	or	can	be	mixed	to	
produce	fuel	oil.

When	processing	residues	
of	heavy	or	extra-heavy	
crudes,	the	DaO	yield	
may	be	very	low	if	the	
target	is	to	maintain	
the	levels	of	pollutants	
that	are	carried	to the	
downstream	conversion	
units (nitrogen, sulfur,	
metals, CCr)

If	there	is	a	well-established	
market	for	asphalt	and	an	
appropriate	feedstock	for	
the	process,	a	good	asphalt	
product	can	be	produced.

the	asphaltene	stream	
used	as	fuel	oil	component	
concentrate	contaminants	
and,	therefore,	it	will	be	
more	difficult	to	match	fuel	
specifications.

this	process	can	be	used	as	
a	substitute	for	a	vacuum	
column	because	of	its	lower	
energy	consumption	and	
higher	DaO	yield	in	cases	in	
which	asphaltenes	have	a	
final	use.

Integration	with	
hydroconversion	in	fixed-	or	
ebullating-bed	processes	or	
coking	processes.	

8.3.2  Thermal Conversion Technologies
8.3.2.1  vISBrEakINg	tECHNOLOgIES	
8.3.2.1.1  Process Objective
The objective of visbreaking is to reduce the viscosity of 
atmospheric or vacuum residua by mild thermal cracking 
to produce fuel oil from the heavy ends and to increase the 
distillate yield in a refinery. Depending on the feedstock 
properties and thermal severity in the reactor, the process 
will typically achieve 10–25 % of conversion of the heavy 
ends to gas, gasoline, and distillates while producing fuel oil 
with the desired specifications. Carbon rejection in small 
quantities on the reactor surfaces during thermal cracking 
helps reduce the viscosity of the fuel oil product. The pro-
cess decreases the demand for a cutter stock used as diluent 
(e.g., kerosene) that might otherwise be used to reduce the 
viscosity of the heavy ends to meet the fuel oil specifica-
tions. Adding a diluent may still be needed depending on 
the sulfur content of the product and the fuel oil specifica-
tions. Although, the proper objective of visbreaking is to 
reduce viscosity, some refineries may use this mild cracking 
process to convert fuel oil into lighter distillates. 

8.3.2.1.2  Process Description
There are two types of visbreaking processes: coil or soaker 
visbreaking. Figure 8.8 shows a schematic diagram of the 
coil visbreaking process. For visbreaking, the feedstock is 
introduced into the coil heated in the furnace where the 
thermal cracking reactions take place. At the furnace outlet, 
the reaction products are immediately quenched using a 
portion of the gas oil product from the fractionator to stop 
the thermal cracking reactions. The quenched products are 
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sent to the fractionator for separation into gas, gasoline, 
light gas oil, and visbroken resid streams. A steam stripper 
can be used with the fractionator for better separation of the 
visbreaking products. In the soaker visbreaking process, a 
soak drum is placed after the furnace. Most of the thermal 
cracking reactions in this case take place in the soaker drum.

8.3.2.1.3  Operating Conditions
Depending on the process objectives and feedstock charac-
teristics, reaction temperatures range from 450°C to 485°C 
and pressures range from 3 to 10 bar. Higher temperatures 
and lower residence times are used in the coil visbreaking 
process. Residence times can vary from 1 min (associated 
with high temperatures in coil visbreaking) to 10 min (for 
lower temperatures used in soaker visbreaking).

A relationship between the thermal severity of vis-
breaking (kt) and conversion (x) can be defined in terms of 
the reaction temperature (T) and time (t) assuming a first-
order kinetic expression with a rate constant k as follows:

	 kt = –ln(1 – x) (8.1)

Using an Arrhenius relationship for the rate constant 
k = A exp(–Ea/RT) and a good estimate of the apparent acti-
vation energy (Ea), one can calculate alternative  temperature 
and time combinations needed for a given conversion level. 

Visbreaking severity is limited by the reactivity of the 
feedstock and the storage stability of the residual fuel in 
accordance with the desired conversion level and desired 
reduction in viscosity. Asphaltene content and concarbon of 
the feedstocks are important factors to consider for select-
ing an appropriate thermal severity for the process to pre-
vent excessive coking in the coil or soak drum or producing 
unstable fuel oil.

8.3.2.1.4 Environmental Impact
Similar to deasphalting, the environmental impact of vis-
breaking is associated with burning fuel in the furnace to 
provide energy for thermal cracking, and, to a lesser extent, 
burning off the coke deposited in the coil or soaker drum 
leading to emissions of CO2, oxides of nitrogen (NOx), and 
oxides of sulfur (SOx) in the flue gases.

8.3.2.1.5 Main Licensors
Main licensors of the visbreaking processes are ABB Lum-
mus, Global, and UOP [40,41].

8.3.2.1.6 Opportunities and Threats

opportunities threats

a	low-investment	and	
inexpensive	process	to	treat	
the	bottom	of	the	barrel	to	
produce	fuel	oil	with	some	
flexibility	to	adjust	severity	for	
increasing	the	yield	of	lighter	
distillate	products	(e.g.,	
gasoline	and	light	gas	oil).	

Producing	generally	low-value	
product	that	may	require	
further	processing	especially	
when	dealing	with	high	sulfur	
and	metal	contents	in	crude	
oils.

ability	to	treat	a	wide	range	
of	residua	by	selecting	
the	appropriate	process	
configuration,	coil,	or	soaker	
visbreaking	with	careful	
consideration	of	the	product	
fuel	oil	stability.	

Loss	of	carbon	depositing	on	
the	reactors	as	a	byproduct	of	
thermal	cracking,	limiting	the	
processability	of	crudes	with	
high	asphaltene	content	or	
high	CCr.

8.3.2.2 COkINg	tECHNOLOgIES	aND	PrOCESS	
OBjECtIvE
Coking is the most severe thermal process used in the refin-
ery to treat the very bottom-of-the-barrel vacuum residua. 

figure 8.7—a	generic	plot	of	the	concentration	of	DaO	contaminants	as	a	function	of	DaO	yield	[39].

figure 8.8—the	coil	visbreaking	process	[41].
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Because of the high severity of thermal cracking, the resi-
due feed is completely converted to gas, light and medium 
distillates, and coke with no production of residual oil. 
Two different coking processes are used in the refineries: 
delayed coking and fluid coking. The common objective of 
both coking processes is to maximize the yield of distillate 
products in a refinery by rejecting large quantities of car-
bon in the resid as solid coke, known as petroleum coke. 
Complete rejection of metals with the coke product pro-
vides an attractive alternative for upgrading the extra-heavy 
crude and bitumen and that is particularly useful for initial 
processing of tar (or oil) sands for liberating the hydro-
carbons from the sand that is left behind with the coke. 
Finding markets for the coke product as fuel or as filler 
for manufacturing anodes for the electrolysis of alumina 
(possible only with petroleum coke from delayed coking) 
makes the economics of coking more attractive by creating 
value for the rejected carbon. Sulfur and metal contents of 
the petroleum coke as determined by the sulfur and metal 
contents of the resid feed are two important factors that 
affect the commercial value of petroleum coke. Of the two 
coking processes, delayed coking is the preferred approach 
in many refineries that process heavy crudes. 

8.3.2.3 DELaYED	COkINg:	PrOCESS	DESCrIPtION	
aND	OPEratINg	CONDItIONS	
The delayed coking process has a prominent place in a refin-
ery that processes heavy crudes [42,43]. Delayed coking of 
vacuum distillation residue or FCC decant generates liquid 
products as feeds for further processing in various units to 
contribute to the blending pools for all of the distillate liquids, 
including gasoline, jet fuel, and diesel fuel. Further process-
ing of the delayed coking products, such as hydrotreatment, 
is necessary particularly with the resid feeds that have high 
sulfur and nitrogen contents to reduce these heteroatom spe-
cies according to the specifications of the final products.

Figure 8.9 shows a schematic flow diagram of the 
delayed coking process. The resid feed is introduced to the 
fractionator after being heated in the heat exchangers with 
the coker gas oil products. The bottoms from the fraction-
ator, including the heavy ends of the vacuum residue feed 
with heavy coker gas oil recycle, are mixed with steam and 
sent to the tubular heater in the furnace to be heated to 

approximately 485°C at a pressure of 2.5 barg. Steam is 
added to prevent coking in the heater and the heated feed 
is introduced from the bottom of one of the coke drums 
(drum A). The coking takes place in the insulated coke 
drum as the drum fills up for a period of 16–18 h. While 
drum A is being filled up, drum B is decoked by using 
hydraulic cutters and the coke is removed from the bottom 
of the drum. As the coking in drum A is completed, drum 
B should be decoked, sealed, heated, and prepared for 
switching the feed. The coking cycle is controlled such that 
the vacuum residue is continuously fed to the unit (because 
the vacuum column works around the clock) and the fluid 
products are recovered continuously while coke is removed 
intermittently in a semicontinuous process scheme. There-
fore, there are at least two coke drums in every delayed 
coking unit, and some units have more than two drums. All 
of the heat necessary for coking is provided in the heater, 
whereas coking takes place in the coke drum; hence, the 
process is called “delayed coking.”

The hot product vapors and steam from the top of the 
drum are quenched by the incoming feed in the fractionator 
to prevent coking in the fractionator and to strip the lighter 
components of the vacuum residue feed. The fractionator 
separates the coking products into gases, coker naphtha, 
coker light gas oil, and coker heavy gas oil. A sidesteam 
stripper is used with the fractionator to ensure a good sepa-
ration between the coker naphtha and light gas oil streams.

The delayed coking operating variables include heater 
outlet temperature, pressure, recycle ratio, and cycle time. 
These variables are selected based on feed properties such 
as the characterization factor, asphaltene content, and CCR 
to ensure that coking in tubular heaters is minimized and 
liquid product yield is maximized. The recycle ratio, which 
is typically 3–5 %, is used to control the endpoint of the 
coker heavy gas oil. The coke yield can vary from 20 % to 
30 % depending on the feed properties and coking condi-
tions. Gary and Handwerk [44] proposed equations to pre-
dict coke and other product yields on the basis of the CCR 
of the vacuum residue and gave estimates of the  distribution 
of sulfur in the feed among the coking products, suggesting 
that up to 30 wt % of the sulfur in the feed ends up in the 
coke, 30 wt % in the gas product, and 20 wt % in the coker 
heavy gas oil.

figure 8.9—a	schematic	flow	diagram	of	the	delayed	coking	process	(Modified	from	[44]).
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8.3.2.3.1 Structure, Properties, and Uses of Coke 
Delayed coking of vacuum residua produces two types 
of coke that are called “sponge coke” and “shot coke” 
because of their appearance. Shot coke consists of the 
agglomerates (10–20 cm in diameter) of discrete hard 
spherules that may range in diameter typically from 0.2 
to 0.5 cm and resemble bee-bee shots. Vacuum residua 
with reactive asphaltene fractions tend to produce shot 
coke during delayed coking because of fast development 
and hardening of a liquid crystalline phase (carbonaceous 
mesophase) during coking [45]. Sponge coke is formed by 
a more slow and extended development of carbonaceous 
mesophase. The differences in the extent of carbonaceous 
mesophase development between sponge and shot coke 
can be identified by examining their microstructure using 
polarized-light microscopy. Shot coke is used mainly as 
fuel and in some niche applications such as the production 
of titanium dioxide (TiO2). Sponge coke can also be used as 
fuel or for production of carbon anodes used for extraction 
of aluminum from alumina by electrolysis if their sulfur 
and metal contents are sufficiently low as identified by the 
specifications [43,45]. Using FCC decant oil in delayed cok-
ing under different conditions than those used for coking 
vacuum residua produces a more “crystalline” coke called 
“needle coke” that is used to manufacture graphite elec-
trodes for use in electric-arc furnaces for recycling scrap 
iron and steel. The delayed coking process thus provides 
an interface between the petroleum refining and metal 
manufacturing industries. 

8.3.2.3.2 Environmental Impact of Delayed Coking
The environmental impact of delayed coking includes air 
emissions from burning fuel for heating the feed and water 
pollution from the fractionator and decoking operations 
that generate wastewater that needs to be treated. 

8.3.2.3.3 Main Licensors of Delayed Coking
Main licensors of the delayed coking process include Foster 
Wheeler, ABB Lummus, UOP, and ConocoPhillips.

8.3.2.3.4 Opportunities and Threats of Delayed Coking

opportunities threats

ability	to	process	any	kind	
of	feed	including	extra-
heavy	crudes	and	bitumen	to	
produce	distillate	products	
with	complete	rejection	of	
metals	and	large	portions	of	
the	heteroatoms	sulfur	and	
nitrogen.	

Loss	of	carbon	and	hydrogen	
in	the	relatively	low-value	
solid	byproducts	(coke	and	
gas)	and	low	yields	of	liquid	
products	that	need	further	
processing	in	accordance	with	
fuel	specifications.

Shortening	cycle	times	and	
increasing	liquid	yields	
and	throughput	with	the	
optimization	of	operating	
conditions	and	process	
innovations.	

Material	problems	with	
processing	more	corrosive	and	
sour	feedstocks	increasing	
the	cost	of	processing	in	
this	relatively	inexpensive	
upgrading	option.

Finding	markets	for	the	
byproduct	cokes	improves	the	
economics	of	delayed	coking.

Increasing	heteroatom	and	
metal	contents,	particularly	
with	the	heavy	crudes,	
limits	the	use	of	byproduct	
cokes,	which	may	need	to	be	
landfilled	at	additional	cost.

8.3.2.4 FLuID	COkINg	aND	FLExICOkINg	
PrOCESS	DESCrIPtION,	OPEratINg	CONDItIONS,	
aND	PrODuCtS
Fluid coking and flexicoking are fluid-bed processes devel-
oped from the basic principles of FCC with close integra-
tion of endothermic (cracking, coking, or gasification) and 
exothermic (coke burning) reactions. In fluid coking and 
flexicoking processes, part of the coke product is burned to 
provide the heat necessary for coking reactions to convert 
vacuum residua into gases, distillate liquids, and coke. Flex-
icoking, as a variation of fluid coking, provides the options 
of partial or complete gasification of the coke product to 
produce a fuel gas with some or no coke in the product 
slate. Different from the bulk liquid-phase coking in delayed 
coking, coking takes place on the surface of circulating coke 
particles of coke heated by burning the surface layers of 
accumulated coke in a separate burner. Figure 8.10 shows 
a schematic flow diagram of the fluid coking process [46]. 
The preheated vacuum residue is sprayed onto the hot 
coke particles heated in the burner by partial combustion 
of coke produced in the previous cycle. Using fluid beds in 
the reactor and burner provides efficient heat transfer and 
fast coking on a collectively large surface area of the small 
coke particles circulating between the reactor and burner. 
The products of coking are sent to a fractionator (similar 
to that used in delayed coking after recovery of fine coke 
particles). Steam is also added at the bottom of the reactor 
(not shown in the figure) in a scrubber to strip heavy liquids 
sticking to the surface of coke particles before they are sent 
to the burner. This steam also provides fluidization of coke 
particles in the reactor. The reactor and the burner operate 
at temperatures of 510–570°C and 595–675°C, respectively.

Higher temperatures and short residence times in the 
reactor lead to higher liquid and lower coke yields compared 
with those of delayed coking. Coke is deposited layer by layer 
on the fluidized coke particles in the reactor. Air is injected 
into the burner to burn 15–30 % of the coke produced in the 
reactor, part of the particles are returned to the reactor, and 
the remainder are drawn out as the fluid coke product. The 
flue gas from the burner is sent to a carbon monoxide (CO) 
boiler to raise additional heat for the refinery [41,43]. Ham-
mond [47] reported data on the product yields from fluid 
coking and uses of fluid coke that include combustion for 
power generation and fuel for the cement industry.

Figure 8.11 shows a schematic diagram of flexicok-
ing. A fluid bed is added for partial combustion and 
gasification of coke produced in the reactor with air and 
steam to produce a synthesis gas. The hot coke particles 
from the gasifier are sent to the heater to heat the cold 
coke particles removed from the reactor that are circu-
lated back to the reactor to provide the heat necessary 
for coking. After removing the fine particles from the gas 
particles by cyclones, the gas is cooled in a direct-contact 
cooler to condense the sour water and recover the flexi-
gas. Maples et al. [48] reported correlations between the 
CCR of the vacuum residue and the product yields and 
gas composition.

The environmental impact of fluid and flexicok-
ing include air emissions in the flue gases from the CO 
boiler in fluid coking and the production of sour water 
in flexicoking. The licensors of fluid coking and flexicok-
ing include ExxonMobil, ConocoPhillips, and Haliburton 
KBR [37].
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8.3.2.4.1 Opportunities and Threats for Fluid Coking 
and Flexicoking Processes

opportunities threats

using	the	low-value	coke	
byproduct	as	an	energy	
source	without	needing	any	
other	fuel	could	provide	a	
significant	opportunity	with	
high-energy	prices.	

although	the	liquid	yields	
are	higher	than	those	
obtained	by	delayed	
coking,	the	quality	of	the	
liquid	products is	inferior	
compared with	delayed	
products.

Easy	integration	with	power	
generation	because	of	small	
coke	particle	size	(fluid	
coking)	or	gas	production	
(flexicoking).	

Increasing	the	metal	and	
sulfur	contents	in	the	
residua,	and	thus	in	fluid	or	
flexicoke,	would	make	flue	
gas	treatment	more	costly.

8.4 catalytic HyDrotreating anD 
HyDrogen aDDition tecHnologies 
8.4.1 Catalytic Fixed-Bed Processes
8.4.1.1 OBjECtIvE
The objective of catalytic hydrotreating [including hydrode-
sulfurization (HDS), hydrodenitrogenation (HDN), hydro-
demetallation (HDM), and aromatics hydrogenation] and 
catalytic hydrocracking of residua (atmospheric, vacuum 
residue, and residues from other conversion processes) and 
crude oils is to produce higher-quality residua and small 
amounts of lighter products (naphtha, diesel, VGO) with 
lower contaminants in the treated residue such as sulfur, 
nitrogen, and metals (vanadium + nickel). In many cases, 
the residue hydrotreating units are pretreatment processes 
to other downstream conversion units such are resid-FCC, 
delayed coking, and ebullating-bed hydroconversion pro-
cesses, among others [37].

figure 8.10—a	schematic	flow	diagram	of	the	fluid	coking	process	[46].

figure 8.11—a	schematic	diagram	of	the	flexicoking	process	[46].
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8.4.1.2 tYPICaL	FEEDStOCkS
Table 8.2 shows the typical characteristics of heavy-crude oil 
and vacuum residua from Canadian and Venezuelan heavy 
crudes. Generally, as shown in the table, the heavy crudes 
have a high sulfur content that is distributed among the dif-
ferent fractions. Typical sulfur compounds are mercaptans, 
thiophene, benzotiophenes, and dibenzothiophene, particu-
larly its alkyl-substituted analogs, which require severe cat-
alytic hydrotreating because of their low reactivity. Another 
important parameter that affects the hydrotreating of heavy 
residua is the metal (such as vanadium and nickel) content. 
These metals tend to deposit on catalysts during catalytic 
hydrotreating and reduce the activity of the catalysts. It 
can be expected that when the amount of heavy crude 
increases in the refinery crude base, the hydrogen demand 
for hydrotreating processes will increase and the expected 
life of the catalyst will decrease because of the deactivation 
of catalyst by the deposition of metals on the active sites 
of catalysts. Therefore, the operating costs to process such 
heavy crudes will increase. Sometimes, depending on the 
type of feedstock, revamps of hydrotreating units will be 
required to maintain an economical operation with a larger 
on-stream factor between the catalyst replacements.

Table 8.3 shows a comparison of the vacuum residua of 
light crudes and heavy crudes. The vacuum bottoms of Ara-
bian light and heavy crudes have a high sulfur but low metal 
content when compared with a typical residue of a heavy crude 
like Maya that also has a high sulfur, but also a higher metal, 
CCR (concarbon), and asphaltene contents. Asphaltenes and 
CCR are also important feed parameters for hydrotreating 
because they increase the tendency to deposit coke on the 
catalyst bed (especially at the top), reducing the activity of the 
catalyst and increasing the reactor pressure drop.

8.4.1.3 MaIN	CHaraCtErIStICS	OF	FIxED-BED	
PrOCESSES	
There are different configurations and reactors used in the 
fixed-bed hydrotreating processes. Depending on the qual-
ity of the feedstock and the required yields and quality of 
the products, the configuration of the unit, the  operating 

conditions, and the nature of the catalysts need to be 
adequately designed.

The deposition on the catalyst of the impurities of the 
feed such as vanadium, nickel, and iron or carbon residue 
reduces the catalytic activity and plugs the reactor bed. 
When that happens, the catalyst must be replaced. This 
 phenomenon has led to innovative reactor designs that per-
mit continuous replacement of the poisoned catalyst with 
the new catalyst. 

Figure 8.12 shows the main criteria to follow for select-
ing the type of technology for HDS and/or hydrocracking 
of residues. Typically, the parameters to take into account 
are the metal content and the level of conversion required.

The content of asphaltenes and their thermal stability 
during the preheating stage of the process is another fac-
tor that needs to be taken into account. They may show a 
tendency to produce a small fraction of unstable asphaltenes 
that may be deposited on top of the reactor, which forms coke 
and causes poisoning and early plugging of the catalytic bed.

Another important factor for fixed-bed reactors is the 
amount of ash in the feed (mainly FeS) causing pressure 
drop due to bed plugging. This is especially important when 
processing acidic crudes because they might corrode the 
metal units upstream of the hydrotreating unit and such 
corrosion products are concentrated in the bottoms of 
the crude (vacuum or atmospheric residue) that are fed to 
the hydrotreating fixed-bed reactor. Typically, commercial 
operation of this type of unit allows a maximum content of 
metals of approximately 200–250 ppm (vanadium + nickel).

The current worldwide residue fixed-bed hydropro-
cessing capacity is approximately 2.4 million bbl/day in 60 
installations.

At present, the commercial processes for hydrotreating 
and hydrocracking the residua are based on conventional 
fixed-bed reactors and fixed-bed reactors with moving-bed 
guard reactors.

8.4.1.4 CONvENtIONaL	FIxED-BED	rEaCtOrS	
This type of unit needs to be shut down periodically to 
replace the demetallation catalyst (HDM) of the guard 

table 8.2—typical characteristics of venezuelan and canadian crudes and their vacuum residua

Production properties

cold lake lloydminator athabasea Hamaca

Whole  
crude

rosld Whole  
crude

rosld Whole  
crude

rosld Whole  
crude

rosld

trP	cut	point °F C5+ 1049+ C5+ 1049+ C5+ 1049+ C5+ 1049+

trP	cut	point °C C5+ 585+	 C5+ 585+	 C5+ 585	 C5+ 585+

Yield vol	% 100 43.1 100 41.5 100 44 100

Yield wt	% 100 46.5 100 44.5 100 47.1 100 59.5

gravity aPI 11 0.5 15 5.1 7.9 -1.2 7.9 -0.07

Specific	gravity 0.993 1.072 0.958 1.038 1.015 1.096 1.016 1

Sulfur wt	% 4.6 6.5 3.6 5.5 4.9 6.7 4.1 4.8

Nitrogen wt	% 0.37 0.69 0.23 0.37 0.4 0.7 0.8

CCr wt	% 12.9 27.3 10 22.1 13.4 27.7 14.5 24.2

vanadium ppmw 182 390 120 270 222 471 466 783

Nickel ppmw 65 140 50 113 87 184 96 161
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reactor or the HDM catalyst of the main reactor if a guard 
reactor is not installed.

The main process licensors are Chevron, UOP/Unocal, 
Exxon, Shell, and IFP.

Hydrogenation units that use fixed-bed reactors use 
between one and six reactors in series and can operate in 
two modes—HDS and HDS + hydroconversion (HDC)—by 
increasing the reaction temperature, increasing the residence 
time, and using a different type of catalyst. When the catalyst 
is deactivated by coke and metal deposition and the opera-
tional limitations (such as high-pressure drop and maximum 
reactor temperature) are reached, the units are shut down to 
replace the catalyst.

Figure 8.13 shows a typical process layout of a residue 
hydrotreating fixed-bed unit. It consists of one guard reac-
tor with a HDM catalyst and one or more HDS reactors. 
The main limitation of this type of process (Table 8.4) when 
processing feeds with high metal content is the deactivation 
of the catalyst bed and the potential differential pressure 
increase in the guard reactor, which indicates the plugging 
of the catalytic bed by metals, solid carryover with the feed, 
and coke deposition. All of these phenomena reduce the 
duration of the operating cycle.

table 8.3—typical characteristics of light crudes vacuum residua compared with the maya 
heavy crude vacuum residua

vacuum resid Properties  unit 

arabian light  arabian Heavy  ural odessa  maya 

538+ °c  538+ °c  538+ °c  538+ °c 

Yield	 v	%	 16.71	 25.09	 21.33	 32.82	

Yield	 wt	%	 20.14	 30.86	 25.12	 38.31	

Density	at	15°C	 g/ml	 1.0323	 1.0448	 1.0180	 1.0730	

Specific	gravity	at	15,6/15,6	°C	 g/ml	 1.0330	 1.0455	 1.0187	 1.0738	

aPI	 °aPI	 5.48	 3.93	 7.40	 0.28	

Sulfur	 wt	%	 4.160	 5.350	 2.610	 5.230	

kinematic	viscosity	

viscosity	@	135°C	 cSt	 5859	 1059	 9143	

viscosity	@	150°C	 cSt	 597.1	 178.0	 3727	

viscosity	Brookfield	

viscosity	Brookfield	@	135°C	 cP	 5.825	 1059	 9,100	

viscosity	Brookfield	@	150°C	 cP	 581	 178.0	 3,673	

taN	 mg	kOH/g	 0.10	 0.20	 0.85	 1.15	

Nitrogen	 ppm	 409	 3693	 5287	

Nickel	 ppm	 25.8	 47.0	 76.0	 111.0	

vanadium	 ppm	 91.6	 171.0	 226.0	 564.0	

Sodium	 ppm	 1.3	 <5	 1.0	 28.0	

Concarbon	 wt	%	 21.13	 23.32	 16.69	 29.52	

asphaltenes	 wt	%	 11.20	 11.65	 6.36	 26.30	

figure 8.12—range	of	metals	and	residue	conversion	for	fixed-
bed	reactors	processing	[49].
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To avoid the shutdown of the unit because of high pres-
sure drop or deactivation of the HDM catalyst of the guard 
reactor, low-cost bypass distributors may be placed at the 
top of the reactors to bypass the catalytic bed when high 
pressure drop is reached, thereby allowing longer operat-
ing cycles. This solution tends to stretch a little further the 
cycle of operation and therefore the processing capacity of 
the unit without shutdown.

Other alternatives include using a permutable guard 
reactor system such as in the Axens Hyvahl swing reac-
tor process, shown in Figure 8.14, which allows for the 
 replacement of the deactivated or plugged guard reactor in 

the operation without shutting down the unit. Normally, the 
guard reactors operate in series. When the HDM catalyst in 
the first guard reactor becomes deactivated or experiences a 
high pressure drop, the reactor is taken out of operation. The 
unit continues in normal operation using the second guard 
reactor. After the catalyst in the plugged reactor is replaced, 
the reactor is put back into operation, but in the second posi-
tion. This configuration allows for longer operating cycles 
while processing feed with high metal and asphaltene con-
tents. Typical feeds for this type of process are atmospheric 
or vacuum residua of light/heavy Arabian crudes.

8.4.2 Fixed-Bed Hydrotreating Reactors with 
Moving-Bed Guard HDM Reactors
Another alternative to hydroprocess residues with fixed-bed 
reactors is to use guard reactors with moving beds. In this 
case, the catalyst is circulated by gravity through the inte-
rior of the reactor, with periodic addition of fresh catalyst 
at the top of the reactor and a purge of the used catalyst at 
the bottom. The main advantage of this technology and the 
permutable fixed-bed technology is that they enable pro-
cessing of feeds with high metal content while maintaining 
longer operating cycles. 

The main commercial processes include OCR from 
Chevron, which uses an upflow (feed and H2) catalytic 
guard bed in a minimum fluidization state of the catalyst. 
The catalyst is added and removed on a regular basis in a 
batch operation to maintain the catalytic activity. The OCR 
reactor precedes the conventional down-flow fixed-bed 
reactors. This technology can also be applied without cata-
lyst replacement to avoid the bed plugging in existing fixed-
bed units, allowing for hydrotreating of heavier feeds [52].

Another commercial process is HYCON from Shell, 
which uses a bunker flow guard reactor. In this case the 
catalyst flows down for removing the spent catalyst at the 
bottom of the reactor and replaces it with fresh catalyst at 
the top of the reactor while maintaining the normal opera-
tion of the unit. Here the feed and the H2 flow down as in a 
conventional fixed-bed reactor configuration. The catalyst 
is also added periodically to maintain its catalytic activity 
 (Figure 8.15). The catalyst is replaced at a rate to ensure a 
total plant running time of at least 1 year [53,54].

8.4.2.1	CataLYStS	uSED	IN	FIxED-BED	rEaCtOrS
The catalysts using fixed-bed reactors for hydrotreating 
residua consist typically of Mo, nickel, Co, and W oxides, 
among others, that are dispersed on an alumina, silica, or 
silica/alumina base. Zeolites could also be used depending 
on the target in conversion and the quality of the feed used. 
The catalysts are active sulfided forms. Therefore the metal 
oxides from the fresh catalyst need to be sulfided before 
the catalyst is put in contact with the residue. Typically, 
dimethyl disulfide (DMDS) is used to sulfide the catalyst at 
specific conditions indicated by the catalyst manufacturer.

To process feeds with high metal and asphaltene con-
tents, catalysts with large pore diameter and pore volume 
are required to store the maximum amount of metals and 
coke from the residue and maintain, as long as possible, the 
HDM activity of the catalyst in the guard reactor.

Because most of the metals are removed from the resi-
due in the HDM stage, the HDS catalyst should have a smaller 
pore diameter and a large surface area (200–300 m2/g) to 
maximize the HDS activity. Typically,  molybdenum sulfide 

figure 8.13—typical	 fixed-bed	residue	hydrotreating	
configuration	using	guard	reactor	[50].

table 8.4—factors affecting the conventional 
fixed-bed Hydrotreating reactors and the 
Duration of the operating cycle
factors  impact

Solids	deposition	carried	
with	the	feed	and	increase	in	
pressure	drop	

unit	processing	capacity	
decreases	because	of	unit	
shutdown	

Coke	deposition	due	to	
asphaltene	decomposition

Catalyst	deactivation,	bed	
plugging,	reduced	cycle	
length

Metal	deposition	 Deactivation	of	HDM	and	HDS	
catalyst

figure 8.14—typical	 fixed-bed	residue	hydrotreating	
configuration	using	a	permutable	guard	reactor	[51].
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(MoS2) promoted with cobalt sulfide (CoS) usually sup-
ported on alumina is widely used in HDS processes. The 
nickel sulfide (NiS)/MoS2 catalyst is used when HDN and 
aromatic saturation is also desired. Tungsten sulfide (WS) 
is used to promote the aromatic saturation activity. Table 
8.5 shows a qualitative comparison of the activity of the 
different HDS catalysts used in fixed-bed reactors.

8.4.2.2 OPEratINg	CONDItIONS	FOr	FIxED-BED	
rEaCtOrS
Table 8.6 shows typical ranges of the operating condi-
tions of conventional fixed-bed, permutable fixed-bed, 
and  moving-bed processes. As main characteristics, high 
operating pressures and low space velocities can be noted. 
 Operating conditions are defined mainly by the type of 
feedstock that a refinery needs to process and the level of 
HDS and conversion required. 

8.4.2.3 ENvIrONMENtaL	IMPaCt
Table 8.7 shows a summary of the environmental impacts 
of the residue hydrotreating processes. 

8.4.2.4 OPPOrtuNItIES	aND	tHrEatS

opportunities threats

Commercial	technologies	
widely	used	to	reduce	sulfur	
of	atmospheric	and	vacuum	
residues	to	be	fed	to	other	
conversion	processes	such	
as	resid	FCC	or	to	prepare	
components	to	produce	low-
sulfur	fuel	oil.	

Limited	commercial	
application	to	heavy	crudes	
with	high	metal	and	high	
asphaltene	contents,	
typically	limited	to	lower	
than	200	ppm.

Integration	with	deasphalting	
process	in	which	the	DaO	with	
low	asphaltenes	and	metal	is	
processed	in	resid	hydrotreating/
hydrocracking	reactors.	Feeding	
the	asphaltenes	to	coking	
units	or	gasification	units	may	
be	an	interesting	alternative	
to	improve	liquid	yields	in	
refineries	while	increasing	
heavy-oil	processing.

Limited	conversion	capacity	
compared	with	ebullating	
bed	or	delayed	coking	
processes.	Susceptible	to	
premature	cycles	because	
of	sudden	pressure	drop	
increases.	

figure 8.15—Shell	HYCON	bunker	flow	HDM	guard	reactor	[53,54].

table 8.5—relative activity of Different 
Hydroprocessing catalysts
catalyst  
composition HDs HDn

aromatic 
saturation

MoS2		/CoS Excellent good Fair

MoS2		/NiS very	good very	good good

NiS/WS good good Excellent

table 8.6—typical operating conditions 
for fixed-bed and moving-bed reactors for 
residue Hydrotreating Processes

conventional 
fixed bed

Permutable 
fixed bed

moving 
bed

Pressure	(Bar) 70–100 70–150 100–200

temperature	(ºC) 360–420 360–420 360–420

LHSv	(h-1) 0.1–0.5 0.1–0.5 0.1–0.5

Nickel	+	va	in	
feed	(ppm)

<100 <200–300 <200–300

Conversion,	wt	% very	low Low Low

residue	stability good good good

table 8.7—environmental impact of residue 
Hydrotreating Processes 
atmosphere	
emissions	

CO2	emissions	coming	from	preheating	furnace	
and	from	the	hydrogen	production	unit.
H2S	produced	is	recovered	as	elemental	sulfur	
product
C1–C4	is	consumed	as	fuel	gas	in	the	refinery.

Liquid	
effluents

Not	significant.

Solid	
residues

Spent	catalyst	with	the	metals	removed	from	
the	residue	(vanadium,	nickel)	that	is	normally	
processed	for	metal	recovery.	
HDt	of	residues	generate	more	spent	catalysts	
than	other	HDt	units	existing	in	the	refineries.
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opportunities threats

Development	of	new	
hydrotreating	with	higher	metal	
retention	capacity	catalysts	to	
improve	the	economics	of	this	
technology.	Deeper	knowledge	
of	the	chemistry	of	asphaltenes	
and	metal	deposition	on	the	
catalyst	will	be	required.
New	developments	in	HDM	
catalyst	support	to	improve	
metal	retention	capacity	and	
minimize	coke	deposition	in	
guard	reactors.	
Nanotechnologies	may	
contribute	in	such	new	
developments.

High	CaPEx	compared	
with	other	conversion	
technologies	because	of	
high	residence	time	and	
operating	pressure.

Bunker	fuel	is	a	growing	market	
and	will	be	regulated	to	lower	
sulfur	and	metal	specifications.

New	slurry	hydroconversion	
technologies,	now	in	
demonstration	stage	or	
large	pilot	units,	integrating	
a	slurry	reactor	of	the	
residue	with	a	fixed	bed	of	
the	distillates	in	the	same	
unit.	this	could	be	a	new	
refining	process	to	produce	
higher-distillate	yields	with	
products	almost	free	of	
sulfur	and	nitrogen	while	
processing	residues	with	
high	metals	and	asphaltenes.	

8.5  integrateD Processes: commercial 
Process scHemes for Heavy-oil uPgraDing 
Considering the typical characteristics of the heavy crudes, 
several strategies are used to transport them to the market 
(Figure 8.16). Because of its high viscosity, heavy crude 

needs to be diluted or upgraded so that it can be trans-
ported in oil pipelines. Typical viscosity specifications for 
transportation in oil pipelines are on the order of 300 cSt 
at 30ºC. To reach such a viscosity, the heavy crude needs to 
be diluted between 20 % and 50 % depending on the type 
of diluent used. Diluents used could range from naphtha 
to diesel or other light-crude oils or condensates. This 
operation typically needs a low capital expenditure, but 
the diluent consumption may be an issue if it is not pos-
sible to maintain the diluent in a closed cycle. On the other 
hand, heavy crudes could be partially upgraded to produce 
a synbit (heavy crude or bitumen diluted with synthetic 
distillates) or totally upgraded to produce a light SCO. In 
either case, an imported diluent is not needed. In the case 
of partial upgrading, the quality of the synbit should be 
compatible for transportation in an oil pipeline; that is, 
with an API gravity between 16°API and 25°API. In the 
case of SCO production, transportation in a pipeline is a 
less significant issue than the quality of SCO required in 
the market or the integration with the refinery where it 
is going to be processed. The API gravity of SCO typically 
ranges between 25°API and 32°API. Integrated commercial 
upgrading schemes of heavy crude are in operation mainly 
in Canada and Venezuela. 

Figure 8.17 shows the process scheme used by SUN-
COR located in Canada. SUNCOR, with a base capacity 
of 267 Mbbl/day, has an upgrading scheme that includes 
delayed coking followed by independent hydrotreating of 
the naphtha, diesel, and VGO distillates to produce low-
sulfur SCO. The present SUNCOR configuration has the 
flexibility to produce various sweet and sour products and 
diluted bitumen.

The Syncrude upgrader is also in operation in Canada 
(Figure 8.18) with a capacity of 350 Mbbl/day and includes 
in its process scheme light-crude fining and fluid coking 
processes. The light-crude fining unconverted vacuum 

figure 8.16—typical	options	to	transport	and	upgrade	heavy	crudes.
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 bottoms are processed in the fluid coker, producing more 
distillates and coke. The products from the conversion units 
are hydrotreated in conventional fixed-bed hydrotreating 
units to produce a high-quality SCO called “SSB” (Syn-
crude synthetic blend) of 31°API and approximately 0.1 % 
sulfur without the vacuum bottoms. The Scotford Upgrader, 
which is a part of the joint venture project between Shell 
Canada, Chevron Canada, and Marathon Oil Sands L.P., is 
operated by Shell Canada and has a capacity of 155 Mbbl/
day. Light-crude fining hydrocracking ebullating bed is the 
primary upgrading technology used in this approach.

The partial removal of the asphaltenes and very fine 
sand in the production facility improved its operation 
 stability at higher conversion levels. The lower concarbon 

and metals in the feed also reduce the catalyst consump-
tion. The upgrader also includes an integrated hydrotreat-
ing reactor to reduce the sulfur and nitrogen content in the 
distillates produced. The HUSKY BiProvincial upgrader in 
Canada with a capacity of 65 Mbbl/day uses a H-OIL pro-
cess as a primary upgrading unit. The unconverted residue 
from the H-OIL unit is sent to the delayed coker unit. In this 
case, the amount of produced coke is reduced significantly, 
increasing the liquid yield of the upgrader. The H-OIL and 
delayed coking products are hydrotreated together, produc-
ing 59 Mbbl/day of high-quality SCO. 

Figure 8.19 shows the OPTI process scheme of the 
Long Lake project in Canada located in an area of cold 
production in Athabasca that requires the use of steam 

figure 8.17—SuNCOr	process	flow	diagram	[55].

figure 8.18—Syncrude	process	flow	diagram	[56].
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for the heavy crude production with steam-assisted grav-
ity drainage (SAGD) technology. The capacity of the first 
stage will be 70 Mbbl/day and it is going to be expanded 
up to 140 Mbbl/day of heavy crude in the future. The OPTI 
process is a new technology. This project is at this moment 
in the first stage of construction. The process scheme 
integrates solvent deasphalting with thermal cracking and 
VGO hydrocracking. The vacuum resid from the crude is 
sent to a solvent deasphalting unit where the DAO is sepa-
rated from the asphaltenes. The DAO is sent to the thermal 
cracking unit. The product from the thermal cracker unit is 
recycled back to distillation where unconverted residue is 
fed again to the process together with the virgin residue. All 
of the distillates are sent to a hydrocracker to produce 59 
Mbbl/day of synthetic crude of approximately 40° API grav-
ity and almost no sulfur. The asphaltenes coming from the 
solvent deasphalting are sent to a gasification unit where 
the hydrogen required by the upgrader is produced as well 
as the energy to generate the steam required by the SAGD 
technology in the production field. The energy required by 

the production field represents approximately 21 % of the 
total heavy oil produced.

In the case of heavy Venezuelans crudes in the Orinoco 
Oil Belt, the only considered technology is delayed coking. As 
shown in Table 8.8, two classes of synthetic crude are pro-
duced. One is of low quality (14–22°API) in the associations of 
PETROZUATA and Cerro Negro, where only the coker naph-
tha is stabilized by very mild hydrotreating (saturation of 
diolefines via hydrogenation) to avoid fouling and solids pre-
cipitation by the diolefin polymerization. The coker distillates 
are mixed with virgin heavy crude to produce a Synbit of the 
required quality. The other synthetic crude is produced in the 
associations of SINCOR and Hamaca that are of high quality 
(27–32 °API). In this case, the virgin and coker atmospheric 
gas oils (AGO) are hydrotreated together and the virgin + 
coker vacuum gas oils (VGO) are sent to a mild hydrocrack-
ing unit to increase the distillate yields and quality of the 
SCO. Considering the four upgraders together represents a 
total heavy-oil production of 620 Mbbl/day with a syncrude 
production of 550 Mbbl/day and 15,000 t/day of coke.

figure 8.19—Long	Lake	project	upgrader	configuration	with	OPtI	technology	[55].	

table 8.8—upgraders in the orinoco oil belt in venezuela. capacity, sco and coke yield 
(source reference [57])

upgrader upgrading Process
Heavy oil Production,  
mbbl/d

synthetic crude oil 
Production, mbbl/d

synthetic crude  
oil, °aPi

coke Production 
mt/d

Petrozuata Delayed	Coking 120 104 14–22 3,000

SINCOr Delayed	Coking,		
and	Hydrocracking

180 156 27–32 5,000

Cerro	Negro Delayed	Coking 120 108 14–22 2,000

Hamaca Delayed	Coking,		
and	Hydrocracking

200 180 27–32 5,000
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9.1  IntroductIon
This chapter describes some recent advances in selected 
processes used in petroleum refineries. The advancements 
include process innovations and modeling for increasing the 
flexibility of refining processes to treat the feedstocks and 
intermediate products for handling increasingly heavy and 
high-heteroatom-content feeds to produce fuels according 
to increasingly strict environmental regulations on the fuel 
products and refinery operations. Some recent publications 
have reviewed the advancements in the field and provide 
good references to the processes that are not covered here 
because of space limitation [1–4]. The developments and 
advancements in catalyst design and use in refining processes 
are discussed in Chapter 10 following a similar outline used 
in this chapter.

9.2  AdvAnces In FluId cAtAlytIc crAckIng 
(Fcc) And HydrotreAtment oF crAcker 
nApHtHA 
9.2.1  The Birth and Evolution of FCC and 
Innovation in Unit Design
The FCC unit possesses perhaps the most unique history 
of all the chemical processes in existence today. By 1910, 
there were an estimated 500,000 cars on the roads of North 
America [5]. This resulted in the first gasoline shortages in 
history. This demand served as a driving force for innova-
tion [6]. Many new refining processes evolved from this 
need including multiple thermal processes such as the 
Dobbs unit (the origin of UOP), the Houdry unit (the fore-
father of the FCC), and eventually the fluidized catalytic 
cracker. Additionally, with the advent of aviation warfare 
in World War II, there was a critical shortage of aviation 
jet fuel. This jet fuel was produced primarily via sulfuric 
alkylation units which produced a demand for butylenes. 

The steady development of refining processes to supply 
the gasoline shortages of the early 1900s in conjunction 
with the war effort culminated in the startup of the first 
FCC unit (Powdered Catalyst Louisiana No. 1, PCL1, 1942) 
in Baton Rouge, LA. By 1945, approximately 30 % of the liq-
uefied petroleum gas (LPG) and olefins being produced as 
feedstock for alkylation units had their source in the FCC. 
Following World War II, the striking advantages of the FCC 

unit resulted in a wave of new unit construction. Innova-
tion during this period was unparalleled. By 1950, over 500 
patents had been issued related to FCC technology alone.

One key element in the development of FCC was an 
exceptional collaboration between multiple companies for 
the development of this new process. In 1938, the Standard 
Oil of New Jersey (now Exxon Mobil) formed a consortium 
of eight companies including M.W. Kellogg Co., Royal Dutch 
Shell, the Standard Oil Co. of Indiana, Anglo-Iranian Oil 
Co. (today’s BP), Universal Oil Products Co. (today’s UOP), 
the Texas Corp. (which would become Texaco), and IG 
Farben (which was eventually dropped in 1940). This group 
of eight companies became known as the Catalytic Research 
Associates (CRA). In addition, American wartime legisla-
tion required sharing of FCC patents for the duration of the 
war plus 7 years. The CRA group plus government action 
catapulted the swift development of the fluidized catalytic 
cracker.

Several key discoveries were made by the CRA associates, 
which were critical in overcoming the many engineering 
obstacles in design of the first few FCC units. These include: 
the concept of the standpipe [7] (for transferring solids from 
regions of lower pressure into regions of higher pressure), 
the dense bubbling bed [7,8] (which far exceeded the Stokes’ 
law settling velocity of particles), and liquid feed injection 
(alleviating fears of “mud” formation in the injection zone). 

The FCC unit rapidly matured into the process that we 
recognize today as the FCC unit. The first operating unit, 
PCLA No. 1, was designed as an “up flow” unit possessing no 
bubbling beds. Even prior to PCLA No. 1 start up, the next 
two units were being designed as “bed crackers” possessing 
bubbling beds in both the reactor and regenerator vessels. 

A significant milestone in the development of the FCC 
process was the result of incorporation of zeolites into the 
alumina-based synthetic catalysts used at the time (Plank 
and Rosinski, Mobil Oil, 1962). The inclusion of zeolite into 
the amorphous catalysts produced a step change increase 
in activity. The improved catalytic activity resulted in 
increased delta coke on spent catalyst requiring improved 
regenerator metallurgy to withstand the increased combus-
tion temperatures. Additionally, riser technology (plug flow 
tubular reactors) was incorporated into existing units to 
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take advantage of the improved intrinsic activity and yield 
selectivities. The risers also served to minimize over-cracking 
and maximize gasoline production.

An additional FCC milestone was the inclusion of residue 
feedstocks into the FCC feed slate. This was made possible 
by unit design advances developed by Total Petroleum USA, 
Kellogg, and UOP.

The third major milestone in the development of the 
process came as a result of rocketing propylene prices in the 
mid-1990s, transforming the FCC into a platform for produc-
ing maximum propylene yield. This led to the development 
of the DCC (deep catalytic cracking) process (Sinopec and 
Shaw Stone & Webster), RxCat process (UOP), and the 
Superflex (Kellogg) unit.

9.2.2  Low Sulfur Gasoline Production from FCC 
Products 
9.2.2.1	 IntroductIon
Catalytically cracked gasoline (CCG) produced from FCC 
of vacuum gas oil (VGO) or atmospheric residue supplies 
one of the major components of motor gasoline produced 
in a refinery. CCG containing high levels of sulfur requires 
hydrodesulfurization (HDS) to reduce the sulfur levels for 
compliance with environmental regulations. It is important, 
however, to note that CCG contains 20–40 vol % olefins and 
using the current naphtha HDS process would reduce the 
octane number (e.g., Research Octane Number [RON]) due 
to the hydrogenation (HG) of olefins in the HDS process [9]. 
Therefore, a selective CCG HDS process providing higher HDS 
activity and lower olefin HG must have been developed. In 
2009, more than 100 CCG HDS units were operating in the 
world, and the commercial units are mostly selective CCG 
HDS except several demonstration units. This section focuses 
on the properties of CCG and the desulfurization processes. 
The catalysts used in CCG HDS are described in Chapter 28. 

9.2.2.2	 AnAlysIs	And	Hds	of	ccG
Main sulfur compounds in CCG are alkylthiophenes and 
alkylbenzothiophenes. They are produced by the cracking 
of heavier thiophenic compounds or newly produced by 
chemical reactions during FCC. Olefins are also produced 
by the cracking reactions. Because beta-scission is a major 
reaction pathway in catalytic cracking, theoretically, the 
same amount of paraffins and olefins should be produced. 
A CCG is distilled to each 10 °C fraction and the amounts 
of sulfur and olefin are measured (Figure 9.1) [10]. As seen 

in Figure 9.1, the light fraction (that boils below 90 °C) 
contains much olefin, but little sulfur. Therefore, only the 
heavy fraction (HCCG), where most of the sulfur is concen-
trated, is usually treated in the HDS unit. The properties of 
HCCG produced from low sulfur atmospheric residue are 
summarized in Table 9.1 [11]. The CCG contains olefins, 
saturates, and aromatics. Internal and branched olefins are 
dominant in the olefins of CCG, but some n-olefins are also 
present. Concerning the RON drop, n-olefin HG causes more 
concern than the HG of branched olefins.

The GC-AED analysis of this HCCG is shown in 
Figure 9.2 [11]. Alkylthiophenes, alkylbenzothiophenes, 
alkylthiocyclopentanes, and disulfides are identified on the 
chromatogram. Table 9.2 shows the composition of these 
sulfur compounds [11]. The total amount of alkylthiophenes 
is about half of alkylbenzothiophenes. These results agree 
with a report analyzing the CCG containing 1000 massppm 
sulfur [12].

CCG is hydrodesulfurized on a Co-Mo/g-Al2O3 catalyst 
under the following conditions: 200–290 °C, 1.6 MPa, liquid 
hourly space velocity (LHSV) 3.5–10/h, and H2 /feed ratio 
338 NL/L. The composition of the sulfur compounds in the 
HDS products of CCG are shown in Table 9.2. After HDS, 
the total sulfur content decreased from 229 ppm to 81 ppm 
at 220 °C, whereas 17 ppm of thiols were produced in the 
reaction. The thiols produced in CCG HDS are not interme-
diates from the HDS reactions of sulfur compounds. Thiols 
are produced by the reactions between H2S and olefins 
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composition	vol	%

saturates 41.9

Aromatics 27.7

olefins 30.4

olefins	by	structure

1-olefins H2c=cr2 2.3

H2c=cHr 5.0

Internal	olefins Hrc=cr2 9.8

Hrc=cHr 13.3

Isoolefin	ratio	in	c=7% 78.9

total	sulfur	massppm 229

density	15	°c	g/cm3 0.778

research	octane	number 87.0

distillation	temperature	°c

IBP 48

10	% 88

30	% 110

50	% 136

70	% 165

90	% 201

EP 231Figure 9.1—sulfur	and	olefin	distribution	in	ccG	[10].
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Figure 9.2—sulfur	compounds	in	HccG	identified	by	Gc-AEd	(see	table	9.2	for	the	peak	identification	numbers)	[11].	reprinted	
with	permission.

tAble 9.2—sulfur compounds in ccg before and after Hds at different conditions [11] 
(reprinted with permission)

gc-Aed no. sulfur compound

reaction temperature, °c

Feedstock 
sulfur, ppm

210 220

sulfur, ppm conversion, % sulfur, ppm conversion, %

1 thiophene 7 4 43 3 57

5 thiacyclopentane 5 2 60 1 80

3 2-methylthiophene 11 7 36 6 46

4 3-methylthiophene 10 5 50 3 70

6 2-methylthiacyclopentane 3 3 0 2 33

7 3-methylthiacyclopentane	+	
2-ethylthiophene

5 5 0 4 20

10 2,3-dimethylthiophene 5 3 40 2 60

9 2,4-dimethylthiophene 7 5 29 4 43

8 2,5-dimethylthiophene	+	
3-ethylthiophene

4 2 50 2 50

11 3,4-dimethylthiophene 3 1 67 1 67

13 c3-thiophenes 15 15 0 12 20

14 c4-thiophenes 7 6 14 5 29

15 Benzothiophene 63 2 97 0 100

16 Methylbenzothiophenes 63 28 56 12 81

2 dimethyldisulfuide 4 1 75 0 100

12 diethyldisulfuide 1 1 0 0 100

unknown 16 15 6 7 56

thiols 0 22 17

total	sulfur 229 127 81

Hds% 45 65

conversion% 54 72

reaction	conditions:	Pressure,	1.6	MPa,	lHsV	3.5/h,	H2/feed	ratio,	338	nl/l
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contained in CCG. It is noted that alkylbenzothiophenes 
are more reactive than alkylthiophenes, and the reaction 
rate constant of benzothiophene is 6 times larger than that of 
thiophene. With the increasing number of alkyl substitution 
groups, the HDS reactivity decreases. The 2-methylthiophene 
is less reactive than 3-methythiophene because of the steric 
hindrance of a methyl group substituted at the 2-position 
of thiophene. 

The intrinsic reactivity of sulfur compounds contained 
in CCG was examined by HDS of individual sulfur com-
pounds dissolved in toluene [11]. The obtained conversions 
at several temperatures are shown in Figure 9.3, indicating 
that the reactivity decreases in the order benzothiophene 
> thiophene > 3-methylthiophene > 2-methythiophene 
> 2-ethylthiophene > 2,5-methythiophene within the tem-
perature range examined. It is noted that the order of the 
reactivity is the same as that of sulfur compounds in CCG 
HDS. However, the rate of reaction of sulfur compounds in 
toluene is much faster than that in CCG. It is considered that 
olefins in CCG depress the HDS reactivity by competitive 
adsorption on HDS active sites of the catalyst. 

During the HDS reaction, olefins in CCG are hydro-
genated and RON is decreased (Figure 9.4). Because the 
decrease in RON is a serious problem in deep HDS, a selec-
tive HDS process is desired to preserve the olefins during 
the reaction [13].

9.2.2.3	 ProcEss	dEsIGn	of	ccG	Hds	usInG	A	
tHEorEtIcAl	ModEl
Special reaction conditions should be carefully selected 
for CCG HDS, because of thiol formation. CCG HDS was 

tested and a simulation model was studied [14]. The 
reaction conditions were selected as follows: Temperature = 
200–300 °C, pressure = 1.0–5.0 MPa, hydrogen/feed = 100–
500 m3/m3, and LHSV = 2–6 h−1.

9.2.2.3.1  Modeling Thiol Formation
A thiol formation model is shown in Figure 9.5 

The equilibrium constant for the reversible reaction in 
the model is given by Eqs 9.1 and 9.2, as follows:

	 Kp	= [Thiol]/([Olefin][H2S]θ) (9.1)

	 Kp	= exp((−ΔH	+ TΔS)/RT) (9.2)

where Kp is the equilibrium constant, [ ] represents each 
compound’s partial pressure, and θ is the H2S coverage of 
the catalyst surface, calculated from Eq 9.3

	 θ	=	K[H2S]/(1 + K[H2S]) (9.3)

where K is the equilibrium constant of H2S adsorption. In 
Eq 9.2, ΔH and ΔS denote the enthalpy and entropy of thiol 
formation, respectively. These are calculated employing the 
NASA thermochemical polynomials [15] shown in Eqs 9.4 
and 9.5:

	 ΔH/RT = a1 + a2T/2 + a3T
2/3 + a4T

3/4 + a5T
4/5 + a6/T	 (9.4)

	 ΔS/R = a1lnT	+ a2T	+ a3T
2/2 + a4T

3/3 + a5T
4/4 + a7 (9.5)

Each constant a1 through a7 was calculated using 
THERGAS [16,17], which is a program for calculating the 
thermochemical properties of organic compounds in gas 
and liquid phase. In this case, the 2-methyl-1-hexylthiol was 
designated a model thiol compound. This thiol is a typical 
thiol contained in heavy CCG. For the CCG HDS, thiophene 
HDS and olefin HG ratios are calculated from Eqs 9.6 and 
9.7, respectively. 

−d[Olefin]/dt = [Olefin]n1[H2]
m1A1exp(−E1/RT)

 (1/(1 + α1[H2S]) (9.6)

−d[Thiophene]/dt = [Thiophene]n2[H2]
m2

 A2exp(−E2/RT)(1/(1 + α2[H2S]) (9.7)

In Eqs 9.6 and 9.7, A denotes the apparent frequency 
factor and E the apparent activation energy. The sulfur and 
olefin content in hydrotreated CCG can be estimated by 
including these equations in the simulation model.

9.2.2.3.2  Verification of the Simulator Model
Figure 9.6 shows the effect of temperature on the estimated 
and experimental results for thiol production. The theo-
retical calculations showed a good correspondence with 
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Figure 9.3—Hds	conversion	of	individual	sulfur	compounds	
and	ccG	[11].	reprinted	with	permission.
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the experimental results. It is clear that the higher the 
temperature, the lower the thiol formation. In general, the 
equilibrium constant Kp depends on the temperature; Kp 
decreases with the increasing reaction temperature. 

The effect of pressure is shown in Figure 9.7. For most 
HDS reactions, the higher the reaction pressure, the lower 
the sulfur content. In contrast, Figure 9.7 shows that the 
sulfur content of hydrotreated CCG increases as the reaction 
pressure increases. This increase is attributed to the increas-
ing thiol production as the pressure increases, indicating 
that a lower pressure is favorable for reducing the sulfur 
content in hydrotreated CCG. In this case, the calculated 
results agree very well with experimental results. Most of the 
total sulfur in hydrotreated CCG derives from the generated 
thiol. It is, thus, essential to set up a simulation model that 
includes thiol formation.

Most of ΔT comes from olefin HG in CCG HDS. The 
olefin HG ratio is calculated by Eq 9.6. Figure 9.8 shows 
the effect of the hydrogen/feed on olefin HG. The theoretical 
calculations showed a good correspondence with the experi-
mental results. Figure 9.9 shows the reactor temperature 
profile for the reaction. In this case, the estimated results 
obtained by the simulator agree with the experimental 
results as measured in an adiabatic reactor [18].

9.2.2.4	 sElEctIVE	HydrodEsulfurIzAtIon	
ProcEssEs	for	ccG
The selective CCG HDS process is the most widely used 
process and over 100 units are being operated, under design, 
or under planning. A selective CCG HDS catalyst is employed 
in the main reactor to achieve deep HDS with low olefin HG.

The ROK-Finer [19] process has been developed by 
Nippon Oil Corporation with three units operating since 

2004 and producing low-sulfur gasoline with sulfur level is 
less than 10 ppm. Figure 9.10 shows a photograph of ROK-
Finer in Sendai, Japan. This process consists of a single 
reactor system (Figure 9.11) and is used for low to middle 
sulfur level CCG HDS. 

A selective CCG HDS catalyst is used in this process, 
where the whole CCG (WCCG) is separated into low-boiling 
(LCCG) and high-boiling fractions (HCCG). The HCCG is 
hydrotreated in a fixed-bed reactor (Rx) and the effluent 
is sent to an amine unit for recovering H2S. The low-sulfur 
LCCG fraction is not hydrotreated to preserve the olefins. 
The sweetening unit removes thiols produced in the HDS 
reactor. 

The SCANfining process [20] developed by ExxonMobil 
and Akzo Nobel has two reactors, one for selective HG of 
diolefin and the main reactor for selective HDS. Diolefins 
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cause fouling problems in the heat exchanger and the HDS 
reactor. Therefore, they are hydrogenated in the selective 
hydrogenation reactor.

The Prime-G+ (Axenes-IFP) process [21] has three reac-
tor units, for selective hydrogenation of diolefin, for the 
main selective HDS, and a finisher. The finisher is a unique 
reactor system in which thiol is decomposed into H2S and 
an olefin at high temperatures (over 300 °C). Prime-G+ can 
even be applied to high-sulfur-level CCG.

In the light CCG, thiols, sulfides, and other sulfur com-
pounds are included. In the case of high-sulfur-level CCG, 
some treatment of LCCG is necessary. The CDHydro pro-
cess [22] developed by CDTech and the OATS process [23] 
developed by BP convert these sulfur compounds into large 
molecules by reaction with olefin or diolefin and transfer 
them to HCCG by distillation. As CCG HDS products contain 
thiols, a sweetening process is often added for posttreatment.

The other processes including OCT-GainTM [24] devel-
oped by ExxonMobil and ISALTM [25] developed by INTE-
VEP and UOP are HDS processes with octane value 
recovery section. CCG undergoes deep HDS in the first HDS 
section where olefins are hydrogenated completely. In the 
next section, octane value is recovered by the isomerization 
and alkylation of the paraffins.

The S-ZorbTM [26] developed by Phillips Petroleum Co. 
is an adsorption process in which a metal base solid sorbent 
is used. The sorbent extracts sulfur compounds in a fluid-bed 
reactor and some sorbent is constantly regenerated in the 
regenerator.

Other HDS processes are also proposed and well 
reviewed in previous reports [27].

9.3  deep Hds oF dIesel Fuels
9.3.1  Challenges in Deep Desulfurization of 
Diesel Fuels
The production of environmentally conscious low-sulfur 
diesel fuels has been of high priority in the petroleum refin-
eries in the world. This is because environmental regulations 
have been introduced in many countries around the world 
to reduce the sulfur content of diesel fuels to very low levels. 
Limiting the sulfur levels of diesel and other transporta-
tion fuels to very low levels are certainly beneficial from an 
environmental point of view, but it poses major operational 
and economic challenges in the petroleum refining industry. 

The tightening of sulfur specifications of diesel fuel requires 
deep desulfurization of diesel feed streams.

The problem of deep desulfurization has become more 
serious due to the increasingly more stringent limits of 
sulfur content in finished fuel products, while the sulfur 
contents of crude oils have been increasing. The shift from 
normal to deep desulfurization introduces complicated 
technical issues. Many factors such as the catalysts, process 
parameters, and the nature of sulfur compounds present in 
the feed can have a significant influence on the degree of 
desulfurization of diesel feeds. Among these, the feedstock 
quality plays an important role on deep desulfurization 
because the types of sulfur, nitrogen, and aromatic com-
pounds and their concentrations are different in different 
feedstocks.

Diesel fuel feedstocks mainly consist of middle distil-
lates in the boiling range of 220–360 °C. Straight-run gas 
oil obtained from atmospheric distillation of crude oil and 
their blends with the cracked middle distillates such as light 
cycle oil and coker gas oil are extensively used in diesel 
fuel production. These feedstocks usually contain different 
amounts of sulfur, nitrogen, and aromatic compounds. 
Distributions of sulfur compound types in different blending 
streams are also different. The contents of the least-reactive 
sulfur compounds in the feeds depend to a large extent on 
the end boiling point of the feedstock. This section overviews 
deep desulfurization of diesel fuels in terms of catalysis and 
chemistry as well as processes.

9.3.2  Designing Approaches to Deep 
Desulfurization of Diesel Fuels
Approaches to ultradeep desulfurization include: (1) improv-
ing catalytic activity by new catalyst formulation for HDS of 
4,6-dimethyldibenzothiophene (4,6-DMDBT); (2) increasing 
operating severity; (3) revamping existing unit including 
internals; (4) designing new reactor system; and (5) developing 
new processes. One or more approaches may be employed 
by a refinery to meet the challenges of producing ultraclean 
fuels at affordable cost.

Figure 9.12 shows the relative volume of catalyst bed 
required for achieving various levels of diesel sulfur using 
conventional HDS of gas oil over a commercial hydrotreating 
catalyst [28]. 

The modeling is based on HDS using a commercial 
catalyst for the production of 500 wtppm sulfur diesel. In 
this simulation, Middle East straight-run gas oil containing 
1.0 wt % sulfur was selected as a feedstock. Hydrogen partial 
pressure, reaction temperature, H2  /oil ratio, and other condi-
tions were the same as those for the commercial desulfur-
ization (500 wtppm sulfur level). 

According to this simulation, the amount of catalysts 
must be increased by a factor of 2.5 to achieve deep desul-
furization (50 wtppm sulfur level) and by a factor of 4.5 
for ultradeep desulfurization (10 wtppm, for example). The 
second-generation catalyst has been reported to obtain about 
1.3 times higher activity than those of the first-generation 
catalysts. Ultradeep desulfurization would require over 
three times more amount of the second-generation catalyst 
compared to the production of 500 wtppm sulfur diesel 
by the same catalyst. To accommodate this amount, it is 
necessary to add two or three reactors. If the reaction tem-
perature is increased by about 20 °C, the amount of catalysts 
needed would be twice as much as the amount used in the 
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production of 500 wtppm sulfur diesel, requiring one more 
reactor. An increase in reaction temperature would cause 
deterioration of the color of the product, and shorten the 
catalyst life, because of the deposition of coke on catalyst 
surfaces. The catalyst life is an important factor for the pro-
longed continuous operation and cost efficiency.

9.3.3  Improving the Catalytic Activity
Design approaches for improving catalytic activity for 
ultradeep desulfurization focus on the more effective removal 
of 4,6-DMDBT by modifying catalyst formulations through 
(1)  enhancing the hydrogenation of aromatic ring in 4,6-
DMDBT by increasing hydrogenating ability of the catalyst; 
(2) incorporating acidic feature in the catalyst to induce isom-
erization of methyl groups away from the 4- and 6- positions; 
and (3) reducing inhibiting effects of some substances (such as 
H2S). Tailoring the reaction conditions must be optimized for 
specific catalytic functions [29]. New catalyst formulation and 
commercial catalyst development are discussed in Chapter 10.

9.3.4  Increasing the Severity of Operation
Operating parameters, such as reaction temperature, play a 
significant role on the degree of desulfurization and affect 
the properties of the HDS products, such as sulfur content, 
color, aromatics content, density, cetane index, and pour 
point. Such changes in the properties are briefly described 
below [30].
1. Sulfur content
 To achieve deep desulfurization of sulfur level from 

500 wtppm to 50 wtppm and from 500 wtppm to 10 
wtppm, temperatures should be increased by 16–18 °C 
and 28–31 °C, respectively. 

2. Color
 In case of deep desulfurization (sulfur level: 500 

wtppm), Saybolt color of product ranges about +20 in 
any contact time (LHSV). However, it is expected to get 
worse by higher severity such as higher reaction tem-
perature under high LHSV conditions.

3. Chemical hydrogen consumption 
 For decreasing the sulfur levels from 500 wtppm to 50 

wtppm and from 500 wtppm to 10 wtppm, the chemi-
cal hydrogen consumption increases by about 10 Nm3/
kL and 20 Nm3/kL, respectively.

4. Density
 For decreasing sulfur levels from 500 wtppm to 50 

wtppm and from 500 wtppm to 10 wtppm, respectively, 
by increasing the reaction temperature, the density of 
the product decreases by 0.003 g/cm3 and 0.005 g/cm3, 
respectively.

5. Cetane index
 For decreasing the sulfur level from 500 wtppm to 

50 wtppm and from 500 wtppm to 10 wtppm due to 
increase in reaction temperature, the centane index of 
product increases by 1 and 2, respectively.

6. Pour point
 The pour point of the product is not improved by deep 

desulfurization up to a sulfur level of 10 wtppm.
7. Total aromatics content
 In case of deep desulfurization to reduce the sulfur 

level from 500 wtppm to 50 wtppm by increasing the 
reaction temperature with any LHSV, total aromatics 
content of product decreases by 2–3 vol %. In case of 
reducing the sulfur level from 500 wtppm to 10 wtppm 
by increasing the reaction temperature with LHSV of 
lower than 1 h−1, total aromatics content of product 
decreases by 7 vol %. In contrast, in case of reducing 
the sulfur level from 500 wtppm to less than 50 wtppm 
by increasing the reaction temperature with LHSV of 
higher than 2 h−1, the total aromatic content tends to 
increase. Therefore, high pressure and low LHSV are 
required to decrease the total aromatics content.

8. Polyaromatic aromatic hydrocarbons (PAH) content
 Regardless of degree of desulfurization, ranging from 

500 wtppm to 10 wtppm, PAH content remains almost 
the same. To decrease PAH content, high pressure is 
required.

9. Distillation properties
 Regardless of degree of desulfurization, ranging from 

500 wtppm to 10 wtppm, temperature of 90 vol % dis-
tillation remains almost the same. Deep desulfurization 
is not expected to improve the distillation properties. 

9.3.5  Revamping an Existing HDS Unit
Ultradeep desulfurization would inevitably require modifi-
cation or renewal of existing equipment, unless significant 
improvement is achieved in the performance of catalysts. 

Figure 9.12—simulation	of	sulfur	content	in	diesel	desulfurization	[28].	reprinted	with	permission.
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To minimize the cost of modification, it is important not 
only to improve the equipment but also to take steps on the 
process side, such as the maximization of the operation 
efficiency of existing equipment and the optimization of 
operating conditions. Tailoring process conditions aim at 
achieving deeper desulfurization with a given catalyst in an 
existing reactor without changing the processing scheme, 
with minimum capital investment. The parameters include 
some relatively minor changes in processing scheme or some 
capital investment (such as expansion in catalyst volume or 
density, H2S scrubber from recycle gas, and improved vapor-
liquid distributor). Any new capital investment (space velocity, 
temperature, pressure) must be avoided. 

The conditions for ultradeep desulfurization are 
expected to increase H2 consumption and the H2  /oil ratio, 
reflecting the influence on the catalyst life. The increase 
in the H2  /oil ratio as well as installation of more reactors 
would result in an increase in the pressure loss in the hydro-
gen gas recycle system. Therefore, such alteration would 
require modification and/or renewal of existing equipment. 
Usually, the make-up hydrogen compressor and the recycle 
hydrogen compressor may be upgraded by the replacement 
of motors and other partial modification. These compres-
sors must be replaced, if the new conditions lead to a 
significant increase in hydrogen gas flow or pressure drop.

If the operating pressure in the existing units, such 
as the heating furnace and heat exchanger, would exceed 
the design limit, these units must also be replaced. Such 
replacement would inflict a considerable increase in the 
cost of modification.

9.3.6  Designing a New Reactor System
1. Counter-current flow system
 The reactor design and configuration involve both 

one- and two-stage desulfurization. The H2S and NH3 
produced by hydrotreatment strongly suppress the 
activity of the catalyst for converting the refractory 

sulfur compounds, which should occur in the major 
downstream part of a co-current trickle-bed reactor 
during deep desulfurization [29]. The normal co-current 
trickle-bed single reactor is, therefore, not the optimal 
configuration for deep desulfurization. A new reactor 
design involves two or three catalyst beds that have both 
co-current and counter-current flows. The beds can be 
accommodated in a single or two to three reactors as 
shown in Figure 9.13. This new design was proposed 
by ABB Lummus and Criterion, as represented by their 
SynSat process [31,32]. The hydrogen is mixed togeth-
er with the distillates at the entrance of the traditional 
reactor and flows through the reactor together with the 
oil in the reactor. The disadvantages of this kind of flow 
include having the highest H2 concentration at reactor 
inlet and the lowest H2 concentration at the outlet. 
The H2S concentration has the reverse trend, creating 
unfavorable conditions for the deep HDS in the last part 
of the reactor. The solution to this problem is to design 
a counter-current reactor as proposed by SynSat, where 
fresh H2 is introduced at one end of the reactor and the 
liquid distillate at the other end. Here, the hydrogen con-
centration is highest (and the hydrogen sulfide concen-
tration is lowest) where the most difficult-to-desulfurize 
sulfur compounds, such as 4,6-DMDBT are removed. 

2. Under-cutting of feedstock 
 While many species of sulfur compounds are con-

tained in diesel oil, the difficult-to-desulfurize com-
pounds are mostly contained in the heavy end (high 
boiling point range) as shown in Figure 9.14 [33]. Alkyl-
dibenzothiophenes, such as 4,6-DMDBT, are extremely 
difficult to desulfurize, and these compounds are mostly 
found in the fractions above 340 °C boiling point.
Straight-run gas oil is first fractionated into the fraction 

containing mostly easy-to-desulfurize components (light 
gas oil) and that containing mostly difficult-to-desulfurize 
components (heavy gas oil), and each fraction is then 

Figure 9.13—A	schematic	diagram	of	the	synsat	process	[31,32].	reprinted	with	permission.
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desulfurized under appropriate conditions. Depending on 
the type of crude oil, fractionation of straight-run gas oil at 
320–340 °C results in the production of heavy gas oil in a 
proportion of 10–20 vol % to the amount of straight-run 
gas oil, and this heavy gas oil contains concentrated levels 
of difficult-to-desulfurize sulfur compounds. The heavy 
gas oil is desulfurized effectively to remove 4,6-DMDBT, if 
the reaction is conducted using higher H2  /oil ratio, higher 
hydrogen partial pressure, and longer reaction time as 
compared with the desulfurization of straight-run gas oil. 
On the other hand, the light gas oil can be desulfurized 
under the conditions that are the same as or milder than the 
conditions for the desulfurization of the typical straight-run 
gas oil.

Figure 9.15 shows the conceptual diagram of the HDS 
system to desulfurize two streams of feedstocks. After the 
fractionated light gas oil and heavy gas oil are fed into sepa-
rate reactors, the total H2 /oil ratio is set at 200–300 Nm3/kL.

Desulfurization is conducted with H2  /oil of 150–200 
Nm3/kL for light gas oil and 250–500 Nm3/kL for heavy gas 
oil. Thereafter, both are treated in the same separation unit. 
Milder treatment conditions may be selected for heavy gas 
oil by using the following method: The light gas oil, which 
is not prone to colorization, is subjected to ultra deep 
desulfurization at high temperature over 360 °C down to 5 
wtppm or less, and the heavy gas oil is treated under milder 
conditions down to about 30 wtppm [34]. In cases where 
the existing equipment of the HDS unit is to be modified, 
the existing reactor may be used for the desulfurization of 
light gas oil, while the relatively small quantity of heavy gas 
oil may be treated in a newly installed reactor. The increase 
in pressure drop and the increase in compressor load can be 
mitigated in this way, providing an opportunity for select-
ing a more economic path for equipment modification. 

The integration with VGO HDS unit or a hydrocracking 
unit may expand the operation range of the diesel oil desul-
furization unit, enabling efficient production of ultra low 
sulfur diesel. The above system was evaluated more quan-
titatively in the case of producing ultra low sulfur diesel by 
using an existing HDS unit [35]. 

9.3.7  Developing New Processes
1. Adsorption process
 In advance of commercial scale unit results from its 

Borger refinery application of Phillips’ S-Zorb process, 
diesel sulfur removal technology has been demon-
strated in a small-scale test unit to produce diesel feed 
with less than 10 wtppm sulfur [36]. Diesel feeds ranged 
from 500 to 3,300 wtppm sulfur containing a mixture of 
hydrotreated and straight-run gas oil and LCO. Mixing 
was determined to evaluate the process requirements if 
off-road diesels were specified at the same sulfur levels 
as on-road diesel, and if an existing diesel HDS were shut 
down when S-ZorbTM was installed. Figure 9.16 shows 
a schematic flow diagram of the S-ZorbTM process. 

In each situation, net H2 consumption is reduced, in 
comparison with conventional HDS, because hydrogen 
is not used for desulfurization. In addition, the unit 
operates in a temperature region 38 to 66 °C above con-
ventional HDS (371 to 454 °C), and at lower pressures 

Figure 9.14—types	of	sulfur	compounds	as	a	function	of	
boiling	range	[33].	reprinted	with	permission.

Figure 9.15—A	conceptual	flow	scheme	for	Hds	of	undercut	feedstock	[34].	reprinted	with	permission.
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(up to  3.5 Mpa), and with minimum hydrogen partial 
pressure. Under these conditions, 2- and 3-ring aro-
matics are in equilibrium with their partially saturated 
counterparts, rather than being saturated, as they would 
be in conventional packed bed HDS. Net hydrogen con-
sumption without untreated LCO in the feed blend can 
be essentially zero.

Sulfur is removed by the partially sulfided adsor-
bent with no requirement for hydrogen consumption 
other than the minimum amount required to replace 
the sulfur in the bonds with carbon molecules. This 
is a ring-opening reaction as sulfur is removed from 
the thiophene molecules, and cetane improvement 
results.

Hydrogen is necessary to stabilize the catalyst system 
and to partially saturate the nonequilibrium aromatics 
in untreated LCO. Sulfur is removed from the diesel by 
the adsorbent, not H2. Of course any cetane upgrading 
that may be achieved by aromatics saturation is also 
eliminated.

2. Oxidative process
 Unipure, working with ChevronTexaco and Mustang 

Engineering, has developed an effective process for 
oxidation of sulfur compounds in diesel fuels [37]. Using 

hydrogen peroxide and a liquid phase catalyst, sulfur-
containing hydrocarbons are converted to sulfones 
that are adsorbed in an alumina bed, then recovered 
in methanol. Reaction proceeds with a mechanism as 
shown in Figure 9.17. 

Other than treating the sulfones, which could be done 
at another location, no hydrogen or hydroprocessing 
is required for this process. Thus, the process could be 
located at a pipeline terminal and used to process inter-
face materials that do not meet ultra-low sulfur diesel 
specifications. 

Another approach is to process current 500 wtppm 
sulfur diesel to produce ultra-low sulfur diesel (ULSD). 
The oxidation process is selective toward reactions 
with the highly substituted dibenzothiophene, and thus 
complements the existing fixed bed HDS processes.

Stanislaus et al. [38] have reviewed the recent 
advances in the ULSD production. An overview of 
recent approaches to deep desulfurization for ultraclean 
fuels was provided by Song [39]. Whitehurst et al. [40] 
discussed the challenges for HDS of polyaromatic sulfur 
compound, and Babich and Moulijn [41] reviewed 
the science and technology of novel processes for deep 
desulfurization of refinery streams. 

Figure 9.16—A	schematic	flow	diagram	of	the	s-zorb	tM	process	[36].	reprinted	with	permission.

Figure 9.17—A	reaction	mechanism	for	oxidative	desulfurization.
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9.4  AdvAnces In vgo HydroprocessIng 
There are principally three major fixed-bed processes in 
VGO hydroprocessing: FCC-pretreating (FCC-PT), mild 
hydrocracking (MHC), and hydrocracking (HC). This section 
focuses on the latest advances in hydroprocessing of VGO.

FCC-PT is a trickle-bed hydrotreating process to reduce 
VGO sulfur initially from 1.0–3.0 wt % in the feed to typi-
cally 0.1–0.3 wt % range in the product; consequently, a HDS 
conversion of approximately 90 % is expected. The primary 
objective of FCC-PT is to produce a high-quality VGO feed-
stock having a higher hydrogen content and lower sulfur 
content for the subsequent FCC unit while finally reducing 
the sulfur oxide emission from the refinery. The process nor-
mally applies an operating temperature of 330–400oC, LHSV 
of 0.3–2.0 h−1, hydrogen partial pressure of 35–100 bar, inlet 

hydrogen rate of 150–500 nl/litre and hydrogen consumption 
of 40–120 nl/litre The MHC process option is typically applied 
to a low to medium conversion (<50 %) HC process, operat-
ing at a relatively moderate pressure as an FCC-PT at 35–100 
bar, and often using a start-of-run temperature of 380oC or 
higher. The main objective of MHC process is to gain more 
naphtha and distillate of lower sulfur content from the VGO 
hydrotreater while producing a high-quality FCC feedstock.

The latest VGO hydrotreating technologies developed 
by the licensors are summarized in Table 9.3. One of the 
notable process developments is UOP’s APCU (advanced 
partial conversion unicracking) technology. The process 
produces a high-quality FCC feedstock, in an MHC type of 
operation, while simultaneously producing a higher cetane 
ULSD through hydrotreating the enhanced hot separator 

tAble 9.3—vgo Hydrotreating and mHc processes from various licensors
process licensor pressure catalyst characteristics

go-fining	[42] ExxonMobil Wide	
range

unspecified VGo	hydrotreating	with	a	variety	of	feeds	of	virgin,	
thermally	cracked,	cat	cycle,	and	deasphalted	oils	
for	sulfur	and	nitrogen	removal,	conversion	to	clean	
products	(MHc),	and	better-quality	fcc	feedstock.	
Advanced	Go-fining/fcc	modeling,	design	flexibility	
around	feed	fouling	through	proprietary	internal	
by-pass	design	and	by-passable	guard	reactor.

unionfining/Apcu 
[43,44]

uoP <	100	bar specific	
pretreating	and	
unicracking	
catalysts

APcu	at	a	moderate	conversion	of	20–50	%	for	ulsd	
and	fcc	feedstock.
High-sulfur	feeds	of	VGo	and	HcGo	are	treated	with	
high	activity	pretreat	catalyst	and	distillate-selective	
unicracking	catalyst.
the	distillate	product	is	separated	via	an	EHs,	
subsequently	hydrotreated	in	an	APcu	finishing	
reactor	for	high-cetane	ulsd.

IsocrAckIng	[45–47] clG Wide	
range

unspecified IsocrAcKInG	or	optimized	partial	conversion.	
IsocrAcKInG	by	ssot,	single-stage	recycle	(ssrEc),	
or	tsr.
ssot	used	to	produce	high-quality	fcc	feedstock	or	
high	viscosity	index	(VI)	basestock,	and	ssrEc	and	tsr	
for	clean	naphtha	and	distillate	fuels.	ssot	can	be	
revamped	to	partial	or	full	recycle	tsr	using	reverse-
stage	IsocrAcKInG	with	an	additional	smaller	reactor.

cFHt/Hyc-10	[48,49] Axens/IfP Wide	
range

niMo-Alumina	
of	Hr548	and	
Hr568
niW-AsA	of	
HdK776

once-through	VGo	hydrotreating	(cfHt)	or	partial	
hydrocracking	MHc	process	(Hyc-10)	to	produce	low-
sulfur	fcc	feedstock	while	producing	ulsd	in	the	
downstream	polishing	reactor	section.	Applicable	
specific	Equiflow	distributor	and	quenching	device.	

Isotherming	[50,51] duPont Wide	
range

Applicable	
conventional	
hydrotreating	
or	MHc	
catalysts

diesel/VGo	hydrotreating	or	MHc	using	liquid	phase	
reactor	in	which	hydrogen	is	dissolved	in	liquid,	
and	no	gas	passes	through	catalyst-bed.	Hydrogen	
is	supplied	by	recycling	liquid	product,	and	the	
adiabatic	temperature	rise	is	much	less	(isothermal)	
than	trickle-bed.	cost	is	expected	to	be	lower	due	to	
lack	of	recycle	compressor	and	high-pressure	vessels.

syn technology	[52–54] ABB	lummus,	
criterion	and	sGs

typically	
35–70	bar

specialized	
syncat	from	
criterion

Hydroprocessing	middle	distillates	including	coker	
and	visbreaker	gasoils,	and	heavier	feeds	in	the	
co-current	and/or	counter-current	reactors	with	an	
interstage	HP	stripper	to	remove	H2s,	nH3,	and	light-
ends	from	the	liquid.	syn	technology	includes	synHds	
for	deep	Hds,	synshift	for	cetane	improvement	and	
density	reduction,	synsat	for	aromatic	saturation,	and	
synflow	for	cold	flow	improvement.
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(EHS) product in the APCU finishing reactor in the same 
high-pressure loop. Chevron’s ISOCRACKINGTM process 
technology provides a CFHT (cat-feed hydrotreating) and 
MHC process approach through a single-stage once-through 
(SSOT) configuration. They claim that an SSOT unit can 
be revamped to a partial or full recycle mode in two-stage 
recycle (TSR) configuration by applying a Reverse Stage 
ISOCRACKINGTM system with an additional small reactor. 
Axens/IFP developed the MHC process of HyC-10, wherein the 
product distillate from the downstream distillation column is 
fed to a polishing hydrotreater with fresh hydrogen for ULSD 
production. DuPont has developed IsoTherming process in 
which the hydrogen is dissolved in a liquid and no gas passes 
through the catalytic bed. Consequently, the adiabatic tem-
perature rise observed is much less (more like isothermal).

The latest noticeable progress in the VGO hydrotreat-
ing involves the following three technology elements:
1. Catalytic technology in guard-bed and main-bed
2. Reactor internals of distributor tray and quenching 

devices
3. New reactor concepts to maximize utilization of cata-

lytic activity
The guard-bed catalyst technology in the reactor top 

layer is very important to protect the main-bed catalyst 
against fouling and catalyst poisons for optimizing the 
expected activity and cycle length. The guard-bed needs to 
collect the particulates to remove potential hot spot and 
pressure buildup, and also to protect the main-bed catalyst 
from the various poisonous contaminants, e.g., Ni, V, Si, 
As, Na, Ca, and Fe. The catalytic grading and contaminant 
control technologies have been extensively improved in 
the last decade so as to fully utilize the improved perfor-
mance of the main-bed catalytic technology. The catalytic 
size and shape grading used in a given catalyst loading has 
been particularly addressed and improved to effectively 
trap particulates in addition to catalytic activity grading 
technology for multiple contaminants trapping. Advances 
in main-bed catalytic technology are also remarkable. The 
catalytic activities have been improved 5- to 10-fold in the 
last decades compared to the classic technologies used in 
the 1960s, as illustrated in Figure 9.18. Thus, the advances 
of catalytic technologies in the guard-bed and main-bed are 
significant, and they are described in detail in Chapter 10.

In line with the catalytic activity enhancement described 
above, the importance of reactor internals has gradually 
been recognized to fully utilize the credit provided by 
increased catalytic performance. The licensors have paid 
considerable attention to developing better reactor internals 
especially since the 1990s. One of the commercially available 
unique inventions is Albemarle’s PLEX distributor device 
technology [55]. The PLEX technology includes D-PLEX 
(liquid distribution device), M-PLEX (liquid/liquid or gas/
liquid mixer), and Q-PLEX (gas/liquid quench and mixing 
device), where the innovation involves:
• Enhanced liquid distribution uniformity by mini-

mizing liquid entrainment present in the gas phase 
through distribution-unit redesign

• Superior distribution at a wider range of liquid flows, 
which enables operation at liquid flow rates as low as 
20 % of the design rate

• Improved fouling resistance with additional capacity 
for scale collection
The quench mixer, comprising sub-mixers in series 

with equilibration after each sub-mixing, achieves highly 
efficient mixing of the fluids and gases. As a result, the 
height of Q-PLEX distributor device becomes significantly 
compacted in relation to other commercial devices, as sum-
marized in Figure 9.19. Thus, PLEX technology improves 
the liquid/liquid and liquid/gas mixing in a more compact 
device, which enables a smaller reactor or higher catalyst 
charge for higher performance. 

The distribution trays in use commercially are typi-
cally either perforated, chimney-type, or bubble-cap trays. 
In the last decades, the licensors have developed several 
state-of-the-art distribution devices. The fundamentals in 
the device improvement include uniform volumetric and 
thermal distribution of liquid and gas in the radial direction, 
inter- and intramixing, quench performance, and fouling 
resistance. Various companies have been involved in the 
hardware modification and unique distribution devices have 
been developed. UOP invented a specific two-phase distribu-
tion device using variable vapor-flow and liquid-flow rates 
through given upflow channels to create a better mixing per-
formance [56]. They also patented a specific reactor mixer/
distributor of three circular trays and mixing chamber for 
better quench liquid mixing [57]. ExxonMobil’s improved 
Spider Vortex distributor technology relies on baffles 
contained within the mixing chamber [58]. Chevron devel-
oped their own distributor and mixing devices involving 
turbulent and circulating flow regimes [59]. The key tech-
nology characteristics of these latest developments are 
summarized in Table 9.4.

Last, but not least, new reactor concepts are worthy of 
discussion. Since the 1990s when low sulfur regulation was 
enforced on a global scale, many researchers then started 
to look more deeply into the HDS, HDN (hydrodenitro-
genation), and HDA (hydrodealkylation) reactions on the 
molecular basis, to achieve an in-depth understanding of the 
reaction chemistry so as to enhance novel catalytic and 
process ideas. Mochida has conducted intensive research 
on the inhibition effects of H

2S and NH3 on HDS and HDN 
reactions. His group has revealed that inhibition effects for 
desulfurization of sterically hindered alkyl-substituted  
sulfur compounds were much more pronounced than for 
nonsterically hindered and nonalkyl-substituted com-
pounds. Moreover, the HG (HYD) active site was much Figure 9.18—History	of	hydroprocessing	catalytic	activity	[55].
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Figure 9.19—device	height	to	achieve	same	degree	of	mixing	[55].

tAble 9.4—latest developments of concurrent downflow distribution devices 
company Invention/product characteristics

Albemarle	[55] PlEX	distributor	device PlEX	technology	of	enhanced	liquid-distribution	uniformity	by	distribution	
unit	redesign,	superior	distribution	at	wider	liquid	flow	range	to	allow	a	
liquid	rate	as	low	as	20	%	of	design	rate,	and	improved	fouling	resistance.	
Q-PlEX	applies	a	specific	swirl	mixer	for	enhanced	performance	and	lower	
device	height.

uoP	[56] two-phase	distribution	
apparatus	and	process

A	plurality	of	distributor	assemblies	have	fluid	flow-paths	with	different	
resistance	to	liquid	flow	by	having	vapor	inlets	of	at	least	two	different	sizes	
located	on	different	assembly.

uoP	[57] Hydroprocessing	reactor	/
mixer/distributor

A	quench	fluid	and	downward-flowing	liquid	mixed	by	an	apparatus	
comprising	three	circular	trays	and	mixing	chamber.	Quench	fluid	and	liquid	
are	admixed	in	a	mixing	chamber,	a	first	distributor	tray,	and	then	second	
tray	of	a	plurality	of	mixing	caps.

ExxonMobil	[58] distributing	system	for	
downflow	reactors

A	distributor	tray	in	multiple-bed	downflow	reactor	comprising	a	collection	
tray,	mixing	chamber,	a	first	rough	distributor	tray,	and	a	second	final	
distributor	tray	of	a	plurality	of	open-topped	tubes	with	a	side	aperture.

chevron	[59] distributor	assembly	for	
multi-bed	downflow	catalytic	
reactors

the	distributor	assembly	comprising	a	centrally	located	mixing	chamber,	and	
an	annular	collecting	and	mixing	trough	surrounding	the	mixing	chamber.	
the	mixing	chamber	mixes	the	liquid	raining	down	from	the	catalyst	bed	with	
a	quench	liquid	and	gas	by	circulating	through	the	trough	of	turbulent	and	
circulating	flow	pattern,	which	later	goes	to	the	distributor	tray.	

M.	Muller	[60] Mixing	device	for	two-phase	
concurrent	vessels

the	fluids	flow	through	horizontal	mixing	box	having	at	least	one	mixing	
orifice	for	the	heat	and	mass	transfer.	Each	mixing	orifice	is	followed	by	
structure	that	divides	the	process	stream	into	lower	velocity	streams,	whereby	
turbulent	flow	conditions	are	generated	for	heat	and	mass	transfer.

fluor	[61] reactor	distribution	and	
quench	zone	mixing		
apparatus

A	quench	zone	mixing	apparatus	of	low	vertical	height	and	improved	
mixing	efficiency,	with	a	swirl	chamber,	a	rough	distribution	network,	and	a	
distribution	apparatus.	In	swirl	chamber,	reactant	and	quench	fluids	are	mixed	
by	swirl	action,	and	the	mixture	goes	to	rough	distributor	tray,	and	final	tray	
of	a	number	of	bubble	caps	for	symmetrical	fluid	distribution.

shell	[62] Multi-bed	downflow	reactor Multi-bed	downflow	reactor	comprising	a)	at	least	one	device	for	injecting	
liquid	or	gas	for	temperature	control,	b)	liquid	collecting	tray,	c)	compartment	
to	receive	gas,	d)	mixing	zone	of	gas	and	liquid,	and	e)	distributor	tray.

Haldor	topsoe	
[63,64]

two-phase	downflow	liquid	
distribution	device
(vapor	lift	dist.	tray)

two-phase	downflow	distribution	tray	named	“Vapor	lift	distribution	tray.”	
the	tray	has	perforated	evenly	spaced	holes	across	the	surface	with	an	
inverted	u-shaped	device	of	“Vapor	lift	tube.”	the	Vapor	lift	tube	has	similar	
advantage	to	bubble-cap	device	of	better	gas-liquid	mixing	and	has	more	
dripping	points	due	to	a	smaller	footprint	for	the	improved	performance.
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more hindered than the Direct DeSulfurization site (DDS) 
[65–67]. Mochida then developed better catalysts show-
ing much less inhibition via optimization of the catalytic 
Brönsted acid function and metal active sites for the first 
sour and the second sweet conditions in the two-stage 
hydrotreating process [67,68]. Yang [69] and Nakamura 
[70] reported that a CoMo-alumina catalyst was inhibited 
more by NH3, whereas NiMo-alumina is affected more 
by H2S. Egorova and Prins explained the adsorption of 
amine compounds perpendicular to the catalyst sur-
face hinders π adsorption of DBT and 4,6-DMDBT and 
thus the HYD pathway was more inhibited, whereas 
the occupation of sulfur vacancies by H2S inhibits the 
DDS pathway [71]. All literature cited addressed that the 
inhibition effect of H2S and NH3 is significant, and their 
removal should dramatically increase the HDS and HDN 
reaction rates.

One of the noticeable process technologies to mini-
mize inhibition effects is Syn Technology licensed by ABB 
Lummus, Criterion and SGS, as summarized in Table 9.3. 
The process was developed for middle distillates, including 
coker and visbreaker gasoils, and even heavier feeds in co-
current and/or counter-current reactors with an interstage 
HP stripper. The feed is hydrotreated in the first co-current 
reactor. H2S, NH3, and light-ends are stripped out from the 
liquid in the subsequent interstage HP Stripper, and the 
effluent is fed to the second reactor, which can be either 
of co-current or counter-current flow with fresh hydrogen. 
This system looks to minimize the H2S/NH3 inhibition in 
the second reactor. This is particularly the case in the bot-
tom of the counter-current reactor, which is an ideal envi-
ronment for the remaining refractory sulfur and nitrogen 
compounds to be removed. The licensor claimed different 
types of technologies, i.e., SynHDS for deep HDS, SynShift 
for cetane improvement and density reduction, SynSat for 
aromatic saturation, and SynFlow for cold flow improve-
ment, by applying specific catalytic technologies. 

The multiple-stage hydrotreating process with an inter-
stage stripper or reverse treat gas-flow technology has been 
developed by several licensors. UOP has developed process 
innovations with back-staged series flow reactors and EHS 
technologies [43]. UOP’s HyCycleTM Back-Staged reactor 
configuration, wherein fresh hydrogen is routed first to the 
hydrocracking reactor and then to a hydrotreating reactor, 
uses a low per-pass conversion to minimize the undesired 
cracking reaction, and produce more high-cetane distillate 
with less hydrogen consumption. This process allows a 25 % 
lower pressure and a higher space velocity without sacrific-
ing catalyst life and distillate quality. Chevron’s Single Stage 
Reverse Staging (SSRS) ISOCRACKING hydroprocesses a 
recycled unconverted-bottom with fresh hydrogen in the 
second reactor to produce high-quality diesel products and 
achieve higher conversion with difficult feeds or reduced 
reactor volume [72]. Chevron also patented a hydroprocess-
ing method having at least two stages, wherein the second 
stage reactor includes flash separation zones in between the 
beds to strip out the treatgas and then introduce the efflu-
ent back with fresh hydrogen into the next bed [73]. 

Sie and De Vries invented a hydrotreating reactor in 
which fresh hydrogen is introduced from the top of the 
reactor, and the fresh feed inlet and product outlet are 
positioned at the middle of the reactor [74]. The process 
allows fresh feed desulfurization with high H2S and NH3 

treat-gas first at the lower half of the reactor, and then the 
liquid is separated from the gases and is fed to the top of 
the reactor with fresh hydrogen. Finally, the product is 
taken out of the middle of the reactor just above the feed 
inlet. This invention allows for reactions in the upper bed 
with fresh hydrogen to remove refractory sulfur effectively. 
Mochida proposed a new, unique reactor concept with 
both co-current and counter-current flows in a reactor, as 
illustrated in Figure 9.20 [68]. The feed is introduced to an 
intermediate position of the reactor, and the hydrogen is 
introduced at the bottom of the reactor in an upflow mode. 
The lighter feed of easily removable sulfur compounds is 
drawn upward with the upcoming treatgas in the upflow 
co-current mode, and the heavier portion, containing the 
refractory sulfur, then flows downward in a counter-current 
mode with the upflow hydrogen. Mochida also proposed 
suitable catalysts for each of the co-current and counter-
current beds to offset inhibition of HDS reactions.

Consequently, various new reactor concepts have been 
developed by several groups in order to minimize the H2S/
NH3 inhibition effect and maximize the reactor performance 
to produce high-quality products with reduced capital 
investment. It is believed that such new reactor process 
technology, in association with an in-depth understanding 
of molecular chemistry, should greatly contribute to overall 
process performance improvement and the advances of 
catalytic reactor technologies.

9.5  AdvAnces In solId AlkylAtIon process 
For motor Fuel AlkylAte
Alkylate, the gasoline boiling range product of the reaction 
of isobutane with light olefins (C3−C5), is an ideal gasoline 
blend stock due to its high octane, low vapor pressure, absence 
of toxic aromatics or reactive olefins, low sulfur, and paraf-
finic nature. Worldwide gasoline specifications continue to 
force reductions in olefins, Reid vapor pressure, aromatics, 
sulfur, and benzene. Many refiners would like to introduce 
alkylation units, which are well-established hydrofluoric 
(HF) and sulfuric (H2SO4) liquid acid catalyzed alkylation 
processes, in order to meet severe gasoline specifications. 
However, because both of these processes use corrosive 
and potentially hazardous HF and H2SO4 liquid acid, many 
researchers have tried to develop solid acid catalysts as safer 
and more environmentally benign technologies.

Some innovative processes coupled with solid acid 
catalysts to produce a paraffinic alkylate equivalent to the 
product from liquid acid catalysts at a cost comparable to 
traditional liquid acid alkylation technologies have been 
developed and have resulted in commercial realization. The 
AlkyleneTM Process, the AlkycleanTM Process, the Fixed-Bed 
Alkylation (FBATM), and ExSactTM Process apply unique 
reactor systems as shown in Table 9.5.

The AlkyleneTM process applies the transport riser reac-
tor coupled with a reactivation vessel as in an FCC process 
as shown in Figure. 9.21 [75]. The transport riser reactor is 
used to reduce the degradation of alkylate product through 
side reactions by short contact time and the catalyst deac-
tivation per pass by minimizing the deposition of heavy 
hydrocarbons on the catalyst.

Olefin feed is mixed with isobutane and is injected 
into the bottom of the riser where it contacts with freshly 
reactivated catalyst recycled from the regeneration vessel. 
The reactants and catalyst flow up the riser where the 
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alkylation reaction proceeds. Reactor effluent, which is 
separated from the catalyst by gravity at the outlet of the 
riser, flows out of the top of the reactor to the fractionation 
section, and the catalyst falls by gravity into the regenera-
tion vessel, where it is reactivated by contacting with H2 
adsorbed in isobutene, so the heavy hydrocarbons are 
hydrogenated and desorbed from the catalyst. With the 
riser, the feed isobutane to olefin (I/O) ratio could be kept 
close to that used in traditional liquid acid alkylation.

A fixed-bed reactor of the FBATM process is shown in 
Figure 9.22 [76]. Olefin feed is mixed with both isobutane 
and part of the reactor effluent and is introduced into the 
top of the reactor. Recycling part of reactor effluent to 
the  reactor inlet has the two advantages of a reduction 
of the temperature increase in the adiabatic reactor by 
decreasing the olefin concentration and the adjustment 
of the reactor inlet temperature by cooling of the reac-
tor effluent. The typical external isobutane/olefin ratio 
is 10. The olefins are converted into alkylate by a liquid 
superacid catalyst adsorbed on a solid support in the 
fixed-bed reactor system. The FBATM process applies a 
unique fixed-bed reactor system with a liquid superacid 
catalyst adsorbed on a solid support and confined within 
a mobile, well-defined catalyst zone. The reactor efflu-
ent is split into two streams, and the net reactor effluent 
is sent to the effluent treatment section where traces 
of dissolved acid and moisture contained in the reac-
tor effluent are completely removed. The acid-free net 
reactor effluent is sent to the fractionation  section and 
the removed acid is sent to the acid recovery unit. The 
acid-soluble oil formed is selectively removed from the 
reactor system to maintain the catalyst activity and sent 
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Figure 9.20—new	reactor	design	for	deep	Hds	by	Mochida	[68].	reproduced	with	permission.

tAble 9.5—solid Acid catalyst Alkylation 
processes
process licensor reactor type

AlkylenetM uoP fcc	type

AlkycleantM ABB	lummus	Global swing	reactor

Akzo	nobel	catalysts

fBAtM topsoe fixed	Bed

ExsacttM Exelus swing	reactor

Alkylate

Isobutane Recycle

i-C4/H2

Reactivation
Wash Zone

Olefin Feed

Figure 9.21—reactor	of	the	AlkylenetM	process	(modified	
after	[75]).
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to the acid recovery unit. The recovered acid is returned 
to the reactor section.

The alkylate quality and yield from AlkyleneTM is shown 
in Table 9.6 in comparison with those of traditional sulfuric 

acid processes. The product qualities of the solid alkylation 
processes are equal to or slightly better than those of a sul-
furic acid process. The capital cost of FBATM is as much as 
15 % lower compared with the sulfuric acid process without 
on-site spent acid regeneration. 

A process flow diagram of the AlkyCleanTM process is 
shown in Figure 9.23 [77]. The process consists of four 
main sections: feedstock pretreatment, the reactor system, 
catalyst regeneration, and product distillation The reac-
tor system operates in the liquid phase at a temperature 
range of 50–90 °C. The extensive refrigeration requirements 
associated with liquid acid processes are eliminated. The 
external isobutane/olefin ratio is in the range of 8/1 to 10/1, 
comparable to the H2SO4 process. 

A system of multiple reactors enables continuous alkyl-
ate production by cyclic operation between periods of 
alkylation and rejuvenation. The rejuvenation step removes 
accumulated heavier molecular weight species that lead to 
catalyst-pore plugging and deactivation. The zeolite catalyst 
is reactivated by contacting with H2 adsorbed in liquid-phase 
isobutane. The two reactors under cyclic operation allow 
for continuous production of alkylate, and the third reactor 
operates as an additional swing reactor where the slowly 
deactivated catalyst during the cycle operation is regenerated 
in vapor phase with H2 at a moderate temperature (250 °C).

Catalyst
Band

To and from
Acid Recovery Unit

Isobutane
Recycle

Isobutane

Reactor Effluent

Olefin Feed

Solid Support 
with Liquid 
Super Acid

Figure 9.22—reactor	of	the	fBAtM	process	(modified	after	[76]).

tAble 9.6—comparison of the Alkylate product octane and 
the economics of the Alkylene process and the FbA process with 
traditional liquid Acid process

case 1 case 2 case 3a case 4b

Alkylene FbA H2so4 H2so4

c5	+	Alkylate	capacity BPsd 8,000 6,000 6,000 6,000

c5	+	Alkylate ronG 95.0 96.1 96.0 96.0

MonG 92.9 93.2 93.1 93.1

(r	+	M)/2 94.0 94.6 94.5 94.5

Investment MM	us$ 2.39c 34.00 50.00 40.00

utilities us	$/bbl 1.74 1.70 1.80 3.10

a	With	on-site	regeneration
b	Without	on-site	regeneration
c	us	$/bbl

Olefin Feed

Catalyst
Regeneration

Pretreatment
Reactor
System

Feed

Isobutane
Light Ends

Isobutane

Alkylate
Product

n-butane

Product
Distillation

Catalyst Product

Figure 9.23—Process	flow	diagram	of	the	AlkycleantM	system	(modified	after	[77]).
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When the catalyst and operating conditions are opti-
mized, the RON numbers of the alkylate are as high as 97 
to 98. When the temperature is lowered from 65 °C to 55 °C, 
the RON of the alkylate increases from 97 to 98.1.

Table 9.7 compares the economics of the AlkyCleanTM 
process with the H2SO4 acid process.

The investment cost for the AlkyCleanTM process is 
11.8 % lower than for the H2SO4 unit.

A process scheme of the ExSactTM process consists of 
feed treatment, two multistage fixed-bed reactors with 
multi olefin feed and a separation section. One reactor is 
used for reaction, while the other is on catalyst regeneration. 
Alkylation cycle lengths are between 12 and 24 h, typically 
12 h, followed by a 2-h regeneration cycle. Catalyst is regen-
erated with hydrogen/hydrocarbon mixture at 250 °C. The 
reactor system operates at a temperature range of 60–90 °C 
and a pressure of 20 barg. The external isobutane/olefin ratio 
is in the range of 10/1 to 15/1. Compared with other solid 
acid catalysts and conventional liquid catalysts processes, 

the investment cost of the ExSactTM process is considerably 
lower by greatly simplifying operation and reducing the 
amount of equipment required. For example, the ExSactTM 

process requires only two reactors because of the long on-
stream cycle time. The noble metal content of the catalyst is 
largely reduced because of the ability to perform a complete 
regeneration at 250 °C.

9.6  resIduA tHermAl crAckIng—eurekA 
process
The Eureka process is a commercially proven residue ther-
mal cracking process to convert heavy residue to valuable 
light oil at a high residue conversion similar to that of cok-
ing technologies, and to produce petroleum pitch [79,80]. 
The pitch produced can be handled in its liquid state, which 
enables the refiners to keep the plant yard clean as well as 
to charge a liquid pitch to the direct gasification scheme 
[81]. Sodegaura Refinery of Fuji Oil Company, Ltd. (FOC) 
commenced the operation of the first commercial plant of 
the Eureka in 1976 and has been successfully operating it 
over 30 years.

9.6.1  Process Description
A simplified flow diagram of the Eureka process is pre-
sented in Figure 9.24. A wide range of heavy residues 
including Canadian bitumen and Venezuelan heavy oil can 
be processed as feedstocks in the process [82].

For processing, the feedstock is preheated to 340 °C 
and sent to the bottom of the fractionator, where it is 
combined with recycle oil. The combined feedstock is sent 

tAble 9.7—comparison of the economics of 
the FbA process with the traditional liquid 
Acid process [78]

case 1
Alky clean

case 2
H2so4

c5	+	Alkylate	capacity BPsd 10,000 10,000

c5	+	Alkylate ronc 96.0 96.0

Investment MM	us	$ 32.2 36.5

BFW

Cracking Heater

Reactor

Fractionator

Pitch Flaker

Stabilizer

Steam Superheater

Preheater

Waste
Water

Pitch

CHO

CLO

Fuel
Gas

Water
Recycle

Vacuum
Residue

Compressor

Figure 9.24—A	flow	diagram	for	the	Eureka	process	[82].	reprinted	with	permission.
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to the cracking heater and heated up to 470–490 °C. The 
heated and partially cracked feed is then supplied to one 
of the two reactors, which are switched batch-wise in a 
specified schedule. The cycle time on a given reactor is 3–4 h 
because of the short reaction time.

In the reactor, both cracking and polycondensation 
reactions take place in the presence of the injected super-
heated steam (SHS). The ratio of the SHS to the vapour in 
the reactor is in the range of 0.2–0.45. The SHS injected 
into the reactor is not only for supplying a part of the heat 
of reaction required, but to strip the cracked oil immedi-
ately out of the reactor as a light product.

The reaction in the reactor proceeds at 30–80 kPa(g), 
400–430 °C, which are lower than those of the other ther-
mal cracking processes. These mild reaction conditions 
at the SHS injection give lower cracked gas yield as well. 
The pitch reached to the specified softening point is blown 
down to the stabilizer and then continuously withdrawn to 
the pitch flaker. In case of the liquid pitch gasification, the 
pitch is transferred directly to the gasifier from the bottom 
of the stabilizer bypassing the pitch flaker.

From the reactor overhead, cracked gas and cracked 
oil vapour along with the steam are transferred to the frac-
tionator, where cracked gas, cracked light oil (CLO), and 
cracked heavy oil (CHO) are obtained. As the produced gas 
yield including LPG fraction is less than the fuel required 
in the Eureka unit, LPG recovery section is not necessary, 
which is usually installed in coking processes to recover the 
LPG from the large amount of cracked gas. The cracked 
gas is internally utilized as a fuel for the Eureka unit, after 
sweetening the compressed gas. The CLO and CHO are 
usually hydrotreated to stabilize olefinic molecules, after 
rundown from the Eureka unit.

9.6.2  Advantages of the Eureka Process
The Eureka process has design advantages including low 
pressure, short reaction time, and steam injection, as 
described in the previous section. The advanced design allows 
the following advantages as key process performances.

High	 cracked	 oil,	 low	 gas,	 and	 low-pitch	 yields: High 
conversions of residua are achieved by the Eureka 
process under mild reaction conditions. This also 
means to reduce the pitch yield, which is at a similar 
level to that of the coking technologies. The Eureka 
could attain the lowest gas yield and the highest liq-
uid product yield among the residue thermal cracking 
technologies. 
Good	 product	 quality	 with	 less	 overcracking	 and	 poly-
condensation	 reactions:	 The Eureka reaction design 
depresses a formation of polycondensed molecules in 
the distillates; thus the cracked distillates are easily 
hydrotreated. It can moderate the reaction severity in 
the downstream hydrotreating and lead to high-quality 
distillate products.
Two	years	of	continuous	operation	provided	by	extending	
decoking	cycle	of	reactor:	Steam injection under the low 
pressure in the reactor makes the cracked oil immedi-
ately vaporized from cracked residue. Thus, the cracked 
residue stays homogenous liquid, highly aromatic 
without light oil, and stable with low propensity for cok-
ing reaction. As a result, 2 years continuous operation is 
achieved without decoking the reactors.

Properties	and	use	of	liquid	pitch:	The homogenous and 
stable liquid pitch is withdrawn from the reactor section 
and stably transferred to pitch flakers by pipelines. 
When integrating the Eureka process with a gasifica-
tion process, the hot liquid pitch, as it is, is transferred 
and directly charged to the gasification process, and 
can be diluted with distillates to adjust a viscosity 
specified for the gasification burners.
The pitch from the Eureka process that can be trans-

ferred as liquid at the rundown has stable properties, high 
ratio of hydrogen to carbon compared with a petroleum 
coke, high heating value, high volatile matter content, a high 
Hardgrove Grindability Index, a high softening point, and 
better compatibility to coal. Characteristics of the Eureka 
pitch are presented in Table 9.8.

The Eureka pitch can be utilized for the following 
applications.
1. Binder pitch: The Eureka pitch can be used as a 

binder for a metallurgical coke. The binder enables 
the steel industry to utilize noncoking coal as an alter-
native of expensive hard coking coal, thus to expand 
and optimize its selection of coal blends. The pitch 
produced in the FOC’s Eureka unit is mainly utilized 
as a binder.

2. Boiler fuel: Another practical utilization of the pitch 
was developed for a boiler fuel. Existing boilers can be 
applied in solid pitch burning with minor modifications, 
due to the high heating value, high volatile matter, and 
high Hardgrove index (fragile) of the Eureka pitch. 
FOC’s captive boiler burns the solid pitch for their 
utility supply.

3. Gasifier feed: For gasification, the liquid pitch can 
be charged directly to the gasifier [82]. A facility for 
liquid-charge gasification costs less than that for 
solid-charge gasification. Further, high H/C ratio of the 
Eureka pitch leads to more efficient gasification than 
that of petroleum coke. 

9.6.3  Applications of the Eureka Process
The Eureka process can be widely applied in the residue 
conversion installed in a refinery and now expanded to 

tAble 9.8—typical pitch properties
properties unit pitch

density g/cm3 1.20

softening	pointa ºc 225

Volatile	matter %	(mass) 40

Heating	value kcal/kg 8,800–9,200

Hardgrove	index – 150–170

solvent	insolubles

n-Heptane	Ins. %	(mass) 76

Benzene	Ins. ditto 50

Quinoline	Ins. ditto 15

H/c	(atomic	ratio) 0.80

a	ring	and	ball	method.
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upgrade the unconventional heavy oil to produce synthetic 
crude. Some examples are given below. 

The Eureka unit is operating in the Sodegaura Refin-
ery to convert the heavy residue to the distillate products 
and to produce the pitch which is mostly shipped to the 
steel industry for use as the binder, and the remainder is 
used as a boiler fuel in the refinery. Figure 9.25 presents a 
 simplified block flow diagram of the Sodegaura Refinery, 
and Table 9.9 summarizes the impact of installation of 
Eureka on the refinery product slate toward zero high sul-
fur fuel oil (HSFO) production.

An example of upgrader for Canadian Athabasca Bitu-
men is presented in Figure 9.26. In a heavy oil upgrader, 
one of the objectives is to maximize the liquid product 
yield. Table 9.10 represents test results in the Eureka pilot 
plant indicating that the pitch yield is significantly reduced 
by the SHS injection. 
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Figure 9.25—A	residue	upgrading	scheme	with	Eureka.

tAble 9.9—Impacts of residue upgrading 
in refinery: yield comparison, with and 
without eureka scheme, % (vol.) on crude

scheme
with eureka

scheme
without eureka Increments

lPG 2.7 2.7 0

naphtha 22.2 20.3 +1.9

Jet	fuel 19.3 19.3 0

diesel 22.0 4.2 +17.8

fcc	feed	(lsfo) 27.2 20.9 +6.3

Hsfo 0.0 31.4 -31.4

Pitch 5.5 − +5.5

30.1

Pitch

(1550T/D)

SR-VGO & 
Cracked

Distillates
Hydrocracker

Treated Cracked Oil

H2

Bitumen Synthetic
crude

Gasification

14.2

5.7

Power & 
Steam

Off Gas to Refinery fuel

Eureka

Vacuum
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Crude
Flasher

LPG
Recovery

x 1000 BD
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Figure 9.26—A	bitumen	upgrader	with	Eureka.
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9.7  IntegrAted processes: tHe 
development oF energy sHArIng In 
IndustrIAl AreAs oF JApAn wItH pIncH 
tecHnology 
In recent years, there has been a common understanding in 
Japan that there is little room for further energy reduction 
in major industrial fields such as oil refining and petro-
chemicals. However, our recent studies have determined 
that despite the very high efficiency of the individual sites 
in a complex, the potential exists for large energy savings 
by area-wide energy sharing. Area-wide sharing would 
make the best use of energy across a large industrial area 
by utilizing surplus heat from one or more sites to provide 
energy for the others. As a result of the study, a successful 
energy sharing project was developed between two sites in 
one of the major industrial areas in Japan.

In the 1980s, Linnhoff et al. [83] introduced the con-
cept of “target before design” using pinch technology for 
the design of individual processes. Pinch technology for 
Heat Exchanger Network (HEN) design was developed by 
Linnhoff and Hindmarsh [84]. Later, a HEN retrofit frame-
work was established based on the “process pinch” [85,86] 
and “network pinch” [87] concepts. Over time, pinch tech-
nology has been applied to increasingly large and complex 
sites, facilitated by the development of a variety of tools 
and techniques to enhance the methodology and simplify 
analysis.

Pinch technology had been applied to a single site to 
analyze the process system and the energy system, whereas 
area-wide pinch technology enables an entire industrial area 
to be analyzed. The latter consists of two existing analysis 
techniques: “Site Source Sink Profile (SSSP) analysis tech-
nique” [88,89], and “R-curve analysis technique” [90−92].

Supported by the New Energy and Industrial Tech-
nology Development Organization (NEDO), an affiliated 
organization of Japan’s Ministry of Economy, Trade and 
Industry, a 3-year research project was started in fiscal 2000, 
which was the first study to apply area-wide pinch technol-
ogy analysis to a large industrial area in Japan. 

9.7.1  Area-Wide Pinch Technology
The SSSP analysis technique uses the data obtained from 
heat exchangers, such as steam heaters, reboilers, steam 
generators, and condensers, etc., on the interface between 
the energy system and the process system in a single site 
and analyzes the energy-saving potential by optimal effective 
utilization with the best heat recovery.

The R-curve analysis technique uses the data of an 
energy system, such as boilers, gas turbines, steam turbines, 
steam headers, and steam users in a single site. By using 
this technique, the energy-saving potential can be analyzed 
by introducing the optimal gas turbine combined system.

Figure 9.27 shows the procedure for applying area-wide 
pinch technology to an industrial area composed of multiple 
sites. Initially, the operation data for the SSSP analysis and 
the R-curve analysis are collected from all the sites in the 
industrial area, which are then analyzed with respect to each 
single site by the SSSP analysis and the R-curve analysis. 
The results of the analyses determine which site has the 
highest performance and which site has the lowest perfor-
mance from the point of view of energy saving. The data 
are then combined and condensed into one virtual site and 
then again analyzed by the SSSP and the R-curve analyses, 
which eventually evaluate the total energy saving potential 
in an industrial area composed of multiple sites.

During the studies of the major industrial areas in 
Japan with area-wide pinch technology, it became clear 
that theoretically a large energy saving potential exists. The 
results are shown in Table 9.11.

tAble 9.10—product yield of eureka for 
Athabasca bitumen vr

low sHs 
case

High sHs 
case

cracked	Gas	 (c4	minus) 5.0 4.6

naphtha	 (c5-190ºc) 7.3 7.5

Middle	distillate	 (190–360ºc) 20.8 20.1

VGo	 (360ºc	plus) 29.4 35.8

Pitch 37.5 32.0

sHs=superheated	steam.

Figure 9.27—Analysis	from	single	site	to	multiple	sites.

tAble 9.11—energy-saving potential in the Industrial Areasa

Industrial area chiba (kl/year) mizushima (kl/year) mizushima/chiba (kl/year)

1 no.	of	sites 23 35 1.5

2 Integrated	fuel	consumption	(fuel	+	power) 2,880,000 3,785,000 1.3

3 Energy-saving	potential	by	r-curve	analysis 510,000 1,002,000 2.0

4 Energy-saving	potential	by	sssP	analysis 130,000 211,000 1.6

total 640,000 1,213,000

domestic	crude	consumption 1	day 2	days

aAnnual	crude	oil	conversion	is	shown	as	kilolitres	per	year.
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Table 9.11 shows Chiba industrial area and Mizushima 
industrial area. Chiba has 23 sites and its integrated fuel 
consumption, which is the sum of the fuel consumption 
and the electrical power consumption in the energy system, 
is 2,880,000 kL/year (annual crude oil equivalent). The 
R-curve analysis determined that Chiba has potentially 
510,000 kL/year of energy saving, while the SSSP analysis 
shows it to have a potential 130,000 kL/year of energy sav-
ing. Chiba, therefore, has the potential to save a total of 
640,000 kL/year of energy, which is equivalent to almost 
1 day of crude oil consumption of Japan. Table 9.11 also 
shows the result for Mizushima. Mizushima’s energy-saving 
potential is equivalent to almost 2 days of crude oil con-
sumption of Japan. 

In comparison, Mizushima industrial area has 1.5 times 
more sites than Chiba industrial area, but its integrated fuel 
consumption is only 1.3 times larger than Chiba. In con-
trast, the energy-saving potential of Mizushima is almost 
twice that of Chiba. The conclusion is that the equipment 
in the energy system in Mizushima industrial area performs 
less efficiently than that in Chiba. The conclusion is 
supported by the fact that Mizushima industrial area was 
established well before that of Chiba.

Data were collected from 1,222 heat exchangers from 
all the sites in Chiba industrial area, and many proposals 
for an energy sharing project were developed. After much 
discussion with the various sites, we could produce 8 feasi-
ble project proposals using 31 sets of heat exchangers. The 
energy saving from the 8 projects resulted in 90,000 kL/year.

Of the eight projects selected, the leading project 
proposal was finally selected, with the cooperation of the 
corresponding sites, based on its economical efficiency. The 
amount of energy saving was a little more than 10,000 kL/
year for two sites, namely those of FOC and Sumitomo 
Chemical Company (SCC). FOC is a mid-size refinery with 
a considerable track record in undertaking improvements to 
make more efficient use of energy. SCC is a leading petro-
chemical site that is adjacent to FOC. 

The SSSP analysis identified which heat region of 
energy could be shared. Figure 9.28 shows the results of 
SSSP only for FOC. The left half of the chart in Figure 9.28 
led to the conclusion that FOC had a large energy saving 
potential in the region below 120 oC. Although the heat 
below 120 oC could be recovered and collected, it could not 
be utilized adequately in FOC because the heat demand was 
located only at a temperature higher than 120 oC, as shown 
in the right half of the chart in Figure 9.28.

Once FOC and SCC were combined in the SSSP, it 
would produce a new possibility for energy sharing as 
shown in Figure 9.29. There were two energy-sharing cases: 
one case was the sharing of very low pressure steam and the 
other case was hot water sharing. Eventually FOC and SCC 
selected the hot water case and implemented the energy-
sharing project between two sites.

FOC, SCC, and Chiyoda together developed a 3-year 
business plan for the energy-sharing project and, with 
NEDO’s support, it was implemented in the second half in 
fiscal 2003 and completed in the summer of fiscal 2005. 
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Figure 9.28—sssP	analysis	for	foc.
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The project successfully achieved its energy savings target 
and, in recognition of this, the project was awarded a prize 
by the Director-General of the Agency of Natural Resources 
and Energy at the 27th Energy Conserving Machinery 
Awards in January 2007. 

Previously, the FOC and SCC sites had been operating 
independently of each other; this was the first time for them 
to have energy links. The energy-sharing project, shown in 
Figure 9.30, consisted of two energy-saving systems and 
an IT system. The two-energy saving systems were a heat-
sharing system and a low-heat power generation system.

The heat-sharing system achieved energy savings of 
4,900 kL/year by collecting the exhaust heat from the cooling 
water coolers in FOC and supplying it to SCC to reduce the 
fuel consumption of the boilers. The project was monitored 
by an IT system called an integrated energy monitoring 
system, as shown in Figure 9.31, which sought the optimal 
operating conditions and maintained and maximized the 
combined energy savings for both sites of 4,900 kL/year. The 
integrated energy monitoring system collected the operat-
ing information data and calculated the optimal operating 
conditions, which could then be viewed independently by 
both the FOC and SCC operators. The Level- model and two 
site-specific Level 1 models calculated the optimal operat-
ing conditions of the inter-sites energy links. The system 

automatically started its calculations with real-time data at 
1-h intervals throughout the day, taking into account fuel 
availability, heat and steam requirements, and the power 
tariffs for each site.

The low-heat power generation system shown in 
Figure 9.32 utilized the heat of the overhead vapor from 
the distillation tower in FOC, which used to be cooled by air 
fin coolers but was changed for the project so that the heat 
of the overhead vapor exchanged with the high concentration 
of ammonia solution at the vaporizer. Ammonia gas was 
generated in the vaporizer at high pressure (3 MpaG), which 
was then introduced into the turbine generator to produce 
a maximum 4000 kW of electricity. This achieved an energy 
saving of 5,600 kL/yr. The exhaust ammonia gas from the 
turbine was led to a condenser and then the condensed 
ammonia solution was sent back to vaporizer by a circu-
lation pump. This system has such a high autoregressive 
performance that, despite being a closed system, unmanned 
operation could be established.
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Figure 9.29—sssP	analysis	for	combined	foc	and	scc.

Figure 9.30—Implementation	of	energy-sharing	project.

Figure 9.31—Integrated	energy	monitoring	system.
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The total energy saving with the above two systems 
operating in tandem was 10,500 kL/year with a consequential 
reduction in CO2 emissions of 28,000 t/year.

9.7.2  A View of the Future
It is necessary for a forward-looking and enterprising grand 
design to be established at the earliest possible opportunity. 
The equipment in many of the large-sized domestic industrial 
sites in Japan is more than 30 years old, has become less 
efficient, and needs to be updated, but it is not easy for one 
company to decide independently on a new investment plan 
in the present economic situation. 

It is believed that the energy-sharing project is an excel-
lent solution to the problem of aging plants. If adopted for 
widespread use in industrial areas, it would offer many 
significant benefits to industrial areas by promoting envi-
ronmental preservation, lowering production costs, and 
strengthening the international competitiveness.

This research and associated studies have shown that 
area-wide pinch technology provides an optimal system 
of energy sharing with a consequential area-wide energy 
saving. Another possible study in the future would be to 
consider the benefits provided by area-wide material sharing 
of hydrogen gas, fuel gas, and so on in industrial sites. The 
total consumption of such materials if shared by multiple 
sites would be less than the combined sum of the individual 
usage of each site. Area-wide material sharing would lead 
to a reduction in the consumption of raw materials and in 
waste emissions, which would contribute significantly to the 
preservation of the global environment.

For the purpose of this study, a project was developed 
to share energy between the two sites. The next logical step 
would be to enlarge the scope of the study and provide a large 
sharing project for multiple sites. In such a case, the role 
of the integrated energy-monitoring system would become 
more crucial in maintaining and maximizing the expected 
energy-saving amount and optimizing the operating condi-
tions for each site. The algorithm of Level 2 would also need 
to be developed to keep up with any future request for a large 
energy-sharing project to be provided among multiple sites.

The low-heat power generation system also proved to 
be very useful in its ability to provide power by utilizing 

unused lower heat in the refinery and petrochemicals fields. 
However, as unused lower heat exists in various other 
fields, including steel, power plants, hot springs, and so 
on, it is therefore important to develop the low-heat power 
generation system so that it can be used in a wide range of 
projects.
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10.1  IntroductIon
The development and use of new catalysts has been a field 
of significant advances in the practice of petroleum refining 
in processes ranging from fluid catalytic cracking (FCC) 
to hydroprocessing to increase the refining efficiency of 
particularly challenging crude oils in producing the desired 
distillate fuels with improvements in quality and perfor-
mance, such as octane and cetane numbers, and compliance 
with the increasingly strict environmental regulations. The 
advances in catalysis include a more detailed characteriza-
tion of catalysts, a more thorough understanding of the 
chemistry on catalyst surfaces, new catalyst designs and 
manufacturing for increased activity and selectivity toward 
desirable products, and increased cycle times for providing 
more favorable economics for catalytic processes. This 
chapter provides examples of new advances in catalysis in 
parallel to the advanced processes discussed in Chapter 7, 
including processes such as FCC, hydrotreatment of FCC 
gasoline (catalytic cracked gasoline [CCG]), hydroprocessing 
of vacuum gas oil (VGO), alkylation, processing of heavy 
bottoms of crude oils, hydrogen production, and roles of 
catalyst supports.

10.2  Fcc catalytIc technology
The development of FCC catalyst technology has been equally 
as dramatic as the development of process designs. The first 
FCC units were operated on clay-based catalysts. A transition 
occurred to primarily alumina-based catalysts followed by 
inclusion of zeolites. A brief description of these technologies 
is as follows:
• Clay-based catalysts: Beginning in 1942 and lasting 

through the early 1950s, most catalysts in use were 
naturally occurring clays produced by crushing, drying, 
and sizing. Later, spray drying was introduced by Grace 
for improved fluidization. 

• Synthetic catalysts: In the early 1950s, amorphous 
catalysts with alumina as the primary component 
were introduced into FCC units. These catalysts gave 
improved yield selectivities and higher diesel yields. 
The activities for the clay-based and synthetic catalysts 
were low at approximately 25–35 wt %, requiring bub-

bling beds in the reactor vessel for increased contact 
time. Very high recycle rates of slurry were common.

• Zeolitic catalysts: The introduction of zeolite into syn-
thetic catalysts brought about one of the most significant 
and widespread changes observed in the refining world. 
Nearly all catalytic crackers in the early 1960s (with the 
exception of the Orthoflow B) were configured with a 
very short riser, which lifted the catalyst and oil mixture 
through a plate grid into a reactor bubbling bed. Once 
zeolites began commercially appearing in catalysts, 
these units required reconfiguration to prevent exces-
sive coke make and overcracking of the gasoline.
The unprecedented success of zeolite-based catalysts 

has been the result of the following characteristics [1]:
• High activity,
• Good activity stability,
• High selectivities to gasoline versus coke and dry gas,
• Thermal and hydrothermal stability,
• Reasonable accessibility,
• Attrition resistance,
• Resistance to poisons (metals, nitrogen, etc.), and
• Acceptably low cost.

Typical FCC catalysts today are composed of zeolite, 
active alumina, clay, and binder [2]. One of the most sig-
nificant differences found among various commercially 
available catalyst systems is related to the binding systems. 
These binding systems include silica sol, alumina sol, alumina 
gel, and in situ technologies. In situ technologies are based 
on the growth of zeolite crystal within spray-dried calcined 
clay microspheres.
• Zeolite: Typical catalysts today contain 30–40 % zeolite 

with some formulations reaching 50 %. “Activity-
boosting” additives are currently available commercially 
with zeolite concentrations of 60 % or more.

• Zeolite type: All Y zeolites begin as basically Na
56[SiO2]136 

[AlO2]56*250H2O. They are produced via modification 
and optimization of synthesis conditions, treatment 
steps, and exchange agents and routes. The zeolite can 
be dealuminated thermally, chemically, or by using 
both methods. Furthermore, the silica-to-alumina ratio 
(SAR) can be optimized to provide the extremes of 
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maximum zeolitic activity (VGO operations), maximum 
zeolitic stability (residue cracking operations), plus an 
innumerable number of intermediate levels.

• Rare earth: Rare earth (38) is added to the zeolite as an 
activity enhancer, selectivity modifier, and to improve 
hydrothermal stability. Rare earth in zeolite concentra-
tions typically vary from 0 to 16 wt %.

• Active alumina: Alumina is added to the catalyst to 
precrack high-molecular-weight molecules present in 
heavier portions of the feedstock. This precracking 
function enables further cracking by the zeolite present 
in the catalyst, increasing the yields of gasoline and 
liquefied petroleum gas (LPG). The alumina technology 
present today includes aluminas capable of absorbing 
vanadium and encapsulating nickel, which are catalyst 
poisons. Furthermore, catalyst manufacturers are now 
capable of modifying the pore volumes and acidities of 
these aluminas, enabling specific cracking of difficult 
feedstocks. Judicial use of alumina content is required 
because most aluminas increase coke and dry gas yields.

• Zeolite-to-matrix ratio: The relative composition of 
zeolite and alumina determines the yield selectivities 
observed by the refiner. 
In 1984, Mobil Oil launched a revolutionary new addi-

tive, ZSM-5. ZSM-5 is a small-pore zeolite that selectively 
cracks higher molecular weight olefinic molecules boiling 
in the gasoline range. ZSM-5 has found wide application 
in the FCC unit and is used primarily for maximizing 
propylene yields, but it also has the capability of increasing 
gasoline octane number.

10.2.1  Future Catalytic Developments
The fluidized catalytic cracker is under continual pressure 
to transform itself as global motor fuel markets evolve. There 
has rarely been a period in time in which there have not 
been substantial efforts being paid to further improving FCC 
profitability. This continues to be true today. The following 
are four areas that are currently under intense research for 
improvement.

10.2.1.1	 FCC	As	A	PlAtForm	For	
PetroChemiCAl	FeedstoCks
It is expected that by the middle of this century the world’s 
remaining fossil fuel reserves will become much more pre-
cious given the growing global awareness of the effect of car-
bon dioxide (CO2) on the environmental health of the planet 
and the declining availability of easily recoverable reserves 
[3]. For this reason it is probable that the FCC will transform 
itself steadily into a feed preparation unit for existing and 
yet to be discovered chemical processes. The preeminence 
of today’s FCC unit as an engine for the production of motor 
fuels will likely diminish as the decades pass.

Substantial resources are currently being directed toward 
increasing the selectivity of the FCC toward producing 
petrochemical feedstock intermediates. The most obvious 
example of this trend is continued emphasis on propylene 
maximization in residue feedstocks. The major engineering 
companies in the FCC world continue to invest substantial 
resources to shift the yield selectivity toward propylene 
through measures such as reduction of hydrocarbon partial 
pressure, using multiple risers for higher severity, cracking 
naphtha as a feedstock directly into propylene, etc. Catalyst 
and additive companies continue to focus efforts on low 

hydrogen transfer catalytic systems via zeolite and active 
alumina improvements as well as enhancement of ZSM-5 
activity and stability.

10.2.1.2	 FCC	As	A	mAximum	diesel	engine
Given the global trend toward dieselization, engineering and 
catalyst companies have been placing increasing focus on 
maximizing diesel yield from the FCC. Research for LCO 
maximization has been focused on two primary approaches, 
the first being the reduction of conversion together with 
enhanced slurry destruction. These efforts are being spear-
headed through efforts such as slurry recycling, increasing the 
catalyst-to-oil ratio, and reducing fresh catalyst intrinsic activ-
ity through reduction of the zeolite-to-matrix ratio. Addition-
ally, catalyst manufacturers continue to maximize the intrinsic 
diffusion capabilities of the catalyst particle for maximal first-
pass destruction of residue boiling molecules in the feedstock.

The second approach being taken by some manu-
facturers has been to experiment with nonstandard FCC 
catalytic components in the catalyst. This has included 
experimentation with basic materials as opposed to the 
standard acidic components. An observed benefit of this 
novel approach is a reduction in the aromatic content of 
the LCO, producing improved cetane number. The primary 
disadvantage of this approach is the low conversion resulting 
in high slurry yields. 

10.2.1.3	 the	FCC	For	ultrA-heAvy	FeedstoCk	
Conversion
The exploitation of Alberta’s bitumen oil from the vast fields 
of tar sands is currently at 1.5 million bbl/day. This produc-
tion rate is expected to increase to 3.5 million bbl/day by 
2015 [4–6]. Most of the synthetic crude being produced in 
Alberta is coked followed by varying degrees of hydrotreating. 
These synthetic oils currently occupy a minor position in 
North America’s FCC feed slates. The percentage of these 
crudes reaching the FCC is expected to increase over the 
next few decades. Despite deep hydrotreating, these hydro-
carbon streams remain highly cyclic and therefore pose a 
challenge to today’s catalysts. Substantial improvements in 
the stability, porosity, and accessibility of today’s “state-of-
the-art” residue catalysts will likely be required.

UOP is currently active in developing an “FCC-like” 
process, the Catalytic Crude Upgrading (CCU™) unit, which 
will be used to partially upgrade ultra-heavy crudes for 
viscosity reduction, thus eliminating the need for external 
light hydrocarbon streams as diluents to meet pipeline 
specifications. The CCU unit produces its own diluent while 
maximizing the volume retention of crude barrels from 
ground to pipeline. These crude oils are typically extremely 
high in vanadium and require a degree of vanadium toler-
ance well beyond the standard FCC catalytic technology 
of today. UOP and its partners are currently developing 
ultra-high vanadium-resistant catalysts.

10.2.1.4	 FCC	designed	For	minimAl	
environmentAl	imPACt
The FCC, as with all chemical processes used today, is 
under increasing pressure to produce fuels and petro-
chemical intermediates with zero emissions, including 
CO2. Current technology [7,8] is able to control sulfur 
oxide (SOx) emissions in full combustion units with reduc-
tions of 90–95 % common. SOx reductions in partial burn 
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 operations are typically 50–70  %. Research continues on 
many fronts to improve the SOx capture efficiency for par-
tial burn operations. Deeper reductions currently require 
the FCC operator to switch from partial to full burn opera-
tion (if applicable), implementation of feed hydrotreating, 
or utilization of flue gas treatment technologies such as flue 
gas scrubbers. FCC flue gas nitrogen oxide (NOx) emission 
control continues to be an area requiring further research. 
Typical reduction levels of 50–60 % are achieved with cur-
rent additive technology [9]. Finally, there is an increasing 
emphasis on particulate emissions reduction from the FCC 
unit. Fortunately for the FCC operator of today barrier filter 
technology exists to nearly eliminate particulate emissions 
from the FCC unit [10].

10.2.1.5	 ConClusion
The FCC unit has proven to be one of the most flexible 
technologies within the oil refining industry for nearly 7 
decades. Although the challenges continue to mount, the 
equilibrium nature of the process lends itself readily to 
“online” experimentation, thereby enabling the aggressive 
refiner to maintain the “cutting edge” nature of the operation. 
Continued research and development is essential for the 
FCC unit to maintain its central role within the modern 
high-conversion refinery of today.

10.3  catalyst low-sulFur gasolIne 
ProductIon 
10.3.1  Introduction
CCG is produced from VGO or atmospheric residue by FCC 
units and it contains high levels of sulfur. Hydrodesulfur-
ization (HDS) is usually applied for sulfur removal of the 
petroleum fraction. However, CCG contains 20–40 vol % 
olefins, therefore the present naphtha HDS process would 
reduce the octane value because of the hydrogenation (HG) 
of olefins. Control of the HDS selectivity of the catalyst 
requires that the HDS active site is different from the olefin 
HG active site. Several studies on molybdenum catalysts 
show that the HDS active site is different from the olefin 
HG active site [11–13].

This section focuses on the features of the selective CCG 
HDS catalyst. The properties of CCG and the desulfurization 
processes are presented in Chapter 7.

10.3.2  Active Sites of the Catalyst
To improve the HDS selectivity of CCG, it is necessary to 
make clear the difference between the HDS active site and 
the olefin HG active site. Thiophene and butene have been 
used for the study of the HDS mechanism, and most of these 
works have indicated that the HDS active site is different 
from the butene HG active site [11,13,14].

The difference of the active sites was studied on 
Co-Mo/γ-Al2O3 catalyst using the inhibiting effects of hydro-
gen sulfide (H2S). As is well known [15], H2S is adsorbed 
on the HDS active site having coordinative unsaturation 
and it competitively inhibits the other sulfur compounds’ 
access to the HDS active site. If olefin reactions are affected 
by H2S as HDS is affected, then the structure of the olefin 
HG active site is considered to be similar to that of the 
HDS active site. If olefin reactions are not affected by 
H2S, then the structure of the active site for olefin reac-
tions may be different from that of the HDS active site. The 
effects of H2S on the HDS of thiophene, alkylthiophenes, 

and  benzothiophene (BT) were examined in the H2 stream 
with or without H2S (Table 10.1) [16]. Even with a small 
amount of H2S (0.1 vol % in H2), all thiophenes’ HDS was 
strongly retarded, and the reaction rate constants obtained 
were 15–20 % of the original. The reactions of diisobutyl-
ene, 1-octene, and 1-hexene were examined in the H2 stream 
with or without H2S (Figure 10.1) [16]. With H2S, the HG 
of diisobutylene is promoted whereas HG of 1-octene and 
1-hexene is retarded. This finding shows that the isoolefin 
HG active site is different from the HDS active site, and it 
may be possible to control the selectivity of CCG HDS.

To further clarify the difference between the HDS 
active site and the isoolefin HG active site, the response of 
the catalyst activity to the well known promoting effects 
of cobalt was studied using catalysts with varying cobalt 
content. The results are shown in Figures 10.2 and 10.3. 
As is well known [17], thiophene HDS drastically increased 
with increasing Co/(Co+Mo) ratio. On the other hand, with 
increasing Co/(Co+Mo) ratio, it is noted that the HG of 
diisobutylene decreases a little and that of 1-octene largely 
decreases. The similar decreasing trend has been reported 
regarding the activity for butene HG on unsupported 
cobalt-molybdenum sulfide catalyst, in which thiophene 
HDS and successive butene HG were undertaken at 320°C 
and atmospheric pressure [18]. They have explained about 
the phenomena that the addition of cobalt ions blocks 
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Figure 10.1—effects	of	h2s	on	olefin	hg	at	a	temperature	of	
150°C,	pressure	of	1.3	mPa,	h2	/	feed	0.34	g	of	cat	min/mol,	feed	
toluene	80	mol	%,	and	olefin	20	mol	%	[16].

table 10.1—effects of h2s on alkyl-(benzo)-
thiophenes hds [16]

h2s concentration in h2, vol%

0 0.1

sulfur compound hds, %

thiophene 86.0 27.0

2-methylthiophene 63.8 10.9

3-methylthiophene 75.3 22.3

2,	5-dimethylthiophene 45.3 12.0

2-ethylthiophene 47.2 10.7

benzothiophene 99.4 63.8

reaction	conditions:	temperature	160	˚C,	pressure	1.3	mPa,	h2	/feed	ratio	
1.60	mol/mol,	catalyst/feed	0.34	g	of	cat.min/mol	sulfur	compounds	
concentration	2.83	×	10–4	mol/mol.
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the coordinatively unsaturated molybdenum sites on the 
edges of molybdenum disulfide (MoS2) and decreases the 
HG activity. If cobalt blocks the unsaturated molybdenum 
sites, the small effects of cobalt on isoolefin HG suggest that 
isoolefin HG proceeds on the unsaturated molybdenum 
sites not blocked by cobalt. In the case of catalyst having half 
metal content (*marked), thiophene percentage conversion 
largely decreases; however, percentage of olefin HG slightly 
decreases. The mass percentage (7.5 mass %) of molybdenum 
trioxide (MoO3) is too small to cover the whole surface of the 
Al2O3. Uncovered Al2O3 surface may enhance olefin HG. 
These results also indicate that HDS and olefin HG proceed 
at the different active sites.

The studies of the effects of H2S and cobalt are summa-
rized in Table 10.2. The effects of pyridine modification on the 
catalyst activity and selectivity of Co-Mo/γ-Al2O3 catalyst were 

investigated by microreactor [19]. Thiophene HDS, diiso-
butylene HG, and 1-octene HG were studied at 150°C and 
1.3 MPa to measure the original activity. Thiophene (2.83 × 
10−4 mol/mol)/pyridine (0.01 mol/mol)/toluene, diisobutylene 
(0.25 mol/mol)/toluene, and 1-octene (0.25 mol/mol)/toluene 
were passed into the reactor and the inhibition by pyridine 
spike was studied. The temperature was then increased to 
300°C to strip the pyridine and then the temperature was 
decreased back to 150°C to measure the remaining effects of 
pyridine. After pyridine was desorbed at 300°C, HDS activity 
had almost recovered to the initial level. However, the activity 
for diisobutylene HG still remained much lower than the ini-
tial activity. The activity for 1-octene HG recovered to half of 
the initial activity. The remaining effect of the pyridine spike 
on isoolefin HG was stronger than that on n-olefin HG. These 
observations strongly support the idea that three different 
types of active sites are present on the catalyst.

From these results, one can speculate on the following 
three types of active sites:
1. HDS active site: This site is inhibited by H2S and pro-

moted by cobalt. n-Olefin and isoolefin can approach.
2. n-Olefin HG active site: This site is inhibited by H2S 

and cobalt. This site has some similarity with the HDS 
active site.

3. Isoolefin HG active site: This site is promoted by H2S 
and is slightly inhibited by cobalt. This site strongly 
interacts with isoolefin, resulting in the formation of 
an oligomer. This site is totally different from the HDS 
and n-olefin active sites. 
These phenomena suggest the possibility of a selective 

CCG HDS in which the HDS reaction performs with mini-
mizing olefin HG because most of the olefins contained in 
CCG are isoolefins.

10.3.3  HDS Selectivity Improvement
Cobalt addition test shows that the proper amount of cobalt 
loaded on γ-Al2O3 gives good selectivity for CCG HDS by 
lowering n-olefin HG activity. Cobalt distribution also 
contributes to the selectivity improvement. Highly dispersed 
cobalt catalyst was prepared with CyDTA-Co(trans-1,2-di-
aminocyclohexane-N,N,N’,N’-tetraacetic acid-cobalt) [20]. 
Thiophene HDS and 1-octene HG reaction were examined 
and the activities were compared with conventional Co-Mo/
γ-Al2O3 catalyst. CyDTA-Co showed higher HDS activity and 
lower 1-octene HG activity than the conventional catalyst.

It was found that isoolefins were oligomerized on 
the isoolefin HG active site [21]. Oligomer may finally be 
irreversibly deposited on the active site as a coke. If it is 
possible the coke selectively deactivates that isoolefin HG 
active site; then this leads to selective CCG HDS.

Three different combinations of the pretreatments were 
performed on the fresh catalyst. They were sulfiding + aging, 
sulfiding + aging + coking, and coking + sulfiding + aging. 
The coking pretreatment was done using a mixture of cyclo-
hexene + 1-methylnaphthalene. The result of CCG HDS is 
shown in Figure 10.4 [21]. The catalyst with sulfiding + aging 
gives a higher total HDS percentage than the catalyst with 
coking. Concerning the HDS selectivity, the catalyst with 
sulfiding + aging + coking shows higher selectivity than the 
catalyst without coking. However, the catalyst with coking + 
sulfiding + aging shows the same selectivity as the catalyst 
without coking. These results show that coking pretreatment 
should be done after sulfiding to improve HDS selectivity.

0

20

40

60

80

0 0.1 0.2 0.3 0.4 0.5
Co/(Co+Mo), mol/mol

T
hi

op
he

ne
 H

D
S

, %
1-

oc
te

ne
 h

yd
ro

ge
na

ti
on

, %

Thiophene HDS 1-octene hydrogenation

*

*

*

*

Figure 10.3—effects	of	cobalt	on	hds	and	n-olefin	hgmoo3	
15.0	mass	%	(*7.5	mass	%),	temperature	190°C,	pressure	1.3	
mPa,	h2	/	feed	0.34	g	of	cat	min/mol,	feed	thiophene	2.83	×	10−4	
mol/mol,	toluene	80	mol	%,	and	olefin	20	mol	%	[16].

table 10.2—effects of h2s and co on hds 
and hg [16]

h2s co

	

hds inhibition promotion
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	hydro. inhibition inhibition
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15.0	mass	%	(*7.5	mass	%),	temperature	175°C,	pressure	of	
1.3	mPa,	h2	/	feed	0.34	g	of	cat	min/mol,	feed	thiophene	2.83 ×	
10–4	mol/mol,	toluene	80	mol	%,	and	olefin	20	mol	%	[16].
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The effects of coke were further examined using a refin-
ery spent catalyst, which was used in the diesel fuel HDS 
process for 1 year. This catalyst, having 8.8 mass % deposited 
coke, was supplied for CCG HDS activity test. This spent 
catalyst also shows high HDS selectivity. However, this high 
selectivity was lost by a regeneration procedure. This result 
suggests that coke deposit improves the HDS selectivity.

Thiophene HDS was performed over the catalyst with 
or without aging and coking pretreatment in the presence 
of diisobutylene and 1-octene [21]. Thiophene HDS is little 
reduced by the aging pretreatment but is much reduced by 
the coking pretreatment. The diisobutylene HG percentage 
is plotted against thiophene HDS in Figure 10.5. Little 
difference is observed between the selectivity of the catalyst 
with or without aging. However, it is noted that diisobutyl-
ene HG of the catalyst with coking is much lower than that 
of catalysts without coking. 

The 1-octene HG percentage is plotted against thiophene 
HDS in Figure 10.6 [21]. The 1-octene HG of the catalyst with 
coking is much higher than that of catalysts without coking. 
The effects of coking pretreatment on the three different 
types of active sites are as follows: isoolefin HG active site 
> thiophene HDS active site > n-olefin HG active site. This 
order also suggests that the coking pretreatment effectively 
reduces isoolefin HG activity but hardly reduces n-olefin 

HG activity. Because most olefins in CCG are isoolefin, it is 
considered that CCG HDS selectivity is improved by coking 
pretreatment.

10.3.4  CCG HDS Commercial Catalysts
A Co(Ni)-Mo/-Al2O3 catalyst is used in the actual CCG HDS 
process. Several modifications are made to improve the 
selectivity. It is supposed that alkaline metals and alkaline 
earth elements reduce olefin HG activity [22]. Coking is also 
effective as a pretreatment of the catalyst for selectivity 
improvement [13]. The patent shows that SCANfining 
developed by ExxonMobil and Akzo Nobel uses the combi-
nation of two catalysts (Table 10.3) [23]. RT-225 is a main 
selective CCG HDS catalyst. KF-742 is a conventional HDS 
catalyst and is sometimes used together with RT-225. The 
information on the catalysis of other processes is scarce, 
but similar catalysts may be used.

10.4  recent advances In deeP hds 
catalysts
10.4.1  Catalysts for Deep HDS of Diesel Fuel
The desulfurization technology for diesel fuel has advanced 
rapidly as oil companies, catalyst manufacturers, engineering 
companies, universities, and public research institutes all 
competed with one another to develop catalysts or processes 
when the regulation on sulfur contents in diesel oil was 
changed to 500 ppm starting in 1997 as a response to the 
report by the Central Council for Environmental Pollution 
Control in 1989 in Japan, requiring oil companies to newly 
introduce desulfurization systems. This has resulted in a 
leap of science and know-how on deep HDS and deep HDS 
catalysts for ultralow sulfur diesel (ULSD) production [24].
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Figure 10.5—effects	of	coking	on	hds	selectivity	in	the	
presence	of	isoolefin	at	a	temperature	of	175°C,	pressure	of	
1.3	mPa,	h2	/	feed	of	1.6	mol/mol,	feed	thiophene	of	2.83	×	10−4	
mol/mol,	toluene	of	80	mol	%,	and	olefin	of	20	mol	%	[21].
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Figure 10.6—effects	of	coking	on	hds	selectivity	in	the	
presence	of	n-olefin	at	a	temperature	of	190°C,	pressure	of	
1.3	mPa,	h2	/	feed	of	1.6	mol/mol,	feed	thiophene	of	2.83	×	10−4	
mol/mol,	toluene	of	80	mol	%,	and	olefin	of	20	mol	%	[21].

table 10.3—catalysts for scanfining [23]
rt-225 KF-742

support alumina alumina

Av.	pore	dia. 87 72

moo3,	mass	% 4.2 15

Coo,	mass	% 1.2 4

hds	activity <0.5 1
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Figure 10.4—effects	of	coking	pretreatment	on	hds	selectivity	
at	a	temperature	of	300°C,	pressure	of	0.4	mPa,	h2	/	feed	
of	85	nl/l,	and	feed	CCg	(sulfur	157	ppm	[mass]	and	olefin	
36.6 vol	%)	[21].
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The major components of sulfur compounds in  diesel 
fuel are alkyl derivatives of BT and dibenzothiophene 
(DBTs). HDS is a reaction to remove sulfur from these com-
pounds in the form of H2S while maintaining the carbon 
skeleton structures. Furthermore, denitrogenation of organic 
nitrogen compounds and HG of aromatic compounds also 
proceed in concurrence with the desulfurization in diesel oil. 
Because the organic nitrogen compounds in diesel fuel are 
inhibitors of HDS, denitrogenation is a favorable reaction in 
a similar fashion to desulfurization. Meanwhile, condensed 
polycyclic aromatic compounds in diesel fuel are a source of 
particulate matter (PM) when the diesel fuel is combusted; 
thus, their HG is also a favorable reaction. However, there 
is a problem of increased hydrogen consumption in these 
reactions. It is therefore necessary to conduct deep desulfur-
ization and optimize these reactions to suit the purpose of 
environmental and economic imperatives.

This section provides an outline of catalyst technology 
regarding the problems to be solved for ultra-deep HDS 
and methods to address ultralow sulfur-free diesel fuel with 
sulfur contents of 10 ppm or lower.

10.4.2  HDS Reactions of Gas Oil
Figure 10.7 shows the results of investigating the sulfur 
compound distribution in the straight-run diesel fuel 
(sulfur content 1.4 wt %) and treated gas oil after HDS 
(sulfur content 380.35 ppmw) using gas chromatography 
with atomic emission detector (GC-AED) [25]. It is evident 
that various sulfur compounds including BTs and DBTs 
are contained in the raw diesel fuel. On the other hand, 
the product oil after the HDS at 380 ppmw has lost most 
of the peaks observed for the raw diesel oil with the only 
remaining peak in the high boiling-point region. In product 
oil that is more deeply desulfurized at 35 ppmw, it is shown 
that only 4,6-dimethyldibenzothiophene (4,6-DMDBT) and 
DBTs with large alkyl group sidechains remain.

In ultra-deep HDS, the concentration of sulfur in diesel 
oil needs to be reduced to one thousandth. Therefore, nearly 
all sulfur compounds must be removed from diesel oil by 
HDS. As seen from the chromatogram for product oil (sulfur 
content 380.35 ppmw) shown in Figure 10.7, the residual sul-
fur compounds include mainly refractory sulfur compounds 
such as 4,6-DMDBT. Thus, it is naturally necessary to keep in 

mind that HDS of such refractory compounds should be thor-
oughly performed in deep HDS. Because this 4,6-DMDBT 
alone is contained as sulfur content of 100 ppmw or higher 
in feed oil, it needs to be reduced to one tenth that of the feed 
oil. Table 10.4 presents the relative desulfurization activi-
ties of alkyl-BTs examined by Houalla et al. [26]. It becomes 
more difficult to desulfurize when a methyl group is attached 
to position 4 or 6 adjacent to the sulfur atom. For example, 
4,6-DMDBT has one tenth less reactivity than DBT. It is con-
sidered that this is caused by steric hindrances for adsorption 
of the sulfur atom to the active site of the catalyst because 
the alkyl substituent is located near the sulfur atom [27]. It 
is therefore expected that the reactivity can be improved dra-
matically if it is possible to remove or mitigate the inhibition 
by this methyl group before the C–S bond cleavage.

Desulfurization of 4,6-DMDBTs can take a direct route 
in which the sulfur atom is directly hydrogenated and then 
desulfurized, a HG route in which it is desulfurized after 
the aromatic ring is hydrogenated, or an isomerization 
route in which the methyl group is transferred by isom-
erization as shown in Figure 10.8. Mochida et al. reported 
that the HG reaction of the aromatic ring became subject 
to restriction by thermodynamic equilibrium under high 

Figure 10.7—gC-Aed	chromatogram	of	raw	and	hydrotreated	
gas	oil	[25].

table 10.4—relative activity of 
alkyl-dbts [25]

compound
relative hds 
activity

2,8-dmdBt 2.6

3,7-dmdBt 1.5

dBt 1.0

4-mdBt 0.16

4,6-dmdBt 0.1

Figure 10.8—hds	reaction	pathways	of	4,6-dmdBt	[28].
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temperatures in the HG route for alkyl-DBT, and that 
HG of DBT for instance is not favored at 330°C or higher 
regarding thermodynamic equilibrium, with little forma-
tion of hydrogenated compounds at temperatures as high 
as 425°C. They also report that the reaction is not favored 
for 4,6-DMDBT at 260°C or higher and that there is little 
formation of hydrogenated compounds at 380°C [28]. In 
ultra-deep HDS, it is necessary to improve the primary 
HDS activity in addition to solving the issue of how these 
reaction paths shall be realized on the catalyst and the 
issue to mitigate the steric hindrances by methyl groups. 
As mentioned above, the improvement of catalysts and 
processes in sulfur-free level is conducted giving attention 
to the desulfurization mechanism.

Furthermore, it is generally considered that the con-
centrations of sulfur and nitrogen in the feed oil affect the 
desulfurization reactivity. Figure 10.9 shows the relation-
ship between the correction factor calculated from sulfur 
and nitrogen contents in feed oil by the following formula 
and required desulfurization temperature. It is supposed 
that the ratio between sulfur content and nitrogen content 
in feed oil can be used to grasp the reactivity of the feed 
oil [29].

Correction factor = (nitrogen content in feed oil/sulfur 
 content in feed oil)2.8 × (sulfur content in feed oil)2.2 (10.1)

This indicates that the nitrogen compounds in feed oil 
work as reaction inhibitors in deep HDS; thus, denitrogena-
tion of these nitrogen compounds also becomes important 
in ultra-deep HDS.

10.4.3  Trend of Catalyst Development for 
Sulfur-Free Diesel Oil
As described in Section 10.4.2, the catalyst needs to be 
highly active and extend the lifespan by decreasing the reac-
tion temperature so that the refractory sulfur compounds 
such as 4,6-DMDBT can be selectively desulfurized to 
achieve a sulfur-free level. There are several catalyst design 
concepts proposed for these improvements [30]. It is also 
necessary to develop a catalyst that is resistant to inhibition 
by H2S, nitrogen compounds, or ammonia.

10.4.3.1	 Control	oF	Comos	PhAse	For	higher	
ACtivity
The CoMo alumina catalyst popularly used in HDS requires 
presulfiding to be activated before reaction. Before deep 
desulfurization of the 500-ppm level was implemented, it 
was assumed that Mo and Co were individually sulfided 
and existed as MoS2 and Co9S8 on alumina carrier. How-
ever, recent advancements in various analytical techniques 
revealed a unique structure called the CoMoS phase in which 
molybdenum and cobalt are bonded, which functions as the 
active site for HDS. As shown in Figure 10.10 [31], it has a 
unique cluster structure with the fundamental skeleton of 
the MoS2 structure and cobalt coordinated on the cluster’s 
edge. In general, the two important points in improving 
the catalyst activity are increasing the number of active 
sites and improving the performance of the active sites. It 
thus means that the number of CoMoS phases should be 
increased or its performance should be improved to prog-
ress to better HDS activity. To conduct the former, the 
possible methods include an increase in the molybdenum 
and cobalt content; an increase in the surface area of alumina, 
which is the carrier for these active metals; and effective 
formation of the highly diffused CoMoS phase.

Meanwhile, to improve the performance per active 
site, it is considered that a method to adjust the interaction 
with the carrier may be effective. It has been recently found 
that the activity becomes higher as the interaction between 
the alumina carrier and the CoMoS phase is lower [32]. 

It is known that some chelating agents are effective in form-
ing this type of CoMoS phase, and there are study reports 
claiming that P, B, and so forth conventionally known to 
have activity improvement effects somewhat influence the 
formation of the CoMoS structure. Therefore, several inter-
esting preparation methods are being contrived.

10.4.3.2	 enhAnCement	oF	methyl	grouP	
migrAtion	
Acid sites are necessary for migration of alkyl groups on 
alkyl aromatics, and various Lewis acids are known to work 
on this reaction. Acid sites of some zeolite are also known 
to be effective. Thus, examinations are being made on car-
riers combining these Lewis acids or zeolite with alumina 
carrier or using zeolite alone as the carrier. However, strong 

Figure 10.9—Correlation	between	nitrogen	and	sulfur	collection	
factor	and	achievable	reaction	temperature	for	50	ppm	
sulfur	[29].

Figure 10.10—surface	structure	of	sulfided	Como/Al2o3	catalyst	
proposed	by	topsøe	and	others	[31].
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acid sites may lead to unfavorable decomposition reactions 
(reduction of liquid yield) or coke formation reactions 
(deactivation of catalyst) in addition to the migration of the 
methyl group, possibly leading to rapid activity deteriora-
tion during the initial stages of operation (during SOR). If 
excessive decomposition or coke formation can be mini-
mized by adding an appropriate acid property, then it may 
be possible to develop a catalyst that improves catalyst life 
and promotes methyl group migration.

10.4.3.3	 enhAnCement	oF	hg	ACtivity
The HG reaction of an aromatic ring to mitigate steric 
hindrances by methyl groups is expected to be promoted 
by catalyst metals with good HG activities. Although NiMo, 
NiW, or precious metal catalysts are normally effective in 
the HG of condensed polyaromatics, it is known that these 
catalysts with good HG activities are prone to inhibition of 
reaction by H2S, ammonia, and so forth under the reaction 
conditions. Furthermore, there are negative effects to unnec-
essarily increase the hydrogen consumption because HG 
of aromatics that are not related to desulfurization is also 
facilitated when these catalysts with good HG activities are 
used. Therefore, some combination of CoMo and NiMo or 
NiW catalysts has been proposed in the sulfur-free condition.

10.4.3.4	 new	develoPments	in	CAtAlyst	
suPPort	mAteriAls
In general, industrial catalysts for HDS comprise Mo or W and 
Co or Ni on alumina carrier. There are investigation reports 
indicating that catalysts using titania as the catalyst carrier 
show better desulfurization activity per unit surface area [33]. 
Especially regarding HDS of refractory sulfur compound 4,6-
DMDBT, some report that it functions better than alumina 
carrier catalysts. However, because of the disadvantages of 
titania, including less thermal stability and small specific 
surface area (~50–60m2/g), there have been few actual cases 
of industrial manufacturing. The technology to increase the 
surface area and precisely control the pore size distribution to 
solve the disadvantages of titania carrier was recently devel-
oped [34]. It is an unconventional and interesting catalyst.

10.4.3.5	 CommerCiAl	CAtAlysts
The catalysts of catalyst manufacturers and licensers that 
have been developed and industrialized along one of the 
concepts explained above are listed in Table 10.5. These 

catalysts are not limited to those developed for sulfur-free 
diesel oil but include catalysts for 50-ppm sulfur oil. It 
is also necessary to select by sufficiently considering the 
catalyst performance because each has different charac-
teristics (drawbacks and advantages). However, catalyst 
manufacturers continue to devote their efforts in research 
and development. It is expected that better catalysts will be 
manufactured in the near future.

10.5  advances oF catalyst technology In 
vgo hydrotreatIng
10.5.1  Advances in Guard-Bed Catalyst
The guard-bed catalyst loading in the reactor top layer is very 
important to protect the main-bed catalyst against fouling 
and catalyst poisons, which can severely affect the expected 
activity and cycle length. The reactor pressure buildup takes 
place by the accumulation of deposits in the catalyst bed. To 
remove the effect of deposition on pressure drop buildup and 
keep good liquid distribution, a grading of catalyst shapes, 
sizes, and activities is crucial. The foulants that cause the 
problem in hydrotreating reactors come from several differ-
ent sources, including the following [35–37]:
• Particulates of widely varying sizes and compositions; 
• Gum formation due to reactive molecules such as olefins 

and oxygenates; and
• Inorganic contaminants, such as iron, nickel, vanadium, 

arsenic, and silicon.
The particulates include coke fines, iron sulfide, some-

times FCC catalyst fines, and so on and are prospectively 
removed by grading the catalysts using optimized shape/size 
and reactivity for the targeted contaminants. Gum formation 
is a problem commonly seen in commercial hydrotreating 
reactors, where contaminants of olefins, di-olefins, and 
oxygenates present in the VGO feed react with the cata-
lyst very rapidly and exothermically, creating problems of 
reactor fouling, maldistribution, and thermal hot spots. 
The third type of fouling occurs when inorganic elements 
such as nickel, vanadium, arsenic, and silicon enter the 
hydrotreater. These metals are poisons to the hydrotreating 
catalysts and cause severe deactivation. Hence, poison 
removal before the main-bed catalysts needs to be properly 
facilitated. The removal of reactive molecules and inorganic 
poisons is achieved by a gradual change in the catalyst 
activity and by applying catalysts with trapping capacity 
for various metals. A common industrial practice for con-
taminant control is suitably highlighted by the superior 
performance achieved by the consecutive use of
• Ketjenfine KG-55 of a specific pentaring alumina 

(outer diameter [OD] 19 mm, void fraction 62 %)
• Followed by Ketjenfine KF 542-9R/-5R of moderate 

activity of nickel-cobalt-molybdenum Raschig ring cat-
alysts (9.0/3.5mm and 6.0/2.8mm in OD/inner diameter 
[ID], void fraction 50 %) for elimination of olefins and 
oxygenates to prevent gum and coke formation

• Then a nickel-molybdenum alumina Demet catalyst 
(OD 3–5 mm, void fraction 45 %) for removal of metal 
poisons.
The higher activity and smaller shaped nickel- 

molybdenum catalysts at the last Demet position are able to 
completely remove nickel and vanadium contaminants while 
maintaining good liquid flow through the catalyst bed [35,36]. 
The latest development includes the trapping capability of mul-
tiple contaminants such as iron, arsenic, and silicon as well as 

table 10.5—commercial catalysts for deep 
hds
catalyst manufacturer 
or licenser catalyst name

Albemarle kF-772	 kF-757h	 kF-848	 nebula

Art smArt	 	 (Cdx,	Cdy)

Criterion	Catalyst dC-2318	 	 dC-2531	 	 dn-3330

halder	topsoe	A/s tk-573	 	 	 tk-574

ieP	Axens hr-626	 hr-526	 hr-568	 hr-548

Cosmo	oil	Co. C-605A

JgC	C&C Cds-lx6

nippon	oil	Co. nhs-204
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nickel and vanadium. The iron deposition normally originates 
from corrosion scales, which are of various sizes (0.1–10 mm). 
However, more difficult to deal with are the organic iron mol-
ecules often present in the heavier and high total acid nitrogen 
(TAN) feeds. These organic iron molecules are very reactive, 
forming iron sulfide. Iron sulfide in turn accelerates coke for-
mation, through the dehydrogenation reaction at the surface 
of the catalysts, and the agglomerated catalysts bound with 
iron sulfide and coke cause serious fouling problems. One of 
the significant developments for iron trapping capability is 
Ketjenfine KG-1 [37]. This spherical catalyst (5 mm in diam-
eter) is used for the removal of iron scale and organic iron 
molecules. The catalyst is designed to trap the iron inside of 
the pore structure, ensuring maximal iron trapping efficiency 
and preventing the accumulation of coke on the outer surface 
of the catalyst particles. Another new development in guard-
bed technology is new catalysts that specifically target arsenic 
and silicon removal. Arsenic is present from several hundreds 
to thousands of parts per billion in bitumen and some other 
heavy crudes. Arsenic is a very strong poison for the down-
stream hydrotreating catalysts; for example, 50 % of catalytic 
activity can be lost with only 0.1 wt % of arsenic present on the 
catalyst. Silicon is the contaminant from the crudes and more 
significantly from the hydroprocessing of coker products. In 
the coking process, silicon-containing antifoaming agents are 
used and the decomposed silicon-containing molecules are 
present in the derived coker products. The poisoning effect of 
silicon is such that 50 % activity loss can be seen with 12–15 wt 
% of silicon deposition on the catalyst. Consequently, removal 
of arsenic and silicon contaminants are of strong interest for 
optimizing required activity and cycle length as well as nickel 
and vanadium removal. The latest significant catalytic tech-
nology for arsenic, silicon, nickel, and vanadium trapping is 
Ketjenfine KF 647 and KG 6 [36]. The former catalyst focuses 
more on silicon trapping and the latter on arsenic trapping, 
in addition to providing the trapping capacity for nickel and 
vanadium contaminants. Thus, this kind of multifunctional 
Demet catalysts plays a very important role for “contaminant 
management” in the guard-bed reactor and achieving the 
expected activity and cycle length of the unit. The latest Demet 
development for common commercial practices is tabulated 
in Table 10.6.

10.5.2  Advances in Main-Bed Hydrotreating 
Catalyst
10.5.2.1	 CAtAlyst	teChnology	in	FCC-Pt
The hydrotreating of FCC feedstock, to produce a sweetened 
feed to the FCC unit, can greatly improve the performance 

of the FCC unit, product selectivity, and product quality. 
FCC-PT units span a wide range of processing conditions 
and objectives. Low-pressure units (i.e., 40–60 bar hydro-
gen partial pressure) primarily address HDS to reduce SOx 
emission from the FCC unit and sulfur content in the FCC 
gasoline. High-pressure units (i.e., 70–100 bar hydrogen 
pressure) are able to significantly reduce nitrogen, aromat-
ics, and continuous catalytic regeneration (CCR) content 
of the FCC feed in addition to substantial sulfur reduction. 
Such high-pressure FCC-PT “sweetening” enables produc-
tion of much more light fuels of better quality from heavy 
and hydrogen-deficient feeds. The innovation for VGO 
hydrotreating catalytic technology has been remarkable 
in the last decade, often on a par with those observed in 
the distillate hydrotreating catalytic technology. Cobalt-
molybdenum on alumina catalysts has traditionally been used 
for the HDS objective in low-pressure VGO hydrotreaters. 
Nickel-molybdenum catalysts have been developed and used 
for the high-pressure applications to improve the HG activity 
for more aromatic saturation as well as nitrogen and CCR 
removal. Historically, either CoMo or NiMo catalysts have 
been made with alumina support materials of high surface 
area and acidity. The precursors of NiMo or CoMo metals 
are then impregnated onto the alumina, dried, and calcined 
to make the final catalysts. The key technology here is to 
produce a high activity catalyst by high dispersion of the 
active metal species of CoMoS or NiMoS or both onto the 
support materials. The improvement and optimization of 
support acidity, pore structure, and manufacturing technol-
ogies have been the major focus in developing high-activity 
catalyst via high dispersion of the active species. Such 
catalysts have much more interaction between the support 
and metal species and are referred to as Type I catalysts, as 
tabulated in Table 10.7.

The classic approach for catalyst development had 
been the improvement of metal species dispersion for the 
increased active sites. However, Albemarle found in the 
late 1990s that the metals-support interaction was even 
more important for improving intrinsic activity. Albemarle 
and Nippon Ketjen commercialized a new, superior CoMo 
catalyst called Ketjenfine 757 by applying a proprietary 
and patented production technology in 1998. This catalyst 
achieved very deep HDS in distillate and VGO hydrotreating 
applications [38–48]. Ketjenfine 757 was developed for the 
first time using a new catalyst design concept (i.e., highly 
dispersed active sites of an optimized metals-support inter-
action to improve the intrinsic activities), thereby providing 
an overall higher catalytic activity. Albemarle named such 

table 10.6—albemarle’s guard-bed technology for multiple contaminant control [35–37]
KF 647 KF 648 KF 841 Kg 6

Function hydrogenation	demet hydrogenation	demet hydrogenation	demet Arsenic	trap

removes ni,	v,	As,	si ni,	v ni,	v ni,	v,	As

Composition nimo nimo nimo nimo

shape Quadralobe Quadralobe Quadralobe/cylinder Quadralobe

diameter	(mm) 1.3/2.6 1.3/2.6 1.3/2.1/2.6 2.6

Av.	length	(mm) 3.5/5.0 3.5/5.0 3.5/5.0 5.0

sock	density 510 510 625–695 530
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new catalytic active sites as Super Type-II Active Reaction 
Sites (STARSTM) [38,39]. The highly dispersed Type II sites of 
optimized support-metals interaction in STARS TM technology 
can achieve at least 30 % higher activity than the classic 
Type I catalysts. As shown in Figure 10.11, the Type II cata-
lyst shows a highly dispersed single-layer MoS2 of curvature 
structure. The reaction turnover frequency at Type II sites 
was found to be significantly increased, showing an activity 
benefit of 60 % or even higher (Figure 10.12) at the deeper 

HDS conditions as compared with the classic Type I tech-
nology. Ketjenfine 848 is a high-activity NiMo catalyst of 
Type II technology that is available.

The Type II catalytic development was also accompa-
nied by optimization work in the catalyst activation and 
its required application. The best optimized liquid sulfid-
ing procedure and conditions were identified to maximize 
the intrinsic activity of the Type II catalytic activity sites 
[41]. To enable refinery gas-phase sulfiding in certain 
units, a specific liquid treatment of PROTECTTM is also 
applicable to Type II STARS TM catalytic technology for 
catalyst activation/startups that cannot use a liquid-phase 
activation procedure [41]. The rejuvenation technology 
called REACTTM was also developed to allow refiners the 
opportunity for multiple use of a given Type II catalyst in 
which activity recovery of more than 90 % can be routinely 
achieved [41]. Thus, the catalytic development in VGO 
hydrotreating has been principally advanced and improved 
through the new concept of optimizing metals-support 
interaction under a highly dispersed state and the application 
technologies of optimal sulfiding and reactivation for multiple 
use of a given catalyst. The Type II STARS technology is 
one of the greatest achievements in the hydrotreating cata-
lytic technology developments in the last several decades. 
The technology has provided the step-out performance 
increase required by the market via a new catalytic concept 
and helps the refineries achieve the ultralow sulfur regulation 
in gasoline and diesel products. 

There are several other catalytic advances published 
concerning catalyst characteristics [49–54]. The University 
of Aarhus and Haldor Topsøe succeeded in obtaining the 
atomic scale of Co-Mo-S structure present in the hydrotreat-
ing catalyst by means of scanning tunneling microscopy 
(STM) [49]. They clarified that the presence of the cobalt 
promoter atom causes the MoS2 nanocluster shape to change 
from a triangular to a hexagonally truncated form. This mor-
phological transformation drives the preference of the cobalt 
atom to be presented at the sulfur edge of MoS2 and changes 
the electronic environment of the neighboring sulfur atoms 
for improved HDS activity. Haldor Topsøe claimed that the 

table 10.7—albemarle’s type I and type II 
latest catalytic technologies [38,39]

Product size/shape
composition/
type characteristics

kF	752 1.5e,	2e,	3Q Como	type	i moderate	hds	
activity	catalyst

kF	756 1.5e,	2e,	3Q Como	type	i higher	hds	type	i	
catalyst

kF	757 1.5e,	2e,	3Q Como	type	ii	
stArs

high	hds	type	ii	
catalyst

kF	767 1.5e,	2e,	3Q Como	type	ii	
stArs

higher	hds	type	ii	
catalyst

kF	770 1.5e,	2e,	3Q Como	type	ii	
stArs

much	higher	hds	
type	ii	catalyst

kF	901 1.5e,	2Q niComo	type	i moderate	hds	and	
hdn	type	i	catalyst

kF	905 1.5e,	2Q niComo	type	ii	
stArs

higher	hds	and	
hdn	type	ii	catalyst

kF	841 1.3Q,	3Q nimo	type	i moderate	hdn	
activity

kF	846 1.3Q,	3Q nimo	type	i high	hdn	activity	
catalyst

kF	848 1.3Q,	2Q nimo	type	ii	
stArs

high	hdn	type	ii	
catalyst

kF	857 1.3Q,	2Q nimo	type	ii	
stArs

higher	hdn	type	ii	
catalyst

kF	860 1.3Q,	2Q nimo	type	ii	
stArs

higher	hdn	type	ii	
of	high	stability

hdn	=	hydrodenitrification.

Figure 10.11—transmission	electron	microscopy	micrographs	
of	conventional	and	stArs	catalysts.
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new BRIM active site of metallic character is created on the 
top of MoS2 slabs close to the edge and plays an important 
role for prehydrogenation for the succeeding HDS reaction. 
They mentioned that the optimal balance of BRIM sites 
together with Type I and Type II sites is the key technology 
for improved catalytic activity and subsequently developed 
several new BRIM catalysts on the market [50,51]. Criterion 
published that high dispersion of Type II catalytic active sites 
of easier sulfidability is crucial for activity improvement 
[52]. They claim that highly dispersed Type II sites of smaller 
slab size and less stacking structure can be made by a spe-
cific catalyst preparation technique, and it can then enable 
a 100 % sulfidable MoS2 structure of resultant high activity. 
They also suggested that the optimal balance of Type I and 
Type II can be important for stability and longer cycle length 
as well as the SOR activity [53]. Thus, an in-depth under-
standing of the active site structures and their functionalities 
has progressed, thereby leveraging the extensive catalytic 
activity improvement seen in the last decade.

10.5.2.2	 CAtAlyst	teChnology	in	A	
hydroCrACking	PretreAter
Hydrocracking (HC) is another VGO process to produce 
naphtha and diesel fractions. Because the nitrogen in the 
feed causes substantial inhibition to the acid sites of zeolitic 
or silica-alumina catalysts or both in the HC reactor, nitro-
gen removal is required in a HC pretreater (HC-PT). Thus, 
a higher hydrodenitrification (HDN) activity HC-PT cata-
lyst is able to improve the performance of the HC process 
through allowing more feed barrels or difficult feedstocks 
or both of lower cost to be processed. KF 848 was the first 
STARS TM Type II NiMo catalyst of improved HDN activity 
for the HC-PT service and achieves 30–50 % higher HDN 
relative to the conventional Type I catalyst used previously 
in the HC-PT application. The latest development in this 
STARS catalyst market has brought even higher HDN activity 
catalysts than described above [45,46]. 

Albemarle, Nippon Ketjen, and ExxonMobil jointly devel-
oped the unprecedented high-activity catalyst NebulaTM in 
2001 [43,44,55,56]. The NebulaTM breakthrough technology 
reaches previously unattainable levels of desulfurization, 
denitrogenation, and aromatic saturation in kerosene, distil-
late, and VGO applications. The NebulaTM concept represents, 
in the author’s opinion, the greatest single step forward since 
the beginning of hydroprocessing catalyst development in 
the 1950s, as amply illustrated in Figure 10.13. NebulaTM 
also shows great benefits in the demanding commercial 
applications of HC-PT as shown in Figure 10.14.

10.5.2.3	 CAtAlyst	teChnology	in	mild	
hydroCrACking
Mild hydrocracking (MHC) is a hydroprocessing application 
for partially converting VGO to primarily middle distillate 
products while achieving the needed HDS activity. MHC is 
typically a low to medium conversion process (ca. <50 %), 
usually being operated at relatively moderate pressure 
conditions of approximately 40–70 bar hydrogen partial 
pressure, typically with a single reactor. The product quality 
of the distillate depends strongly on the feed properties 
and unit pressure—such products usually need further 
hydrotreating to then be suitable for the clean fuel pool. 
The product VGO makes an excellent FCC feedstock, and 
as a consequence, some FCC-PT units of moderate pressure 

are operated in MHC mode to produce more distillate at a 
higher temperature while providing a good FCC feedstock. 
The catalysts for MHC operation need CoMo or NiMo or 
both on alumina-, amorphous silica-alumina-, or zeolitic-
containing support for the enhanced cracking activity of 
reasonable stability [41,57]. Table 10.8 shows Albemarle’s 
latest MHC catalyst portfolio. These catalysts have demon-
strated the expected HDS, HDN, conversion to distillate, 
and satisfactory stability in various commercial applications. 
The latest commercial practice has started to apply Type II 
catalytic technology to the MHC application for better 
performance and stability for longer cycle length.

10.6  catalysts For bottom-oF-the-
barrel uPgradIng: rds/vrds and ocr/uFr 
catalysts
10.6.1  Introduction 
The bottom-of-the-barrel (i.e., atmospheric residue [AR, 
345ºC+] or vacuum residue [VR, 565ºC+]) is of lim-
ited direct use because of its high specific gravity; low 
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 hydrogen-to-carbon ratio; and high concentrations of sulfur, 
nitrogen, nickel, vanadium, and other impurities. The resid-
uum desulfurization (RDS) or vacuum residuum desulfur-
ization (VRDS) process, in combination with the on-stream 
catalyst replacement (OCR) or upflow reactor (UFR) process 
possibly present upstream, can achieve greater than 98 % 
hydrodemetalization (HDM), greater than 95 % HDS, greater 
than 70 % HDN, and further upgrade residuum via microcar-
bon residue (MCR) reduction (HDMCR) of greater than 70 % 
and VR conversion of up to 60 liquid volume (LV) % [58,59]. 
The upgraded residuum can be used as low-sulfur fuel oil 
or as feed to residuum FCC (RFCC) and delayed coker units 
[60,61]. Typical ranges of feed and product properties of the 
OCR/UFR-RDS process are summarized in Table 10.9.

The early RDS units contained catalysts adapted from 
VGO hydrotreating catalysts to remove sulfur and generate 
low-sulfur fuel oil. Because of the deposition of metals in 
feed on the surface and in the small pores of these catalysts 
as sulfides, the HDS activity fouls rapidly when metal con-
centration in the feed exceeds 10–20 ppm [62]. The catalyst 
system used in the RDS/VRDS process now consists of 
layered catalysts so that the residuum is sufficiently demet-
alized by catalysts of high HDM activity before contacting 
catalysts of high conversion activities (i.e., HDS, HDN, and 
HDMCR). The layered catalyst system allows effective han-
dling of residuum of high metal content for an extended 
period of time and can be tailored to emphasize specific 
catalytic functions depending on the feed properties and 
the end use of the upgraded residuum. For example, HDS 

and HDMCR functions are more important for low-sulfur 
fuel oil production and delayed coker feed generation, 
whereas HDM, HDMCR, and HDN functions are of more 
emphasis for RFCC feed generation.

The length of a RDS/VRDS run is limited by the metal 
capacity of the catalyst system and the metal concentration 
of the residuum processed [63]. In practice, the needs of a 
refiner are met by balancing the metal capacity of a catalyst 
system with its upgrading capability to meet a regular main-
tenance turnaround schedule. The commercialization of the 
OCR process in 1991 using a spherical HDM catalyst that 
can be replaced onstream enables refiners to retrofit exist-
ing RDS units for handling heavier residuum feed of higher 
metal content while maintaining or improving run length.

Residuum hydrotreating catalyst development efforts 
at Chevron over the past few decades have led to the com-
mercialization of many catalysts (Table 10.10). The heavy 
investment in technology continues at Advanced Refining 
Technologies (ART), a joint venture between Chevron and 
Grace Davison since 2001. Currently, ART supplies more 
than half of residuum hydrotreating catalysts worldwide.

10.6.2  General Catalyst Functionality and 
Deactivation Mechanism
Residuum consists of asphaltenes (large polynuclear aromatic 
compounds insoluble in paraffinic hydrocarbons) surrounded 
by resins in micelle form to remain dispersed in saturates 
and aromatics [64]. The metals (nickel,  vanadium, etc.) are 
typically present as high-molecular-weight  organometallic 

table 10.9—typical Feed and Product 
Properties of ocr/uFr-rds Processes

ar Feed rds Product

APi 10–20 16–23

sulfur	(wt	%) 2–5 0.25–0.70

CCr	(wt	%) 8–17 3–7

nickel	+	vanadium	(ppm) 40–160 5–25

table 10.10—resid hydrotreating 
catalysts Introduced since rds/vrds 
commercialization
year  hdm catalyst hds catalyst

1969 gC-101

1974 iCr	105

1975 gC-100,	102

1979 gC-105,	106,	107

1981 iCr	121

1982 iCr	122

1984 gC-125,	130

1985 gC-102,	107

1987 iCr131

1988 iCr132

1990 iCr	133,	122h iCr	135,	145,	146

1991 iCr	138 iCr	137

1995 iCr	148

1996 iCr	149

1997 iCr	151

1999 iCr	153

2000 iCr	161

2001 iCr	167

2004 iCr	165 iCr170,	171

table 10.8—albemarle’s Fulfilled mhc 
catalytic technology

Product
size/
shape

composition/
type characteristics

kF	1014 1.5e,	3e nimo	
amorphous

moderate	activity—
distillate	selective

kF	1015 1.5e,	3e nimo	
amorphous

moderate	activity—
distillate	selective

kF	1022 1.5e Como	
amorphous

moderate	activity—
distillate	selective

kF	1023 1.5e nimo	
amorphous

moderate	activity—
distillate	selective

kC	2301 1.5e,	2e nimo	zeolitic high	activity—
distillate	selective

kC	2601 1.5e,	3e nimo	zeolitic high	activity—
distillate	selective

kC	2602 1.5e,	3e Como	zeolitic high	activity—
distillate	selective
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compounds (such as metalloporphyrins) in the asphaltene 
and resin fractions of residuum. In contrast, most of the 
sulfur is often present as lower molecular weight compounds 
in the aromatic and resin fractions [65]. This difference in 
distribution between metals and sulfur, combined with the 
fact that the deposition of metals in the feed as sulfides on 
catalyst is irreversible, makes physical properties of residuum 
hydrotreating catalysts as important as chemical properties 
for their performance, as discussed later in this section.

Residuum hydrotreating catalysts typically consist of 
γ-alumina support impregnated with active metals (i.e., molyb-
denum promoted with nickel or cobalt or both). These active 
metals are initially present as oxides on the alumina support 
and are converted to corresponding sulfides in situ. The metal 
sulfides are the catalytically active phases in the reaction envi-
ronment. The molybdenum loading is typically sufficient so 
that the molybdenum sulfide phase is formed at high cover-
age and high dispersion on the alumina support. The nature 
of active sites involved in reactions occurring in residuum 
hydrotreating is highly complex because of the large variety 
of molecules in the feed. Studies conducted with much lighter 
oils and model sulfur compounds suggest that the edge sites of 
the MoS2 slab decorated by cobalt or nickel are involved in the 
HDS reaction [66]. It is possible that other parallel reactions 
such as HDN and HDMCR may involve different sites.

The activity (HDM, HDS, etc.) and life of residuum 
hydrotreating catalysts are strongly affected by their physi-
cal properties, including surface area, pore volume, and pore 
size distribution [63,67]. In general, physical properties 
that favor HDM activity are undesirable for HDS activity 
and vice versa. This point is illustrated in Figure 10.15, which 
shows the inverse correlation of HDM and HDS activity 
with pore size. As the average pore size increases, so does 
the diffusion rate of high-molecular-weight organometallic 
compounds inside of the catalyst pellet, leading to better 
HDM activity. On the other hand, the larger pore size of HDM 
catalysts also means lower surface area for supporting 
active metals, which results in lower conversion activity. 
Conversely, conversion catalysts have smaller pores and 
higher surface area. The higher surface area in conversion 
catalysts allows better dispersion of MoS2 slabs at higher 
molybdenum loading on the alumina support to form more 
active sites. The smaller mesopores are large enough for 
most of the lower molecular weight sulfur compounds to 

access the active sites inside of the conversion catalyst pellets. 
Conversion catalysts have limited HDM activity because 
of the much-hindered diffusion of large organometallic 
molecules inside of the catalyst pellets.

To better manage the large-pore (HDM) versus small-
pore (conversion) dilemma, a typical RDS/VRDS catalyst 
system is layered such that the HDM activity is higher 
toward the inlet where the metal concentration in residuum 
is the highest. Conversion activity is higher toward the 
outlet so that residuum of decreasing metal concentration 
trickles down the reactor, contacting increasingly more 
active conversion catalysts.

The deactivation of the RDS/VRDS catalyst system 
proceeds through a characteristic initial rapid deactivation 
period, middle-of-run slow deactivation period, and end-of-
run ultimate deactivation period (Figure 10.16). The average 
catalyst temperature of a RDS/VRDS unit is raised to meet 
a product specification (usually sulfur content). Figure 10.16 
shows the temperatures required for meeting sulfur target 
versus metals deposited on the catalyst system as a measure 
of run length. During the initial period of contact with 
residuum, the rapid buildup of coke on catalyst (up to 20 
wt %) leads to loss of catalyst surface area and pore volume. 
The asphaltene fraction in residuum is a major contributor to 
coke formation. Metal deposition has also been suggested 
to contribute to the initial rapid deactivation period [67]. The 
slow deactivation in the middle of the run is primarily due 
to accumulation of metal sulfides, which reduces catalyst 
porosity and surface area. The buildup of metal sulfides 
eventually reduces the mesoporosity to the extent that 
heteroatom-containing molecules are excluded from the 
catalysts, leading to the ultimate deactivation.

Analysis of spent catalysts reveals that the extent of 
penetration of metal sulfide deposits into the catalyst pel-
lets decreases significantly as the pore size decreases from 
the top (HDM section) to the bottom (HDS section) of 
the catalyst bed. Metal sulfide deposits are spread fairly 
uniformly over the cross-section of an HDM catalyst pel-
let near the reactor inlet. On the conversion catalyst near 
the reactor outlet, most metal sulfide deposits are con-
centrated near the edge of the catalyst pellet. This high 
 concentration of metal sulfide deposits near the catalyst 
edge is responsible for pore mouth plugging, which causes 
the ultimate deactivation.
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Figure 10.15—hds	and	hdm	activity	trade	off	as	pore	size	
changes.
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system.
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10.6.3  Practical Considerations for Residuum 
Hydrotreating Catalysts
The HDM catalysts used in RDS/VRDS processes often have 
several grades of nominal diameters. At the reactor inlet, 
catalyst size gradually decreases so that particulates present 
in residuum are filtered out over several layers. This catalyst 
grading practice reduces the tendency of particulates to 
cause excessive pressure drop increase, especially in the bed 
containing the catalyst of the smallest size. The physical 
grading technique is based on extensive refinery experience, 
dating back to when Chevron first developed top-bed grading 
technology to minimize the effect of high levels of insoluble 
iron in some California crudes on refinery operations [62]. 

The spherical catalysts for the UFR/OCR process are 
designed following principles similar to HDM catalysts 
for RDS/VRDS. However, these spherical catalysts have 
specific density requirements to maintain the plug flow of 
catalyst down the OCR reactor. The plug flow of catalyst and 
the countercurrent feed flow maximize catalyst effectiveness 
by exposing the most metal-loaded and least active catalyst to 
the fresh residuum before being removed from the reactor. 
It is also critical for these spherical catalysts to have high 
resistance to attrition because fines generated from the 
moving bed operation can change the flow regime inside of 
the reactor and contaminate other processes downstream 
of the OCR unit. The spherical γ-alumina support materials 
for UFR/OCR catalysts are formed from pseudoboehmite 
via a Grace proprietary process.

The γ-alumina support materials for RDS/VRDS catalysts 
are formed from pseudoboehmite by peptization, extrusion, 
and high-temperature calcination. The extrudates typically 
have a multilobe cross section. This shape provides a higher 
ratio of external surface area per unit volume such that higher 
diffusion rate, higher contaminant metals tolerance, and 
lower pressure drop buildup rate can be achieved compared 
with cylindrical extrudates [63,68]. The pseudoboehmite raw 
materials are custom manufactured at Grace by precipitation 
of acidic and basic solutions of aluminum salts, followed by 
washing and drying under complex operation conditions [69].

10.6.4  Developments and Improvements
The backbone of the RDS/VRDS catalyst system has tradi-
tionally included three catalysts: ICR132 of excellent metal 
removal activity and high metal capacity, ICR137 of good 
conversion activity (i.e., HDS, HDMCR, and HDN) and high 
metal tolerance, and ICR131 of high conversion activity and 
moderate metal tolerance.

To meet the demand for a catalyst system capable of 
handling heavier feedstock, HDM catalysts of higher metal 
removal activity and metal capacity and conversion catalysts 
of higher sulfur, nitrogen, and MCR removal activity are 
both desired. Better engineering of conversion and HDM 
activity tradeoff can also contribute to higher cumulative 
HDS and HDM activity for the full system.

A new HDM catalyst, ICR161, has very high HDM 
activity to better protect the conversion catalysts and extra 
metal capacity to delay the onset of ultimate deactivation 
in the HDM bed. Another new HDM catalyst, ICR167, 
improves HDS and HDMCR activity of HDM section with-
out significantly reducing metal capacity. The ICR161/167 
combination has higher HDM activity, metal capacity, and 
HDS activity than traditional HDM catalyst ICR132, as 
shown in Figure 10.17.

A new conversion catalyst, ICR170, is used at the front end 
of the conversion bed to increase tolerance of the conversion 
catalyst bed to metal leakage from the HDM section without 
significantly reducing the HDS activity. The metal capacity 
of ICR170 is 20 % higher than that of traditional conversion 
catalyst ICR131. Figure 10.18 shows the HDMCR, HDS, 
and HDV activities of ICR170, 131, and 137. The HDS and 
HDMCR activities of ICR170 are better than those of ICR137 
with a slight compromise in HDV activity. Another conversion 
catalyst, ICR171, of very high conversion activity is suitable for 
applications requiring very low product sulfur (0.1–0.5 wt %). 
This deep conversion catalyst is used at the end of the con-
version bed where metal concentration has been sufficiently 
reduced. The HDS and HDMCR activities of ICR171 are supe-
rior to those of the deep conversion catalysts ICR153 and 135 
with some tradeoff in HDV activity, as shown in Figure 10.19.

The main focus of OCR/UFR catalyst development has 
been to improve physical properties of the spherical support. 
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Figure 10.17—improved	performance	of	new	hdm	catalysts	
vs.	traditional	hdm	catalyst.
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Figure 10.18—Comparison	of	hdmCr,	hds,	and	hdv	activities	
of	three	conversion	catalysts.
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Figure 10.19—new	deep	conversion	catalyst	of	superior	
hdmCr	and	hds	activities.
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The original ICR138 has been expanded into three grades 
of increasing size to improve reactor hydrodynamics and 
accommodate feedstock with a wider range of properties. 
The new OCR/UFR catalyst ICR165 commercialized in 
2004 has enhanced HDS function compared with ICR138.

10.6.5  Design of RDS/VRDS Catalyst System
The extensive range of ART residuum hydrotreating catalysts 
allows great flexibility in designing an RDS/VRDS catalyst 
system for various feedstocks depending on the end use of 
the upgraded residuum. The design of a layered catalyst sys-
tem is a compromise between conversion activity and metal 
capacity. A good kinetic model considering feed reactivity 
and deactivation rate relative to metal and coke buildup is 
essential for the task. Extensive pilot plant studies have been 
conducted at Chevron to quantify feedstock reactivity dif-
ferences on various residuum hydrotreating catalysts. These 
differences are largely due to the different distribution of 
heteroatoms in asphaltenic and nonasphaltenic fractions of 
residuum from various sources around the world.

By varying the selection and relative volume of HDM 
and conversion catalysts, catalyst systems can be designed 
to accommodate refiners processing residua of a wide 
range of contaminant levels. Two illustrative catalyst sys-
tems of different HDS deactivation pattern relative to metal 
capacity when processing an AR of Middle Eastern origin 
are shown in Figure 10.20. A refiner that needs to meet very 
strict sulfur specification and uses light residuum feed is 
likely to prefer catalyst system A, which limits the level of 
metals in residuum that the refinery can process without 
suffering earlier-than-planned shutdown. Refiners with less 
strict sulfur target are likely to prefer catalyst system B 
with extra metal capacity for processing heavier feedstock 
of lower cost.

10.6.6  Summary
A new generation of residuum hydrotreating catalysts 
has been developed as a result of research and development 
efforts at ART that builds on the expertise in residuum 
hydrotreating accumulated over the past few decades at 
Chevron. These advances in catalyst technology lead to a net 

gain of impurity removal capability and capacity in OCR/
UFR-RDS/VRDS processes, allowing more challenging 
feedstock to be processed. Meanwhile, the new additions 
to the extensive family of residuum hydrotreating catalysts 
provide more flexibility in customizing a catalyst system to 
meet/exceed specifications for downstream applications.

Residuum hydrotreating catalyst technology is continu-
ously challenged by the increasing level of impurities in resid-
uum feedstock. The industrial trend of increasing demand 
for high-value petroleum products [70,71] and decreasing 
demand for fuel oil from residuum also plays an important 
role in guiding next-generation catalyst developments.

10.7  solId acId catalysts For motor Fuel 
alKylate
Replacing toxic liquid acids (e.g., hydrofluoric and sulfuric 
acid) with solid acid catalysts is a challenging goal for isopar-
affin alkylation technology because of the rapid deactivation 
of solid acid catalysts. Although zeolite catalysts (e.g., USY 
zeolite and zeolite β with sufficient acidity for alkylation) 
have shown appropriate activity, most have life measured 
in hours or even minutes. The catalyst design concept for 
solid alkylation is to exhibit (1) high activity to enhance 
alkylation reactions and limit side reactions, and (2) the 
stability and regenerability characteristics to be repeatedly 
fully recovered at near-reaction conditions.

Solid acid catalysts applied for the AlkyleneTM process, 
the AlkycleanTM process, and the Fixed-Bed Alkylation 
(FBATM) process are shown in Table 10.11.
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Figure 10.20—the	design	of	an	rds	catalyst	system	is	a	compromise	between	conversion	activity	and	metal	capacity.

table 10.11—solid acid catalysts applied 
for the alkylation Processes
Process licensor catalyst

Alkylenetm uoP supported	metal	catalyst

Alkycleantm ABB	lummus	global supported	noble	metal	
zeolite

Akzo	nobel	Catalysts

FBAtm topsøe supported	liquid	catalyst
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10.7.1  Alkylation Chemistry
The reaction is initiated by the formation of tertiary butyl 
carbenium ions (i-C4+) on the acid sites of the solid catalyst 
as shown in Figure 10.21. The alkylation of C4 olefins with 
this i-C4+ on the catalyst surface forms i-C8+ (carbenium) 
ions. Hydride transfer from another isobutene molecule 
forms a C8 paraffin product and another carbocation that 
will propagate the reaction. In this mechanism, a high 
isobutene-to-olefins ratio in the reaction environment and 
high hydrogen transfer reaction rates favor the formation 
of trimethylpentane (TMP), which has a high octane value 
and is the more desirable C8 product when compared with 
dimethylhexane.

When reaction time is increased, isomerization equilib-
rium favors the formation of lower octane dimethylhexane. 
The optimal contact time to maximize alkylate product 
quality is critical. Lower temperature and higher isobutene-
to-olefin ratio (I/O) in the reaction environment increase 
overall selectivity toward TMP over lower octane side reaction 
products. 

10.7.2  Catalyst for AlkyleneTM

The supported metal catalyst was developed based on 
UOP’s extensive expertise in developing supported platinum 
catalysts such as the CCR platforming process [73]. Metals 
on the catalyst hydrogenate and strip unsaturated, high-
molecular-weight hydrocarbons blocking active sites on the 
catalyst surface by contacting the catalyst with hydrogen 
and isobutene. The catalyst has optimal particle size and 
pore distribution to allow for good mass transfer into and 
out of the catalyst. The catalyst, which has high physical 
strength, has been demonstrated to have very low attrition 
rates by extensive physical testing.

10.7.3  Catalyst for FBATM 

The FBATM process applies a unique fixed-bed reactor 
coupled with a liquid superacid catalyst adsorbed on a 
particulate porous solid [74]. The various components 
such as liquid superacid, reaction intermediates, and 
hydrocarbons interact with the porous solid according 
to their individual polarities as follows; fresh liquid acid > 
spent liquid acid > intermediates (ester type intermediates) > 
hydrocarbons. The catalyst zone slowly migrates through 
the supported bed in the direction of the hydrocarbon 
flow. The migration of the catalyst zone is closely coupled 
to the alkylation chemistry and to the interaction between 
various components and the catalyst. The liquid hydro-
carbon phase passes through the fixed bed in plug flow. 
The olefins in hydrocarbons react with the acid to form 

an ester. The ester is less strongly adsorbed on the solid 
support than the acid and moves downstream into the 
olefins’ lean and acid rich environment with the hydrocar-
bon flow. In a reaction zone of low olefin concentration 
and higher acid activity, the ester reacts with isobutene to 
form alkylate and an acid molecule, which prevents olefin 
oligomerization.

The spent acid, having a weaker interaction with the 
support than the active acid, moves downstream of the 
acid zone and is removed for recovery outside of the reac-
tor system. Thus, the catalyst activity can be maintained 
without interruption of the alkylation operation. FBATM 

pilot plant results with different feedstocks are shown in 
Table 10.12. The research octane number (RON)/motor 
octane number (MON) of the alkylate from the FBATM pro-
cess using FCC-derived mixed butylenes as a feedstock was 
95/92 at an I/O of 14 and reactor inlet temperature of 8°C. 
The product quality reflects the variation in feed quality 
and operating conditions. Increasing the inlet temperature 
from 8 to 31°C results in a decrease in product quality of 
2–3 RON and 1–2 MON. Half reduction in feed I/O from 14 
to 7 lowers the RON by 2 and the MON by 1 octane number. 
A lower feed I/O reduces utility costs and improves the 
process economics.

10.7.4  Catalyst for AlkycleanTM

The noble zeolite-based catalyst that contains no halogens 
has acid sites with sufficient strength for alkylation and 
exhibits the required activity, stability, and regenerability 
characteristics [72]. In Akzo’s patents, the solid acid catalyst 
is Y zeolite or zeolite β with 0.01–2 wt % of Group VIII noble 
metal, especially palladium or platinum [75].

i-Octane

i-Butane

H-Transfer

Cat- -i-C4+

Cat- -i-C8
+

Butene

Alkylation

Figure 10.21—Alkylation	reaction	mechanism	[72].	

table 10.12—Fbatm Pilot Plant results with 
different Feedstock and Product Quality 
sensitivity to reactor Inlet temperature and 
I/o [74]

Feed 1 Feed 2 Feed 3

Feedstock,	wt	%

	 Propane 0.1 0.2 17.7

	 1-Butene 2.3 15.6 9.3

	 2-Butene 63.4 29.2 18.5

	 isobutene 0.3 19.8 7.3

	 Pentenes 0 0.4 5.2

	 isobutene 0.7 26.7 19.3

	 other	paraffins 33.2 7.7 22.6

	 Butadiene 0 0.4 0.1

operating	conditions

	 i/o 15 14 14 7 15

	 	reactor	inlet	
temperature,	°C

5 8 31 8 5

Product	quality

	 ron 98 95 92 93 93

	 mon 95 92 91 92 91
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Moreover, the catalyst is resistant to potential feed 
impurities, such as water, oxygenates, sulfur compounds, 
and butadiene. The catalyst is regenerated with dissolved H2 
under regeneration conditions close to reaction conditions 
by switching the fixed-bed reactor. The durability of the 
catalyst was demonstrated over hundreds of cycles of reju-
venation and multiple moderate temperature regeneration. 

Table 10.13 shows the effect of various regeneration 
procedures on the life of the regenerated catalyst. The cata-
lyst activity can be repeatedly fully recovered by vapor phase 
stripping with H2 at 230°C. However, such a regeneration 
procedure is not practical because the heating up and cool-
ing down periods required at the start and end of a regenera-
tion cycle take too much time. Catalyst can be regenerated 
in the liquid phase with dissolved H2 at regeneration condi-
tions that are close to alkylation reaction conditions.

10. 8  catalysts For hydrogen 
ProductIon
10.8.1  Steam Reforming Catalysts
A highly active steam reforming catalyst, named ISOP 
catalyst, was developed by Toyo Engineering Corporation 
(TOYO) for hydrogen and synthesis gas (syngas) production 

from light natural gas, the reaction activity of which is 3–4 
times higher than current market catalysts that have similar 
activities to one another.

TOYO has licensed the manufacturing right of the 
ISOP catalyst to Sued-Chemie Catalyst Japan Ltd. and Sued-
Chemie Catalyst, Inc. of the United States. The commercial 
track records in the ISOP catalyst are more than 15 years 
for fuel cell plants and more than 10 years for large-scale 
industrial plants. The ISOP catalyst has been authorized by 
Kellogg Brown & Root (KBR), one of the renowned licen-
sors of the ammonia process in the world, and has been in 
commercial operation in Japan, Bangladesh, Germany, and 
Indonesia. 

Ni/Al2O3 with alkaline or Ni/MgO constitutes other 
currently available conventional catalysts for large-scale 
plants. The pore structures of these catalysts become similar 
to each other because of sintering of supports in operations 
at elevated temperatures (500–800°C) whereas their fresh 
properties are quite different from each other [76]. These 
catalysts have commonly large diffusional resistance (e.g., 
the effectiveness factor at the reformer inlet is 0.2 and that 
at the outlet is typically 0.05), and every catalyst shows a 
similar apparent activity within a few hundred hours of 
operation. On the other hand, ISOP catalyst prepared by 
thermally stable components has a bimodal pore structure 
having mesopore, or micropore in a case, and macropore 
together as shown in Figure 10.22 so that the effectiveness 
factor increases without any sacrifice of nickel dispersion.

The concept on the increasing activity is shown in 
Figure 10.23. The macropore in the bimodal structure con-
tributes to increasing the effective diffusivity (Dev) into active 
sites. Further, nickel was designed to be supported so as 
to disperse more finely and retain the finer condition [77]. 

ISOP catalyst developed under this concept is 3–4 
times as active as conventional catalysts on the basis of 
reaction rate. ISOP catalyst in the spoke shape, which has 
a large geometric surface area per catalyst particle, was 
partially charged in a 1500 t/day-class ammonia plant after 
confirming the high performance in a pilot plant [78]. The 
catalyst has shown for more than 3 years the expected tem-
perature decrease on the reformer tube, which is a sign of 
the high activity. Observed activities of ISOP catalyst in the 
ammonia plant agree with those observed in the pilot and 
laboratory experiments at a 95 % confidence limit range as 
shown in Figure 10.24.

table 10.13—effect of various 
regeneration Procedures on the life of 
regenerated catalyst [75]

temperature 
(°c)

Pressure 
(bar)

time 
(h)

catalyst 
life (h)

Fresh	
catalyst

10

h2	gas* 230 21 1 10

h2	gas* 230 21 1 10

h2	gas* 230 21 1 10

i-C4	liquid	
with	
dissolved	h2

90 21 66 6.5

i-C4	liquid	
with	
dissolved	h2

115 30 18 4

*repeated	regeneration

Macro poreMeso pore
Primary particle
Active metal is supported
on the particle

Conventional catalyst
(Unimodal)

ISOP catalyst
(Bimodal)

Figure 10.22—schematic	structure	of	catalysts.
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Commercial catalysts should have proper performance 
properties (Table 10.14). The conventional catalyst charged 
in the ammonia plant, which has the lowest level of acid 
amount, is the most coking-resistant in conventional catalysts 
for the light natural gas. ISOP catalyst and the conventional 
one were discharged from each tube at a periodic scheduled 
shutdown after 2 years of operation. An amount of depos-
ited carbon in ISOP catalyst is approximately one third that 
in the conventional catalyst, which verified that the ISOP 
catalyst is more resistant to the coking in the commercial 
operation. The larger coking resistance of ISOP catalyst 
is understood because of a lower concentration of coke 
precursor on the well-dispersed nickel because the coking 

reaction is competitive to the steam reforming reaction 
(i.e., a gasification reaction of hydrocarbons).

The mechanical strength of the conventional catalysts 
is approximately 400 N before use. ISOP catalyst retained 
a higher strength than the value of the conventional one in 
the 2 years of operation.

On sulfur resistance, ISOP catalyst proved in the opera-
tion that no special treatment is required other than an 
ordinary desulfurization system (e.g., CoMo + ZnO).

10.8.2  Benefits of ISOP Catalyst in Box-Type 
Reformer
ISOP catalyst reduces the plant’s capital and operating costs. 
Because the steam reformer is operated at high temperatures 
from an equilibrium requirement, there were implicit 
prospects that no successful result would be obtained by 
increasing catalyst activity because of slow heat transfer. 
However, precise simulating studies from a plant-designing 
viewpoint verified benefits with highly active ISOP catalyst.

The active catalyst proceeds via endothermic reaction 
much more and decreases the tube metal temperature. 
Figure 10.25 shows two different, but typical, tube tem-
perature profiles in a top-firing furnace for an ammonia 
plant. The maximal peak temperatures are at 20–30 % in 
the down-tube position. In both cases the ISOP catalyst 
(thicker lines) decreases the peak temperatures by approx-
imately 30°C compared with the case using a conventional 
catalyst (thinner lines). The temperature decrease of the tube 
makes the temperature difference larger between the flue gas 
and the tube wall, which increases the heat transfer much 
more: The heat transfer due to radiation is proportional to 
the difference in the temperatures, each raised to the fourth 
power. Further, the higher activity makes the approach to 
equilibrium smaller, which requires a lower temperature at 
the outlet to obtain an expected production rate. The lower 
temperature requires less fuel. These effects by the ISOP 
catalyst achieve 1.6–2.0 % saving of reformer fuel.

The higher activity also extends the life of the reformer 
tube in existing plants [78]. Although the effect is highly 
dependent on an original design and its operating condi-
tions, a decrease of 20°C of the tube temperature can extend 
the tube life by 2.5 times; a 30°C decrease can theoretically 
extend tube life by 3.7 times. On the other hand, an increase 
in production is expected when the tubes are operated at 
the same high temperatures in the same manner.

Meso/Micro pore

Macro pore

 catalyst

Condition of active metal Support structure

Large support
surface area

Technology retaining
well-dispersed metal

Large surface area
of active metal, SNi

Large effective
diffusivity, Dev

Activity ∝ ( Dev  . SNi ) 0.5   .(geometric surface area)

I  S O  P

Figure 10.23—Concept	of	high	activity	in	isoP	catalyst.
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Figure 10.24—Activity	of	isoP	catalyst	(solid	lines	are	
estimated	activities	from	pilot	operations.	dotted	lines	
indicate	95	%	confidence	limit	range).

table 10.14—commercial Performance 
of IsoP catalyst in comparison with 
conventional catalyst
activity 3–4 times higher

Coking	resistance higher,	one	third	of	deposited	
carbon	in	2	years	operation

mechanical	strength higher,	before	and	after	operation

sulfur	resistance equivalent

steam	resistance equivalent
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For newly built plants, the highly active catalyst can 
reduce the capital cost. The temperature decrease makes 
thinner tubes applicable [78], which provides a large cost 
reduction. 

10.8.3  Benefits of ISOP Catalyst in Heat-
Exchanger Reformer
The box-type reformers have established their position 
in industries with long experience. However, they have a 
disregarded demerit of large firing duties that require com-
plicated and expensive heat recovery systems. To improve 
this problem, heat-exchanger reformers with shell-and-tube 
structure have been proposed in combination with a con-
ventional box-type reformer or an autothermal reformer. 
These reformers enable higher heat efficiency; however, 
they are structurally so complicated that a compact design 
is strongly required. 

A highly active catalyst is a breakthrough technology 
to solve this problem. ISOP catalyst reduces the reformer 
in size and cost. A design example of a heat-exchanging 
reformer for methanol production is shown in Figure 10.26 
The figure shows that the reformer using ISOP catalyst 
can produce a similar amount of syngas with a 40 % less 
tube number than that using a conventional catalyst. In the 
case of applying ISOP catalyst, the process gas temperature 
decreases (thicker line) and the temperature difference 
increases. Now, particular attention is paid to the case in 
which an increasing ratio of the temperature difference 
using ISOP catalyst with the heat-exchanging reformer is 
much larger than the case with the box-type reformer. In 
the heat-exchanging reformer, the temperature difference 
is essentially small because of a lower temperature of the 
heating fluid than that by the burner heating in the box-type 
reformer. The larger temperature difference requires the 
smaller area of the heat transfer, which can be expressed in 
increasing heat flux as shown in the middle figure of Fig-
ure 10.26. The reduction of the heat transfer area directly 

leads to the cost reduction of the shell-and-tube structured 
reformer. 

10.8.4  Recent Development in Water-Gas Shift 
Catalysts for Applications in Polymer Electrolyte 
Fuel Cells for Household Power Units
In this section, the recent development in water-gas shift 
(WGS) catalysts, particularly for applications in polymer 
electrolyte fuel cells (PEFCs) for household power systems, is 
reviewed. The difficulty of meeting the stringent operating 
requirements with the conventional copper-zinc (Cu-Zn)-
type catalyst led to the development of the noble metal-based 
WGS catalysts in search of a new replacement. However, 
at least for this particular application, use of noble metal-
based WGS catalysts for various reasons seems to be far 
from the practical use. Instead, the reinvestigation of the 
“old” Cu-Zn-type catalyst in this “new” WGS operating 
environment led the way to the development of the newly 
improved Cu-Zn catalyst.

The WGS reaction was originally developed to increase 
hydrogen yield while decreasing carbon monoxide (CO) 
concentration from synthesis gas, which was required for 
ammonia production. The synthesis gas produced from a 
steam reforming reaction usually contains several to 10 
vol % CO, at which level ammonia synthesis catalysts are 
poisoned; therefore, a high degree of CO removal must be 
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achieved. The WGS reaction is a reversible and exothermic 
reaction (Eq 10.2) to the right, implying that a lower CO 
concentration (higher CO conversion) at equilibrium is 
favored at lower temperatures.

CO(g) + H2O(g) ↔ CO2 (g) + H2 (g) ΔH 
 = –41.2 kJ/mol (10.2)

Industrially, the WGS reaction is performed in two 
steps where a high-temperature shift (HTS) reaction is 
followed by a low-temperature shift (LTS) reaction. The for-
mer reaction is performed at approximately 300–450°C and 
the corresponding catalyst must have a high durability in 
this temperature range. The major HTS catalyst used today 
is the Fe2O3-Cr2O3-type metal oxide catalyst, which has been 
basically unchanged for nearly a century [79]. The active 
component of this catalyst is Fe3O4, and the role of chromia 
is to prevent sintering of Fe3O4.

In the 1960s, the Cu-ZnO base LTS catalyst was devel-
oped and replaced the old scrubbing method, which used a 
copper ammonium formate aqueous solution for removal 
of carbon oxides [79]. The LT-WGS reaction is performed 
between approximately 180 and 250° C, and the active 
component of the LTS catalyst is copper metal whereas 
zinc oxide (ZnO) acts as the support for the copper. This 
catalyst is sensitive to thermal sintering, exposure to air is 
dangerous because of its pyrophoricity upon reduction, and 
condensation of steam must be avoided because catalyst 
activity is drastically reduced in wet conditions [80]. 

These problems are usually not much concern for 
typical chemical plants unless unforeseen events happen 
during the operation of the reactors. However, applica-
tions in PEFCs, particularly for household power systems, 
require a daily startup and shutdown (DSS) followed by 
purging of the combustible gases with air or steam. Low 
durability of Cu-ZnO catalysts under oxidizing conditions 
in the presence of steam has led researchers in the field 
to investigate other catalytic systems such as noble metal-
based catalysts to replace the commercial Cu-ZnO catalyst 
from the PEFC applications. Section 10.8.5 summarizes the 
recent advancements in such catalysts. 

10.8.5  Noble-Metal-Based WGS Catalysts
Platinum (Pt)- [81–95], rhodium (Rh)-, ruthenium (Ru)-, 
palladium (Pd)- [89,96], and iridium (Ir)- [91,92] based 
catalysts have been investigated over various support metal 
oxides for a LTS reaction in the last decade. Among the 
many noble metals studied, Pt-based catalysts supported 
on reducible metal oxides offer promising results. In this 
reaction, activation of H2O is more difficult than CO activa-
tion because H2O is thermodynamically more stable than 
CO [97]. In the conventional Cu-ZnO system, the activation 
of H2O takes place via oxidation of Cu to CuO. However, 
in a Cu-free system (e.g., Pt), it is known that PtOx is ther-
modynamically unstable at the operating temperatures 
of WGS; therefore, a chemical interaction of H2O with Pt 
cannot be expected [98]. Over noble-metal-based catalyst 
systems, mechanistic investigations to address questions 
including H2O activation, CO adsorption, and surface 
intermediates have been performed by many researchers. 
It is generally accepted that there are two types of reaction 
mechanisms over the noble-metal-based systems: (1) asso-
ciative (surface formate formation) and (2) regenerative 

redox. In the associative mechanism, hydroxyl groups on 
the support surface and CO react to form surface formate 
species followed by its decomposition into H2 and CO2 
assisted by gaseous water [99–101]. In the redox mecha-
nism, oxygen is supplied by the lattice oxygen in the sup-
port, which reacts with CO adsorbed on the metal to form 
CO2. The oxygen vacancy is regenerated by H2O, forming 
H2 [98,102,103]. 

Azzam et al. studied Pt/CeO2 and Pt/TiO2 using in situ 
Fourier transform infrared (FTIR) spectroscopy and transient 
kinetic studies to elucidate possible mechanisms for Pt/
CeO2 and Pt/TiO2. In the Pt/CeO2 system, surface formate was 
seen to form on the support, which reacted with gaseous H2O 
to form CO2, H2, and hydroxyl groups (redox mechanism). 
In Pt/TiO2, the reaction possibly proceeded via redox and 
the formate route with redox regeneration. It was concluded 
that the reducibility of support and the stability of formate 
and carbonate species together determine the reaction 
pathways for WGS [84]. 

Panagiotopoulou et al. [89] investigated Pt, Rh, Ru, and 
Pd catalysts over partially reducible metal oxide supports. 
They reported that Pt and Pd showed relatively high activity 
and that Rh and Ru had intermediate activity. The researchers 
calculated the activation energy (Ea) of M/CeO2 and M/TiO2 
(where M represents various metals) and found that the 
values of Ea did not depend on the nature of the metallic 
phase but only on the nature of the support. This evidence 
suggested that the key contribution factor for the activation 
energy originates from a reaction step associated with the 
metal oxides. Furthermore, they also suggested that the 
reducibility of the support possibly influences the redox 
mechanism or formation of surface formates by affecting 
the surface hydroxyl groups.

Iida et al. studied Pt supported on TiO2 (rutile and 
anatase), ZrO2, and Al2O3 using various spectroscopic and 
temperature programming techniques including transmission 
electron microscopy (TEM), X-ray photoelectron spectros-
copy (XPS), temperature programmed desorption (TPD), 
and FTIR. It was found that Pt/TiO2 was much more active 
than Pt on ZrO2 and Al2O3 although the dispersion of Pt 
over TiO2 was lower than that on ZrO2 and Al2O3. Between 
Pt supported on rutile TiO2 and anatase TiO2, the former 
had a higher dispersion. XPS revealed that the Pt was 
slightly negatively charged compared with Pt0, which may 
indicate the donation of electrons from TiO2 to Pt. Because 
this feature was not observed over ZrO2 or Al2O3, TiO2 was 
seen to have more effect in the electronic state of Pt than 
other supports. From the TPD profiles of CO adsorption, it 
was shown that the strength of Pt-CO bonding on TiO2 sup-
port was weaker than other supports. This suggested that 
the adsorbed CO on TiO2 was more reactive than those on 
other supports. It was concluded that the support and Pt 
interactions could have a large effect on the activity of the 
WGS reaction [82].

Although the initial activity of Pt-based catalysts was 
closer (or higher in some cases) to the conventional Cu-ZnO 
system under certain conditions, many found that it became 
unstable with time-on-stream [85,88,96]. Azzam et al. [85] 
found that Pt/CeO2 deactivated because of formation of 
stable carbonate species on the ceria surface. Because car-
bonate is known to be unstable over TiO2 [104], deactivation 
by this route would be less problematic for Pt/TiO2 and 
would offer an attractive solution over Pt/CeO2. However, 
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Pt/TiO2 also deactivated with time despite higher initial 
activity of Pt/TiO2 than Pt/CeO2. The cause of deactivation 
was determined to be the sintering of Pt. Pt sintering was 
seen to occur when traces of formaldehyde were formed 
under the reaction conditions. A separate formaldehyde 
adsorption experiment on a reduced catalyst confirmed a 
decrease in Pt dispersion from 55 to 30 %. It was suggested 
that the presence of formaldehyde in combination with the 
presence of defect titania enhances Pt mobility on TiO2 and 
causes Pt sintering [95].

One of the attempts to overcome this problem was 
to incorporate promoters in the Pt-based catalytic system 
[81,86–88,91,92,94]. Zhu et al. [88] reported that sodium 
addition to Pt/TiO2 improved the stability of Pt/TiO2 catalyst 
by preventing Pt sintering. Farrauto and coworkers [94] 
have used molybdenum (Mo) and rhenium (Re) as the pro-
moters over Pt/ZrO2 and improved its activity by 3-fold. 
The addition of these promoters had a positive effect on 
the thermal stability of the catalyst, possibly because of 
formation of Pt-Re-Mo alloy under the reaction conditions. 
They reported that this system is currently working in com-
mercial units.

Sato et al. studied the effect of Re addition to TiO2- 
supported Pt, Pd, and Ir catalysts. Catalyst activity was 
found to increase with the addition of Re over all cata-
lysts. Turnover frequency (TOF) data of H2 formation 
were obtained over Pt, Pd, and Ir catalysts with varying 
particle sizes. It was shown that although H2 formation 
rate became steady with a Re:Pt ratio greater than 1:1, 
TOF kept increasing with higher Re:Pt ratio, suggesting 
a formation of bimetallic clusters between Pt and Re. On 
the contrary, for Ir-Re catalyst, the addition of Re resulted 
in formation of highly dispersed nanoparticles and the 
increase in TOF was not observed. The effect of Re on acti-
vation energy was also studied and it was found that the 
Re addition decreased the activation energy on Pt/TiO2 and 
Pd/TiO2 but increased on Ir/TiO2. FTIR experiments with a 
successive introduction of H2O and CO on reduced Pt-Re/
TiO2 catalyst showed the formation of surface formate 
species, which was seen to decompose accompanied by 
the evolution of H2 and CO2 upon reintroduction of H2O. 
It was suggested that the role of Re was to stabilize the 
formate species and accelerate the rate of H2 formation 
[91]. Spectroscopic data suggest that Re is at least partially 
in an oxidic state (ReOx) under the reaction conditions 
[85–87,91,92]. Another possible role of Re suggested is that 
ReOx provides an additional pathway for H2O sorption/
activation, which improves activity [85].

10.8.6  Cu-Zn-Al-Type Catalysts
In the last few years, new Cu-Zn-Al-type catalysts, which 
have higher resistance against hydrothermal conditions 
compared with the conventional Cu-ZnO type, have been 
reported [105,106]. The effect of DSS accompanied by steam 
purging on conventional Cu-ZnO catalyst was investigated 
with respect to Cu coordination number, crystallite size, 
electronic state, number of surface Cu particles by in situ 
XRD, X-ray absorption fine structure (XAFS), and nitrous 
oxide (N2O) chemisorption. Reaction tests were performed 
at H2/CO/CO2/H2O = 5:1:1:3 at a GHSV of 2500 h–1. Charac-
terization of the catalyst, which underwent 50 cycles of DSS 
treatment with cooling under condensed steam atmosphere 
between each cycle, was performed after in situ reduction 

of the sample at 250°C for 1 h in a H2 stream. The XRD 
pattern on the conventional Cu-Zn catalyst showed that 
the introduction of water over freshly reduced surface at 
250°C was enough to increase Cu crystalline size from 1.7 to 
4.5 nm. It was also shown that the Cu was oxidized to Cu2O 
and CuO in steam [105]. New Cu-Zn-Al-type catalyst was 
shown to have a higher resistance to hydrothermal condi-
tions compared with the conventional Cu-Zn catalyst. In 
situ XRD pattern along with XAFS revealed that ZnAl2O4 
(spinel) was formed under the reaction conditions only on 
the new Cu-Zn-Al catalyst. Growth in crystallite size for Cu 
was almost negligible (11.1 nm → 12.8 nm) after 50 cycles 
of DSS treatment in the new Cu-Zn-Al catalyst whereas the 
growth for the conventional Cu-ZnO catalyst was much 
larger (12.4 nm → 25.0 nm) [106]. It seems that this new 
synthesis method enables the formation of Zn spinel under 
the reaction conditions over which Cu sintering can be 
minimized because of the hydrothermally stable nature of 
spinel. These findings are very interesting and may offer 
an attractive solution to the current problem faced in WGS 
catalysts for PEFC applications today.

A unique operation regimen used in PEFCs for house-
hold power systems, in which the system is started up in 
the morning and shut down at night with air or steam 
purging in between, led researchers to seek a better WGS 
catalyst in noble-metal-based catalysts. However, overall 
cost of the PEFC power unit is still high, and reducing the 
catalyst cost is one of the difficulties faced today. Use of 
the noble metals, particularly Pt, may be cost-prohibitive 
although technical hurdles could be overcome. On the 
other hand, the new type of Cu-Zn-Al catalyst, which forms 
ZnAl2O4, seems to be promising with respect to cost and 
performance. To successfully and widely introduce PEFC 
household power systems in the market, development not 
only in catalyst formulation but also in operation method-
ology is necessary to effectively bring down the overall cost 
of the system. 

10.9  current roles oF suPPorts In 
catalyst develoPment In Petroleum 
reFInIng
The petroleum refining industry currently faces heavier 
crude, stringent regulation of petroleum products, a very 
high price of crude oil, and spread of the refining industry 
over the world as the major issues. Such issues require further 
improvement of the catalysts and processes, although the 
basic schemes of refining technology have stayed essentially 
unchanged in recent decades regarding the basic principles, 
catalytic species, and processes. More severe operating condi-
tions and multistage processing compensate for insufficient 
functions of the catalysts. Hence, there is room to improve 
the functions of the catalysts.

The basic guidelines for catalyst development include 
novel combination of catalysts with different functions 
and novel combination of the catalysts and supports. Such 
combinations require the development of more detailed 
structural concepts of solid catalysts to improve their activity, 
selectivity, durability, and mechanical strength. The new 
structural concept of solid catalysts involves
• Nanoparticles with definite size and crystallization of 

the catalytic species and support,
• Arrangement of nanoparticles in the nearest and next-

nearest neighbors,
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• Three dimensional arrangement of catalytic function in 
the real catalyst grain (pellets or cylinders),

• Physical access to the nanoparticles,
• Chemical interaction among nanoparticles, and
• Molecular transfer and conversion over the series of 

active sites distributed on the particle surfaces.
In catalytic refining, for the reactions in fluid phase 

over solid catalysts, the feed molecules must move from 
the bulk phase to the grain surface; diffuse into the pore 
on the surface of the particles, which may spread into the 
center of the grain; go through particular catalytic reactions 
on the active sites; and return to the bulk phase. In such a 
series of steps, feed molecules behave in monomolecular or 
clustered forms. Hence, the mass transfer of feed molecules 
in the liquid and pore to meet the active site on particular 
positions of the molecule is strongly affected by their 
solubility. In addition, the solvolytic reactions of partner 
molecules may take place to control the adsorption, desorp-
tion, and reactivity of the feed and the products. 

10.9.1  Roles of the Catalyst Supports
The roles of catalyst supports can be addressed under three 
main considerations:
1. Larger effective surface area of the catalytic species: The 

catalyst support is most classically expected to provide 
the larger effective surface of the catalytic species dis-
persed on the surface of the support. This role of the 
support is expanded to the conserving of the solid state 
of the catalytic species, allowing the smaller pressure 
drop at the flows of the feed and the product and easy 
separation from the catalytic materials. Thus, the sup-
port is expected to have a larger surface area and stron-
ger interaction to better disperse the catalytic species. 
However, the smaller pores to increase the surface are 
not necessarily favorable because the catalytic species 
may not get into the pores whereas the feed and the 
products may suffer diffusion limitations to meet the 
catalytic species in such pores or leaving the pores after 
the reaction. Too strong of an interaction between feed 
or product molecules and catalyst surfaces may deac-
tivate the catalytic species because such an interaction 
can change the chemical properties of the catalytic 
species.

2. Bifunctional roles of the support: Some supports are 
acidic, for example, while the support and catalytic 
species possess activity for HG or dehydrogenation 
reactions. In such a case, the feed can be subjected 
first to dehydrogenation, subsequently to acidic isom-
erization, and finally to HG. Such a series of catalytic 
reactions proceed successively over the particular 
combination of the catalyst and supports. Thus, the 
support is expected to function not only as a carrier of 
the catalytic species for a particular reaction but also 
as a catalyst for another reaction. Such a combina-
tion of the catalyst and support provides bifunctional 
catalysts. Some supports can strongly adsorb the feed 
or products that are transferred to catalyst surfaces. 
The adsorption of reactants accelerates the catalytic 
reaction. The transfer of reactants from the catalyst to 
the support is defined as “spillover.” The transfer in the 
reverse direction is termed “reverse spillover.”

3. Chemical modification for catalytic species: The supports 
can be acidic/basic, oxidative/reductive, or  coordinative 

against the catalytic species, which is chemically 
modified by such a support. This modification can 
sometimes, but not always strengthen the catalytic 
functions of the supported species. For example, TiO2 
is reported to be such a support. TiO2 is first found to 
very strongly trap the noble metals such as platinum to 
reduce its catalytic activity when they are heat-treated 
at higher temperatures. A strong metal support interac-
tion such as in this case is not desirable. However, an 
adequate temperature of the heat treatment was found 
to enhance the catalytic activity through favorable 
metal support interaction. Cobalt tetraphenyl porphyrin 
is reported to give radical species when supported on 
TiO2 of large surface area when appropriately heat-
treated. Such a combination promotes some catalytic 
reactions such as NO decomposition and decomposition 
of hydrogen peroxide. Such roles of supports suggest 
ways to enhance the catalytic activity and to provide 
new functions through interaction of the catalytic spe-
cies and the support. Adequate treatments as well as 
the careful selection of the catalyst and support are 
essential to develop novel catalysts. Some examples of 
the catalytic development in the refining technologies 
based on support selections are reviewed below.

10.9.2  Catalyst Supports for HDS
Deep HDS has been required to meet the environmental 
regulations on gasoline and diesel to achieve less than 
10-ppm sulfur content. The HDS mechanism and catalysts 
have been studied extensively. The problem in deep HDS 
of diesel fuel is to rapidly desulfurize the refractory sulfur 
species such as 4,6-dimethyl dibenzothiophene at tempera-
tures below a certain limit where the catalyst deactivation 
and cracking of the feed would not occur. The HDS of sulfur 
species in diesel fuel is known to occur according to the 
following five schemes, shown in Figure 10.27:
1. Direct HDS,
2. HG before HDS,
3. Isomerization before HDS,
4. Demethylation, and
5. C-S bond scission.

Because of steric hindrance due to the two methyl groups 
at particular positions of 4,6-dimethyl dibenzothiophene, 
direct HDS is strictly inhibited. Hence, the schemes 2–5 are 
postulated for HDS of refractory sulfur species. For example, 
in scheme 2, HG of one phenyl group is desired, and for 
scheme 3, migration of the methyl group on the phenyl ring 
is designed. Thus, a byfunctioned catalyst for acidic isom-
erization and subsequent HDS is utilized. A combination of 
acidic zeolite as an acidic catalyst for HDS using CoMoS/
Al2O3 is proposed. A problem with this catalyst is the rapid 
deactivation due to coke formation on the zeolite. The prob-
lem must be overcome by adjusting the reaction conditions 
to limit undesired reactions. Weaker acid catalysts do not 
allow the desired isomerization reactions. 

A second approach is to enhance the HG of phenyl 
groups in the presence of H2S at fairly high concentrations. 
Acidic support has recently been found to enhance the HG 
activity. Thus, several acidic supports are reported to be 
effective for HDS of refractory sulfur species, including Al2O3-
SiO2, Al2O3-B2O3, Al2O3-zeolite, TiO2-SiO, and TiO2-Al2O3. 
Some acidic supports are highly acidic whereas the acidic 
reactions of the feed are not wanted. Hence, the direct 
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interaction of the feed and acidic support must be avoided 
or the acidic site must be restricted to the HDS catalyst. The 
present authors proposed an alumina coating of zeolite to 
function as such a support. 

Another important role of an acidic support is to 
enhance the desorption of adsorbed H2S on the catalyst 
active site. Hence, the catalyst can be active under high H2S 
partial pressures, which are often brought about by the feed 
of very high sulfur content. 

There still remains in deep HDS of highly aromatic feed 
containing refractory diesel fuel fraction. Catalytic species 
should overcome the inhibition of aromatic partners for the 
hydrogenative HDS of the refractory sulfur species.

10.9.3  Supports for Deep and Selective HDS of 
Gasoline
Deep HDS of straight-run gasoline is relatively easy because 
gasoline does not contain any refractory sulfur species. Hence, 
milder conditions to achieve the zero-sulfur goal become a 
research target. In contrast, cracked gasoline, a product from 
FCC and thermal cracking, contains significant amounts 
of olefins and benzenes that increase the octane number. 
Thus, the issue is to achieve deep HDS without HG of ole-
fins and benzenes, whereas olefins are very reactive for HG. 
Hence, the key point is how to suppress the HG of olefins, 
keeping the high direct HDS activity. As described in this 
section, the support helps control such an activity. Carbon 
supports are supposed to reduce the HG activity. Concern-
ing the acidic function of the support on the HG activity, the 

carbon on the alumina support may moderate the acidity 
to control the HG activity of the supported CoMoS. This 
approach leads to a better performance of the HDS catalyst 
for treating cracked gasoline.

10.9.4  Support of HDM Catalyst
Crude currently tends to be heavier and contain higher 
concentrations of metal, nitrogen, and sulfur species. Hence, 
extensive HDM is expected to be performed to remove V and 
Ni, which exist as ions in porphyrin complexes in petro-
leum. The roles of the catalyst in HDM are
• Decoagulation of asphaltene structure to allow for the 

contact of metal ions to the active sites of HDM catalyst 
through partial HG, defining the effectiveness of HDM;

• Supplying H2S through HDS of reactive sulfur species;
• Eliminating metal ions on the surface of HDM catalyst 

in the form of sulfides; and
• Trapping and storage of metal sulfide to continue the 

HDM process to increase HDM capacity.
HDM catalyst has been developed to impregnate NiMo 

on alumina of large pore and large surface area. The roles of 
NiMo and alumina can be allocated into 1 and 2 for NiMo 
and 3 and 4 for alumina, respectively. Roles of 1 and 2 can be 
replaced by solvent and recycling H2S to the HDM step as 
proved by Shell patent, respectively. The alumina of HDM 
catalyst has been proven to carry metal sulfide; hence, the 
activity of NiMo is restored while the elimination of metals 
progresses. It is not clarified yet how metallic species can 
move on the alumina surface to form sulfide particles. 
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Figure 10.27—schemes	of	hds	in	diesel	fuels.
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On the basis of such a mechanistic consideration, novel 
HDM catalyst can be developed. Ni is much less reactive 
than V in petroleum. The reasons are the high stability of 
Ni porphyline and the location in the asphaltene. More 
research is necessary to achieve extensive removal of V and 
Ni as well as higher HDM capacity of the catalyst.

10.9.5  Nanoscopic Views on Catalyst and 
Support
Supported catalytic species have been recognized to be 
dispersed in particle sizes of approximately 1–100 nm on 
the support surface. Reducing the particle size of catalytic 
species and accurate measurement of particle sizes have been 
targeted in catalyst research and preparation. Observation 
and control of the catalyst structure even at the atomic level 
have been attempted. The support is assumed to provide 
the site for the precursor and final form of the catalyst 
on a much larger area where the functional groups on the 
support surface can play important roles. In the course of 
catalyst development for deep HDS, binary oxides of acidic 
supports were considered to improve the activity and selec-
tivity of the catalysts, such as Al2O3-SiO2 and Al2O3-USY. In 
such cases, where the sulfide particles are located on either 
oxide or where the adjacent site is located to modify the 
sulfide catalyst become important. Acidic support certainly 
enhances the HG activity as described above. The contact 
of feed or product molecules with moderately acidic sup-
port surface may be allowed without much harm. However, 
highly acidic zeolite catalyst such as USY should not interact 
directly with the feed because this interaction may cause 
cracking and/or coking. This would lead to unwanted cracked 
products and the deactivation of the catalysts. The present 
authors proposed to coat the zeolite with alumina to pro-
hibit the direct interaction, but alumina coating can modify 
the sulfide catalyst by applying the acidity of the zeolite 
layer underneath. The thickness of alumina coating must 
be carefully controlled for optimal performance. Nanosized 
control of alumina coating is a key factor. 

Alumina-silica support consists of nanoparticles, in 
which alumina particles may carry the sulfide catalyst and 
silica particles surround the alumina particles to enhance 
the acidity at contact areas. Hence, the size of alumina must 
be large enough to carry the sulfide and as small as possible 
for the highest degree of modification with the surrounding 
silica particles. The silica particle must be as small as pos-
sible to modify the alumina particles through large contact 
areas. Thus, the binary components of the support are 
designed and prepared on the basis of nanosized geometry. 
The upgrading of heavier crude is now attempted by using 
nanoparticles of MoS or FeS as catalysts.
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11.1  IntroductIon
Natural gas is the fastest growing form of energy in the 
world. Annual global consumption is expected to reach 
160 trillion f3 (4.5 × 1012 m3) by 2020. Natural gas is a more 
environmental-friendly energy source compared with oil 
and coal. It is increasingly being utilized for power gen-
eration and is already extensively used for industrial and 
household consumption as well as for the production of 
advanced petrochemical derivatives. These facts describe 
the importance and perspectives of natural gas as a future 
major energy commodity, holding the promise of being the 
energy source of the 21st century.

The development of the natural gas industry has been 
very much influenced by the physical characteristics of 
natural gas. Oil, being a liquid at ambient temperature, can 
be contained and transported relatively easy using simple 
and less-expensive technologies; natural gas is more com-
plex and generally more expensive to store and transport 
because of its physical nature, which requires high pres-
sures, very low temperatures, or both.

Getting gas to the market has always been problematic 
and has prevented the development of many fields. Most 
natural gas industry developments have thus been based on 
indigenous resources. Natural gas was initially traded based 
on transmission through pipelines between neighboring 
countries. It was only with the success of the transport trials 
as liquefied natural gas (LNG) in the 1960s that long-distance 
trade between nonbordering countries was established.

Transportation is a major aspect of the gas industry to 
ensure the supply of gas to the users. The main objective 
of a natural gas supply system is to produce gas from an 
underground field, move it to a processing facility where 
the gas is processed to an acceptable quality, and then move 
it to customers for its final use. This cannot happen without 
there being a continuous link from the producing field to 
the consumer of the gas. This involves the natural gas value 
chain concept.

Currently there exist two chains in the gas industry. 
One scheme involves a conventional arrangement in which 
natural gas is transmitted all of the way from the field to 
the city gate or consumer facility in high-pressure pipelines. 
The other one is the LNG scheme, which involves the liq-
uefaction of the gas, its transportation in bulk carriers, the 
regasification at the point of delivery, and the transporta-
tion to the final users also through high-pressure pipelines.

This chapter will review the processing facilities 
involved in both existing schemes and their contribution 
with respect to the natural gas value chain concept. New 
proposed gas value chains and other technologies to mon-
etize natural gas will be also discussed. 

11.2  ProPertIes of natural Gas
11.2.1  What Is Natural Gas?
Starting from its origin, it is generally accepted that natu-
ral gas derives from the microbial degradation of organic 
matter that was buried in the sands of what was before 
seashore. Many of the source rocks of significant gas depos-
its appear to be associated with the worldwide occurrence 
of carboniferous coal (roughly 286,000,000 to 360,000,000 
years of age) [1].

In general, where oil and gas occur together, three lay-
ers of fluid exist with water at the bottom, then oil, and gas 
on top. Gravitational and capillary forces largely control 
the distribution of these fluids’ accumulation. Typical fluid 
distributions resulting from the equilibrium of these forces 
are shown schematically by sectional views of a dome trap 
in Figures 11.1 and 11.2. Also illustrated in the figures are 
the possible modes of occurrence of the natural gas in the 
reservoir: associated free gas, associated solution gas, and 
nonassociated free gas.

In a reservoir in which crude oil (liquid phase) and 
natural gas (free gas phase) occur together (Figure 11.1), 
there is also an associated natural gas in solution with oil. 
This gas will flow out of the liquid phase once the pressure 
drops below the saturation pressure in the reservoir or in 
the surface at the production facilities.

A reservoir of only natural gas is shown in Figure 11.2. 
The gas in this kind of reservoir is nonassociated gas 
because no crude oil coexists in the reservoir. Depending 
on the amount of condensable hydrocarbons C3–C5+ pres-
ent, these natural gas reservoirs can be divided into three 
groups: dry gas, wet or rich gas, and retrograde gas or con-
densate gas reservoirs. In a retrograde or condensate gas 
reservoir, initially all hydrocarbons are present in a single 
gas phase in the reservoir, but condensation will occur dur-
ing pressure depletion. 

Natural gas is a compressible fluid. There are many 
implications of this for the safe and economic supply of gas, 
but the most important is the energy content per volume 
unit. At atmospheric pressure and ambient temperature, 
natural gas has a very low energy content, whereas oil, 
being an incompressible fluid at those conditions, has a high 
energy content. Therefore, oil is transported and stored using 
relatively simple and less-expensive technology; in contrast, 
natural gas must be transported and stored at high pressure 
or in its liquefied form (LNG) to achieve an energy content 
that makes the cost of the infrastructure economically viable.

Methane is the main constituent of natural gas. The 
remainder may contain various amounts of the higher 
hydrocarbon gases, such as ethane, propane, butane, and 
pentane, and nonhydrocarbon gases, such as carbon  dioxide 

11
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1 Repsol Technology, Madrid, Spain

AST-MNL58-11-0801-011.indd   249 3/12/13   2:17 PM

 



250	 Petroleum refInInG and natural Gas ProcessInG

(CO2), nitrogen, hydrogen sulfide (H2S), and helium. Table 
11.1 shows the composition of a typical natural gas.

Some of the natural gases produced contain acid gases 
(CO2 and H2S) at levels that require treatment. Gases con-
taining CO2 or H2S are known as sour gases; if they are free 
of them, then they are known as sweet gases. CO2 must be 
kept below certain limits, normally below 3 % by volume, 
because it can cause corrosion in pipelines in combination 
with water. H2S is also highly corrosive and it is toxic. It 
must normally be reduced to approximately 5 mg/m3.

11.2.2  Thermodynamic Properties—Equation 
of State
Thermodynamic properties may be predicted by correlating 
pressure (P), volume (V), and temperature (T). The state 
of matter under a given set of physical conditions follows 
physical laws. The mathematic representations of these 
laws are known as equations of state (EOS), which corre-
late PVT data on a mole basis as follows:

 Φ(PVT) = 0 (11.1)

There are many EOS available today that have been 
developed over the years. In this section, only the two most 
basic available EOS will be mentioned—the ideal gas law 
and the real gas equation using compressibility factor—and 

the two most popularly used EOS for natural gas systems—
the Soave-Redlich-Kwong (SRK) and the Peng-Robinson 
(PR) equations.

11.2.2.1	 Ideal	Gas	law,	Real	Gas	BehavIoR,		
and	CompRessIBIlIty	FaCtoR
The simplest EOS is the ideal gas law. The concept of an 
ideal gas is a hypothetical approach, but is very useful to 
explain real gas behavior. An ideal gas is the one that follows:
• The molecules occupy no volume (the size of molecules 

is zero).
• There are no interaction forces between molecules.
• Collisions between molecules are elastic (no energy 

loss during collision).
Following the ideal gas law, the state of a gas is deter-

mined by its pressure, volume, and temperature according 
to the equation

 PV = nRT (11.2)

where P and T are the absolute pressure and temperature 
of the gas, n is the number of moles, and V is the volume 
occupied by the gas. R is the universal gas constant.

At low pressure (e.g., pressure up to ≈ 60 psia, ≈ 400 
kPa), the ideal gas law is moderately accurate for most 
gases. However, generally speaking, real gases do not 
exhibit ideal behavior. They deviate from ideal behavior 
because of the following reasons:
• Molecules occupy a finite volume.
• There exist intermolecular forces exerted between 

molecules.
• Molecular collisions between molecules are not elastic.

The compressibility factor Z allows correcting for 
nonideal gas behavior. It is a very useful thermodynamic 
property to account for a real gas approach. The simplest 
form of an equation of state using the correction factor Z 
is the following:

 PV = nZRT (11.3)

Therefore, in this case, Z is the ratio of the volume occupied 
by the real gas to the volume occupied if it were ideal. Z var-
ies with pressure, temperature, and gas composition.

11.2.2.2	 CuBIC	eos	
Cubic EOS are the simplest expressions that can, in prin-
ciple, represent the vapor- and liquid-phase volumetric 
behavior of pure fluids. The most widely used for natural 

table 11.1—composition of a typical 
natural Gas
component Vol %

methane 85.10

ethane 8.70

propane 2.90

Butanes 0.90

pentanes+ 0.15

h2s trace

Co2 1.75

n2 0.50

helium none

GAS CAP

CAP ROCK

WATER

figure 11.2—schematic	diagram	of	a	nonassociated	gas	
reservoir.

CAP ROCK

GAS CAP
SOLUTION GAS

WATER

OIL

figure 11.1—schematic	diagram	of	an	associated	gas	reservoir.
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gas are the SRK (11.4) and the PR (11.5) equations. Both 
equations were designed specifically to yield reasonable 
vapor pressures to perform satisfactory for vapor/liquid 
equilibrium calculations.
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−
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 (11.4)

  
P

RT
v b

a
v v b b v b

=
−

−
+ + −

α
( ) ( )

 (11.5)

where α, a, and b are system parameters. Parameters a and 
b are determined from the critical temperature (Tc) and 
critical pressure (Pc). Parameter α is determined from a 
correlation based on experimental data that use a constant 
called the Pitzer acentric factor (ω). Pitzer’s acentric factor 
is a measure of the configuration and sphericity of the mol-
ecule, a measure of the deformity of the molecule. 

For single-phase hydrocarbon gas systems at a pres-
sure above 10 bar, the SRK and PR equations show similar 
performance, although PR is generally better in predicting 
cryogenic systems.

For mixtures, both equations introduce the use of 
binary interaction parameters (kij). These are empirical 
factors that represent the interaction between a pair of 
dislike molecules. The interaction parameters for SRK and 
PR are unlikely to be the same because of their empirical 
character.

11.2.3  Heating Value
The heating value of natural gas is the energy released as 
heat after the complete combustion of a mass unit of gas. 
It is a prime characteristic of natural gas because gas com-
bustion is the main final use of this fuel, either to provide 
heat (primary energy) or power, when used in gas engines. 
It is also a key quality factor in gas trading. Methane, the 
main  component of natural gas, has a heating value of 
37.71 MJ/m3 at 15°C and 1 atm; this value is obtained by 
cooling down the combustion products to 15°C. If water 
remains as vapor, then the energy recovered is known as the 
net heating value or lower heating value (LHV). If water is 
condensed, the recovered energy is known as the gross heat-
ing value or higher heating value (HHV). Table 11.2 shows 
the high heating value of the components of natural gas.

11.2.4  Wobbe Index
The wobbe index (WI) or wobbe number gives a measure of 
the relative heat input into a burner at a fixed gas pressure 
of any fuel gas. It is defined as

 WI = 
HHV

d
 (11.6)

where d is the relative density of gas (air = 1).
The WI is the combination of the heat input and the 

flow of gas into a burner. The heat input is directly pro-
portional to the heating value, and the flow of gas into a 
burner is inversely proportional to the square root of the 
relative density.

The WI is a measure of the burning character of a 
natural gas. WI is important for calculating the amount of 
air to be drawn into a simple burner such as those used in 
a typical domestic appliance. Raising the WI will increase 

the carbon monoxide (CO) production because the amount 
of air remains the same in the burner but the requirement 
for complete combustion has been increased. Conversely, a 
reduction in the WI will lead to a loss of heat service and 
flame instability.

The WI and impurity levels define the suitability of a 
natural gas for a particular market, and more specifically to 
a particular appliance.

11.3  natural Gas condItIonInG
11.3.1  Introduction
Natural gas from the reservoir normally contains water and 
various contaminants such as nitrogen (N2), CO2, H2S, and 
other sulfur compounds such as carbonyl sulfide (COS) 
and mercaptans (RSH), aromatics, mercury, and sometimes 
helium. Purification processes for natural gas are hence of 
primary importance.

The presence of contaminants can result in damage to 
process facilities or failure to meet sale or environmental 
specifications; therefore, they have to be removed to a cer-
tain degree. The current trend of applying more severe emis-
sion and environmental standards requires gas streams to 
be purified to even more stringent levels. In addition, lower 
limits can also be set for plant operation reasons, especially 
in liquefaction plants: water, CO2, and aromatics can freeze 
on heat exchanger surfaces, reducing efficiency and causing 
blockages; as far as mercury is concerned, it attacks alu-
minum, the main construction material for cryogenic heat 
exchangers. Typical specifications for impurities contained 
in the liquefaction section feed gas are listed in Table 11.3. 
In high-pressure pipelines, water is removed before com-
pression to prevent corrosion, freeze-ups, and hydrate 

table 11.2—HHV of the components 
of natural Gas
component HHV (mJ/sm3)

methane 37.7

ethane 66.1

propane 93.9

Butanes 121.6

pentanes+ >149.4

h2s 23.8

Co2 0

n2 0

helium 0

table 11.3—typical Impurity specifications 
in Gas to liquefaction section
component limit (max)

water 1	ppmv

total	sulfur 30	mg/sCm

h2s 3–5	ppmv

Co2 50	ppmv

mercury 0.01	mg/sCm

Benzene 1	ppmv

pentenes	and	heavier 0.1	mol	%
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formation; dew point control processes are also frequently 
used to avoid condensate formation during transportation.

The main processes for natural gas treatment are dis-
cussed in the next sections.

11.3.2  Acid Gas Removal (Gas Sweetening)
Acid gases (CO2 and H2S) can be removed from feed gas 
by different treatment technologies such as chemical and 
physical absorption processes, amongst others. Examples 
of chemical absorption are the conventional or activated 
amine process and the hot potassium carbonate process; 
examples of physical absorption are the proprietary solvent 
processes such as Sulfinol™2 and Selexol™3.

The acid gas treatment unit is also referred to as acid gas 
removal unit (AGRU) or sweetening unit because the resulting 
product no longer has the sour, foul odors of RSH and H2S.

11.3.2.1	 amIne	pRoCesses
Amine processes are very common in refineries, petro-
chemical plants, and natural gas processing plants (Figures 
11.3 and 11.4). The simplified process flow diagram (Figure 
11.5) illustrates the major equipment in an amine treat-
ment process. The raw sour gas is fed to the bottom of an 
absorber equipped with structured or random packing or 
trays. The gas is sweetened by the amine solution in coun-
tercurrent flow. The solution from the absorber is heated 
up against regenerated solution directly or after flashing. 

2 Sulfinol™ belongs to Shell Global Solutions International BV, 
The Hague, The Netherlands.
3 Selexol™ belongs to Dow Chemical Company. The Selexol tech-
nology is currently owned by Union Carbide Corporation.

Afterward, the resultant “rich” amine solution is fed to the 
regenerator and regenerated by reboiling. The acid gas, or 
off-gas, is sent to a sulfur  recovery unit if the volumes of 
sulfur that can be recovered are sufficiently large to justify 
the investment or the environmental restrictions require 
high levels of sulfur recovery; if not, the off gases are just 
flared or incinerated. The cooled regenerated amine solu-
tion, or “lean” amine, is recirculated back to the head of the 
absorber column. 

Some operating conditions and other considerations to 
be taken into account in an amine unit are
• Reboiler duty/temperature constraint because of sol-

vent degradation.
• Absorber conditions: temperature from 35°C to 50°C 

and pressure from 35 to 205 bar (3500 to 20,500 kPa).
• Lean amine temperature from 20°C to 55°C to be opti-

mized to increase solvent selectivity.
• Regenerator conditions: temperature ranges from 

115°C to 130°C (bottom) and pressure from 1.4 to 2.0 
bar (140 to 200 kPa).
There are many different amines used for gas sweetening.

• Monoethanolamine (MEA) 
• Diethanolamine (DEA) 
• Methyldiethanolamine (MDEA) 
• Diisopropylamine (DIPA) 
• Diglycolamine (DGA) 
• High-load DEA (activated) and formulated MDEA

Selection of a particular amine process depends on feed 
gas composition and product gas specifications and takes 
into account the specific characteristics of each amine. For 
instance, CO2 and H2S selectivity is very dependent on the 
selected amine: primary and secondary amines (e.g., MEA, 

figure 11.3—amine	unit	at	the	ypF	la	plata	Refinery	(argentina).	Source:	picture	courtesy	of	ypF.
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DEA, and DIPA) react directly with H2S and CO2; tertiary 
amines, of which the most used is MDEA, is more selective 
to H2S than CO2.

The acid gas removal capacity of the circulating solu-
tion, or solvent strength, is another critical parameter of 

the process. It depends on amine concentration, which is 
 usually limited by corrosion considerations. Thus, MEA 
(a primary amine) solution is limited to 15–20 wt % whereas 
for DEA (a secondary amine), concentration is limited to 
30 wt %; MDEA can operate at much higher concentrations 

figure 11.4—amine	unit	at	ypF	la	plata	Refinery	(argentina).	Source:	picture	courtesy	of	ypF.

figure 11.5—typical	amine	process	configuration.
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such as 50 wt % with low corrosion potential. Considerable 
additional treating capacity is available with the formulated 
MDEA solvents using the same concentration, 50 wt %.

MDEA-based solvents are currently the most used in 
the gas industry. They have received a great deal of atten-
tion because of MDEA’s selective reaction with H2S in the 
presence of CO2 (preferential removal of H2S from a sour 
gas stream while rejecting or delaying the recovery of most 
of the accompanying CO2 until a subsequent processing 
step). Thus, the contact time between the solvent (MDEA) 
and sour gas is designed to allow removal of the H2S up 
to the required degree and at the same time to minimize 
CO2 coabsorption. Increased selectivity for H2S over CO2 
expands the regeneration capacity of the amine unit, 
reduces the energy required for the process, and improves 
the H2S quality of the acid gas.

The selectivity of MDEA and related solvents can be 
influenced by
• Contact temperature: Colder processing (less than 32°C) 

or hotter processing (greater than 50°C) results in 
improved selectivity.

• Contact pressure: lower pressure improves selectivity.
• Feed gas CO2/H2S ratio: higher ratios of CO2 to H2S 

favor selectivity.
• Total acid gas load.
• Location of lean amine feed point on the absorber 

tower.
MDEA-based solvents have numerous advantages over 

primary and secondary amines.
• Selective removal of H2S from the gas stream while 

kinetically limiting CO2 absorption. 
• Increase in sulfur plant efficiency and capacity because 

of the H2S-enriched gas feed.
• Less degradation. Unlike MEA, DEA, or DGA, MDEA 

does not form amine CO2 degradation products that 
enhance corrosion at elevated temperatures in the 
regenerator.

• Less corrosion.
• Lower amine circulation rate and pumping power. Acid 

gas pickup of up to 0.5 mole/mole MDEA is available 
without the need for costly metallurgy upgrades.
Finally, the desirable characteristics of basic MDEA 

have been extended by various manufacturers with the 
addition of chemical enhancers to create high-performance 
formulated MDEA products [2]. An example of this is Dow 
Chemical’s solvent Ucarsol®4, which has very high versatil-
ity and selectivity to remove CO2 and H2S. Some benefits of 
using a formulated solvent are smaller and more efficient 
plants, reduced energy consumption, lower capital cost, 
and lower contaminant levels in treated gas.

11.3.3  Other Acid Gas-Treating Processes
Hot potassium carbonate is used to remove CO2 from a 
mixture of gases by absorption and then stripping the 
solution by pressure reduction without additional heating. 
The flow scheme of the hot potassium carbonate process 
shares some features with amine processes; however, in the 
hot potassium carbonate system, the gas-liquid contactor 
operates at high temperature, which saves a considerable 
amount of heat exchange in the process. 

4 Ucarsol® belongs to The Dow Chemical Company, TX.

The Sulfinol process has been used in most LNG plants 
where Shell has been involved. Over 200 Sulfinol units have 
been licensed worldwide, including natural gas, synthesis 
gas, and refinery gas treatment. The solvent is a mixture of 
Sulfolane and DIPA, Sulfinol D. Another option is Sulfinol 
M, which uses MDEA instead of DIPA to minimize hydrocar-
bon absorption with the acid gas. The addition of Sulfolane 
increases the physical solubility of H2S, CO2, and organic 
sulfur compounds in the solvent. Approximately 80 % of the 
RSH in the sour gas stream are removed at this step; they 
are then further reduced in the molecular sieve unit. 

The Selexol process uses a physical solvent made of a 
mixture of dimethyl ethers of polyethylene glycol to remove 
acid gases from synthetic or natural gas. The process sol-
vent is regenerated either thermally, by flashing, or by gas 
stripping. The Selexol process is ideally suited for the selec-
tive removal of H2S and other sulfur compounds or for the 
bulk removal of CO2.

A common feature of physical solvent processes such 
as Sulfinol and Selexol is hydrocarbon coabsorption, which 
is usually a disadvantage because of
• The loss of valuable hydrocarbons into the acid gas 

(less sales)
• Contamination potential of the acid gas stream to the 

sulfur recovery unit by formation of COS, carbon disul-
fide (CS2), and C (carbon or soot) [3].
Membrane separation is based on the principle of 

selective gas permeation. When a gas mixture is introduced 
to a membrane system, gas components dissolve into the 
membrane material and diffuse through it. Solubility and 
diffusivity are different for each gas component. CO2, water 
vapor, and H2S are easily permeable gas components, 
whereas methane, ethane, and other hydrocarbons perme-
ate very slowly. This kind of process is typically applied for 
CO2 bulk removal; for example, in natural gas treatment to 
meet pipeline specifications and for production of a CO2-
rich stream for enhanced oil recovery (EOR) injection.

11.3.3.1	 adsoRptIon	pRoCesses
Pressure swing adsorption (PSA) is based on the cyclic 
physical adsorption of the contaminant at a high pressure 
followed by desorption at low pressure. Typical applica-
tions of the PSA process are the separation of CO2 from 
methane for upgrading of landfill gas, upgrading of biogas 
from digesters, and production of natural gas from poor-
quality reserves. Molecular sieves efficiently remove low 
concentrations of polar or polarizable contaminants such 
as H2O, methanol, H2S, CO2, COS, RSH, sulfides, ammo-
nia, aromatics, and mercury down to trace concentrations. 
Extractive distillation can be used to separate H2S from CO2 
but has a high energy cost [3].

11.3.3.2	 sulFuR	ReCoveRy	and	taIl	Gas	
tReatInG
Sulfur recovery is used to reduce the sulfur emissions fol-
lowing legislation. The Claus sulfur recovery process con-
sists of two steps:
1. Thermal step: The H2S is first partially oxidized at high 

temperature (1000–1400ºC) with air, forming SO2. 
Afterward, the Claus reaction takes place (2H2S + SO2 
to 3/XSx + 2H2O), producing elemental sulfur, with 
60–70 % of the total sulfur being produced in this step.
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2. Catalytic step: The remaining H2S and SO2 go to the 
catalytic section at lower temperatures (200–350ºC) for 
further conversion to elemental sulfur.
A tail gas unit manages the tail gas from the Claus pro-

cess with the remaining sulfur compounds. There are three 
main options for tail gas treating:
1. Additional Claus catalytic process
2. Recovery of the sulfur compounds and its recycle to 

the Claus unit
3. Tail gas H2S selective oxidation to sulfur

11.3.3.3	 dehydRatIon
11.3.3.3.1  Overview
The main reason for removing water vapor from natural 
gas streams is that it becomes liquid or solid under low-
temperature and high-pressure conditions. Thus, liquid water 
in natural gas pipelines causes various flow problems such as 
corrosion, slug flow, or hydrate formation, which results in 
plugging or flow restrictions. Water is also removed to meet 
sales gas specifications. In cryogenic facilities, water can 
freeze and produce blockages. All of these problems reduce the 
availability and efficiency of pipelines and process equipment.

There are some cases when gas pipelines need to be 
operated with the presence of liquid water although the 
temperature is below the hydrate formation point. In those 
cases, hydrate inhibitors are necessary; alcohols or glycols 
such as methanol, diethylene glycol (DEG), or mono-
ethylene glycol (MEG) are typically injected to depress 
hydrate and freezing temperatures. The three main types 
of  processes to dehydrate natural gas are condensation, 
absorption, and adsorption. 

11.3.3.3.2  Dehydration by Condensation
Dehydration by condensation consists in cooling natural 
gas and separating water as a condensate. In this process, 

MEG is injected not to “dehydrate” the gas (see Dehydration 
by Absorption) but rather to improve the water separation 
and prevent hydrates from forming.

11.3.3.3.3  Dehydration by Absorption
The main use of this dehydration process is to reach water 
dew point specification to avoid water condensation in 
pipelines. The hydrocarbon dew point of the gas is related 
to its natural gas liquids (NGL) content, so it remains the 
same as for the feed gas.

Glycols are typically used for applications in which 
water dew point depressions on the order of 15–49°C are 
required. DEG, triethylene glycol (TEG), and tetraethylene 
glycol (TREG) are all used as liquid desiccants. TEG is the 
most common for natural gas. 

In general terms, the unit configuration consists of a 
simple absorber/regenerator system (see Figure 11.6). The 
gas enters at the bottom of the glycol absorber equipped 
with structured packing or trays. As the gas rises, the 
water is removed (absorbed) by the decreasing TEG 
concentration. Concentration of the lean glycol enter-
ing at the top of the absorber is the main variable that 
determines the water dew point specification that can 
be reached and therefore the efficiency of the process. 
The rich glycol that leaves the absorber is sent to a flash 
drum and then to a regeneration section. The lean glycol 
leaving the regeneration section is finally returned to 
the absorber closing the loop. Like the amine process, a 
lean-rich heat exchanger is used to heat up the rich glycol 
solution to conserve energy.

11.3.3.3.4  Dehydration by Adsorption
Dehydration by adsorption is used to obtain very low water 
content (0.1 ppm or less), levels required in NGL extraction 
and LNG production plants. It is based on solid desiccant 

figure 11.6—teG	dehydration	unit.
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materials called adsorbents. The most common adsorbents 
are alumina, silica gels, and molecular sieves. Table  11.4 
shows the dew point achievable with each of them.

The dehydration process based on adsorption consists 
of several vessels filled with adsorbent (adsorption beds). 
In LNG and NGL extraction plants, each bed is commonly 
made up of four layers of material: inert ballast balls, a 
guard layer, a water adsorption layer, and inert ballast balls 
again. Table  11.5 shows the material commonly used in 
each of the different layers.

The most used desiccant for the water adsorption 
layer is zeolite 4A, which is used in different sizes and 
shapes. The guard layer of silica gel or alumina adsorbs any 
entrained water liquid droplets and solvent traces. The inert 
ballast balls prevent desiccant movement and aid in gas dis-
tribution [4]. A typical life cycle considered for adsorbent 
materials is 2–4 years.

Figure 11.7 shows a typical water adsorption unit 
composed of three vessels, two of them operating in 
water adsorption mode whereas the other one is being 
regenerated. Once a bed has been in adsorption mode for 
approximately 16 h, it switches to regeneration mode for 
approximately 8 h. The regeneration is composed of two 
main stages:
1. Heating step (up to 260–280°C): The regeneration gas 

flow is normally approximately 5–15 % of the process 
flow and can be heated by a dedicated heat source or 
by integrating the dehydration unit with another unit 
of the plant.

2. Cooling step: Once the bed has been regenerated, then 
it is cooled down to normal adsorption temperature by 
the regeneration gas (without heating).
In liquefaction and NGL extraction plants, the dehy-

dration unit is placed downstream of the AGRU because 
sweet natural gas from the AGRU absorber is always satu-
rated with water. Typical process conditions of the dehydra-
tion unit in these types of plants are shown in Table 11.6. 

The source and destination of the regeneration gas 
can vary depending on the end flash gas (EFG)/boil-off gas 
(BOG) flow rates, the impurities present in the feed gas, and 
the fuel gas system configuration. Typically, the regenera-
tion gas is sweet dry gas and is sent to the fuel gas system.

11.3.3.4	 sulFuR	Compound	Removal
A primary contaminant found in most raw natural gas 
streams is sulfur, in the form of H2S, elemental sulfur and 
often in various other organic forms (RSH, COS, etc.). 

Sulfur compounds are known poisons for most gas and 
refinery processes, even when present at very low levels 
(often below detection levels at many facilities), and are 
significant contributors to atmospheric pollution. 

As a general rule, when the integrity, operation, and 
maintenance of the facility are not compromised, it is rec-
ommendable, in terms of cost and contaminant removal 
effectiveness, to treat the most concentrated stream. 
Thus, the heaviest sulfur components are usually removed 
from the heaviest streams of the NGL fractionation process. 
On the other hand, lighter sulfur components, such as H2S, 
are removed from the gas streams [5,6].

The molecular sieves are commonly used as a dry 
regenerative process to treat propane or butane streams 
and can also be used for treatment of mixed LPG streams. 
With the appropriate type of sieve material, the product 
can be treated to meet water content, volatile sulfur, and 
corrosion (copper strip test) specifications in one single 
process. 

11.3.3.5	 meRCuRy	Removal
Another impurity that can be present in a natural gas 
stream is mercury, primarily in elementary form and in 
very small amounts. Chlorides and other species can also 
be present. 

Mercury combines with aluminum to form a 
 mercury-aluminum amalgam. When the amalgam is 
exposed to air, the aluminum is oxidized, and the oxide 
flakes away. Mercury is again available to form amalgam 
and the process is repeated again and again. A small 
amount of mercury can “eat through” a large amount of 
aluminum over time. For this reason, and considering 
that aluminum is one of the construction materials used 
in some of the main pieces of equipment in a LNG facil-
ity, mercury must be removed to levels below 0.01 mg/Sm3 
before entering the liquefaction train. 

The mercury removal unit is present in all liquefac-
tion facilities regardless if the contaminant has been iden-
tified in the inlet gas. This unit can be placed before the 
acid gas treatment unit or after the dehydration unit. It 
typically consists of a bed of sulfur-impregnated activated 
carbon. 

This is a nonregenerative process, so at the end of the 
life cycle, which could be as long as 10 years depending 
on mercury content of the gas, the spent carbon must be 
disposed [7].

11.3.3.6	 IneRt	Gas	Removal
Natural gas usually contains inert gases such as N2 or 
helium in variable amounts depending on the gas field. 
Strictly speaking, these gases are not contaminants because 
they do not produce any undesirable effect for natural gas 
processing. However, their presence in natural gas is a 
problem because it increases the size of gas compression 
facilities, pipelines, and processing plants. Furthermore, 
inert gas content must very often be adjusted to meet sales 
gas specifications, such as HHV and inert content. Hence, 
simple economic/commercial reasons are involved in the 

table 11.5—typical molecular sieve 
bed configuration
layer material

Inert	ballast	balls alumina,	mullite,	or	ceramic

Guard	layer silica	gel	or	alumina

water	adsorption	layer
Zeolite	4a—large	size

Zeolite	4a—small	size

Inert	ballast	balls alumina,	mullite,	or	ceramic

table 11.4—typical adsorbents for 
dehydration [4]
desiccant outlet Water dew Point (°c)

alumina –73

silica	gel –60

molecular	sieves less	than	–100
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decision to remove inerts; on the other hand, natural gas is 
also the primary market source for helium [8]. 

These gases are separated from natural gas, when 
necessary, via N2 rejection units or helium recovery units. 
Sometimes, a simple end flash can achieve the specifica-
tion, but when feed gas composition is rich in N2, stripping 
or cryogenic distillation technologies will be necessary. The 
N2-rich stream separated from the main stream can then be 
used as fuel gas, flared, or sent back upstream for injection 
to maintain field pressure and EOR. 

11.4  nGl extractIon and fractIonatIon
11.4.1  Introduction
The term NGL applies to liquids recovered from natural 
gas and as such refers to hydrocarbon components heavier 
than methane contained in natural gas. The term liquefied 
petroleum gases (LPG) describes hydrocarbon mixtures in 
which the main components are propane and iso- and nor-
mal butane (see Figure 11.8).

The NGL extraction from natural gas streams can 
range from ethane and heavier hydrocarbon extraction 
to pentanes and heavier component removal. The desired 

degree of liquid recovery has a deep impact on process 
selection, complexity, and cost of the processing facility.

The NGL extracted from natural gas can be further 
fractionated to make commercial products such as ethane, 
propane, butane, and gasoline. The degree of fractionation 
is dependent on the market and geography.

11.4.2  NGL Extraction [9–11] 
11.4.2.1	 dew	poInt	ContRol
Dew point is defined as the temperature at which vapor 
begins to condense. When gas is transported in pipelines, 
consideration must be given to the control of the formation 
of hydrocarbon liquids in the system. Liquid condensa-
tion is a problem for gas metering, pressure drop, and safe 
operation and can cause liquid slugging.

To prevent formation of liquids, it is necessary to 
control the hydrocarbon dew point below the pipeline 
operating conditions with the desired safety margin for the 
operation. Operating conditions are usually fixed by design 
and environmental considerations, so in practice, single-
phase flow can only be assured by removing the heaviest 
hydrocarbons in the gas. There are different ways to do it.

11.4.2.2	 low-tempeRatuRe	sepaRatIon
Low-temperature separation (LTS) can be achieved using 
Joule-Thompson (J-T) autorefrigeration or mechanical 
refrigeration. 

If sufficient pressure is available, the cooling required 
for removal of hydrocarbon liquids is achieved through 
a sudden adiabatic gas expansion (J-T expansion or free 
expansion) so that heavier hydrocarbons and other con-
densables condensate. The performance of J-T units are 
very much dependent on the condition of the incoming raw 

figure 11.7—typical	three-bed	dehydration	unit.

table 11.6—typical conditions of feed Gas 
to a dehydration unit
conditions

temperature	(°C) 30–55

pressure	(bar) 40–75

molecular	weight	(kg/kmol) 17.5–19

water	(mol	%) 0.1–0.3
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gas streams because they use excess pressure energy of the 
raw gas stream to autorefrigerate the gas. More particu-
larly, the temperature drop is affected by the gas composi-
tion, flow rate, and pressure of the feed gas.

In other cases, inlet pressure is not high enough to 
allow a LTS system. An alternative option is to utilize a 
mechanical refrigeration system to remove heavy hydrocar-
bon components. Mechanical refrigeration consists in cool-
ing the gas stream to the specified temperature by means of 
an independent refrigeration cycle (e.g., a propane cycle). 
Liquid is again separated in a cold separator. 

If the gas stream contains water, this process requires 
a previous dehydration unit or glycol injection to avoid 
hydrate formation.

A new technology called TwisterTM5 was recently proposed, 
which combines expansion, cyclonic liquid/gas separation, and 
recompression for dew point control and NGL extraction (C3

+).
TwisterTM is a compact tubular device that works as a LTS 

process with thermodynamics similar to a turboexpander, 
causing a temperature drop by transforming pressure to 
supersonic velocity. The condensed hydrocarbons are sepa-
rated via centrifugal forces caused by the induced swirl of 
the gas through the device. Afterward, the gas goes through a 
diffuser where part of the pressure drop is recovered. 

11.4.2.3	 nonCoolInG	pRoCesses
Noncooling processes have not typically been the preferred 
option since the development of turboexpander processes, 
but they still are considered because they may provide an 
optimal solution in certain applications.

The lean oil absorption process is the physical process 
in which a vapor molecule of a lighter hydrocarbon compo-
nent dissolves into a heavier hydrocarbon liquid (nonane, 
decane, and heavier) so that it is separated from the gas 
stream. The process can be operated at ambient tempera-
tures if only separation of the heavier NGL products is 
desired. A refrigerated system enhances the recovery of 

5 Twister™ Supersonic Separator belongs to Twister BV, Einstein-
laan 10 2289 CC Rijswijk (ZH), The Netherlands.

lighter hydrocarbon products such as ethane and propane. 
These processes have the advantage that the absorber can 
operate at essentially feed gas pressure with minimal pres-
sure loss, but they require large process equipment and 
have high energy requirements. Therefore, they are usually 
less attractive than LTS systems.

The control of water and hydrocarbon dew points of a 
sales gas can be achieved by the addition of a solvent, such 
as methanol, glycol, or other proprietary solvents (which 
improves the solubility of hydrocarbons). This solvent 
absorption process is often combined with J-T expansion.

The adsorption process, sometimes referred to as 
“short cycle adsorption process,” uses dry desiccant beds 
(e.g., silica gel) to attract or adsorb hydrocarbons and 
water. Water is the most strongly attracted compound, 
whereas heavy hydrocarbons are attracted more strongly 
than the lighter ones.

11.4.2.4	 ethane	and	pRopane	ReCoveRy
Dew point control processes are used for applications in 
which moderate propane recoveries are desired. To achieve 
higher propane recoveries, ethane recovery, or both, cryogenic 
temperatures are required. Generally speaking, the natural 
gas industry considers cryogenic processes as those that oper-
ate below –50°F (approximately –45°C). There are different 
methods to reach high ethane recovery levels: J-T expansion, 
turboexpander extraction, and mechanical refrigeration.

11.4.2.4.1  J-T Expansion
The J-T effect consists of cooling down the gas by its expan-
sion across a J-T valve. With large pressure drop across the 
J-V valve, cryogenic temperatures can be achieved, which 
results in high extraction efficiencies. To effectively use the 
J-T effect, inlet gas must be at a high pressure; if not, then 
compression is required. 

When the feed gas pressure is not high enough or the 
gas is rich in liquefiable hydrocarbons, mechanical refrig-
eration can be added to the J-T process to improve recovery 
efficiency. An advantage of the refrigerated J-T process is 
that lower feed pressures are required.

METHANE

ETHANE

PROPANE
BUTANES

PENTANES and heavier fractions
also referred to as:

C5+
Pentanes plus
Natural gasoline
Condensate

Nonhydrocarbon constituents
(e.g., water, CO2, H2S, mercury, etc.)

NATURAL GAS
Ex-well

LPG NGL

LNG

figure 11.8—natural	gas	constituents.
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The J-T process, either refrigerated or nonrefrigerated, 
offers a simple and flexible option for moderate ethane 
recovery. It is usually applied to reduced gas flow rates in 
which some inefficiency can be tolerated, allowing for the 
reduction of capital and operating costs.

11.4.2.4.2  Turboexpander Extraction
The process that dominates ethane recovery applications is 
the turboexpander process. A turboexpander, also referred 
to as an expansion turbine or expander, is a centrifugal or 
axial flow turbine that extracts work from a high-pressure 
gas stream. From a thermodynamic point of view, the 
expansion across a J-T valve follows an isenthalpic path, 
whereas the ideal expansion through a rotating machine 
to produce mechanical energy follows an isentropic path 
(the enthalpy of the fluid decreases). This leads to a larger 
temperature drop than that achieved through a valve for 
the same pressure drop. Hence, turboexpander processes 
allow higher recoveries and efficiencies than J-T valves. 
The work recovered from the gas stream by the expander 
is typically used for driving a compressor. Other pos-
sible options are expander-pump and expander-generator  
configurations [12].

The turboexpander process has been applied to a wide 
range of process conditions for ethane and propane recov-
ery projects. With the conventional turboexpander process 
configuration, the ethane recovery is limited to approxi-
mately 80 %; additional process integration as the residue 
recycle system is required to recover beyond this level. This 
system provides more refrigeration to the process, so it can 
be used for very high ethane recoveries (only limited by the 
quantity of power provided).

To improve the performance of conventional expander 
systems, new processes have been developed. Examples are 
the gas subcooled process (GSP) [13] and the cold residue 
recycle (CRR) process [14].

11.4.2.5	 paRtICulaRItIes	oF	nGl	ReCoveRy	In	
lIqueFaCtIon	plants	[15,16]
Although NGL recovery processes are widely used in many 
gas processing plants, different configurations of the NGL 
recovery units within the liquefaction plant are reviewed 
below because of the importance of LNG in the global gas 
market.

The requirements to remove NGLs in an LNG plant can 
be based in one or more of the following reasons [17]:
• To adjust the natural gas quality (heating value)
• Commercial interest of NGLs as a separate product
• To prevent freezing up of heavy components in the 

cryogenic section of the liquefaction process
• To obtain refrigerant makeup for the liquefaction process

The level of NGL extraction from natural gas is some-
what discretionary. Safety issues dictate the minimum 
extraction level, whereas a balance between technology and 
the relative market value of the NGLs determines the maxi-
mum extraction level.

11.4.2.6	 loCatIon	oF	the	nGl	extRaCtIon	
unIt	In	lnG	plants	[18,19]	
There are various options for locating the NGL extrac-
tion unit within a liquefaction plant. The selected posi-
tion will depend on the level of integration with the 

LNG unit, the quality and condition of the feed gas, the 
required level of NGL recovery, and plot plan area con-
siderations.

Hydrocarbon extraction schemes can be divided into 
two main categories: an NGL extraction unit located in an 
independent front-end configuration with its own refrigera-
tion system or an NGL unit integrated with the liquefaction 
unit. Additionally, an intermediate case can be considered 
in which the NGL extraction unit is integrated with the 
precooling section, which provides cold for partial conden-
sation and separation. The NGL recovery varies according 
to its position in the process.

The integrated process is very efficient, but it uses the 
LNG refrigeration power block to extract the NGL and, 
consequently, production of LNG is reduced. The noninte-
grated NGL extraction process uses an independent refrig-
eration system and then recompresses the gas stream for 
efficient liquefaction. It can achieve higher recovery values 
than the integrated configuration, but it is less efficient. 

11.4.3  NGL Fractionation
The bottom liquid stream from the NGL recovery unit may 
be sold as a mixed product. This is common for small, iso-
lated plants where there exists insufficient local demand. 
The mixed product is transported by truck, rail, barge, or 
pipeline to a central location for further processing. Often it 
is more economical to fractionate the liquid into its various 
components, which have a market value as pure products. 

The process of separating an NGL stream into its com-
ponents is called fractionation. At the fractionation unit, 
liquids will be separated into commercial-quality products 
and then delivered to the market by tankers (exports) or 
tank trucks (domestic consumption).

NGLs are fractionated by a series of distillation towers. 
Fractionation takes advantage of the difference in boiling 
points of the various NGL products. As the temperature 
of the NGL stream is increased, the lightest (lowest boil-
ing point) NGL product boils off the top of the tower, is 
condensed into an almost pure liquid, and is then sent to 
storage. The heavier liquid mixture at the bottom of the 
first tower is routed to the second tower where the process 
is repeated and a different NGL product is separated and 
stored. This process is repeated until the NGLs have been 
separated into their components. 

Fractionators are usually named for the overhead or 
top product. Therefore, a de-ethanizer implies that the top 
product is mainly ethane; a depropanizer indicates that the 
top product is propane, etc. (see Figure 11.9).

11.4.3.1	 FRaCtIonatIon	opeRatIon
The operation takes place in a vertical column where vapor 
and liquid mixtures flow countercurrent and are brought 
into repeated contact. During each contact, part of the liq-
uid vaporizes and part of the vapor condenses. The contact 
between liquid and vapor takes place in the internals of the 
column that can be trays or packing.

As the vapor rises through the column, it becomes 
enriched in the lighter or lower boiling components (recti-
fication section). Conversely, the downward flowing liquid 
becomes richer in heavier, higher boiling components 
(stripping section).

The liquid mixture that is to be processed is known 
as the feed, which is introduced usually somewhere near 
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the middle of the column. The feed section divides the 
column into a top (enriching or rectification) section and 
a bottom (stripping) section. The feed flows down the 
column where it is collected at the bottom in the reboiler. 
Heat is supplied to the reboiler to generate vapor. The 
vapor raised in the reboiler is reintroduced into the unit 
at the bottom of the column. The liquid removed from 
the reboiler is known as the bottom product. The vapor 
moves up in the column, and as it exits the top of the unit, 
a condenser cools it. 

The condensed liquid is stored in a holding vessel 
known as the reflux drum (accumulator). Some of this 
liquid is recycled back to the top of the column and is 
called the reflux. The condensed liquid that is removed 
from the system is known as the distillate or overhead 
product (in some cases, the overhead product is a vapor). 
To avoid reducing the operating pressure of the fraction-
ator (which would require further recompression), the 
fractionation process should be carried out with minimal 
loss of pressure. 

The only limitation is that high-pressure fractionation 
must occur at a pressure safely below the critical pressure 
at every stage of the column to ensure that liquid and vapor 
phases will be present. The designer must also be con-
cerned about the effect of pressure on the relative volatility 
of the key components in the fractionating column. 

As the operating pressure of the fractionating column 
increases, the relative volatility decreases, making it more 
difficult to get a clean separation between the two key 
components. The operating pressure of a fractionating 
column is normally set by a desired component separa-
tion and the temperature of the reflux condenser cooling 
medium (i.e. air, water, and refrigerant). This pressure is 
the minimum pressure at which the column can operate 
at the chosen condenser temperature. The pressure will 
correspond to the bubble point or the dew point of the 
column overhead product. The overhead product will 
be at its bubble point for a liquid product (total con-
denser) or at its dew point (partial condenser) for a vapor 
 product.

11.4.3.2	 tRansmIssIon	pIpelIne	(hIGh-pRessuRe	
pIpelIne)
The transmission pipeline system ensures an uninterrupted 
supply of gas at the desired flow rate and pressure from 
the point of production to the delivery point. The delivery 
point is often a city gate, but it can also be a large-volume 
user, such as a power plant. The high-pressure pipeline is 
a very convenient method of transporting gas; however, the 
pipelines are not flexible because they tie the gas source to 
a particular destination. If the pipeline has to be shut down, 
the gas source often has to be shut down as well.

The use of pipelines has been the most important fac-
tor in promoting the growth of the natural gas industry 
throughout the world. More than 90 % of the natural gas 
consumed in the world is delivered through pipes. Even 
with LNG, once it is regasified, it can only be delivered 
through a pipeline system.

In gas pipelines, compression (or formation pressure, 
or both) drives the flow. Flow resistance is primarily due 
to pipe friction. The pipeline elevation changes do not 
influence pressure loss very much because the transport of 
natural gas is in a single-phase flow and because of the low 
density of the gas.

The design and analysis of natural gas pipelines involve 
the use of the gas flow equation:
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where:
k = gas flow equation constant (=7.574 × 10−4 using SI units),
Ts = temperature at standard conditions,
Ps = pressure at standard conditions,
P1 = upstream pressure,
P2 = downstream pressure, 
d = relative density of the gas, 
Z = gas compressibility factor, 
T = flowing temperature, 
f = pipe friction factor, 
L = length of the pipe.

figure 11.9—nGl	fractionation.
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From equation 11.7 it can be observed that the capac-
ity of the pipe (Qs) is a function of the upstream pipe pres-
sure, pressure drop, pipeline diameter, and pipeline length. 
It accounts for variations in compressibility factor, kinetic 
energy, pressure, and temperature for any typical line sec-
tion. The equation also involves the friction factor, which 
fundamentally relates the energy lost due to friction. The 
friction factor is a function of the flow regime and pipe 
roughness.

Typically, transmission pressure can be in the range 
of 4–7 MPa and pipe diameters from 60 to 120 cm. For 
long-distance pipelines, compressors are essential to 
boost up the pressure lost by friction. Compression within 
limits set by the maximum operating pressure of the pipe-
line is also an alternative to increase additional pipeline 
capacity.

Once the pipeline diameter is fixed, the quantity of 
gas that can be delivered is then fixed by the pressures. At 
times, capacity can be increased by adding compressors 
along the pipeline, installing an extra pipe in the form of 
loops, or increasing the average pipeline pressure.

Overland pipelines are extensively used throughout 
Europe and the United States. Subsea pipelines over 3000 
km have been regarded as uneconomic because pipeline 
installation and maintenance are very expensive and any 
recompression along the route is difficult.

11.4.3.3	 CompaRatIve	Cost	oF	movInG		
Gas	By	pIpelIne	and	as	lnG
As mentioned earlier, natural gas is more complex and 
generally more expensive to store and transport because of 
its physical nature, which requires high pressures, very low 
temperatures, or both. Figure 11.10 shows the comparative 
cost of moving gas by pipeline (offshore and onshore) and 
LNG [20].

11.4.3.4	 natuRal	Gas	lIqueFaCtIon	and	
ReGasIFICatIon
The LNG chain comprises pretreatment, liquefaction of the 
gas, its transportation in bulk carriers, regasification at the 
point of delivery, and the transportation to the final users 
also through high-pressure pipelines.

11.5  natural Gas lIquefactIon
Natural gas liquefaction is the process that converts natural 
gas into LNG by cooling it to –163°C. Figure 11.11 shows 
the different stages in a liquefaction plant. The major com-
ponents of an LNG plant are
• Pretreatment

• Gas reception facilities
• Acid gas removal
• Dehydration
• Mercury removal
• Gas precooling and heavy (NGL) hydrocarbon 

removal
• Liquefaction
• Storage and export

• N2 removal
• LNG and NGL storage
• BOG handling
• LNG (and NGL) ship loading facilities 

11.5.1  Types of LNG Plants
There are different ways to categorize LNG plants; the most 
usual are based on the size and mode of operation. Thus, 
according to the size, an LNG plant can be
• Mini: <0.1 MTA
• Small: 0.1–1 million tons per annum (MTA)
• Medium: 1–3 MTA
• Large: 3–6 MTA
• Mega: >6 MTA
According to the mode of operation, there are two types of 
LNG plants:
1. Baseload plants: Baseload plants are in operation 

throughout the whole year. This type of plant has been 
used for more than 40 years as an option to monetize 
gas reserves (i.e., to allow the transport of gas from 
the field to the market). It is worth mentioning that 
one of the main targets of liquefaction technologies for 
 baseload plants is to achieve a high efficiency. The first 
baseload liquefaction plants had a production capacity 
of approximately 1 MTA, but this capacity has increased 
over the years to take advantage of the economies of 
scale; nowadays, capacity can be up to 10 MTA per liq-
uefaction train. Baseload plants can also be found at a 
mini or small scale. The plants that  produce vehicle fuel 
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figure 11.10—Indicative	cost	of	moving	gas	by	pipeline	and	lnG.
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LNG, with capacities ranging from 10–400 t/day are an 
example. They have arisen mainly in the United States 
(e.g., California), where an increasing interest in LNG 
exists as an alternative fuel for buses, trucks, and taxis. 
The LNG supplied by small baseload plants can also be 
used to produce compressed natural gas (CNG) for nat-
ural gas vehicles. Other uses of mini or small baseload 
LNG plants include the natural gas supply to remote 
areas by truck, rail, or barge LNG transportation.

2. Peak-shaving plants: Peak-shaving plants are designed 
and operated to cover peaks of gas demand. During 
the summer months, the energy supply companies 
may buy larger quantities of gas than required for 
average consumption. This excess is liquefied and 
stored as LNG. In the winter months, that LNG allows 
for meeting the requirements of peak consumption. 
Peak-shaving LNG plants typically have capacities of  
10–200 t/day and operate 150–200 days a year. There 
are more than 240 peak-shaving plants worldwide, 
particularly in the United States, the Netherlands, 
Germany, the United Kingdom, and in other highly 
developed gas supply regions [21].

11.5.2  Major Equipment in an LNG Plant
11.5.2.1	 heat	exChanGeR
The main cryogenic heat exchanger (MCHE) is the heart 
of the liquefaction process. There are two main types 
of MCHE: brazed aluminum plate-fin heat exchangers 
(BAHX) and spiral wound heat exchangers (SWHE).

BAHX are manufactured by vacuum brazing tech-
nology. They can treat many process streams in only one 
unit, which avoids expensive interconnecting piping. The 
aluminum alloys used for the fabrication of these heat 
exchangers provide the best possible heat transfer, allow 
the application for low-temperature service, and drastically 
reduce the equipment weight. There are several manufac-
turers of this type of heat exchanger.

SWHE consist of at least one spiral-wound tube bundle 
housed within an aluminum or stainless steel pressure 
shell. For LNG service, these heat exchangers may consist 
of up to three tube bundles, each one made up of several 
tube circuits. The spiral-wound heat exchanger is known 
for its robustness, in particular during startup and shut-
down or plant trip conditions. Air Products and Linde are 
the only companies capable of manufacturing SWHE. 

11.5.2.2	 CompRessoRs	and	dRIveRs
Refrigerant compressors and their drivers have been a 
focus of improvement in LNG plant design through the 
years. Centrifugal compressors are normally utilized in 
LNG plants, although axial-flow machines can also be used. 

Refrigerant compressors are the most energy- 
demanding part of an LNG plant. In the earliest plants, 
the steam turbines were the preferred option to drive these 
compressors; however, the need of a complete steam and 
water treatment system constitutes an important disad-
vantage for this solution. Thus, steam turbines gave way to 
heavy-duty gas turbines, which have been the main com-
pressor drivers selected for the last few years. As the capac-
ity of the LNG plant increased, the size and power output of 
the gas turbines used as drivers also increased.

Aeroderivative gas turbines are, for some years now, 
an alternative to heavy-duty gas turbines because of their 
higher thermal efficiency and lower weight. However, they 
present some limitations in size and their cost per unit of 
power is higher. Darwin LNG is the first baseload LNG 
plant to use this type of turbine as a mechanical driver.

In recent years, the option of using electric motors as 
compressor drivers has also arisen mainly because of the 
benefits in availability they can provide. The first application 
of this solution is the Hammerfest LNG project ( Snøhvit, 
Norway). The installation of a combined cycle power plant 
(CCGT) to supply the electricity that these motors require 
can add efficiency and environmental advantages to this 
alternative, although investment cost increases.

11.5.3  Liquefaction Technologies
11.5.3.1	 C3-mR	pRoCess	
The C3-MR liquefaction process accounts for nearly 90 % 
of the world’s baseload LNG capacity. The typical C3-MR 
process uses propane in the precooling refrigeration cycle 
and a mixed refrigerant (MR) composed of N2, methane, 
ethane, and propane for the liquefaction cycle [22]. As can 
be observed in Figure 11.12, a multistage propane cycle pre-
cools the feed gas and partially condenses the MR from the 
MR compressor by using kettle-type heat exchangers. The 
partially condensed MR feeds the MCHE (a spiral-wound 
type exchanger), where it is autocooled and expanded so as 
to achieve matching cooling curves with reasonably small 
temperature difference. The natural gas is liquefied in the 
MCHE.

NGL Removal Liquefaction
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LPGEthaneSulphur

Acid Gas
Treatment

Pre-treatment
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impurities)
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figure 11.11—Block	flow	diagram	of	a	typical	liquefaction	plant.

AST-MNL58-11-0801-011.indd   262 3/12/13   2:17 PM

 



	 ChapteR	11					n					natural Gas condItIonInG and ProcessInG	 263

There are many possible combinations of gas turbine 
drivers for the refrigerant compressors. Recent LNG proj-
ects have used GE Frame 5, 6, and 7 machines as com-
pressor drivers. The C3-MR process implemented with the 
Split MR™6 machinery configuration has the flexibility 
of efficiently using all available power from the drivers to 
handle changing ambient conditions. In the Split MR con-
figuration, the low- and medium-pressure MR compressor 
stages are driven by one gas turbine and the high-pressure 
MR and the propane compressor are driven by a second gas 
turbine, allowing for the power split between propane and 
MR refrigeration to be optimized.

11.5.3.2	 ConoCophIllIps	optImIZed		
CasCade®7	pRoCess
Far behind C3-MR, the ConocoPhillips Optimized Cascade 
process has been used in several LNG plants (e.g., Atlantic 

6 Split MR™ belongs to Air Products and Chemicals, Inc., Allentown, 
PA.
7 ConocoPhillips Optimized Cascade® belongs to ConocoPhillips, 
Houston, TX.

LNG, Kenai, and Egypt LNG). The Optimized Cascade pro-
cess (Figure 11.13) was developed from a classical refriger-
ant cascade system in which the lowest boiling temperature 
stage of each refrigerant is used in turn to condense the next 
refrigerant. The process uses pure refrigerants in the con-
secutive cooling steps, namely propane and ethylene, both 
in closed cycles, and finally methane in a multistage open 
cycle. Core-in-kettle-type heat exchangers and plate-fin heat 
exchangers are used for cooling the natural gas and for 
cold recovery. Several aluminum exchangers are distributed 
within the insulated steel cold boxes.

To limit the compression ratio of the methane compres-
sor, the LNG rundown is above atmospheric pressure and runs 
flashing into the LNG tanks. The BOG from tanks forms part 
of the methane cycle. To limit the buildup of N2 in the methane 
cycle, fuel gas is taken from the methane compressor.

The main characteristics for the Optimized Cascade 
process are
• Different combinations of compressors and drivers are 

possible so as to better fit desired LNG train capacity.
• High LPG recoveries (>95–96 %) are achievable with 

the conventional process design. 

figure 11.12—C3-mR	process.	Source:	Figure	courtesy	of	air	products	and	Chemicals,	Inc.
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figure 11.13—Conocophillips	optimized	Cascade®	process.	optimized	Cascade	is	a	registered	trademark	of	Conocophillips,	Co.

• Current maximum train size for the Optimized Cas-
cade process is approximately 5 MTA LNG (train 4 
of Atlantic LNG). However, this process could theo-
retically achieve megatrains of up to approximately 
8 MTA.

• Makeup for the propane cycle is obtained from the feed 
gas, whereas ethylene has to be imported.

11.5.3.3	 ap-x®8	pRoCess
In recent years, interest has grown in ever-larger train 
capacities so that economies of scale can significantly 
reduce the unit cost for LNG. To meet this requirement, Air 
Products has developed and patented the AP-X liquefaction 
process.

The Air Products AP-X process (Figure 11.14) is an 
improvement to the C3-MR process in which the LNG is sub-
cooled using a third cycle with a N2 expander loop. The use of 
this third stage makes feasible an important capacity increase 
by reducing the flow of propane and MR necessary in the 
cycles for the same production. With this process, mega 
capacities of trains (up to 8–10 MTA per liquefaction line) can 
be achieved without duplicated or parallel  equipment. 

One of the advantages of this technology is its flexibil-
ity because it is possible to operate at a reduced capacity of 
65 % without the N2 expander loop by adjusting the compo-
sition of the MR [23].

The first plant to use this technology is in Qatar. This is 
also the first plant to use Frame 9 turbines as drivers. 

8 AP-X® belongs to Air Products and Chemicals, Inc., Allentown, PA.

11.5.3.4	lIqueFIn™9	pRoCess
The Liquefin process is a new liquefaction process com-
mercialized by Axens and developed by the French Institute 
of Petroleum [24]. This process has not been industrially 
implemented yet. 

The Liquefin process is a dual MR cycle process that 
is based on the use of plate-fin heat exchangers (PFHEs) 
in the exchanger line. When compared with the C3-MR 
process, the precooling mixed refrigerant (MR1) operates at 
a much lower temperature, which is adjusted to maximize 
the use of available power. At this temperature, the cryo-
genic mixed refrigerant (MR2) is completely condensed, 
and no phase separation is necessary. Both MRs are used 
as if they were pure components: the MR is condensed and 
vaporized at different pressure levels in each section, with-
out any phase separation or fractionation.

All of the heat exchange between the natural gas and 
the MRs (and between the two MRs) is done in a single 
exchanger line made of PFHEs inside of a limited num-
ber of cold boxes. The exchanger line is modular: each 
cold box contains several parallel lines of two cores in 
series. The number of cores and cold boxes depends on 
the desired capacity. Figure 11.15 presents the typical pro-
cess scheme for the Liquefin process. The main process 
features are
• A single exchanger line, made of PFHEs inside of a 

few cold boxes, is used to cool and liquefy the natural 

9 Liquefin™ belongs to Axens-IFP Group Technologies, Rueil-
Malmaison, France.
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figure 11.14—ap-x®	process.	Source:	Figure	courtesy	of	air	products	and	Chemicals,	Inc.

figure 11.15—liquefin™	process.	Source:	Figure	courtesy	of	axens,	all	rights	reserved.
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gas, achieving very low-temperature approaches and 
low-pressure drops. Both aspects, together with other 
process features, lead to achieving a high overall pro-
cess efficiency, which minimizes the fuel gas consump-
tion and the resulting CO2 emissions per ton of LNG 
produced.

• Because the cold boxes are modular, there is no size 
limitation for the exchanger line. Hence, by implement-
ing parallel compressor lines, this liquefaction technol-
ogy can be used for megatrains.

• The process can be designed to use any type of mechan-
ical driver (GE Frame 5, 6, 7, 9, aeroderivatives) or 
electric motors as compressor drivers so as to best fit 
the desired LNG production.

11.5.3.5	 dmR	and	pmR	shell	pRoCesses
The configuration of the dual mixed refrigerant (DMR) 
process (Figure 11.16) is very similar to that of C3-MR; that 
is, two independent refrigerant cycles—one for precool-
ing and one for liquefaction. However, DMR uses a MR (a 
mixture of ethane and propane) for precooling instead of 
pure propane. On the other hand, the MR for liquefaction 
is a mixture of N2, methane, ethane, and propane. The use 
of two MRs facilitates the process optimization to a wide 
range of ambient temperatures. The use of a MR in the first 
cycle removes the propane compressor bottleneck existing 
in the conventional C3-MR process, where the compressor 
size is limited by the Mach number at the blade tip; using 
a lower-molecular-weight MR, the Mach number is reduced 
and the tip speed limit is extended. 

In addition, any excess power available from the gas 
turbine that drives the precooling compressor can be trans-
ferred to the second cycle. In this way, the DMR method 
allows a full utilization of the available power for refrig-

eration and so increases overall LNG capacity. With this 
process, an LNG plant can achieve 5–8 MTA of capacity. 
The Shell DMR liquefaction process uses SWHEs for the 
precooling and main cooling cycles. 

Other benefits of the DMR cycle are the minimization 
of hydrocarbon inventories compared with the single MR 
cycle or the C3-MR cycle, which reduces flaring rates in the 
event of compressor trip and refrigerant blowoff.

The first commercial application of this technology  
is in Sakhalin LNG, with a capacity of 4.8 MTA per train 
(two trains).

Another process offered by Shell, especially indi-
cated for large plants (megacapacity trains can be 
achieved), is parallel mixed refrigerant (PMR), which 
consists of one precooling cycle (with propane or a MR) 
and two parallel MR cycles. The parallel lineup of the 
liquefaction cycles improves the reliability of the train 
because the LNG production can be designed to continue 
at 60 % of the train capacity when one of the liquefaction 
cycles trips [25]. 

11.5.3.6	 mFCÒ10	lInde	pRoCess
Linde and Statoil have developed a baseload LNG process 
called Mixed Fluid Cascade (MFC) process. This process 
can be used for an LNG train capacity from 3 MTA to mega-
capacity trains. In this process, the pressurized natural gas, 
once pretreated, is precooled, liquefied, and subcooled by 
means of three separate MR cycles (Figure 11.17). 

The refrigerant used in the precooling cycle is com-
posed of ethane and propane, whereas that used for the 
liquefaction cycle is a mixture of methane, ethane, and 
propane, and the subcooling refrigerant is a mixture of N2, 

10 MFC® belongs to Linde, Munich, Germany.

figure 11.16—the	version	of	the	shell	double	mixed	Refrigerant	(dmRtm)	process	as	applied	in	the	sakhalin	lnG	plant.
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methane, and ethane. The natural gas precooling is per-
formed in PFHEs, reaching a temperature of  approximately 
–50°C in the natural gas side. On the other hand, the liq-
uefaction and the subcooling cycles utilize SWHEs. The 
temperature of the natural gas after the liquefaction stage 
is approximately –90°C and approximately –155°C after 
the subcooling stage. Finally, the LNG is depressurized to 
atmospheric pressure using a turbine, reaching a tempera-
ture of –163°C. 

The three-cycle compositions enable optimized match 
to the three sections of the natural gas cooling curve com-
pared with one- or two-cycle mixtures; this offers higher 
efficiency or low-energy requirement [26]. The three refrig-
erant compression systems can have separate drivers or be 
integrated in two strings of compression.

The main advantage that this technology offers is 
that liquefaction and subcooling capacity is split into two 
stages; thus, the suction volumes of the liquefaction and 
subcooling compressors are smaller and both SWHEs are 
of similar size, with smaller diameter than the SWHEs of 
the processes in which the liquefaction and subcooling are 

accomplished in one stage. This implies that the SWHEs 
do not constitute the limiting factor for the size of the liq-
uefaction train, and the capacity of a single LNG train can 
be increased. 

Other benefits of the MFC process are [26,27]
• No separator is needed, so large pieces of equipment 

are avoided.
• Less circulating hydrocarbon is needed, which has ben-

eficial effects with respect to the volume and safety of 
flammable hydrocarbons.

• The MR circulation rates can be directly adapted for 
the three mixtures and do not depend on two-phase 
equilibrium in a separator.

• Lower emissions.
This first commercial application of this technology is 

in Snøhvit, with the Hammerfest LNG project on Melkøya 
Island (Norway), with a capacity of 4.3 MTA.

11.5.3.7	 otheR	teChnoloGIes
The other technologies considered for natural gas lique-
faction can be classified into two different categories: MR  

figure 11.17—mFC®	process.	Source:	Figure	courtesy	of	linde	engineering.
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processes or turboexpander-based processes. Regarding 
MR processes, the main ones are the following:
• PRICO®11 (Poly Refrigerant Integrated Cycle Opera-

tion) process, licensed by Black & Veatch Pritchard 
Corporation, is a single MR process. It was used in 
Skikda (Algeria) in the early 1980s for baseload LNG 
production.

• APCI single MR process, licensed by Air Products, uses 
a single multicomponent refrigerant in several refrig-
eration stages. There is only one LNG plant using this 
process (Marsa el Brega, Libya), started up in 1970.

• TEAL process, licensed by Technip, is a single MR pro-
cess. There exists an improved version called TEALARC 
developed by Technip/Snamprogetti. The first three 
trains in Skikda (Algeria), started in the early 1970s, 
use this process.

• Linde’s proprietary Multi Stage Mixed Refrigerant 
process (LiMuM) is a single MR technology that has 
been used for small-scale LNG plants (<0.5 MTA). It is 
considered as a good alternative to turboexpander pro-
cesses for floating medium-scale LNG plants (capacity 
achievable: 2.5 MTA).
The turboexpander-based processes have been typically 

selected for small-scale liquefaction plants, particularly 
the N2 refrigeration cycle (explained below). Some floating 
liquefied natural gas (FLNG) designs are also proposing 
these processes for their application offshore because of 
their simplicity of operation, shutdown and ease of restart, 
low equipment count, low deck space requirement, low 
sensitivity to vessel motion, low weight, and avoidance of 
hazardous hydrocarbon refrigerants use.
• N2 refrigeration cycle is the most common 

 turboexpander-based process, in which compressed 
N2 is expanded to provide the required cold duty to 
liquefy the natural gas. The refrigerant is kept in gas-
eous phase throughout the cycle and the liquefaction 
is achieved in a less efficient but simpler manner than 
MR technologies (a gas with uniform flow rate through 
the cycle cannot closely match the process gas cooling 
requirements). Efficiency can be increased by using 
several refrigeration stages. Some of the companies 
that offer processes based on the N2 refrigeration cycle 
are APCI, Hamworthy (Mark I, Mark II, Mark III pro-
cesses), Mustang Engineering (NDX-1 process), and 
BHP (Compact LNG process, cLNG™12).

• CB&I Lummus has developed a process called Dual 
Independent Expander Refrigeration Cycle (Niche 
LNGSM13) that includes one methane cycle and one N2 
cycle and improves the efficiency achieved in compari-
son to other expansion-based processes. This process is 
applicable for onshore, near shore, or offshore applica-
tions [28].

• LNG Smart®14 liquefaction processes, developed 
by Mustang, are specifically designed for floating 
 medium-scale LNG plants. The OCX-2 (Open Cycle 
Expander) process consists of an open refrigeration 
loop that uses the source gas as refrigerant. Its efficien-

11 PRICO® belongs to Black & Veatch, Kansas City, MO.
12 cLNG™ belongs to BHP Billiton, Melbourne, Australia.
13 Niche LNGSM belongs to CB&I Lummus, The Hague, The Neth-
erlands.
14 LNG Smart® belongs to Mustang, Houston, TX.

cy can be improved by adding a closed loop of propane 
for precooling (OCX-R process). The NDX-1 process, 
mentioned above, is included under the LNG Smart® 
liquefaction processes.

11.5.3.8	 FlnG
Offshore liquefaction appears to be a technically feasible 
possibility, and it is foreseen as an opportunity to monetize 
new gas resources (e.g., stranded gas). An offshore LNG 
plant could be placed on a fixed or gravity-based structure, 
but the offshore platform selected for most of the develop-
ments in the last years is the FPSO. This concept is usually 
referred to as FLNG or LNG FPSO.

The FLNG concept consists of locating a liquefaction 
plant above a barge or ship-shape structure and exploiting 
offshore or near-shore gas fields. This kind of facility is 
particularly suitable for monetizing stranded gas reserves; 
that is, reserves that are not economically viable using con-
ventional technology (pipelines or onshore LNG plants). A 
FLNG plant can also be utilized for monetizing associated 
gas in offshore fields or for early production in gas fields. 
One of the advantages is the mobility of the facility; theo-
retically, the same plant could be used for the exploitation 
of several fields through its lifetime, although there exist 
limitations regarding feed gas composition and site Met-
ocean conditions. On the other hand, the floating feature of 
the facility imposes significant constraints and drawbacks 
because of the continuous motion of the system, which 
affects equipment design, operability, and availability. For 
this reason, the process efficiency in this kind of plant is 
not typically deemed as important as the safety, simplicity, 
compactness, ease of operation, quick startup, and avail-
ability. Together with these parameters, the main factor that 
must be faced by a FLNG plant is the berthing and loading 
of LNG carriers, which constitutes a major technological 
challenge.

11.6  lnG reGasIfIcatIon
Regasification terminals, also referred to as “import ter-
minals,” take charge of receiving LNG carriers, storing 
LNG, and vaporizing it according to gas demand. They are 
intended to provide the necessary infrastructure to link 
the natural gas producers to the final markets. The main 
purposes of these receiving facilities are to meet growing 
natural gas demand and to increase flexibility by reducing 
the dependency of a single supplier (as for pipelines).

Nowadays, there are more than 50 LNG import termi-
nals in operation around the world. Most of them (64 %) are 
located in Asia, particularly in Japan and Korea, whereas 
nearly 75 % of the proposed or under-construction terminals 
are planned for the European and U.S. markets [29].

11.6.1  General Description of the 
Regasification Process
Figure 11.18 shows the process flow diagram of a typical 
LNG receiving terminal. The LNG is offloaded from the 
LNG carriers and stored in insulated tanks located in the 
import terminal. Because gas is required to be injected 
into the grid, the primary pumps pump out a liquid stream 
from the tanks. It can be directed either to the recondenser, 
when the terminal has this piece of equipment for vapor 
handling, or directly to the high-pressure pumps (also 
known as secondary pumps), when there is no recondenser. 
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The liquid stream from the secondary pumps is vaporized 
in the vaporizers. The phase change requires the addition 
of heat, which can be done using different technologies; the 
amount of energy depends on the composition of the LNG 
and the final temperature required. Before being delivered 
to the grid, natural gas must be metered for billing pur-
poses and odorized for safety reasons.

Another important part of the LNG import terminal 
process is the vapor handling system. BOG is continu-
ously produced inside of the storage tanks because of 
external heat input. To maintain the internal pressure at 
a constant level, the generated BOG must be processed. 
During the offloading of an LNG carrier, larger quanti-
ties of vapor are produced mainly because of energy 
input from the  unloading pumps of the LNG ship and 
also from heat in-leak in the transfer line. There is also a 
significant amount of vapor due to the displacement pro-
duced in the tanks. Part of this vapor is returned to the 
tanker, but the rest must be also processed. There are two 
approaches for BOG processing: compression up to the 
discharge pressure and injection into the pipeline grid, 
used in terminals without recondenser, or compression 
up to the primary pump discharge pressure and sending 
to the recondenser where it is reliquefied by direct con-
tact with subcooled LNG. The main process systems in a 
regasification facility will be described in more detail in 
the following sections.

11.6.2  Main Process Systems [30,31] 
11.6.2.1	 oFFloadInG	system
The offloading system comprises the equipment and infra-
structure required to dock the LNG tanker and transfer 
its cargo to the onshore piping, as well as the necessary 
facilities for disconnecting and undocking the ship once 

the offloading operation is completed. LNG carriers are 
berthed in the jetty while LNG is pumped out using the 
pumps located in the vessel itself. The LNG is conducted 
through the offloading arms and the pipeline routed to 
shore over the trestle. Part of the vapor displaced from the 
tanks during the offloading operation is sent to the carrier 
through a vapor return arm.

11.6.2.2	 stoRaGe	system	
The storage system consists of one or more specially 
designed tanks that provide a buffer between the discharge 
from the ships and the vaporization. Further description of 
the type of storage tanks is presented under LNG Storage.

In regasification plants, special attention is to be paid 
to LNG stratification and rollover. Terminals receive LNG 
from different locations, and therefore with different com-
positions and densities, which can cause stratification. If 
one of the upper layers has a density higher than the lower 
ones, a rapid mixing between layers, known as “rollover,” 
can happen. This would lead to a huge amount of BOG 
generation, which the plant may not be able to process. To 
prevent this phenomenon, terminals have lines to circulate 
LNG between tanks and use different filling procedures 
(bottom filling and upper filling) to cope with density dif-
ferences between stored LNG and unloaded LNG.

11.6.2.3	 lnG	pumpout	system	
To reach the required pressure for the send-out gas, the 
LNG is pumped before its regasification (liquid pumping 
is easier and cheaper than gas compression). There are 
two pressure levels along the LNG flow path. The primary 
pumps are almost always located inside of the storage 
tanks, so they pump the LNG from a pressure slightly 
above atmospheric pressure up to an intermediate pressure 

figure 11.18—process	flow	diagram	of	an	lnG	import	terminal.
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level, typically 7–10 bar (700–1000 kPa). The secondary or 
high-pressure pumps are located outside of the tanks and 
discharge at a pressure high enough to satisfy the battery 
limit pressure at the terminal fence.

11.6.2.4	 BoG	GeneRatIon	and	handlInG	
BOG is essentially LNG gasified in the storage tanks at 
atmospheric pressure because of three factors:
1. LNG unloaded from the ship is warmer than the tem-

perature inside of the storage tanks.
2. Heat input due to the LNG pumps. 
3. Ambient heat transferred through the cryogenic insu-

lated pipelines, equipment, and tank walls.
The balance of BOG during unloading mode and the 

BOG generated during holding mode must be processed, 
used as fuel in the terminal, or, under certain conditions, 
flared.

The BOG to be processed is compressed by the BOG 
compressors up to the recondenser pressure level or to the 
discharge pressure, depending on the vapor handling con-
figuration of the terminal.

New terminals normally have a recondenser because it 
increases the plant efficiency. The energy for compressing a 
mass of gas is more than 10 times that required for pump-
ing the same mass of liquid; the best way to process the 
BOG generated is therefore to condense it again.

The recondenser consists of a vertical vessel that com-
prises an inner packed bed where BOG condenses as it 
comes into contact with subcooled LNG and an outer annu-
lar space that acts as a liquid buffer volume for the high-
pressure pumps located downstream of the recondenser.

11.7  lnG VaPorIzatIon
Several vaporization systems exist for which the main dif-
ference is the heat source used for the regasification. The 
most important are
• Gas combustion
• Seawater or ambient air as heating medium 
• Integration with other facilities with energy surplus

The two systems most commonly used are open rack 
vaporizers (ORVs) and submerged combustion vaporizers 
(SCVs), although the intermediate fluid vaporizer (IFV) is 
also used in some terminals.

An ORV consists of a group of panels formed by finned 
tubes with the LNG flowing upward through them (see 
 Figure 11.19). A film of seawater flows downward outside 
of the tubes, absorbing the cold from the LNG and return-
ing to the sea a few degrees colder. The heat used is essen-
tially free, although capital and operating costs related 
to pumping and piping seawater should be taken into 
account. The use of such vaporizers is not advisable when 
the seawater temperature is lower than 5°C.

The SCV consists of a warm water bath with a bundle 
of tubes immersed in it. The LNG flows through the tubes, 
requiring the burning of a certain percentage of the send-
out gas for its vaporization. The hot gases from the combus-
tion are bubbled through the water, heating up the bath. 
Hence, the hot water acts as an intermediate fluid between 
the hot gases and the LNG (see Figure 11.20).

The IFV consists of three shell and tube heat exchang-
ers, which use an intermediate heating medium for the 
energy exchange between seawater and LNG. This interme-
diate fluid prevents ice from forming on the heat transfer 

figure 11.19—oRv	at	sumitomo	precision	products,	Co.,	ltd.	(left)	and	tokyo	Gas,	Co.,	ltd.	(right).

figure 11.20—sCv.	Source:	pictures	courtesy	of	selas-linde	Gmbh.
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surface. This type of vaporizer has high capital costs and 
significant environmental impact because of chlorination 
and low return temperature. 

Some new terminals are beginning to use ambient air 
vaporizers (AAVs) to take advantage of the ambient air heat. 
The main advantages are low power consumption and zero 
emissions, although they require a great deal of plot space 
for their installation.

Other vaporization technologies used for small-scale 
regasification terminals are heating water tower,  intermediate 
thermosyphon vaporizer, quench water vaporization system, 
and reverse cooling tower technologies. 

The selection of the type of vaporizer to be used in 
a specific terminal depends on several factors, such as 
investment cost, operational cost, maintenance, reliability, 
availability, footprint, air emissions, and environmental 
impact. A comparison of vaporizer systems is provided in 
Table 11.7. In any particular case, the environmental condi-
tions of the site to a great extent determine the technology 
selection. ORVs and AAVs are not advisable in cold weather 
locations; conversely, SCVs and IFVs are more suitable.

11.7.1  Gas Metering and Send Out
Gas is measured in the receiving terminals for billing pur-
poses before its injection to the grid. Quantity and qual-
ity are required. The quantity can be measured by orifice 
plates and ultrasonic and turbine flow meters, among 
 others. The quality of the natural gas is normally analyzed 
by chromatography.

Before the send out, natural gas is odorized by adding 
organosulfur compounds [e.g., tetrahydrothiophene (THT) 
and tertiary butyl mercaptan (TBM)] to meet health and 
safety regulations.

11.7.2  Cryogenic Energy Recovery
From a thermodynamic point of view, the conventional 
regasification process has in fact a lack of utilization of 
the available cryogenic energy, which decreases the global 
energy efficiency of the liquefied natural gas (LNG) chain. 
Cryogenic energy recovery is technically feasible and has 
already been implemented at many industrial sites. For 
instance, Japan started using cryogenic energy in air sepa-
ration units in the 1970s.

Cryogenic energy can be used for several applications, 
all of which are intended to increase the efficiency of the 
processes involved and capitalize the benefits related to it: 

reduction in operating cost and in environmental impact, 
among others. The benefits of recovering the available cryo-
genic energy are not limited to the direct economic return 
generated from the energy recovery itself, but also include 
those related to the reduction in CO2 emissions, the positive 
impact to the community as a green operator, and the proba-
ble reduction on the grid power consumption, among others.

It is advisable to consider the cryogenic energy recov-
ery from the beginning in an LNG import terminal project. 
During the initial project definition stages, important fac-
tors can be taken into account to take full advantage of 
the available energy with a minimal interference into the 
regasification process. Some of them are
• To use the cryogenic energy at the lowest possible tem-

perature, keeping the process efficiency at a maximum; 
however, the number of applications of such effective 
utilization is very limited.

• The natural gas consumption pattern does not neces-
sarily match with the cryogenic energy utilization rate. 
Therefore, the integration system should be designed to 
be capable of coping with variations in gas demands. 
Otherwise, the cryogenic energy exchanged will be lim-
ited to the minimum send-out capacity of the import 
terminal.

• Natural gas must be pressurized before its injection 
in the pipeline grid. It is more economical to pressur-
ize LNG before gasifying it; however, extracting LNG 
cryogenic energy at high pressure is less profitable 
because the amount of available energy is lower than 
the amount at low pressure.

• The distance between the LNG import terminal and the 
cryogenic energy receiving facility should be less than 
approximately 3 km because the installation cost of 
longer pipelines, heat, inleak, and pressure losses are 
considerable and may make a project unfeasible.

• Despite having good properties as a coolant, LNG 
direct use is limited because of its flammability. To 
avoid any possible explosive mixture, the usual practice 
is to use an inert intermediate fluid, although system 
cost and complexity are increased.
The available energy in the vaporization process can 

have a direct or indirect use. Table 11.8 shows the main 
applications in which the cryogenic energy can be used. 
The applications of a greater importance are those related 
to cryogenic air separation and power generation, by its 
integration with an existent power generation facility, or 

table 11.7—comparison of Vaporizer systems [32]

technology
capital 
cost

Installation 
cost Power fuel maintenance emissions space simplicity

open	rack oRv – – 0 ++ – 0 0 –

submerged	
combustion

sCv ++ ++ – – 0 – 0 0

air–natural	
draft

aav + + ++ ++ ++ ++ – ++

air–forced	
draft

Fav + – + ++ + + 0 +

Intermediate	
fluid

IFv – 0 – ++ – – 0 –

+,	positive	feature	of	the	technology;	–,	negative	feature	of	the	technology;	0,	neutral	feature	of	the	technology.

AST-MNL58-11-0801-011.indd   271 3/12/13   2:17 PM

 



272	 Petroleum refInInG and natural Gas ProcessInG

 in-house power generation by means of a Rankine cycle. 
When analyzing an integration scheme, it is important to 
consider the impact on the receiving facility. If no third 
party is involved, the recovery unit can be started up and 
shut down whenever is convenient according to the LNG 
import terminal send-out and other operational param-
eters. 

11.7.2.1	 InteGRatIon	wIth	poweR	GeneRatIon	
FaCIlItIes
Integrating the import terminal with a combined-cycle or 
an open-cycle gas turbine power generation plant offers 
a considerable positive impact for both facilities. Fur-
thermore, the capital cost is reduced, and there is a lower 
environmental impact because of the reduction of emis-
sions, thermal pollution, and chlorination of water. When 
integrated, the power plant becomes the sink of the LNG 
cryogenic energy available in the import terminal. There 
are several configurations that allow for the proposed inte-
gration depending on the end use of the cryogenic energy:
• Cooling of condensate water (for combined-cycle 

power plant)
• Inlet air cooling
• Exhaust gas cooling

An example of this way of integration is Bahía de 
Bizcaia Gas (BBG), a Spanish import terminal, which is 
integrated with a combined-cycle power plant Bahía de 
Bizcaia Electricidad, BBE (800 MW). There is an inter-
mediate pool where the power plant pours hot water from 
the steam condenser; the LNG import  terminal takes water 
from that pool to use it in the ORVs (see  Figure 11.21).

11.7.2.2	 InteGRatIon	wIth	CRyoGenIC	
FaCIlItIes
Cryogenic facilities require high power consumption to pro-
duce the refrigeration required for the process. Cryogenic 
energy recovered from LNG could significantly decrease 
the aforementioned power consumption.

Integration schemes that use lower temperatures are 
preferred because they take full advantage of the available 
energy from the LNG. Therefore, the most relevant appli-
cations of LNG cryogenic energy recovery for integration 
with cryogenic facilities are those related to cryogenic air 
separation, CO2 liquefaction, dry ice production, and food 
conservation.

For example, the air separation unit at Tokyo Oxygen 
and Nitrogen Co., Ltd. is placed next to the Sodegaura LNG 
import terminal, operating in an integrated manner since 
1978. Another example is a refrigerated warehouse next 
to the Negishi import terminal (Tokyo), the Japan Super 
Freeze Co., Ltd., operating since 1974 [33].

11.7.2.3	 InteGRatIon	wIth	otheR	FaCIlItIes
LNG cryogenic energy can also be used in many other 
process facilities that require refrigeration, as for seawa-
ter desalinization using crystallization technology, or for 
natural gas HHV adjustment by means of NGL extraction. 
Trunkline LNG Company is planning to install an HHV 
adjustment facility at their Lake Charles terminal (United 
States) [34].

11.7.2.4	 poweR	GeneRatIon
Finally, it is worth highlighting the direct power generation 
by means of a Rankine cycle or an inverted Brayton cycle, 
commonly called a mirror gas turbine. The LNG cryogenic 
energy condenses the working fluid used in the Rankine 
cycle, or cools down the exhaust gas from a turbine in the 
inverted Brayton cycle, recovering its energy under the 
atmospheric pressure level.

Among others, the LNG import terminal of Negishi 
generates 4 MW using the Rankine cycle. Despite the pre-
dicted thermodynamic efficiency improvement using the 

table 11.8—Potential uses for cryogenic energy
crYoGenIc enerGY recoVerY Integration	with	power	generation	facilities Cooling	of	condensate

Cooling	of	inlet	air	to	the	gas	
turbine	(Gt)

Cooling	of	exhaust	from	the	Gt

Integration	with	cryogenic	facilities Cryogenic	air	separation

Co2	liquefaction

dry	ice	production

Food	conservation

Integration	with	other	facilities seawater	desalinization

hhv	adjustment

direct	power	generation Rankine	cycle

Inverted	Brayton	cycle

figure 11.21—lnG	import	terminal	integrated	with	a	power	
generation	plant	(BBG-BBe).	Source:	picture	courtesy	of	Bahía	
de	Bizkaia	Gas,	s.l.
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mirror gas turbine, no power system using this principle 
has been built to date.

11.7.3  Offshore LNG Import Terminals
Traditionally, conventional terminals have been placed 
onshore; however, several factors are driving the regasifica-
tion facilities offshore: fast implementation, lower social 
impact [the “not in my back yard” (NIMBY) effect], and 
environmental constraints (difficulty in obtaining permits 
for onshore plants).

There are different approaches for designing and oper-
ating offshore facilities depending on the final markets and 
infrastructure requirements. The main variables to be con-
sidered during the design stage are the water depth, the dis-
tance from shore, and the storage capacity required. Water 
depth determines the type of structure to be considered; the 
minimum depth is constrained by the safe maneuvering of 
the LNG carriers—typically 14 m of draft. Other parameters 
that define safe and economic operation are wave action 
and the relief of the seafloor, among others.

There is a simple classification of offshore terminals 
depending on the type of structure:
• Fixed structures are appropriate for shallow-water off-

shore locations and where the seafloor is relatively lev-
eled and the sediments are able to support the founda-
tion and weight of the structure. There are mainly three 
types: gravity-based structures, offshore platforms, and 
artificial offshore islands.

• Floating structures are considered when water depth 
increases beyond permissible limits for fixed  structures 
(although they can be applied in some shallow water 
applications). There are two types depending on wheth-
er storage capacity is included or not: floating, storage, 
and regasification units (FSRUs) and floating regasifi-
cation units (FRUs).
The operation of the LNG import facility depends on its 

storage capacity. Terminals with sufficient storage capacity 
can supply natural gas on a constant basis, whereas those 
without associated storage must deliver natural gas in an 
intermittent way, at the same rate that the LNG carriers off-
load in the regasification facility.

11.8  lnG storaGe
11.8.1  Overview
The objective of the LNG tank at the receiving terminal and 
liquefaction plant is to act as a buffer. Thus, the  processing 

plant is free to operate independently of any variability 
in the LNG chain from production, shipping, or market 
demand. The main aspects regarding storage in an LNG 
plant are total storage capacity, tank size, and containment 
technology of the tank.

11.8.1.1	 stoRaGe	CapaCIty
The LNG industry is in the process of optimizing the entire 
LNG chain through economies of scale. Liquefaction 
throughput and ship size have increased over recent years. 
To adapt to these increases, the storage capacity of LNG at 
liquefaction and regasification terminals has also grown. 
A simplified calculation of the desirable storage capacity 
for a particular plant would be the higher number between 
the volume delivered by the largest LNG tanker contracted 
and the volume of the LNG allocation logistic model. Nev-
ertheless, at the end must be plant owners, who define the 
storage philosophy on the basis of the business structure, 
contracts in place, and client demands.

Another way to look at the storage capacity is in terms 
of days of LNG production or gas send out. In liquefaction 
plants, the storage capacity usually ranges from 5 to 8 days 
of liquefaction capacity. The storage capacity in regasifica-
tion terminals depends more on demand shapes and it is 
typically approximately 10–20 days of the terminal capac-
ity. Some Japanese terminals supplying power plants tend 
to have an even larger storage capacity [31]. Tables 11.9 
and 11.10 show the storage capacity for some liquefaction 
plants and regasification terminals.

11.8.1.2	 lnG	tanks:	types	and	sIZes
LNG is stored in tanks at temperatures of approximately 
–160°C and pressures slightly above atmosphere at its 
bubble point. Storage tanks can be classified into three cat-
egories: underground, in ground, and above ground (Fig-
ure 11.22). Underground and in-ground storage tanks have 
a higher level of safety but also have a higher investment 
cost; they are mainly applied in earthquake-prone regions 
such as Korea and Japan. There are three main above-
ground tank containment types: single containment, double 
containment, and full containment (Figure 11.23). Techni-
cal features and main advantages of above-ground tank 
containment technologies are described in Table 11.11. 

The trend over the years, as Figure 11.24 shows, has 
been to evolve from single containment, through double 
containment, to full containment because of the increase 

table 11.9—example of liquefaction Plant storage capacity [35]

name country
Plant capacity 
(mta)

storage capacity
number of 
tanks

tank capacity  
(1000 m3 lnG)1000 m3 lnG days

malaysia	lnG	(F1–F3) malaysia	 23.3 445 3 6 65–120

nigeria	lnG	(t1–t5) nigeria	 18.2 337 3 4 36–84

Bethioua	(Gl1Z–Gl2Z) algeria	 16.5 600 5 6 100

atlantic	lnG	(t1–t4) trinidad	 15.3 560 5 4 120–160

tangguh Indonesia	 7.6 340 6 2 170

peru	lnG peru	 4.5 260 8 2 130

snøhvit norway	 4.1 250 9 2 125

AST-MNL58-11-0801-011.indd   273 3/12/13   2:17 PM

 



274	 Petroleum refInInG and natural Gas ProcessInG

in safety and reduced plot space. Full containment type 
is extensively used in LNG import terminals. However, in 
liquefaction plants the containment technology is more 
project specific. 

Because LNG tanks have very high reliability, larger tanks 
are preferred over multiple smaller tanks. Since the first LNG 
tank constructed in Canvey Island, United Kingdom, in 1957, 
the size has significantly increased over the years, as can be 
seen in Figure 11.24. Currently, the largest above-ground 
tank has a storage volume of 190,000 m3, whereas the larg-
est in-ground tank has a storage capacity of 200,000 m3 [36]. 
Most of the new developments favor above-ground tanks 
and aim for even larger capacities, up to 300,000 m3. The 
main advantages for larger tanks are the economy of scale 

and footprint. Moreover, the construction schedule, which is 
commonly in the critical path of LNG project execution, is 
not increased as the tank becomes larger [37]. 

11.9  otHer natural Gas tecHnoloGIes
11.9.1  Gas-to-Liquids
11.9.1.1	 IntRoduCtIon	to	Gas-to-lIquIds
Gas-to-liquids (GTL) is the chemical conversion of natural 
gas into long-chain hydrocarbon liquids, such as naphtha, 
diesel fuel, or lubes. The term GTL is also used for the prod-
ucts of the previous process.

From a business perspective, GTL is mainly envis-
aged as an option for natural gas monetization—an 
alternative to the gas transportation options. The high 

table 11.10—example of regasification terminal storage capacity [35]

name country
Plant capacity 
(mta)

storage capacity

number of 
tanks

Individual tank 
capacity
(103 m3 lnG)

Installed capacity
(103 m3 lnG)

days of
lnG storage

sodegaura	 Japan 39.9 2660 13 35 60–140

Incheon south	korea 35.2 2080 12 16 100–200

Barcelona spain 18.2 680 	 7 	 8 40–150

senboku	II Japan 17.5 1585 18 22 75-180

huelva spain 12.5 610 10 	 4 60–150

Canaport Canada 10.4 320 	 6 	 2 160

dapeng	lnG China 	 4.9 480 19 	 3 160

figure 11.22—storage	tanks	categories	[38].

figure 11.23—storage	tanks	containment	technologies	[38].
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quality of the products, with virtually no sulfur and very 
few aromatics, also makes this process very attractive 
from the product marketing point of view. From a tech-
nology standpoint, Fischer–Tropsch (FT) synthesis is the 
core of the GTL  process, to the point that both terms 
have become practically synonyms. Strictly speaking, 
other processes exist that are also GTL processes, such 
as methanol synthesis. However, the markets for non-FT 
GTL products are much smaller than the markets for FT 
products, so FT synthesis is the only GTL option econom-
ically viable for large-scale gas monetization projects. 
The main advantages of GTL are
• The ability to bring large gas reserves to market.
• Market diversification: GTL products are addressed to the 

oil derivative market instead of the natural gas market.
• Spot, unconstraint market: GTL products can be easily 

transported and stored, which increases commercial 
flexibility.

• Different product slates can be obtained in a GTL plant.
• GTL products have higher added value than natural 

gas, and the quality is also higher than that of the 
equivalent products from crude oil.

On the other hand, GTL presents several drawbacks 
with respect to competitive products and processes:
• Very scarce industrial experience
• Complex technology, so relatively high operational risk
• Low thermal efficiency of GTL processes compared 

with gas transportation
• Very high capital costs

11.9.1.2	 Fundamentals	oF	the	Gtl	pRoCess
The GTL process consists of three main stages ( Figure 11.25):
1. Natural gas reforming to produce synthesis gas, a 

mixture of CO and hydrogen (H2). This is achieved by 
a partial oxidation of natural gas using steam, oxygen 
(O2), or a mixture of them. This step is common to 
all of the GTL alternatives—FT, methanol, dimethyl 
ether, etc.

2. FT synthesis, which is the technology core of the GTL 
process because the chemical structure of the final 
products, and therefore most of their properties, is 
achieved at this step. Synthesis gas is converted to lin-
ear hydrocarbons with variable chain lengths, accord-
ing to the reaction CO + 2H2 → –CH–

2 + H2O.

figure 11.24—lnG	tank	sizes	and	types	with	time	[37].	Source:	Reprinted	with	permission	from	the	Bp	exploration	operating	
Company	limited.

table 11.11—above-Ground tank containment features and main advantages [31]
single containment double containment full containment

primary	container lnG	storage lnG	storage lnG	storage

outer	shell For	retention	and	protection	of	
the	insulation	and	for	containing	
the	gas	phase

For	retention	and	protection	of	
the	insulation	and	for	containing	
the	gas	phase

not	applicable

secondary	container a	bund	wall	or	dike	surrounding	
the	tank	capable	of	containing	
any	lnG	leakage	but	not	the	BoG

an	outer	wall	capable	of	
containing	any	lnG	leakage	in	a	
reduced	area	but	not	the	BoG

secondary	container	capable	of	
lnG	and	BoG	storage	in	case	of	
primary	container	failure

main	advantage lower	capex tradeoff	between	single	and	full	
containment

higher	safety	and	lower	layout	
requirement
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This reaction can be understood as a polymerization- 
hydrogenation reaction of CO. Product molecular 
weight distribution depends on reaction conditions, 
particularly on temperature. In low-temperature FT 
processes (200–250°C), high-molecular-weight wax (the 
FT wax) is produced; in high-temperature processes 
(300–350°C), the products are lighter and remain in 
the gas phase at reaction conditions. Nowadays, low-
temperature  processes are preferred because of their 
improved economics. Water is always produced in large 
quantities as a byproduct (1 mole of water per mole of 
CO reacted). 

3. Product upgrading: The FT wax obtained in low-
temperature processes needs to be further processed 
to obtain the final GTL products within the required 
specifications. This is typically achieved by hydrotreat-
ment/hydrocracking processes, together with product 
fractionation. Depending on the process configura-
tion and operating conditions in this section, different 

product distributions are obtained. Hence, there exists 
some flexibility to decide the final process products, 
which may include naphtha, diesel fuel, kerosene, par-
affin, or lubes, among others.
A more detailed diagram of a typical GTL-FT process is 

presented in Figure 11.26.

11.9.1.3	 exIstInG	Gtl	teChnoloGIes
A summary of the most developed GTL concepts is pre-
sented in Table 11.12. A general configuration of existing 
plants using each technology has been included, as well as 
the demonstration level achieved by 2009. FT technology 
is the distinctive aspect of any GTL concept. In most cases, 
the synthesis gas and the upgrading sections, although 
being an integral part of the facility, are not considered part 
of the GTL technology concept and are instead provided 
by specialized technologists. The following describes in 
more detail the main options available for the three process 
stages.

Fischer-Tropsch
Synthesis

Synthesis Gas
production

Product
upgrading

Air Separation
Unit

Natural gas
Synthesis

gas FT wax

Oxygen Water

Naphtha
Diesel fuel
Kerosene
Paraffins

Lubes

figure 11.25—Block	flow	diagram	of	Gtl	processes.

figure 11.26—typical	Gtl	process	diagram	(slurry	Ft	technology).
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11.9.1.3.1  Synthesis Gas Technologies
Three basic process options can be used for synthesis gas 
production from natural gas:
1. Steam methane reforming (SMR): This process takes place 

in multitubular reactors. The reaction is highly endo-
thermic, so the tubes are located inside of a fire-heated 
furnace (Figure 11.27). Two main reactions are involved 
in the SMR process:

 CH4 + H2O ↔ CO + 3H2 (11.8)

 CO + H2O ↔ CO2 + H2 (11.9)

The first reaction is actually the steam reforming reac-
tion, whereas the second is known as the water gas shift 
(WGS) reaction. At process conditions, both reactions 
are close to chemical equilibrium. The catalyst, in pel-
lets, is typically based on nickel on an alumina support. 
To avoid coke formation on the catalyst surface, a high 
steam-to-carbon ratio must be used. Therefore, the 
resulting H2/CO ratio in the product gas is much higher 
than the optimum value for FT synthesis, so some type 
of H2 removal system is required to obtain the desired 
synthesis gas composition. This inconvenience, the 
need for external heating, and a high capital cost are 
the reasons that the SMR process is not  recommended 

in conventional, large-scale GTL plants. However, some 
SMR options have been proposed for niche GTL appli-
cations, such as the compact reformer (BP-Davy Pro-
cess Technology), which could be an interesting option, 
for instance, for small or medium-scale offshore facili-
ties. On the other hand, SMR is the usual process for 
H2 production, so from a technical standpoint, it is a 
simple and mature technology. In addition, most GTL 
plants include an SMR unit to produce the required H2 
for the third stage of the process (product upgrading). 
Many technology and engineering companies exist 
that can provide SMR units, including Lurgi, Johnson 
Matthey, Davy Process Technology, and Haldor Topsøe, 
among others.

2. Partial oxidation (POX; catalytic or noncatalytic): This 
process is highly exothermic (Figure 11.28). The main 
chemical reaction that takes place in the system is 
CH4 + 1/2 O2 → CO + 2H2. Some CO2 and H2O are also 
produced in the POX reactor, so the WGS reaction also 
takes place in the system. Hence, the final H2/CO ratio 
is always less than 1.9, which requires gas composition 
adjustment before the FT reactor, as for the SMR pro-
cess. The noncatalytic process, used by Shell in their 
GTL process [Shell middle distillate synthesis (SMDS)], 
takes place at very high temperatures (~1300–1400°C). 
Catalytic POX, as the process used by ConocoPhillips, 
operates at lower temperatures, but it is not proven for 
industrial-scale GTL plants.

3. Autothermal reforming (ATR): ATR is the combination 
of SMR and POX processes in the same reaction ves-
sel (Figure 11.29). This process allows the fine-tuning 

table 11.12—main features of existing Gtl Plants for different technologies
company synthesis Gas ft scale

shell noncatalytic	pox Fixed	bed,	cobalt Industrial	(14,500	bbl/day)

sasol atR	(haldor	topsøe) slurry,	cobalt Industrial	(34,000	bbl/day)

Gtl.F1	(statoilhydro–petrosa,	lurgi) Combined	reformer	(lurgi) slurry,	cobalt Ft	demo	(1000	bbl/day)

Conocophillips Catalytic	pox slurry,	cobalt demo	(400	bbl/day)

Bp	davy	process	technology Compact	smR Fixed	bed,	cobalt demo	(300	bbl/day)

exxonmobil atR slurry,	cobalt demo	(200	bbl/day)

syntroleum atR	with	air slurry,	cobalt demo	(70	bbl/day)

IFp-enI – slurry,	cobalt Ft	demo	(20	bbl/day)

figure 11.27—steam	methane	reformer. figure 11.28—noncatalytic	pox.
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of the H2/CO product ratio to the required value for 
FT synthesis and eliminates the need of an external 
heat source. It is a catalytic process. An industrial ATR 
example is the technology provided by Haldor Topsøe 
for the Oryx GTL plant (Sasol + Qatar Petroleum) in 
Qatar. Lurgi and Johnson Matthey also offer ATR units.
Other synthesis gas production processes exist that 

consist of different arrangements of the previous three 
basic options. An example is combined reforming, which 
includes a SMR reactor and an ATR reactor (Figure 11.30). 
Lurgi’s combined reforming is the option used by PetroSA 
in their high-temperature FT plants in Mossel Bay (South 
Africa) and by Methanex and BP at the Atlas methanol 
plant in Trinidad and Tobago.

11.9.1.3.2  FT Technologies
FT technologies can be classified in low-temperature 
(LTFT) and high-temperature (HTFT) processes. Nowa-
days, the low-temperature option is the preferred one 
because of its improved economics and the high-quality 
products that are obtained. 

Two different high-temperature processes, developed 
by Sasol in the 1990s, can be mentioned. Both are based 
on fluidized bed reactors, either a circulating bed (Synthol 

process) or a bubbled fluid bed (advanced Synthol process), 
and use iron catalysts.

As far as LTFT processes are concerned, technologies 
can be classified into two main groups, depending on the 
type of reactor used.
1. Fixed-bed reactors (FBRs): FBRs are operated with gas 

recycle at moderate conversion per pass. FBRs are eas-
ily scalable and operated, but investment costs tend to 
be higher. Heat removal and catalyst replacement are 
other issues to be solved in a fixed-bed FT technology. 
This reactor type is the option used by Shell (SMDS pro-
cess) and BP and by Sasol in the past (Arge technology). 

2. Slurry bubble column reactors (SBCRs): Fine-powdered 
catalyst is suspended in the liquid product wax, in which 
synthesis gas is bubbled. Reaction heat is removed 
internally by cooling pipes immersed in the slurry. This 
kind of reactor presents several advantages: the slurry 
hydrodynamic regime allows for achieving an excellent 
isothermal operation; the small solid particle size results 
in good productivity, good interface contacting, and low 
pressure drop; and spent catalyst can be easily replaced 
with fresh catalyst during normal operation. All of these 
features allow higher efficiencies than FBRs. However, 
there exists little industrial experience with slurry reac-
tors, so several issues need to be solved. Slurry reactors 
are difficult to scale-up because their fluid dynamic 
behavior is very complex. Catalyst attrition is another 
common issue; attrition causes loss of catalytic mate-
rial, makes solid-liquid separation difficult, and pro-
duces equipment erosion. Despite the technical issues, 
this type of reactor has been selected by most of the 
existing FT technologies: Sasol slurry-phase distillate 
(SPD technology), ExxonMobil (AG-21 technology), 
ConocoPhillips, GTL.F1 (StatoilHydro-PetroSA-Lurgi), 
Syntroleum, IFP-ENI,  (joint development between the 
French Institute of Petroleum and ENI), Rentech, and 
the Japan Oil, Gas, and Metals National Corporation, 
to mention those who have reached at least a demon-
stration scale. Other three-phase FT reactors have been 
proposed, such as the ebullating bed reactor (Petroleós 
de Venezuela, S.A.), or the advanced slurry reactor (BP), 

figure 11.29—autothermal	reformer.

figure 11.30—Combined	reformer.
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but they are still at a pilot scale. All of them use cobalt-
based catalysts, except the Rentech process, which uses 
iron-based catalyst.

11.9.1.4	 pRoduCt	upGRadInG
The raw product from FT reactors is a wax, solid at ambient 
temperature, with a significant amount of olefins and some 
oxygenates. Hence, hydrotreatment and hydrocracking 
processes are required to obtain the desired final products, 
mainly middle distillates. Available options are very similar 
to those normally used in refineries, with some particulari-
ties due to the different nature of the feedstock. The higher 
molecular weight fraction of the FT wax is processed as in 
hydrocrackers and mild hydrocrackers. The lower molecu-
lar weight fraction is hydrotreated. Isomerization is also 
desirable to improve cold properties because FT products 
are highly paraffinic. If lubricants are to be obtained, isom-
erization and dewaxing processes are required; Chevron’s 
Isodewaxing® is an example of such a process. Other com-
panies such as Shell, ExxonMobil, Axens, and Syntroleum 
also have specific processes for FT product workup.

11.10  comPressed natural Gas
11.10.1  What Is CNG?
In the gas processing industry, CNG is understood as natural 
gas that has been compressed and is transported in pres-
sure vessels instead of traditional pipelines. CNG is a fea-
sible transportation method to monetize associated gas or 
stranded gas reserves and is a way to deliver gas to remote 
markets. The term CNG is also used for the fuel of natural 
gas vehicles, but this product is out of the scope of this 
chapter. Hence, the CNG process described here exclusively 
refers to that applied for marine transportation of CNG.

11.10.2  CNG Chain
The CNG chain can be divided into three main stages: 
compression, refrigeration, (depending on technology) 
and transportation; loading, journey, and unloading are 
included in the transportation stage.
• Compression: After a suitable gas treatment (mainly 

dehydration to prevent freezing or hydrate formation) 
to achieve the quality requirements demanded by the 
destination market, natural gas is compressed onshore. 
The final pressure is set between 100 and 250 bar 
(10,000 to 25,000 kPa), depending on the technology.

• Refrigeration: In some cases, the gas is cooled down 
to –30°C after the compression to improve storage 
efficiency.

• Transportation: This stage is the most capital-intensive, 
requiring 85–90 % of the total capital of the chain [39]. 
It starts with the loading of the vessel (barge or ship) 
typically from a single point mooring (SPM) system, 
a jetty, or a submerged turret loading system (other 
configurations are possible; the final system selected 
will depend on the sea states, availability of docking 
facilities, and other local conditions). Once the load-
ing is complete, the vessel moves to the destination 
terminal, where the unloading step takes place. Usually, 
the gas is to be delivered into a pipeline at a pressure 
ranging from 25 to 70 bar (2500 to 7000 kPa). The high- 
pressure gas in the vessels at the start of unloading 
is let down across a valve to delivery pressure, which 
causes a temperature drop and requires the gas to be 

heated. A scavenging compressor may be needed to 
empty the vessel below the pressure of the pipeline. If 
previous refrigeration is used, unloading of the gas may 
be done using a fluid displacement mechanism.
Apart from ships, CNG transportation can also be 

made at a smaller scale by trains or trucks.
The arrival frequency of ships can be balanced with 

storage at the delivery point. This storage can be onshore or 
with an extra ship. CNG does not require large investments 
in liquefaction or regasification capacity, although the ships 
themselves are not cheap. It is generally accepted that CNG 
provides a cost-effective way for a different distance/volume 
niche in comparison to LNG and pipeline gas transporta-
tion. Typical cases in which CNG is supposed to be eco-
nomically competitive consist of transportation distances 
from 800 km up to approximately 3000 km and natural gas 
volumes of 200–600 MMscfd (5.7–17 × 106 m3).

11.10.3 Advantages and Drawbacks
Advantages:
• Ecofriendly technology:

• The energy consumed is approximately one-half 
that of the LNG chain, or one-eighth that of a GTL/
methanol project.

• No “boil-off” losses
• Not a cryogenic liquid
• Flexibility:

• Loading and unloading from offshore terminals is 
possible. Use of buoy system

• Once the project reserves are depleted, the facili-
ties can be reused in a new project.

• Easily scalable due to its modularity
• CNG technology is relatively simple and most of the sys-

tem components can be designed using first principles.
Disadvantages:
• Unfeasibility of transporting either large gas volumes 

or to long distances
• Ship CNG concept not commercialized to date (non 

proven technology)

11.10.4  CNG Technologies
11.10.4.1	 Gas	tRanspoRt	modules	(Gtm™15)
TransCanada uses GTM™ for CNG transportation, in which 
the gas is stored at 250 bar and ambient temperature. 
In these modules, a high-strength composite material is 
applied to the external surface of a steel pressure vessel, 
with a ratio of composite to steel that can vary depending 
on the application. GTM are approximately 35 % lighter 
than conventional all-steel CNG transportation alternatives. 
GTM transportation can be performed on ships or barges. 
The maximum capacity envisaged for a GTM-based ship is 
1000 MMscf (28 × 106 m3 measured at standard conditions). 
With this concept, the facilities required for the loading and 
unloading systems are simple and incorporate proven tech-
nology, very similar to that in use for 20 years on bulk CNG 
trucking. Because ships operate at ambient temperature, 
they require no complicated loading schemes or refriger-
ated hull. TransCanada has received the “Class Approval 
in Principle” (AIP) by Lloyds Register for the use of GTM 
pressure vessels in ships (Figure 11.31) [40].

15 GTM™: Manufactured under license from NCF Industries, Inc., 
to TransCanada, Calgary, Alberta, Canada.
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11.10.4.2	 Coselle™16

Sea NG uses the Coselle concept, which consists of high-
strength steel pipe coiled on a carousel permanently 
installed in the ship [41]. Each Coselle has approximately 10 
mi (16 km) of pipe, with a diameter of 6/8 in. (152/203 mm), 
and can store up to 3.6 MMscf (0.1 × 106 m3 measured at 
standard conditions) of gas at 250 bar and ambient tem-
perature. Coselles are carried in stacks within the ship’s 
hold, which is 520 MMscf (14.7 × 106 m3), the maximum 
capacity of a Coselle-based ship (see Figure 11.32). Because 
the Coselles have a large storage capacity, only a relatively 
simple manifold with few valves and controlling systems 
are required. Some of the advantages of Coselle over bottles 
are lower cost, safer (lower probability of failure and lower 
consequence of failure), faster to manufacture, and more 
reliable gas handling. The 50-MMscf (1.42 × 106 m3) ship 
from Sea NG has full approval for construction from the 
American Bureau of Shipping (ABS) [42].

16 Coselle™ belongs to Sea NG Corporation, Calgary, Alberta, 
Canada.

11.10.4.3	 volume	optImIZed	tRanspoRt	and	
stoRaGe	(votRans™17)
EnerSea developed the VOTRANS™ concept, in which the 
natural gas is compressed, cooled, and then stored in a 
series of API carbon-steel pipes that can be stacked horizon-
tally or vertically. The innovations introduced by VOTRANS 
include a 60–100 % increase in the gas that can be stored per 
unit of containment steel, along with a 10–20 % increase in 
the quantity of gas cargo that can be cost-effectively evacu-
ated from the CNG storage system, compared with conven-
tional CNG concepts (nonrefrigerated). It is claimed that 
this performance is made possible by optimizing the stor-
age conditions (temperatures of –17 to 4ºC and pressures 
of ~100 bar) and using their proprietary gas-loading and 
discharging processes [43]. The VOTRANS vessel design 
has achieved AIP from ABS (Figure 11.33) [44].

EnerSea offers ship or barge-based systems. The rel-
evant variables to specify for a specific project are gas flow 
rate, distance from supply to market, and terminal avail-
ability. Ranges for rates and distances are:
• Ship: 70 to ≥500 MMscf/day (2 to ≥14 × 106 m3/day) of 

gas and 135 to ≥2700 nautical miles (250 to ≥5000 km)
• Barge: 10–75 MMscf/day (0.3–2.1 × 106 m3/day) and 50 

to ≥500 nautical miles (92 to ≥926 km).
EnerSea has also a specific concept for onshore CNG 

storage called VOLANDS™18 (Volume Optimized Land 
Storage), which improves the reliability of supply and is 
intended to be used as a buffer to manage market demand 
fluctuations.

11.10.4.4	 FIBRe	ReInFoRCed	plastIC		
(FRp™19)	vessels
Trans Ocean Gas proposes the use of FRP pressure vessels 
supported vertically in a lightweight steel frame called a cas-
sette. It is a system with references in critical applications 
such as aerospace, national defense, and public transport 
industries. By using a combination of pressure and low 
temperature, natural gas is efficiently stored in FRP pressure 
vessels. These vessels get stronger at low temperature (they 
resist up to –100°C), so they are ideal for chilled CNG storage. 
Some of the advantages of this system are light weight (one 
third that of steel), corrosion resistance, safety, and reliability 
[45]. FRP vessels can be outfitted on ships or barges, and the 
storage capacity of the carriers can reach 1000 MMscf (28 × 
106 m3) (see Figure 11.34).

17 VOTRANS™ belongs to EnerSea, Houston, Texas, USA.
18 VOTRANS™ belongs to EnerSea, Houston, TX.
19 FRP™ belongs to Trans Ocean Gas, St. John's, Newfoundland 
and Labrador, Canada.

figure 11.31—Conceptual	ship	and	barge	design	using	Gtms.	Figure	courtesy	of	transCanada,	all	rights	reserved.

figure 11.32—sea	nG	ship	with	Coselle.	Source:	Image	
courtesy	of	sea	nG	Corporation.
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11.10.4.5	 pRessuRIZed	natuRal	Gas	(pnG®20)
Knutsen is a shipping company that proposes the use of a 
technology called PNG (Figure 11.35). It consists of steel 
cargo containment cylinders, with a diameter of 42 in. 
(1.07 m) each, packed vertically in a composite shelter. This 
shelter has the following advantages: light weight, resis-
tance to fire, and resistance to heat variations. The gas is 
stored at 250 bar (25,000 kPa) and ambient temperature, 
so no insulation is required to prevent heating during the 
voyage [46]. This containment system can be used in vessels 
ranging from 60 to 1000 MMscf (1.7–28 × 106 m3). Regard-
ing certification, the PNG containment tank has received an 
approval by Det Norske Veritas (DNV).

11.10.4.6	 CnG	CommeRCIalIZatIon
The marine CNG business has the potential to be a multibillion 
dollar business, although there are no large-scale commercial 
CNG projects yet (2011). Technology developers have spent 
several years to fully engineer the designs into a commercial 
product, get classification approval, and build physical proto-
type models of the containment systems and functional pro-
cess systems for the testing [47]. As a consequence, advances 
in marine CNG transport systems have been truly remarkable; 
there are arguably three to four competing systems developers 
ready to make a commercial commitment. 

20 PNG® belongs to Knutsen, Haugesund, Norway.

By definition, the initial marine CNG applications 
will not be commissioned in areas where “conventional” 
gas transport options can be economically applied. Proj-
ect developers must be prepared to share risk to obtain 
first mover advantage. Introduction of natural gas sup-
ply through marine CNG involves risk for the consuming 
nation—security of supply, technology uncertainty, and 
reliability. Hence, work with governments/consumers is 
needed to address real and perceived risks [48].

11.11  natural Gas HYdrates
11.11.1  Overview
Water can combine with low-molecular-weight natural 
gases to form a solid hydrate, even if the temperature is 
above the water freezing point. Hydrates have the property 
to concentrate hydrocarbons; in other words, the volume of 
a given gas hydrate is much less than the normal volume of 
the gas from which the hydrate is formed.

The natural gas hydrate (NGH) chain is a technology 
option for transportation and storage of natural gas [20]. 
The gas volume content of hydrates is approximately 180 
times that of natural gas at standard conditions. They 
require moderate cooling to be produced, and once pro-
duced, they are stable at atmospheric pressure and rela-
tively mild temperatures, in the range of –5 to –15°C. The 
disadvantage is that for each mole of gas, there are approxi-
mately six moles of water being transported. 

The following section provides a general overview about 
what a gas hydrate is and describes the NGH chain as an 
opportunity for transportation and storage of natural gas.

figure 11.33—enersea’s	CnG	barge	and	ship	(votRans).	CnG	can	be	delivered	using	enersea’s	votRans	CnG	marine	service	with	
ships	(right)	or	barges	(left)	as	shown	in	the	illustration.

figure 11.34—trans	ocean	Gas	CnG	ship	(FRp).	Source:	picture	
courtesy	of	trans	ocean	Gas,	Inc.

figure 11.35—knutsen	CnG	ship	(pnG).	Source:	picture	
courtesy	of	knutsen.
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11.11.2  What Is a Gas Hydrate?
Gas hydrates are crystalline “ice-like” solids (see Fig-
ure 11.36), one form of the chemical inclusion compounds 
known as clathrates. Clathrates are nonstoichiometric com-
pounds in which guest molecules are entrapped in a cage 
structure composed of host molecules. There is no chemical 
bond between the guest and host molecules. The crystal 
lattice is made of hydrogen-bonded molecules. NGHs exist 
because of the ability of water molecules to form a lattice 
structure through hydrogen bonding. The water molecules 
are oriented such that they build a sharing-faces polyhe-
dron. The cages are stabilized by the van der Waals forces 
between the water and the enclathered gas molecule [49]. 
Figure 11.37 shows a schematic representation of a cage 
with methane as a guest molecule.

11.11.3  NGH Chain
The use of gas hydrate technology for the transportation 
and storage of natural gas is seen as an opportunity for 
the gas industry to develop the NGH chain. The interest is 
based on the energy content of the hydrates because their 
volume is much smaller than the normal volume of the gas 
from which the hydrate is formed. NGHs might contain a 
theoretical maximum of approximately 180 m3 standard of 
gas per cubic metre of hydrate; in other words, 180 m3 of 
natural gas at standard conditions are released when melt-
ing 1 m3 of NGHs.

The major stages involved in this chain (Figure 11.38) 
are the manufacture of NGHs from natural gas and water, 
transportation of hydrates by ship, and regasification (or 
dissociation to natural gas and water) at the point of use. 
Two different concept technologies are under development: 
dry hydrate and slurry hydrate. The slurry hydrate con-
cept includes two different particular processes: the slurry 
water-based hydrate and the slurry oil-based hydrate 
processes. The application of each process is foreseen as 
follows:
• The dry hydrate process, where natural gas is con-

verted to solid hydrates and transported at atmospheric 
pressure in bulk carriers.

• The slurry water-based hydrate process, where natural 
gas is converted to solid hydrates and transported as a 
concentrated water hydrate slurry in a shuttle tanker 
at low pressure.

• The slurry oil-based hydrate process, where natural gas 
is converted to solid hydrates and transported together 
with crude oil/condensate as a slurry in a shuttle tanker 
at low pressure.

11.11.3.1	 the	dRy	hydRate	pRoCess
The dry hydrate process is an option to store and trans-
port significant volumes of natural gas in the form of 
solid hydrate at atmospheric pressure in competition with 
CNG technology. Natural gas could be converted into solid 
hydrate and then conveyed to bulk carriers. The bulk carri-
ers take the solid hydrate to distant gas markets where the 
hydrate is melted and the gas is recovered and transferred 
to the final user.

The dry hydrate process basically consists in three 
main stages: dry hydrate production, dry hydrate ship-
ping, and dry hydrate regasification (dissociation) [50]. 
Figure 11.39 shows a simplified diagram of the dry hydrate 
production process.

For dry hydrate production, gas from a gas processing 
facility passes through a set of continuous stirred tank reac-
tors, operating in the range of 50–90 bar (5000 to 9000 kPa) 
and 10–15°C, where it reacts with water and is converted 
to hydrates. Because the reaction is exothermic, energy is 
released (~410 kJ/kg). This heat is removed from the system 
to keep the reactor at constant temperature [51].

Hydrate shipping is carried out using standard ships. 
Experimental studies have shown that NGHs remain stable 
at atmospheric pressure when kept frozen in the range of 
–5 to –15°C at adiabatic conditions; therefore, shipping is 
at atmospheric pressure and –15°C. These storage condi-
tions are possible because of the metastability property of 
hydrates [52].

Regasification takes place by melting hydrates with 
warm water in direct contact. Natural gas and water are 
then separated. Gas is compressed and dehydrated before 
being sent to the final user or to a distribution system 
(see Figure 11.40). The separated water is a combina-
tion of the water carried by the hydrates and the water 
used for melting. The same amount of water carried by 
hydrates is loaded back to the ship and shipped back to 
the production plant for its use in the manufacturing of 
the hydrates. This water contains seeds of hydrate crys-
tals that facilitate reaction rates in the hydrate produc-
tion process [52].

figure 11.36—nGH (laboratory manufactured) [20]. Source:	
picture	courtesy	of	Calogero	migliore.

Methane
molecule

Water molecules
Hydrogen bonded
cage

figure 11.37—Representation	of	the	512	cage	with	methane	as	
a	guest	molecule.

AST-MNL58-11-0801-011.indd   282 3/12/13   2:18 PM

 



	 ChapteR	11					n					natural Gas condItIonInG and ProcessInG	 283

11.11.3.2	 the	sluRRy	wateR-Based	hydRate	
pRoCess
The slurry water-based hydrate process could provide a 
technology solution to monetize offshore associated gas, 
where reserves are too small to justify a gas pipeline. Flar-
ing is no longer an option and the conventional practice of 

reinjecting the gas to enhance oil recovery is increasingly 
being questioned because the potential revenues of the gas 
are not achieved.

The slurry water-based hydrate production process 
is a simplification of the dry process in which the water 
removal stage consists of just the bulk separation stage. 

Feed gas Hydrate
Manufacture

Shipping
Storage &

Re-gasification
Customers

Water

figure 11.38—Block	diagram	of	the	major	stages	of	the	nGh	chain.

figure 11.39—simplified	diagram	of	the	dry	hydrate	production	process.	Source:	Figure	courtesy	of	Gl	Industrial	services,	uk,	
ltd.	(formerly	advantica,	ltd.).

Booster
Compressor

Gas

Hydrate ship

Hot water

Heat

Hot water boiler

Water

Gas to transmission/
distributionDewatering

system

figure 11.40—simplified	diagram	of	the	hydrate	regasification	(dissociation)	process.	Source:	Figure	courtesy	of	Gl	Industrial	
services	uk,	ltd.	(formerly	advantica,	ltd.).
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The partial dewatering produces concentrated but pump-
able hydrate slurry containing at least 75 volumes of gas 
per volume of hydrate. The hydrate is then transferred 
to a shipping vessel, at approximately 10 bar (1000 kPa) 
and 2–3°C to be transported to the customers [51]. At the 
receiving terminal, the hydrate slurry is heated to dissocia-
tion and then follows the same path as in the dry hydrate 
regasification process.

11.11.3.3	 the	sluRRy	oIl-Based	hydRate	
pRoCess
The niche of application of the slurry oil-based hydrate tech-
nology would be the same as the slurry hydrate water-based 
technology—to capture and handle offshore associated gas 
where the reserves are too small to justify a gas pipeline. 
In the slurry oil-based hydrate process, the hydrate reac-
tor consists of a cooling unit, where gas reacts with water 
to produce hydrates. The resulting NGHs are then mixed 
with refrigerated crude oil or condensate to make oil-based 
slurry. The oil-hydrate slurry is stored at –10°C and at pres-
sure close to atmospheric [53]. The transportation of the 
slurry to shore can be in an isolated low-pressure shuttle 
tank or under pressure using a pipeline. At the receiving ter-
minal the slurry is sent to the recovery process, where it is 
heated to dissociation and separated in a three-phase sepa-
ration unit. The recovery process produces water-saturated 
natural gas, oil, and liquid water [53].
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12.1  IntroductIon
The concern of hydrogen balance has increased over the last 
15 years. Haun et al. [1] recollected the history of the hydrogen 
issue in refining. During the early age of oil refining, refiners 
paid little attention to hydrogen production, consumption, 
or distribution among the products. By the mid-1950s, after 
the prevalent use of catalytic reforming, refiners had a cheap 
hydrogen resource that could be used as a reagent in their 
refining schemes. The hydrogen supply generally exceeded 
the demand. Although hydrogen became more and more 
important in improving process performance, hydrogen man-
agement was of little importance in refineries. 

Hydrogen availability becomes a focal point because 
refiners are facing challenges of stringent environmental 
regulations and increasing demand of transport fuel. Along 
with the legislation of environmental protection, tougher 
gasoline and diesel quality specifications in the European 
Union and the United States have been implemented to 
reduce smog-forming and other pollutants in automotive 
exhaust. Such a trend can be clearly foreseen in the near 
future. For example, the gasoline fuel specifications in 
the European Union decreased the maximum sulfur from 
150  ppm to 10 ppm before 2009, and the maximum aro-
matics from 42 % vol to 35 %, while the maximum sulfur 
in diesel fuel specifications decreased from 350  ppm to 
10 ppm. To stay in business, one of the options for refiners is 
to switch their feedstock to light sweet crude if they believe 
such supply is ample and under a decent price in the future. 
At the same time, they must look at a significant invest-
ment in desulfurization. Lower-sulfur fuel means more 
hydrogen is necessary for deeper hydrodesulfurization. In 
the meantime, lower aromatic gasoline specifications will 
decrease the operation severity in catalyst reformers, lead-
ing to reduction of the byproduct hydrogen (Table 12.1). 
Another future environmental effect is that the legislation 
of greenhouse gas abatement may urge refineries to reduce 
hydrogen production. 

Other big effects on the refinery hydrogen balance are 
caused by bottom-of-barrel upgrade. According to more 
and more strict limitation of pollutant emissions, the mar-
ket share of fuel oil has declined for a long period. On the 
other hand, the market trends indicate a very large increase 
in the share of middle distillates, reflecting spectacular 
growth in diesel oil and jet fuel production (Figure 12.1) [2]. 

Although crude is expected to become heavier and con-
tain more sulfur (Table 12.2), the refiners are pressured to 
add more conversion capacity to be competitive.

There are two different kinds of processes to increase 
the hydrogen-to-carbon ratio in the refinery product slate: 

one rejects carbon from petroleum streams (e.g., fluid 
catalyst cracking and delay coking) and the other adds 
hydrogen (e.g., residue hydrotreating and hydrocracking). 
Although the latter is much more expensive in capital and 
operating cost than the former [3], it is still predictable 
that hydrocracking processes will play the main role in the 
heavy-end conversion because of their considerable flexibil-
ity of the feedstock, processability of the yields, and quality 
of the products. Especially when a refinery processes sour 
feedstock, the poor product quality after “carbon-reject” 
processes causes further problems in product blending 
and requires extra hydroprocessing. Available processes 
for heavy crude upgrading are compatible and can be 
integrated to achieve the optimal economic results  [4]. 
Generally, the additional “on-purpose” hydrogen capacity is 
required if the hydrocracking process is implemented.

Many efforts have been contributed to analyze how 
these impacts affect hydrogen balance in refineries. Haun 
et al. [1] looked at the amount of hydrogen presented in the 
feedstock versus the amount in the desired product slate as 
the ultimate determinant of the hydrogen balance problem. 
The impact of the refinery evolution from hydroskimming to 
complex conversion is illustrated by comparing the hydrogen 
content in feeds and products. Two upgraded hypothetical 
refineries—gasoline refinery and diesel refinery—were inves-
tigated. The case studies show that modern refineries can 
not only achieve anticipated product specifications but also 
dramatically improve their profitability. However, the hydro-
gen requirement is also largely increased. For the gasoline 
refinery, the hydrogen from catalytic reforming cannot supply 
sufficient hydrogen, and hydrogen has to be recovered from 
other refinery off-gases to settle the hydrogen balance. For 
the diesel refinery, hydrogen has to be produced through a 
hydrogen plant. Hydrogen management becomes essential for 
profitable operations in upgraded refineries. Lamber et al. [5] 
analyzed how the environmental impacts on product qualities 
and changes in product slates shifted the hydrogen balance in 
refineries. It can be seen from Table 12.3 that vacuum distil-
late and residue hydroprocessing provide the main incentive 
for hydrogen demand. Heavy-end gasification is suggested as 
an attractive option complying with the  hydrogen demand, 
residue disposal, and clean energy requirement of refineries.

Philips [6] discussed the approach to find the optimal 
hydrogen scenarios from the engineering point of view. An 
example project shows that through hydrogen manage-
ment, hydrogen production capacity is decreased, resulting 
not only in a reduction in capital and operating expense but 
also in a significant decrease in carbon dioxide (CO

2) emis-
sions. However, it has been pointed out that any hydrogen 
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solution must be tested not just for economic viability, but 
the technical robustness, refinery integration, and con-
structability should also be taken into account.

12.2  Hydrogen ProductIon Processes
When hydrogen consumers with large hydrogen require-
ment (e.g., hydrocrackers) are operating in a refinery, the 
supplemental hydrogen often needs to be provided by 
hydrogen generation processes other than catalytic reform-
ing units. To produce hydrogen by a steam reforming pro-
cess, the available feedstock in a refinery can be methane 

(CH4), saturated liquefied petroleum gas (LPG), straight-
run naphtha, and some refinery off-gases. The management 
of hydrogen generation and hydrogen recovery depends on 
the refinery hydrogen balance, raw material prices, fuel 
prices of hydrogen generation, total operating cost, and 
investment incurred.

Hydrogen generation processes in a refinery are steam 
reforming and partial oxidation. Gardner [7] addressed the 
distinguishable factors of hydrogen generation processes. 
For gaseous feedstock, the capital costs inside battery lim-
its for steam reforming and partial oxidation are similar. 
However, the high-pressure oxygen requirement adds extra 
expense to partial oxidation. For heavy feedstock, the capital 
cost for partial oxidation is significantly higher than for gas- 
based steam reforming because of the requirement for 
sulfur removal and feedstock handling facilities. Except for 
the facts that gaseous feedstock is extremely expensive and 

figure 12.1—The	growing	consumption	of	light	and	middle	distillates	[2].

table 12.1—eu gasoline and diesel 
regulations
eu - Motor gasolIne regulatIons

2003 2005 2009 2012

sulfur, ppm (max) 150 50/10  10 10

benzene, % vol (max) 1 1 1 1

aromatics, % vol 
(max)

42 35 35 35

olefins, % vol (max) 18 18 18 18

eu - on-road dIesel regulatIons

2003 2005 2009 2012

Sulfur,	ppm	(max) 350 50/10	 10 10

Density	(max) 0.845 0.845 0.845 0.845

Distillation	T95,	degC	
(max)

360 360 360 360

Cetane	index	(min) 46 46 46 46

Cetane	number	(min) 51 51 51 51

table 12.2—u.s. crude characteristics
year aPI gravity sulfur (wt %)

1990 31.86 1.10

1992 31.32 1.16

1994 31.39 1.14

1996 31.14 1.15

1998 30.98 1.31

2000 30.99 1.34

2002 30.42 1.41

2004 30.18 1.43

2006 30.44 1.41

2008 30.21 1.47
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heavy feedstock is very cheap, high capital cost for partial 
oxidation processes plus oxygen supply requirements make 
the hydrogen cost substantially higher than that from 
steam reforming processes. Because of the capability to 
handle heavy feedstock, a partial oxidation process is an 
opportunity to overcome bottom-of-barrel problems in 
refineries, whereas the amount of available heavy feedstock 
in a refinery typically far exceeds the required amount to 
satisfy the hydrogen balance. Therefore, alternative con-
sumers of hydrogen or synthesis gas must be found to make 
this option viable. Steam reforming currently dominates 
the hydrogen generation processes in refineries. 

12.2.1  Steam Reforming
There are two typical processes in steam reforming with dif-
ferent purification processes. In conventional processes, the 
low-temperature shift reactor is necessary to reduce resid-
ual carbon monoxide (CO) in synthesis gas further after 
the high-temperature shift conversion. The product is then 
cooled and scrubbed with circulating amine or hot potas-
sium carbonate solution to remove CO2 by absorption. The 
remaining small quantities of CO and CO2 are converted to 
CH4 by methanation. The hydrogen purity in the conven-
tional processes is typically 95–97 %. The impurities are 
mainly CH4 and carbon oxidant at parts per million levels.

Pressure swing adsorption (PSA) was introduced as a 
replacement of the conventional purification process in the 
1970s. The high-temperature shift gas is cooled and puri-
fied by PSA. The hydrogen purity by PSA purification can 
reach more than 99.9 %. The residue of PSA is recycled to 
the reformer as fuel. Because a part of generated hydro-
gen is discharged as residue in PSA, the hydrogen yield of 
unit feedstock with PSA is lower than with conventional 
processes but needs less external fuel. The investment of 
hydrogen plants with PSA is higher than the conventional 
plants with regards to the same hydrogen production. The 
economics of hydrogen generation depend on the price of 
feedstock and fuel. Whereas feedstock is expensive and fuel 
is relatively cheap, the conventional process shows lower 

hydrogen cost, or vice versa. However, hydrogen plants with 
PSA become a preferred choice for hydrogen generation in 
refineries nowadays for the following reasons:
• Hydrogen purity has significant effects on the design 

and operation of hydroprocessors. High purity is favor-
able to hydroprocessor design [8]. 

• The state-of-art PSA technology provides high hydro-
gen recovery up to 90 % [9], which enormously reduces 
hydrogen cost. 

• A PSA process is easier to design and operate for a 
large-scale hydrogen plant than an adsorption process 
that normally uses packing columns.
A hydrogen plant with PSA has low turndown ratio, 

high operation flexibility, modest control, short startup and 
turndown periods, long-term operation, and relative ease 
of expansion.

The process description for a hydrogen plant with 
PSA (process flow diagram Figure 12.2 shows a top-fired 
reformer) is as follows:
• The feedstock combined with recycled hydrogen is 

preheated in the convection section of the reformer.  
The preheated hydrocarbon feed is routed to the sulfur 
absorber, where unsaturated hydrocarbons are hydro-
genated and organic sulfur (mercaptans) is converted 
to hydrogen sulfide (H2S) in the first catalyst bed of 
cobalt molybdenum oxide.  H2S is removed from the 
feed gas in the second bed of zinc oxide.

• The desulfurized feed is then mixed with superheated 
high-pressure steam and preheated in the convection 
section of the reformer.  The mixed feed enters the radi-
ant section of the reformer and flows down through 
catalyst-filled tubes, where it reacts to produce hydro-
gen gas (H2), CO, CO2, and CH4.

• Combustion air and convection-section flue gases are 
moved through the reformer by the flue gas fan.

• The reformer effluent is routed through the waste 
heat boiler, where the recovered heat is used to gen-
erate high-pressure saturated steam and feed to the 
high-temperature shift converter, where excess steam 
converts most of the CO to CO2 and H2 over a bed of 
catalyst. The shifted gas is cooled in a heat exchanger 
train, which generates high-pressure steam and pre-
heats boiler feed water (BFW). Condensed water from 
the gas cooling is removed in a knockout drum. 
The raw hydrogen stream is purified to produce 

high-purity hydrogen by a PSA unit, where impurities are 
removed by a cyclic adsorption process. The tail gas stream 
from the PSA unit, containing the removed impurities and 
some residual hydrogen, is returned to the reformer as fuel 
gas. A hydrogen product purity of more than 99.9 vol % can 
be achieved through PSA. 

Process description for a conventional hydrogen plant 
(process flow diagram Figure 12.3 shows a side-fired 
reformer) is as follows:
• The feedstock combined with recycled hydrogen is 

preheated in the convection section of the reformer.  
The preheated hydrocarbon feed is routed to the sulfur 
absorber, where unsaturated hydrocarbons are hydro-
genated and organic sulfur (mercaptans) is converted 
to H2S in the first catalyst bed of cobalt molybdenum 
oxide.  H2S is removed from the feed gas in the second 
bed of zinc oxide.

table 12.3—typical Hydrogen consumption; 
data chemical consumption only

Process

Percent 
Weight on 
feed

Percent 
Weight on 
crude

hT	Straight	run	naphtha 0.05 0.01

hT	FCC/TC	naphtha 1 0.05–1

hT	kerosene 0.1 0.01–0.02

hDS	LS	gasoline	to	0.2	%	S 0.1 0.03

hDS	hS	gasoline	to	0.2	%	S 0.3 0.04

hDS	LS	gasoline	to	0.05	%	S 0.15 0.04

hDS	hS	gasoline	to	0.05	%	S 0.35 0.05

hDS	FCC/TC	gasoline 1 0.1

Cycle	oils	hydrogenation 3 0.3

hydrocracking	VGO 2-3 0.5–0.8

Deep	residue	conversion 2-3.5 1–2

Data	from	Lamber	et	al.	[5].	hT,	hydrotreating;	FCC,	fluid	catalytic	
cracking;	hDS,	hydrodesulfurization;	VGO,	vacuum	gas	oil.
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• The desulfurized feed is then mixed with superheated 
high-pressure steam and preheated in the convection 
section of the reformer.  The mixed feed enters the radi-
ant section of the reformer and flows down through 
catalyst-filled tubes, where it reacts to produce H2, CO, 
CO2, and CH4.

• Combustion air and convection-section flue gases are 
moved through the reformer by the flue gas fan.  

• The reformer effluent is routed through the waste 
heat boiler, where the recovered heat is used to gen-
erate high-pressure saturated steam and feed to the 
high-temperature shift converter, where excess steam 
converts most of the CO to CO2 and H2 over a bed of 
catalyst. After recovering the heat from this stream, 
the effluent is routed to the low-temperature shift 
 converter to further reduce the level of CO. The shifted 
gas is cooled in a heat exchanger train, which generates 
high-pressure steam, preheats BFW, and provides heat-
ing duty to the reboiler for the regenerator within the 
CO2 scrubbing package.  

• The product is then cooled and scrubbed with circu-
lating hot potassium carbonate solution to remove 
CO2 by absorption. The raw hydrogen stream is puri-
fied by converting the remaining CO and CO2 to CH4 
through the methanator. The hydrogen product purity 
is approximately 95–97 vol %. 

• Condensed water from the gas cooling is removed in 
the knockout drums. 

• BFW is preheated by shifted gas before feeding to the 
steam drum. High-pressure steam is generated by the 
waste heat boiler reformer convection section and by 
exchanging heat with shifted gas. 

• Saturated steam is drawn from the steam drum and 
superheated in the reformer convection section before 

being used for the process. The remaining steam is 
exported after superheating. 
The pretreated feedstock is mixed with superheated 

steam and preheated to 500°C (932°F) before passing to 
the radiant section of the reformer. The steam reforming 
reaction takes place in the furnace tube packed with nickel-
based catalyst. The steam reforming reaction is not just 
one reaction but can be described briefly by the following 
equations:

CH H O CO H H4 2 23+ ⇔ + − ∆  (12.1)

C H nH O nCO n
m

H Hn m + ⇔ + + −2 22
( ) ∆

 
(12.2)

CO H O CO H H+ ⇔ + +2 2 2 ∆  (12.3)

Although the reactions in equations 12.1 and 12.2 are 
endothermic and the reaction in equation 12.3 is exother-
mic, the overall reaction is highly endothermic. The burn-
ers in the furnace radiant section provide heat to maintain 
the operating temperature of steam reforming at approxi-
mately 850°C (1562°F). Addition of excess steam not only 
shifts the reaction equilibrium to produce more hydrogen 
but also avoids carbon formation in catalyst. However, high 
steam import increases the duty of a steam reformer.

Low operating pressure promotes hydrogen genera-
tion, but most hydrogen plants with PSA operate above 
20 atm (294 psi) on the basis of the consideration of the 
optimum PSA operating pressure, compression cost, and 
equipment size.

12.2.2  Reformed Gas Shifting
The temperature of the gases exiting from a reformer is 
reduced to 340–360°C (644–680°F) by generating steam. 

figure 12.2—process	flow	diagram	of	a	hydrogen	plant	with	pSa.
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CO is converted further to hydrogen in a high-temperature 
shifting reactor on magnetite iron oxide-based catalyst. 
Equation 12.3 shows the reaction procedure. Normally, a 
low-temperature shifting reactor is only used in the con-
ventional processes.

The gases exiting from the shifting reactor are cooled in 
stages to generate steam and preheat BFW. They are finally 
cooled by air and water to normal temperature (40°C, or 
104°F). The gases are then purified by PSA. The condensed 
sour water is recycled to the boiler after stripping.

12.2.3  PSA and Fuel System
The process characteristics of PSA are discussed in Section 
12.2.1. The adsorption forces for the components in the shift 
gas are water >> CO2 > CO > CH4 > hydrogen on the mol-
ecule sieve adsorbent. The product of PSA is hydrogen at 
more than 99.9 %. The impurities in the product are mainly 
CH4 with carbon oxides at part-per-million levels. The rest 
of the components appear in the residue. Because the dis-
charge pressure of PSA is very low (approximately 1.5 atm 
or 22 psi) to achieve high hydrogen recovery, the residue 
from PSA is directly sent back to the steam reformer with 
specific low operating pressure burners as fuel instead of 
compressing to a fuel system.

The additional fuel is supplied by a refinery fuel sys-
tem. The mixture of fuel gas is mixed with air preheated in 
the convective section of the reformer furnace and sent to 
burners in the radiant section. The high-temperature flue 
gas enters the convention section, heats the reformer feed, 
superheats the exporting steam, generates steam, and sepa-
rately heats combustion air.

12.2.4  Steam Generation System
Hydrogen plants with steam reforming generate steam to 
supply the reaction and recover energy.  BFW is pumped 
and preheated by the shift gas before entering the boiler. 
The steam generation is completed by exchanging heat with 
the reformed gas, the shift gas, and the flue gas. The steam 
generated in a hydrogen plant is always more than the reac-
tion requirement. The extra is exported to a refinery steam 
system after superheating.

12.2.5  Gasification
Partial oxidation plants are capable of processing a wide 
variety of feedstocks, including
• Gas (natural gas, refinery off-gas)
• Heavy residue (vacuum residual, fuel oil, asphalt)
• Petroleum coke

The partial oxidation reaction proceeds as follows: 

CnHm + (n/2)O2 → nCO + (m/2)H2 – ΔH (12.4)

The term of “partial oxidation” may be replaced by 
“gasification.” The reaction involves the combustion of a 
hydrocarbon in a flame with less than stoichiometric quan-
tities of oxygen to form CO2 and steam, which, in turn, react 
with the unreacted hydrocarbon to produce CO and hydro-
gen. The overall reaction remains exothermal.

Various secondary reactions including hydrocracking, 
the steam carbon reaction, hydrocarbon reforming, and the 
water-gas shift reaction also take place.

12.2.6  Hydrogen Production from 
Nonhydrocarbon Sources
Steam reforming and partial oxidation/gasification pro-
duce hydrogen mainly from fossil fuels, which is one of the 
major CO2 emission sources in oil refineries. Because of 
growing concerns over greenhouse gas emissions in indus-
try, there is a strong interest to exploit nonhydrocarbon 
hydrogen sources.  Some potential hydrogen sources can be 
summarized as follows:
•	 Electrolysis	 of	 water: Production of hydrogen from 

water using electrolysis can be done on an industrial 
scale. However, it requires a large amount of energy. 
Usually the electricity consumed is more valuable than 
the hydrogen produced. Therefore, it is uncompetitive 
with the hydrogen production from coal or natural 
gas. Nevertheless, this option may become attractive if 
hydrogen is used as a media to store renewable electric-
ity in the future.

•	 Thermolysis	 of	 water: Water is spontaneously discom-
posed at approximately 2500ºC. However, such a tem-
perature is simply too high for usual process piping 

figure 12.3—process	flow	diagram	of	a	conventional	hydrogen	plant.
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and equipment, which makes any potential industrial-
scale applications too expensive.

•	 Urea	 electrolysis: Hydrogen can be made from urine 
via urea electrolysis [10], which is 332 % more energy 
efficient than using water. However, this technology is 
still in the research stage.

•	 Biohydrogen	routes: Biomass and organic waste streams 
can be converted into biohydrogen, either with bio-
mass gasification or steam reforming as discussed 
above, or with biological conversion processes such as 
fermentative hydrogen production [11] and biocata-
lyzed electrolysis [12]. Although these routes are theo-
retically feasible, the challenge here is to make such 
technologies commercially viable.

12.3  Hydrogen PurIfIcatIon Processes
Alternatives available to satisfy the hydrogen requirement 
in refineries are limited. Hydrogen can be generated by 
steam reforming or partial oxidation, or it can be recovered 
from refinery off-gases. In some cases, the refiners can buy 
hydrogen from a third party. Among these options, recover-
ing hydrogen from refinery off-gases can be considerably 
cheaper in operating cost and capital investment. It is 
worth prioritizing the recovery of hydrogen from refinery 
off-gases with reasonable amounts.

The off-gases containing hydrogen are from catalytic 
reformers, hydroprocessors, fluid catalytic cracking (FCC) 
units, and other refining or petrochemical units. The typical 
content of some off-gases is listed in Table 12.4. 

The purification processes include PSA, membrane 
separation, cryogenic processes, and gas-liquid absorp-
tion. Each of these processes is based on different 
separation principles and therefore have specific pro-
cess characteristics. The selection of these purification 
 processes depends on the economic aspects as well as 
process flexibility, reliability, and ease of future expansion. 
Tremendous effort has been made to find the guidelines 
for the proper selection. Although most methods give the 
physical insights, they are only instructive for the purifica-
tion process design.

The appropriate purification system can decrease the 
hydrogen plant capacity in a new design or provide cheaper 
hydrogen in a retrofit project.

12.3.1  Pressure Swing Adsorption
A PSA process is based on the principle that the specific 
adsorbents are capable of adsorbing different gas mol-
ecules with different affinity on the basis of partial pres-
sure, size, and polarity. Two basic stages are involved: 
adsorption and regeneration or desorption. The operating 
pressure in the adsorption stage is higher than in the 
desorption stage. Because the adsorbent capability for 
impurities is much higher than for hydrogen at certain 
partial pressures, most of the impurities are adsorbed 
together with only a small amount of hydrogen. The impu-
rities can then be removed from the adsorbent by reducing 
the pressure. 

The process operates on a cyclic basis. Multiple 
adsorbers are used to continuously purify a feedstock 
and provide a constant product and a tail gas. A typical 
sequence chart is shown in Figure 12.4 for a system with 
four adsorbers. A hydrogen stream is separated from the 
feedstock in the adsorption phase. The adsorber then goes 
through co-current depressurization to repressure other 
adsorbers and remove impurities from the adsorbent 
while producing a tail gas. The purge from other adsorbers 
and finally the product hydrogen are used to repressure 
the adsorber until it is ready for the next adsorption.

The product hydrogen is available at roughly the same 
pressure as the feed. The pressure drop between feed and 
product is nominal at 10 psi. The product hydrogen is 
always in very high purity (up to ≥99.9 %) and the impuri-
ties will appear in product in the sequence of adsorption 
strength to adsorbent. The relative adsorptivity of typical 
feed impurities is given in Table 12.5.

The performance of a PSA unit can be evaluated 
by the hydrogen recovery, which is defined as the ratio 
of the amount of hydrogen contained in the product by 
the amount of hydrogen contained in the feedstock. The 
hydrogen recovery is influenced by tail gas pressure, feed 
pressure, feed and product purity, unit configuration, 
numbers of equalization phases, etc. Low tail gas pres-
sure can significantly improve the hydrogen recovery 
(Figure  12.5). However, compressing tail gas may be 
necessary in order to match the fuel system pressure in 
a refinery or for other usage, which perils the economics 
of PSA units. Therefore, the selection of the appropri-
ate tail gas pressure is extremely important. The effect 
of feed gas pressure on hydrogen recovery is less than 
that of the tail gas pressure. Figure 12.6 shows there is 
an optimal feed pressure. Miller and Stoecker suggested 
that the minimum pressure ratio between the feed and 
the tail gas is approximate 4:1, and the optimal range of 
feed pressure is 200–400 psig. A low feed purity is not 
recommended because of poor hydrogen recovery. The 
low product hydrogen purity can increase the hydrogen 
recovery, but the effect is relatively small (Figure  12.7). 
Most PSA units are designed to achieve high hydrogen 
purities. 

The advantage of using PSA processes to separate 
hydrogen from refinery off-gas is that the product purity 
can be very high and the impurities can be controlled in 
part-per-million levels. However, the tail gas is difficult to 
reuse because of its low pressure. A computer aid control 
gives PSA a wide operation range, and its reliability has 
been proven by long-term operations. 

table 12.4—typical content of some refinery 
off-gases

off-gas sources
Hydrogen 
concentration (vol %) Pressure (psig)

Catalytic	reformer	 70–90+ 250–400

hydroprocessor

	 high	pressure 75–90 800–2500

	 Low	pressure 50–75 100–250

FCC	unit 15–20 100–250

Delay	coker	(DCU)

Toluene	
hydrodealkylation	
(TDa)

55 400–500

Data	from	Miller	and	Stoecker	[13].
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12.3.2  Membrane Separation
A membrane separation is achieved by different perme-
ations between hydrogen and impurities. Table 12.6 gives 
relative permeabilities of some typical components. The 
most popular membrane used in hydrogen recovery is 
composite hollow-fiber membrane, which is composed by 
an active layer and a support layer. Gases pass through a 
membrane in two sequential steps: solution and diffusion. 
A simplified process is shown in Figure 12.8. The permeate 

is the fast gas, which has higher permeability and enriches 
the low-pressure side of the membrane. The pressure dif-
ference between the permeate and the residue provides the 
driving force for the diffusion of gas across the membrane. 
The membrane performance is much more dependent on 
the feed to permeate the pressure ratio rather than the 
operating pressure [13,14]. The strength of a membrane 
limits the design of pressure difference. Because hydro-
gen is always recovered as a permeate, there is a tradeoff 
between the hydrogen recovery and the product pressure 
drop. Figure 12.9 illustrates that when the same recovery 
is maintained, increasing the permeate pressure decreases 
hydrogen purity and increases the membrane area—the 
cost of compression is not taken into account.

Unlike PSA, a membrane process cannot remove 
impurities to a very low level; thus, it is not suitable when 
a process requires fine impurity removal. The hydrogen 
purity in the permeate can be low. The hydrogen recovery 
increases whereas the product purity drops, as shown in 
Figure 12.10. A typical membrane design with condensate 
protection is shown in Figure 12.11.

The performance of a membrane system can be 
improved by a multistage design. Spillman [14] reviewed 
the performance principles of gas membrane separation 
and demonstrated some commercial applications of mem-
brane separation processes, including hydrogen recovery. 
Through the introduction of designs for single-stage and 
multistage membranes, it is indicated that the membrane 
designs are very much case dependent. The advantages 
of membrane gas separation are low capital cost even at 

figure 12.4—pSa	cycle	sequence	chart.

table 12.5—relative adsorptivity of typical components
nonadsorbed light Intermediate Heavy

h2 O2 CO C3h6

he N2 Ch4 C4h10

ar C2h6 C5+

CO2 h2S

C3h8 Nh3

C2h4 BTX

h2O

Data	from	Miller	and	Stoecker	[13].

figure 12.5—effect	of	tail	gas	pressure	on	pSa	recovery.	Data	
from	Miller	and	Stoecker	[13].
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low gas volumes, ease of operation, low energy consump-
tion, and good space efficiency. Compared with other gas 
separation processes, the many research efforts made for 
new membrane technologies have brought membrane gas 
separation into an increasingly important process for gas 
separation and production.

12.3.3  Cryogenic Separation 
Cryogenic separation is a low temperature process that 
exploits the high relative volatility of hydrogen, compared 
with other gas components, to separate hydrogen. Figure 
12.12 shows the flow diagram for a typical partial conden-
sation process. The feed is cooled in exchanger X-1 to a 
temperature at which most C2+ hydrocarbons condense. 
The two-phase stream is then separated in separator S-1. 
The hydrogen-CH4 vapor from S-1 is sent to exchanger X-2, 
where it is cooled to a temperature low enough to provide 
the required hydrogen product purity. The cooled stream 
enters separator S-2 and the vapor from S-2 becomes the 
hydrogen product after it is warmed in X-1 and X-2. The 
hydrocarbon liquids from S-1 are throttled to a vaporiza-
tion pressure when exchanged against the incoming feed 
stream in exchanger X-1. This stream can be withdrawn 
separately at its highest pressure as a byproduct or mixed 
with the CH4 reject stream at a lower pressure. The CH4-
rich liquid from S-2 is throttled to a pressure at which it 

figure 12.6—effect	of	feed	pressure	levels	on	pSa	system	
recovery.	Data	from	Miller	and	Stoecker	[13].

figure 12.7—effect	of	product	purity	on	pSa	system	hydrogen	
recovery.	Data	from	Miller	and	Stoecker	[13].

figure 12.8—Single-stage	membrane	process.

figure 12.9—hydrogen	vs.	purity	for	membrane	system.	Data	
from	Spillman	[14]

figure 12.10—hydrogen	recovery	vs.	purity	for	membrane	
system.	Data	from	Miller	and	Stoecker	[13].

table 12.6—relative Permeability of typical 
components
High Medium low

h2 C1 C2+

h2O O2 N2

h2S

CO2

AST-MNL58-11-0801-012.indd   294 3/12/13   2:22 PM

 



	 ChapTer	12					n					Hydrogen ManageMent	 295

will boil and provide the necessary temperature difference 
to the feed to S-2. The S-2 temperature sets the hydrogen 
product purity by controlling the amount of CH4 remaining 
in the vapor phase. The separators S-3 and S-4 are used to 
provide the proper distribution of liquid and vapor into the 
multiple passes of the heat exchangers. As shown in the dia-
gram, the refrigeration required by the process is obtained 
by Joule–Thomson expansion of the hydrocarbon. If the 
process itself cannot provide sufficient coolant, external 
refrigeration is required. Therefore, high hydrogen purity 
in feed can dramatically increase operation cost.

Thermodynamically, a cryogenic process has higher 
hydrogen recovery than other purification processes (92–
97 %). The hydrogen purity in the product is controlled by 
equilibrium and has less impact on recovery than that in 
membrane separation. High product purity leads to large 
investment.

The advantage of using cryogenic separation is that 
the process can deal with low feed purity and give high 
hydrogen recovery. However, pretreatment is sometimes 
necessary to remove low boiling impurities such as N2 and 
CO before cryogenic separation as well as the components 
such as CO2, H2O, H2S, and C5+ to an appropriate level to 
avoid freezing. The application is only economically attrac-
tive in large-scale units because of high capital cost. The 

hydrogen recovery cost can be largely reduced if the value 
of hydrocarbon byproducts is considered.

12.3.4  Hybrid Systems
Because different hydrogen purification processes use 
different separation principles, the characteristics of 
one process are distinctive from others. Efficient inte-
gration of those processes can combine the merits and 
achieve competitive purification results. The process 
 characteristics that can be taken into account in the 
hybrid system design are
•	 PSA: Produces high purity product and completely 

removes low boiling point impurities.
•	 Membrane	 separation: High hydrogen recovery with 

high residue pressure.
•	 Cryogenic	 process: High hydrogen recovery with easy 

recovery of hydrocarbon byproducts.
Ratan [15] proposed hybrid system designs by the 

integration of membrane-PSA, cryogenic-membrane, and 
PSA-cryogenic processes and their possible applications 
(Figures 12.13–12.15). Pacalowska et al. [16] analyzed 
the economics and flexibility of a combination of PSA-
cryogenic processes by case studies and concluded that this 
combination has a lower hydrogen production cost after 
accounting for the byproduct value when compared with a 
PSA process alone and a hydrogen plant.

12.4  Hydrogen transPortatIon and 
dIstrIbutIon
For the refining industry, pipelines have been used to trans-
port and distribute hydrogen for more than 50 years, which 
is also the case for gas utility companies (e.g., Air Liquide, 
Air Products and Chemical, Inc., and Praxair) to supply 
hydrogen gas to their customers. The operating pressure for 
hydrogen transportation in pipelines is typically between 1 
and 2 MPa, but pressure up to 10 MPa is also used in some 
cases. Hydrogen pipelines need to be made of nonporous 
materials such as stainless steel to avoid hydrogen leak-
age and brittle material. Therefore, the investment cost for 
hydrogen pipelines of a given diameter is approximately 
twice that of natural gas pipelines [17]. The energy required 
to move hydrogen through a pipeline is on average approxi-
mately 4.6 times higher per unit of energy than for natural 
gas. Therefore, compared with natural gas, hydrogen dis-
tribution facilities are more expensive to build and operate.

figure 12.11—Membrane	process	with	filtration	for	condensate	protection.

figure 12.12—partial	condensation	cryogenic	process.	Data	
from	Miller	and	Stoecker	[13].	
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In theory, hydrogen could also be transported and 
distributed in liquid form. However, the liquefaction of 
 hydrogen is hugely expensive because approximately 
42  % of the energy content of the liquid hydrogen 
would be needed to liquefy hydrogen at –253°C [18]. 
Therefore, oil refineries do not commercially practice 
liquefaction of hydrogen in their internal hydrogen 
distribution.

Because of its extremely low boiling point and low 
molecular weight, storage of hydrogen in whatever form 
(gaseous, liquid, or solid) is expensive. Therefore, refin-
ery hydrogen systems are designed on the basis of supply 
on demand. However, for gas utility companies and the 
future hydrogen economy, hydrogen storage is an impor-
tant subject. Various technologies for hydrogen storage 
are available, such as large-scale underground gas stor-
age, on-board gaseous composite tanks or glass micro-
spheres, on-board liquid storage (pure or with solutions), 
and on-board solid storage with carbon and other high 
surface area materials or various hydrides, etc. Interested 
readers can refer to reference 19 for more information on 
this subject.

12.5  netWork targetIng—tHe Hydrogen 
PIncH concePt
A refinery hydrogen network contains three main ele-
ments: (1) hydrogen producers such as steam and cata-
lytic reformers,  (2) hydrogen consumers such as various 
hydrotreators and hydrocrackers, and (3) hydrogen puri-
fication units such as PSA and membrane and cryogenic 
separation. They are then linked together through neces-
sary piping and compression. An example of a refinery 
hydrogen network is shown in Figure 12.16. To systemati-
cally analyze such a network, Alves [20] proposed a pinch 
approach for targeting the minimum hydrogen utility. 
This work is based on pinch technology and exploits 
an analogy with heat exchanger network synthesis. The 
method identifies sources and sinks of hydrogen, which 
are analogous to hot and cold streams in heat exchanger 
networks. 

12.5.1  Sink and Source Location
A typical hydrogen consumer including a hydrotreating 
reactor and a separator can be simplified as shown in Fig-
ure 12.17. Hydrogen is used to react with liquid hydrocar-

figure 12.13—a	hybrid	system:	Membrane	and	pSa	system.

figure 12.14—a	hybrid	system:	Membrane	and	cryogenic	separation.
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bons. The partial pressure in the reactor is a very important 
parameter in the reaction. In this part of the work, the 
partial pressure of hydrogen is assumed to be constant, as 
well as other parameters such as operating temperature, 
reactor feedstock, products, etc. Under these assumptions, 
constant flow rate and hydrogen purity is imposed on the 
reactor gas inlet stream. Therefore, if the operating condi-
tion does not change, the inlet of the reactor and the outlet 
of the separator will be fixed. Thus, the mixture of the 
make-up hydrogen and the recycle is defined as the sink, 
and the mixture of the purge and the recycle is defined as 
the source (Figure 12.17). 

12.5.2  Hydrogen Composite Curve and 
Hydrogen Surplus Curve
The mass balance of each sink and source in a hydrogen 
distribution network can be conveniently represented in 
a two-dimensional plot with the flow rate of total gas on 
the horizontal axis and the purity on the vertical axis. 
Plotting the hydrogen demand profile and the hydro-
gen supply profile gives the hydrogen composite curves 
(Figure 12.18). This purity profile contains the hydrogen 
sinks and sources ordered by decreasing purity. Sepa-
rately the sink and the source curves start at zero flow 
rate and continue until the lowest purity is represented. 
Where the hydrogen  supply curve is above the hydro-
gen demand curve, the area between the two profiles is 
marked as surplus (+), which means the sources provide 
more hydrogen than required by the sinks. If the hydro-
gen supply is below the hydrogen demand curve, the area 
between the two profiles is marked as deficit (–), which 
means sources do not provide enough hydrogen to the 
sinks [21].

The hydrogen composite curves can be divided into 
different regions with alternating surplus and deficit of 
hydrogen. Calculating these surpluses and deficits (area) 
of hydrogen and plotting them against the purity level 
constructs the hydrogen surplus diagram, as illustrated in 
Figure 12.19 [21].

One of the necessary conditions for a feasible network 
is that there is no negative hydrogen surplus anywhere 
in the hydrogen surplus diagram, because if this is the 
case, the sources cannot provide enough hydrogen to the 
sinks. For an existing network, parts of the surplus curve 
are always positive. The hydrogen utility can be reduced 
through moving the curve toward the vertical axis until 
a vertical segment between the purity of the sink and the 
source touches the zero axes (Figure 12.20). The purity at 
which this occurs is defined as the “hydrogen pinch” and 
is the theoretical bottleneck on how much hydrogen can 
be used from the sources to the sinks. The hydrogen utility 
flow rate that results in a pinch is the minimum target and 
is determined before any network design [21].

12.5.3  Purity Tradeoff and Purification Analysis
Hydrogen pinch analysis is useful not only to determine 
the target of minimum hydrogen consumption but also 
to carry out the analysis of purity tradeoff and placement 
of purification units [21]. One of the aspects is to reduce 
hydrogen utility flow rate by increasing the purity of one 

figure 12.16—a	refinery	hydrogen	network	flow	diagram.

figure 12.15—a	hybrid	system:	Cryogenic	and	pSa	processes.
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or more sources. It takes advantage of the fact that if two 
streams have the same flow rate of hydrogen, the one 
with higher purity will provide the hydrogen system with 
more hydrogen surplus. The resulting effect on the hydro-
gen surplus curve is shown in Figure 12.21. The initially 
pinched system (dotted line) becomes unconstrained (solid 
line) with an increase in the utility purity. The additional 
hydrogen surplus thus created can be used to reduce the 
hydrogen utility, resulting in a lower target. This gives 
an option for debottlenecking the hydrogen distribution 
system. 

The purification of hydrogen sources can also be ana-
lyzed. The installation of a hydrogen purification unit adds 
one more sink and two sources to the hydrogen distribu-
tion system. The sink is the feedstock to purification. The 
sources are the purified product stream and the residue 
stream. The introduction of a new purification unit usually 
affects the entire hydrogen system even if the unit is captive 
to an individual consumer process. The savings generated 
by the purification unit are assessed in the steps of placing 
the purification unit inside of the network, applying the 
pinch method to find a new target. The multiple purifica-
tion options can be evaluated one by one. 

There are three possible placements for a purification 
unit in the hydrogen surplus curve: (1) above the pinch, 
(2) across the pinch, or (3) below the pinch. The general 
conclusions are then made to quantify different purifica-

tion scenarios. It is found that purification across the pinch 
can reduce the requirement of the utility; at the same time, 
because the hydrogen loss happens below the pinch, the 
utility flow rate will not be affected. The consequences of 
different placements are shown in Figure 12.22 [21].

12.5.4  Summary of Hydrogen Pinch Analysis
Hydrogen pinch is a graphical approach to find the mini-
mum hydrogen utility in distribution networks. It can 
provide insights to hydrogen distribution and is easy to 
develop. It is particularly useful to identify the scope of a 
potential improvement in an existing hydrogen network 
before spending a significant amount of time and capital 
for detailed engineering design. However, it also has some 
drawbacks.

One of the major limitations with the method is that 
the targets are set based only on the flow rate and purity 
requirements. The targeting method assumes that any 
streams containing hydrogen can be sent to any consumer, 
regardless of the stream pressure. In reality, a source can 
only feed a sink if it is in a sufficient pressure level. Sig-
nificant investment in compression equipment might be 
required to achieve the target. Thus, the targets generated 
may be too optimistic in a real design. 

In addition, the analysis of the placement of purifica-
tion units is processed on the basis of arbitrary selection 
through hydrogen pinch analysis and can give a theoretical 

figure 12.17—Simplified	diagram	of	a	hydrogen	consumer	showing	source	and	sink	locations.

figure 12.18—hydrogen	composite	curve.
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target before design. However, because the purification is 
also an important design option subject to practical con-
straints, this target is not sufficient to be the guide for the 
overall optimal design or debottlenecking. Therefore, a 
more comprehensive and detailed approach is necessary for 
the hydrogen distribution network design, which can also 
deal with the objective function of the minimum total cost 
of the network instead of the minimum hydrogen utility.

12.5.5  Detailed Hydrogen Network 
Optimization and Design
There are four major issues for advanced hydrogen network 
management:
1. Systematically taking into account practical con-

straints, such as pressure matching, compression, pip-
ing, capital and operating cost, etc.

2. Trading off various purification options.
3. Properly integrating a hydrogen plant with a hydrogen 

network.

4. Accuracy and feasibility of hydrogen network design.
Methods have been developed to address all four issues 

above, mainly based on advanced mathematical program-
ming algorithms.

12.5.6  Hydrogen Network Optimization with 
Pressure Consideration
Hallale and Liu [22] developed an automated design 
approach for hydrogen network management to account 
for practical constraints. The method is based on the opti-
mization of a reducible superstructure (Figure 12.23). In 
this approach, the pressure constraints are included in the 
design. Multiple constraints can be incorporated to achieve 
optimal realistic designs. To find the realistic design solu-
tion, the objective function is to minimize the total cost 
instead of only minimizing the hydrogen utility. Capital and 
operating costs are taken into account by modelling exist-
ing and new compressors, purifiers, and piping changes. 
Hydrogen cost is weighed by the price of hydrogen utility 

figure 12.19—hydrogen	surplus	diagram.

figure 12.20—Targeting	the	minimum	utility	by	varying	the	hydrogen	utility	flow	rate	until	a	pinch	is	formed.
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in the design. Retrofit options (e.g., additional purification, 
compression, and piping changes) are decided automati-
cally through optimization.

12.5.7  Purifier Selection and Integration 
Strategy 
Liu and Zhang [23] further extended the automated design 
approach to integrate hydrogen purification processes 
in hydrogen networks. A methodology was proposed to 
select the appropriate purifiers from PSA processes and 
membrane or hybrid systems for recovering hydrogen 
from refinery off-gases. Through the understanding of the 
tradeoffs among hydrogen savings, compression costs, and 
capital investment, a superstructure similar to the one 
in Figure 12.23 was built to include possible purification 
scenarios.  The shortcut models for different purification 
units were developed. The recovery rate of purifiers was 
also modelled to optimize process parameters. This method 
achieved the optimal design for overall hydrogen networks 
at a conceptual level.

12.6  IntegratIon of Hydrogen Plant 
A hydrogen plant not only supplies hydrogen to hydrogen 
consumers through a hydrogen network, but it also can 
take off-gas from hydroprocessors and purification units 

as a feed. Therefore, such interactions need to be properly 
exploited. Liu [24] developed a method to integrate hydro-
gen generation into hydrogen networks. The hydrogen 
plant is modelled by correlating process data from com-
prehensive process simulation. The hydrogen plant model 
covers a wide feed range from natural gas and refinery off-
gas hydrocarbons to light naphtha. A superstructure (Fig-
ure 12.24) is then developed to account for the integration 
of hydrogen plants and purifier operations. The refinery 
off-gases are evaluated as the possible feed to hydrogen 
plants and purification units. The tail gas streams from 
purification units are considered as candidate feedstock to 
hydrogen plants or being sent to a fuel system after neces-
sary compression.

12.6.1  Detailed Simulation to Ensure Accuracy 
and Feasibility
For the above hydrogen pinch analysis and mathematical 
programming methods, there is one major assumption: 
Refinery gases are treated as a binary mixture of hydrogen 
and CH4 by combining all of the impurities of hydrogen-
containing gas streams as CH4. This assumption can lead to 
infeasibility in the network after optimization because the 
hydrogen management technology is not able to capture the 
change in some importance performance parameters (e.g., 

figure 12.21—effect	of	utility	purity	increment	on	a	hydrogen	surplus	curve.

figure 12.22—evaluate	purification	scenario	using	a	hydrogen	surplus	curve.
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hydrogen partial pressure, hydrogen-to-oil ratio, sulfur con-
tent, etc.) of hydrogen consumers because of changes in the 
impurity compositions of make-up streams. To obtain accu-
rate solutions, there is a need for having a multicomponent 
methodology to represent hydrogen streams in hydrogen 
network management instead of lumping all impurities as 
CH4 and treating hydrogen streams as a binary mixture of 
hydrogen and CH4.

To take into account impurities, an integrated approach 
was developed by Zhang et al. [25]. A flash routine to calcu-

late vapor-liquid equilibrium is required, together with the 
composition information of the vapor and liquid streams. 
Therefore, a new and more detailed consumer model can 
be built as shown in Figure 12.25. The simulation of indi-
vidual units is still based on the assumption that there is 
no change in reaction by minimizing the change of the 
hydrogen-to-oil ratio and hydrogen partial pressure caused 
by the change in impurity composition. A whole hydrogen 
network can then be set up in a simulator for feasibility 
check using the extended hydrogen consumer model.

figure 12.23—an	example	of	reducible	superstructure.

figure 12.24—Superstructure—covering	possible	operating	schemes.
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12.6.2  The Overall Methodology for Refinery 
Hydrogen Management
The advanced hydrogen management [25] follows the 
principles of the overall framework shown in Figure 12.26. 
Although the detailed simulation can also be supported 
with commercial simulation packages, the hydrogen pinch 
analysis is based on the graphical approach, and the auto-
mated design is performed using advanced mathematical 
programming methods (nonlinear programming and mixed 
integer linear programming).

12.7  conclusIons
Hydrogen supply has become one of the focal points in 
many refinery operations because of recent developments 
in environmental and fuel legislation. Therefore, it is impor-
tant to raise the awareness of advanced techniques for 
hydrogen network management. The technology developed 
for refinery hydrogen management has been successfully 
applied in the refining industry. It not only helps in reduc-
ing hydrogen consumption, but it also keeps capital costs 
low in debottlenecking projects by identifying the most 
cost-effective revamping options through simple hydrogen 
pinch analysis for targeting and comprehensive mathemati-
cal programming methods for detailed solutions.

Although these approaches have been proven success-
ful by many industrial projects, it needs to be pointed out 
that there is no general answer for hydrogen problems for 

all refiners. Each refinery has its particular process avail-
ability and constraints and maintains its own operating 
scheme. In today’s business climate, the favorite solution 
is to increase saving and maximize effectiveness of invest-
ment. However, the intelligent applications developed from 
the approach discussed here can aid refiners in finding 
their optimal tailored solutions.
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NomeNclature
Symbols
A	 Absorption factor defined in Eq 13.42, dimensionless
A Surface area for heat transfer
Ac	 Column cross sectional area, m2

AX Cross sectional area
B	 Rate of bottom product, mol/h
Cp Specific heat capacity at constant pressure
Cv Specific heat capacity at constant volume
D	 Rate of distillate product, mol/h
D	 Diameter of a separator
dc Column diameter
dp Packing particle diameter
EM	 	Murphree efficiency in a distillation column 

defined in Eq 13.26, dimensionless
Eo	 	Overall column efficiency defined in Eq 13.15, 

dimensionless
Ei	 	Recovery factor for component i in a gas absorp-

tion column defined in Eq 13.43, dimensionless
F	 Amount of feed, moles (rate in mol/h)
F	 LMTD correction factor
FT	 	Probability density function (PDF) for boiling 

point T (in Eqs 13.5 through 13.7)
g	 Gravitational acceleration (9.80655 m/s²)
GOR Gas-to-oil ratio (scf/bbl)
H Enthalpy (J/kg)
h	 Column height used in Eqs 13.30 and 13.36
h	 	Local heat transfer coefficient (W/m²·K) used in 

Eqs 13.70 and 13.72
h	 Head of fluid used in Eqs 13.135 and 13.136
K Souders-Brown factor, used in Eq 13.95
Ki	 	Equilibrium ratio in vapor-liquid equilibria (Ki = 

yi /xi), dimensionless
k	 Thermal conductivity
L	 	Amount of liquid or reflux (for distillation col-

umn), moles (or rate in mol/h)
L	 Length of a separator vessel, tangent to tangent
m Mass fraction of a component
ML	 Molecular weight of liquid mixture
MW	 Molecular weight
N  Number of actual or theoretical plates or equilib-

rium stages in a column
N Number of moles
N Speed, rpm
NSS Suction-specific speed
n	 Polytropic exponent
Nu	 Nusselt number, dimensionless

P Pressure or partial pressure
Pr	 Prandtl number
R	 	Reflux ratio (= L/D for distillation column), dimen-

sionless
R	 	Hot fluid to cold fluid temperature change ratio, 

Eq 13.55
r Radius
r Pressure ratio
RD	 Fouling resistance for heat transfer
Ro	  Universal gas constant (8.3144 kJ/kmol·K, 1.9859 

Btu/lbmole·°R)
Ra	 Rayleigh number
Re	 Reynolds number
q  Heating rate for reboiler or condenser in a distilla-

tion column
Q	 Heat transfer rate (MW, Btu/h)
Q	 Volumetric flow (m³/h, usgpm, acfm)
S	 Stripping factor, dimensionless
SG	 Specific gravity
T	 Temperature
TH Time, hold-up volume
TS Time, surge volume
t	 Temperature, air
u Velocity
U	 Overall heat transfer coefficient
V	 Amount of vapor (or gas), moles (rate in mol/h)
V	 Volume
TF	 Feed temperature, K
ΔTLMTD  Log mean temperature difference, defined in Eq 

13.51
W	 Power (work)
x	 	Mole fraction of light component in liquid phase, 

dimensionless
y	 	Mole fraction of light component in vapor phase, 

dimensionless
Z Compressibility factor

Greek Letters
αAB  Relative volatility of component A to B, dimen-

sionless
αAB  Relative volatility of light key to heavy key in 

multicomponent distillation
Δ Difference between two values of a parameter
θ A dimensionless parameter defined in Eq 13.21
Θ Time, settling or rising
γ Ratio of specific heats, Cp/Cv

ε	 Void fraction, used in Eq 13.111

13
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η Efficiency
ψ A dimensionless parameter defined in Eq 13.22
μ Dynamic viscosity
ν	 Kinematic viscosity
π	 Ratio of the circumference of a circle to its diameter
ρ Density

Superscript
L Value of a quantity for a liquid phase 

Subscripts
A,	B  Value of a quantity for component A in a binary 

mixture of A and B (A being the light component)
a	 Air
avg Average value of a quantity
B  Value of a quantity for the bottom product of a 

distillation column
boot Boot of a horizontal separator
bp  Bubble point for a mixture (equivalent to boiling 

point)
C Condenser for a distillation column
C Continuous phase
CMTD Corrected mean temperature difference
D  Value of a quantity for the distillate (overhead) 

product of a distillation column
DP Dewpoint
E Enriching section of a distillation column 
eff Effective
F Value of a quantity for the feed 
f Fluid (in Eq 13.70)
f	 Frictional (in Eq 13.128)
G	 Greater, as in Eq 13.52
HK  Heavy key component in multicomponent distil-

lation
LK Light key component in multicomponent distillation
LMTD Log mean temperature difference
L	or	l Liquid phase
i	 Inside of tube 
i Value of a quantity for component “i” in a mixture
min	 Minimum
max Maximum
mix Mixture
m	 Atomizing medium
O	 Outside of tube
o Initial value before a process begins
min Minimum
P Particle in dispersed phase
R Reboiler for a distillation column
r Radiant section
s	 Superficial or per stage or stack
sat Saturation condition
src Source
T Terminal
th Theoretical value
V Vapor phase
vap Vapor, as in vapor pressure
w	 Wall condition
20 Values of property at 20°C

Acronyms
API American Petroleum Institute
ASTM American Society for Testing and Materials
GPSA Gas Processors and Suppliers Association

HETP Height equivalent to a theoretical plate
HLL High liquid level
HILL High interface liquid level
HVGO Heavy vacuum gas oil
LHV Lower (net) heating value
LHSV Liquid hourly space velocity
LLL Low liquid level
MOP Maximum operating pressure
NLL Normal liquid level
NPSH Net positive suction head
SG Specific gravity
SI System International of Units
TEMA Tubular Exchanger Manufacturers Association

13.1 iNtroDuctioN
Petroleum refining and natural gas processing are complex 
industries composed of hundreds of various equipments 
and units. The major units involved in these industries may 
be categorized as separation, conversion, finishing, and sup-
port units. This chapter focuses on the design aspects of 
separation units, including desalting, distillation, absorption, 
extraction, and heat-transfer equipment such as fired heat-
ers, heat exchangers or coolers, and pumps and compres-
sors. In addition, design aspects of two- and three-phase 
separation units are also discussed in this chapter. Some 
design and operational aspects of conversion processes, 
natural gas processing, and control units are presented in 
chapters that cover these topics (see Chapters 5–12, 14–22, 
and 25–31). However, the units discussed in this chapter are 
used in various plants throughout refinery and natural gas 
processing industries.

13.2 cruDe oil DeSaltiNg uNitS
Crude oil delivered to a refinery often contains small 
amounts of produced water, usually less than 1 vol %. 
Produced, or connate, water usually contains some quantity 
of dissolved ionic salts. Chlorides of sodium, magnesium, 
and calcium are the most common salts present in crude 
oils; other salts may be present depending on the geology of 
the reservoir from which the petroleum was sourced.

Removal of the salts from the crude oil is important 
because these salts can cause corrosion and fouling of units 
throughout the refinery. Hydrolysis of MgCl2 and CaCl2 in 
the presence of steam in the crude and vacuum distillation 
units will produce hydrogen chloride gas, which is a strong 
acid in the aqueous phase. Such strong acid condensation 
in the overhead systems of distillation columns can result 
in very severe corrosion. Sodium chloride tends not to 
hydrolyze and ends up in the bottoms products of the distil-
lation process. High levels of sodium and calcium salts in 
the heavy products can promote fouling of furnace tubes in 
vacuum units, visbreakers, and delayed coking units. For 
these reasons, removal of these species from the feed oil is 
desired.

The inlet crude oil is mixed with clean wash water, which 
is usually steam condensate or the overhead water from 
the atmospheric and vacuum distillation units or perhaps 
phenolic sour water sourced from cokers or fluid catalytic 
cracking (FCC) units. The oil and water are mixed thor-
oughly via a static mixer and a special mix valve, which 
is usually specified by the desalter supplier. The mix valve 
usually will have a pressure drop of 70–200 kPa to ensure 
sufficient shear to mix the clean water with the connate water, 
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diluting the salt in the water phase. The selection and tuning 
of this pressure drop is very important to the performance 
of the desalter. Too little shear will result in ineffective salt 
removal whereas too much will result in overly stable emul-
sions and rag formation.

The mixture is injected into the center of the vessel 
between two horizontal electrically charged grids. The elec-
trical potential between the grids is usually in excess of 
1000 V and is highly dependent on the electrical conductivity 
of the crude oil. The electric potential is an alternating 
current, and modern designs often use high frequencies 
(i.e., many multiples of the normal 50/60-Hz power supply). 
The purpose of the alternating electric potential is to vibrate 
the water droplets in the oil, causing them to contact each 
other and coalesce into droplets large enough to settle out 
of the hydrocarbon phase by gravity.

A schematic of an electrostatic desalter is shown in 
Figure 13.1, and a simplified flow diagram of a two-stage 
electrostatic desalter is shown in Figure 13.2.

Salt content in crude oils is usually quoted in units or 
pounds per thousand barrels (ptb) or parts per million by 
weight (ppmw). The conversion between the two can be 
calculated via

 ppmw
ptb

SGoil

= ⋅2.853
 (13.1)

for crude oils with small water contents. For larger water 
cuts, such as in production facilities, this needs to be adjusted 
to account for the volume and density of the connate water.

Predicting the performance of a one- or two-stage 
desalter can be modeled using a simple mass balance that 
depends on an empirical factor called the contact efficiency. 
The contact efficiency can be determined from pilot studies 
or evaluation of an operating unit. The authors’ experience 
shows that contact efficiencies range from approximately 
80 % for light crudes (>40° API) to as low as 25 % for very 
heavy, viscous crudes (<20° API). Because of this, wash 

figure 13.1—electrostatic	desalter	schematic.

figure 13.2—Desalting	process	flow	diagram.
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water rates for light crudes can be as low as 3–5 % while 
achieving reasonable salt removal whereas heavy crudes 
may need up to 12 % wash water volume.

For a two-stage desalter, the performance can be esti-
mated using the following equations. The equations are 
based on the mass balance diagram in Figure 13.3.

In the above figure, T is the volumetric flow of clean 
oil, Wx	signifies the volumetric flow of water per 1000 bbl 
of crude, xx is the water content (vol %) of the oil, and Sx is 
the salt content per volume of water (lb/bbl). The term WxSx 
therefore indicates the salt content of the oil in pounds per 
thousand barrels.

The water content of each stream in volume percent is 
related to the volumetric flow per thousand barrels by

 W
x

xx
x

x

= ⋅
−

1000
1( )

 (13.2)

First, we calculate the water recycle rate based on the 
expected dehydration performance of each stage:

 W W W WR B D C= + −  (13.3)

Next, we calculate the water rates after the mixers:

 
W W EW

W W E W
M R

N D

= +
= +

0 1

2 2

 (13.4)

Next, we calculate the salt content of the recycle stream:

 W S
WW S W W W W S W E W

W W WER R
N M D D N

M N

= − + −
+
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 (13.5)

The salt content out of the first stage is determined via

 S
W S E W S

W
R R

M
1

0 0 1= +
 (13.6)

Finally, the salt content from the second stage can be found:

 S
WS W S W S

W
D D R R

2
1 1

2

= + −
 (13.7)

The derivation of these equations can be found in reference 
[1], as can further discussion of desalter mass balances and 
operation. One can rearrange the equations to solve for 
wash water rates (WD), or one can use this method and iter-
ate until the desired result is achieved.

The question of whether a single-stage or two-stage 
desalter arrangement is required depends on several factors, 

including the salt content, water content, and oil properties. 
A general rule of thumb is that reduction of the salt content 
to a level of 10 ptb (pounds per thousand barrels) can usually 
be achieved in a single stage. Reducing the level to a value 
closer to 1 ptb will require a second stage [2].

13.2.1  Fluid Properties
The density and viscosity of the inlet crude oil blend are the 
primary considerations of a desalter because these govern 
the separation of the oil and water phases in the vessel 
itself. To improve the difference between the oil and water 
phases, it is desirable to operate the desalter at as high of 
a temperature as possible. However, there are constraints 
that must be considered.
• The operating pressure must be greater than the vapor 

pressure of the crude oil feed at the desalter tempera-
ture because the desalter cannot operate with a vapor 
phase. Some suppliers do offer units that can handle 
small levels of vapor generation, but this is not recom-
mended for most services.

• The seals around the electrical connections into the 
vessel are generally limited to a maximum operating 
temperature not greater than 149°C (300°F).

• Some high-fidelity-level instruments are limited to 
operating temperatures not greater than 130°C (266°F). 
It may be possible to mitigate this issue with cooling 
jackets to isolate the detector from the high-temperature 
process fluid.
Some very heavy crude oils (>940 kg/m³; <19° API) may 

need to be diluted with a light cutter stock such as naphtha 
or kerosene to improve the density and viscosity to improve 
the oil/water separation. Because the hydrocarbon phase is 
the more viscous, the separation of water droplets from the 
oil will govern the size of the desalter vessel. The selection 
of the cutter stock should be made carefully to ensure that 
no asphaltenes are precipitated.

To determine if a crude blend will be challenging 
to separate, a drag calculation can be performed. This 
requires iteration of the vessel sizing and drag calculations 
(q.v., Section 13.7) to determine what size particles can be 
separated with respect to relative superficial velocities of 
the hydrocarbon and aqueous phases. If the water droplet 
size required to overcome the drag forces is larger than 
500 μm, then separation will be challenging without very 
long residence times. There are usually two reasons this 
could be occurring. If the density of the oil and water are 
too similar, then there is not sufficient driving force for 
the separation. The other possibility is that the viscosity 
of the oil phase is too high, which restricts the movement of 
the water droplets. Either requires a change in operating 

figure 13.3—two-stage	desalter	material	balance.
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temperature, dilution with cutter stock, or a different crude 
blend to improve the separation.

13.2.2  Emulsion Stability
Emulsion stability is usually affected by the presence of small 
solid particles in the oil or the presence of polar species in 
the petroleum, both of which will accumulate at the oil/water 
interface of droplets. These can prevent the water or oil drop-
lets from coalescing, thus inhibiting the separation process.

Solid particles commonly found in crude oils can be 
asphaltenes, which may precipitate because of incompat-
ibilities between crudes in the blend, and mineral solids 
such as fine clays. Crudes should be rigorously tested for 
compatibility to prevent asphaltene precipitation in 
the preheat train, which can foul exchangers and inhibit 
desalter performance.

Polar molecules can be any heteroatom containing 
molecules present in the oil, with oxygenates being the most 
surface active. Crudes with high naphthenic acid contents 
or containing lighter aliphatic acids may act as surfactants. 
Crudes with high calcium naphthenate content (e.g., Doba) 
are known to be particularly difficult to desalt because of 
emulsion stability issues in the desalter and brine treatment 
processes.

Chemicals are often added to the desalter fluids to assist 
in emulsion breaking and optimizing shear in the mixing 
valve, which is critical in reducing emulsion formation. 
Recent investigations in some high naphthenic acid heavy 
oils indicate that reduction in pH of the washing water can 
promote oil/water separation [2].

13.2.3  Hydrocarbon Conductivity
Some crude oil blends may have high conductivities, 
particularly those with high oxygen contents in the form of 
naphthenic and aliphatic acids. In some cases, two crudes 
that individually have low conductivity may have increased 
conductivity when they are blended; some have theorized 
that this is due to the lighter crude improving the “mobility” 
of polar species in the heavier crude, although this has not 
been substantiated in the literature.

High conductivity results in electrical current flowing 
through the hydrocarbon phase between the electrodes 
in the desalter. To maintain a high potential between the 
grids, a large current can flow, resulting in very high power 
requirements compared with a desalter operating in a low-
conductivity crude. High conductivity can also result in 
“arcing” or “shorting” of the grids, resulting in a trip of the 
electrical supply, essentially shutting down the desalter.

13.2.4  Solids Content and Mud Wash
If the crude charge to the refinery is expected to have a high 
BS&W, particularly with an identified risk for high solids 
content, the desalter should be provided with mud wash 
connections and a mud wash pump. The desalter circulation 
pumps can be diverted for this purpose, but the ideal con-
figuration has a dedicated mud wash pump.

The mud wash pump takes water from the last-stage 
desalter vessel or a clean water source and pumps it into the 
bottom of the vessel through a series of directional nozzles. 
This should be done in sequence from one end of the vessel 
to the other, washing the accumulated solids from the 
bottom of the vessel. The fluid velocity from the nozzles 
should be sufficient to entrain 1-mm sand particles. Water 
should simultaneously be withdrawn from the vessel, 

removing the entrained solids. This water stream should 
be quenched or cooled before routing to a tank or pond or 
centrifuged for solids removal.

13.2.5  Rag Formation
In many desalters, a layer of stable oil/water emulsion will 
accumulate over time between the oil and water phases. This 
rag layer can result intermittently from loss of chemical 
additives or changes in crude charge, or it can be due to 
continuous buildup as a result of fundamental properties 
of the crude oil. The rag layer is either a water continuous 
layer containing oil droplets or vice versa. Additionally, the 
droplets contained in the primary continuous phase may in 
turn contain an emulsion of the other phase. This makes 
the rag layer particularly difficult to treat chemically.

Because of the high water content of the rag layer, it 
has a very high electrical conductivity—essentially that of 
the desalter brine. If the rag layer builds up such that it 
contacts the electrical grids, it will short-circuit the system, 
resulting in a trip. Therefore, it is necessary to withdraw the 
rag layer from the desalter for treatment.

The rag layer draw is done simply through the use of 
nozzles between the grids. The rag should be drawn slowly, 
limiting the change at an interface level to less than 5 cm/
min to prevent shorting of the grids. The rag can then be 
quenched or cooled before routing to a tank for treatment.

Determination of the rag layer thickness in the 
desalter is a challenging issue. It usually cannot be seen 
in a visual level gage glass, and the minimal density dif-
ference between the rag and water phase makes interface 
floats unreliable. This was traditionally performed by 
taking samples from various elevations of the vessel to 
determine the location of the interfaces. Modern capaci-
tance probes can provide some guidance, but again the 
difference between the rag layer and brine can be difficult 
to see. Additionally, heavy, high-viscosity crudes can coat 
the probes, limiting their usefulness. Newer gamma-ray 
devices can provide very detailed information about rag 
distribution in the vessel.

13.2.6  Rag Processing
The rag layer drawn from a desalter can be difficult to process 
to recover clean oil and clean water. Chemical treatment and 
settling time in tanks can be effective in some circumstances. 
Flotation cells have shown some effectiveness for rag treat-
ment, although for very heavy crudes this is unlikely to be 
effective because of the limited density difference of oil and 
water. Centrifuges can be very effective for separation of the 
rag layer, although high mineral content could result in high 
maintenance costs. Pilot testing of rag separation technolo-
gies is recommended.

13.3 DeSigN of DiStillatioN columNS
The distillation column was introduced in Section 5.5 of 
Chapter 5. In this section, we present design calculations 
for tray and packed columns for binary and multicompo-
nent systems. Because distillation is based on the relative 
volatility of compounds and principles of vapor-liquid equi-
librium (VLE) in the mixture, we begin this section with the 
generation of VLE data. Then we discuss fundamental design 
calculations for batch, flash, and continuous column distil-
lation units. Details of design approaches and related 
developments are given in various available sources [3–6], 
and the most widely used methods that may be applicable 
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to the petroleum industries are presented in this chapter. In 
general, design equations for all separation equipment (i.e., 
distillation, absorption, extraction, etc.) are based on two 
equations: material balance and phase equilibrium. Simul-
taneous solution of these equations leads to general design 
equations for these separation units.

13.3.1  VLE Data
Distillation is based on the separation of compounds 
through vaporization in which lighter (more volatile) compo-
nents tend to vaporize at lower temperature in comparison 
with heavier (higher boiling point) compounds. Separation 
of compounds continues until the vapor and liquid phases 
in contact with each other reach an equilibrium state. 
Consider a multicomponent system under the condition 
of temperature T and pressure P at which vapor and liquid 
phases may coexist together at equilibrium. If the mole frac-
tion of component i in the liquid is shown by xi	and in the 
vapor phase by yi, then the equilibrium ratio (Ki) is defined as

 Ki
i

i

y
x

=  (13.8)

Ki is a dimensionless parameter that depends on T, P, and 
the composition of both phases. The simplest form of Ki 
is obtained through Raoult’s law, which gives Ki = Pi

vap/P, in 
which Pi

vap is the vapor pressure of component i at tempera-
ture T. Raoult’s law is valid when the liquid is an ideal 
solution and the vapor phase is assumed to be an ideal gas 
such as benzene-toluene system under atmospheric pressure. 
Calculation of vapor pressure or Ki values for various systems 
of hydrocarbons as well as nonhydrocarbons is discussed 
in full detail in ASTM Manual 50 [7]. Examples of a nonideal 
system are ethanol-water or acetone-chloroform, in which 
they may exhibit azeotrope behavior. As pressure changes, 
so do the equilibrium curves and the boiling point diagram. 
In general, with an increase in pressure the equilibrium 
curves get closer to the diagonal and make separation by 
distillation more difficult. Knowledge of Ki values or the 
equilibrium curve is the first step in the design or operation 
of any type of distillation unit.

Equilibrium data may also be presented in terms of the 
relative volatility of A to B, αAB. defined as the ratio of equi-
librium ratios: αAB = KA/KB. At a given pressure, values of 
αAB vary with temperature and decrease with an increase in 
temperature. For a binary system of A and B, the equilibrium 
relation can be expressed in the following form in terms of 
an average value of αAB:

 y
x

xA
AB A

AB A

=
+ −

α
α1 1( )

 (13.9)

For systems that follow Raoult’s law, the relative volatility 
can be calculated from vapor pressure data: αAB = PA

vap/PB
vap. 

As αAB increases, the equilibrium curve gets farther from the 
diagonal line and separation by distillation becomes easier.

13.3.2  Flash Distillation
Flash distillation is the simplest form of distillation and is 
performed in a unit called a flash separator. The feed enters 
the separator at higher temperature (by passing through a 
heater) or at lower pressure (by passing through an expansion 

valve) in which part of the feed is vaporized. The condition 
of T and P in the separator is the key to determining the 
level of separation and the amount of vapor (V	) and liquid 
(L) produced, as shown in Figure 13.4. It is assumed that 
the produced vapor and liquid phases are in equilibrium.

For the system shown in Figure 13.4 and for a 
binary mixture, the material balance equation reduces to  
y = (1 − 1/ϕ) x + xF	/ϕ, in which ϕ is the fraction of feed vapor-
ized (ϕ = V/F) and is a number between 0 and 1. With the 
knowledge of the equilibrium relation between the y and x 
parameters, ϕ can be determined. If the feed is a continuous 
mixture such as crude oil, a probability distribution func-
tion (PDF) model can be used to express boiling point (TS) 
distribution of feed, as shown in Figure 13.4. The amount 
of vapor (ϕ) produced and the PDF of products can be 
obtained from the following equations:

 
1

1

−
− +

=
∞

∫ K

K
F dTT

TT
T
F

( )φ φ
�

0  (13.10)
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L
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F  (13.11)
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K
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T
T
F=

− +( )1 φ φ
F  (13.12)

where:
KT	 = equilibrium ratio of a component with boiling point 
T,	and
F = PDF for boiling point.

Discussion about use of PDF in development of the 
above equations is given in Chapter 4 of ASTM Manual 
50 [7]. A schematic of a three-stage separator is shown in 
Figure 13.5, where a crude oil pressure is reduced in three 
stages to atmospheric pressure. The details of calculations 
are discussed in Chapter 9 of reference 7. The composition 
of the liquid from the last stage is the same as crude oil 
ready as a feed to a refinery and was given in Chapter 1 
(Table 1.1).

13.3.3  Batch Distillation
The simplest form of batch distillation, also known as 
differential distillation, consists of a heated kettle or boiler 
and a condenser to liquefy generated vapor [3–6]. There is 
no reflux, and once a certain amount of distillate is pro-
duced, the remaining liquid in the vessel can be withdrawn 

1mole

1-φ mole

φ mole

Ts, P

Tb

PD
F

Tb

PD
F

Tb

PD
F Feed

Vapor

Liquid

figure 13.4—Schematic	of	a	single-stage	flash	distillation	unit.

AST-MNL58-11-0801-013.indd   310 3/12/13   2:24 PM

 



	 Chapter	13					n					DeSigN aSPectS of SeParatioN uNitS aND ProceSSiNg equiPmeNt	 311

as a bottom product (rich in heavy compounds). Assume 
a binary liquid mixture of A and B exists in batch flask 
in which the initial amount of liquid is no moles with a 
 composition of xAo	 = nAo/no (mole fraction). At any time 
 during the vaporization process, the number of moles of 
liquid remaining in the vessel is n with composition xA 
and no – n moles of distillate with an average composition of 
yA,avg	= (nAo– nA)/(no– n). The highest separation occurs at an 
initial time when yA,avg	is at its highest value but the amount 
of distillate (product) is insignificant. Through material 
balance and equilibrium relation, we obtain the following 
relation for calculation of xA.

 ln ln
( )
( )

ln
n
n

x
x x

o

AB

A Ao

Ao A

=
−

−
−









 + −1

1
1
1

1
α

x xx
x
Ao

A1−









  (13.13)

Another form of this equation can be derived between 
moles of A and B remaining in the vessel as

 ln ln
n
n n

A

Ao
AB

B

Bo

=








α n  (13.14)

For example, for an initial mixture of 60 moles benzene and 
40 moles toluene distilled in a pot to reduce the benzene 
concentration to 30 mol % at 1 atm pressure, the tempera-
ture changes from approximately 85ºC to 105ºC, at which 
an average value of αAB	calculated from the vapor pressure is 
approximately 2.4. From the above relations, we get n	= 65.5 
moles and xA	= 0.3 whereas the distillate (34.5 moles) has a 
composition of yA,avg	= 0.855. If we had to use one-stage flash 
distillation to produce the same amount of distillate, then the 
composition would be yA	= 0.731. This indicates that batch dis-
tillation has better separation efficiency than flash distillation.

13.3.4  Distillation with Reflux—Binary Systems
The separation of components in a distillation process 
increases with returning a portion of liquid distillate to the 
distillation column, known as reflux, as shown in Figure 13.6. 
Distillation columns are designed with the use of equipment 
to promote contact between vapor and liquid in the column. 
These devices are various types of trays or packing. An 
ideal tray or a theoretical stage is a device at which vapor 
and liquid leaving the stage or tray are in equilibrium and 
the maximal separation of components can be achieved. 
A partial condenser (Figure 13.6) operates as an ideal stage 

whereas a total condenser does not increase purity of the 
distillate. Likewise, the reboiler acts as an ideal tray or 
stage because vapor returning to the column is in equilib-
rium with the bottom product (Figure 13.6).

The reflux ratio is the ratio of the rate of reflux to the 
rate of distillate (R = L/D), and with an increase in reflux the 
quality of product increases. However, as the rate of reflux 
increases, the amount of heat required for the reboiler also 
increases, which causes an increase in the operating cost 
while decreasing the capital cost. The optimal reflux is cho-
sen when the total cost is at a minimum [4]. The operating 
reflux ratio is always greater than the minimum reflux at 
which the number of trays or the column height is infinity. 
The feed divides the column into two parts of enriching 
(above the feed) and stripping (below the feed) sections. 
The basic design of such columns involves the calculation 
of the number of trays and the height and diameter of the 
column. Calculations for determining the number of ideal 
trays (Nth) are available in various sources [3–6].

Selecting the operating conditions of a distillation 
column is a key part of the process. First, the operating 
pressure will fix the VLE data. As stated previously, lower 
operating pressures tend to make separation easier because 
the equilibrium curves are further apart, resulting in higher 
relative volatility. The following considerations should be 
evaluated when selecting the operating conditions of a 
distillation column:
• What condenser cooling medium will be used? The 

column top pressure will be the vapor pressure of the 
overhead product. It can be raised slightly with blanket 
gas or reduced slightly if a subcooling condenser is 
used. For most columns it is typical to set the overhead 
condensing temperature to no less than 10°C above the 
maximum supply temperature of the cooling medium. 
Using air-cooling will result in higher operating pres-
sures than using cooling water. Refrigeration is not 
advisable unless absolutely necessary because of the 
high capital and operating costs.

• At the selected operating pressure, is the bottoms tem-
perature required to boil the bottoms product (or feed 
in the case of a feed furnace heated column) compatible 
with the bottoms product? Could it result in decomposi-
tion via cracking or coking of the fluid? If so, reducing 
the operating pressure and temperature will be neces-
sary either by using a colder condensing medium or 
operating at vacuum using ejectors or vacuum pumps.

Stage 1

P=21.7 bar
T=37.8°C

Stage 2

P=5.2 bar
T=35°C

Stage 3

P=1.01 bar
T=32.2°C

RESERVOIR 
FLUID

P =164.5 bar
T = 118.3°C

LIQUID 1 LIQUID 2

LIQUID 3
(Crude Oil)

GAS 1 GAS 2 GAS 3

figure 13.5—Schematic	of	a	three-stage	separator	in	a	Middle	east	production	field.
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• What heating media are available for reboilers? If 
steam is available at 150°C and 250°C, then it is more 
energy-efficient to use the lower-pressure steam source; 
therefore, avoiding a pressure that results in a reboiler 
temperature of 155°C is advisable.

• Are there external constraints on operating conditions, 
such as major compression requirements (a la deep 
cut natural gas liquids [NGL] plants) that drive higher 
operating pressures? Caution is advised with columns 

that will operate near the cricondenbar because the latent 
heats are very small, the density difference between 
liquid and vapor are small, and relative volatilities are 
small. This is a common design consideration with 
cryogenic demethanizer columns.
The graphical method of McCabe-Thiele is most 

widely used to determine N for binary systems, as shown 
in Figure 13.7 for a benzene-toluene system at atmo-
spheric pressure. The compositions (mole fraction of light 

Enriching 
(Rectifying)

section

1

2

N

Stripping
section

Feed
F (mol/h) 
XF
qF

Reflux
R

Partial
Condenser

Total
Condenser

Distillate
D (mol/h) 
XD
qD

qC1 qC2

qR
Reboiler

Bottoms
B (mol/ h)
XB
qB

figure 13.6—Continuous	distillation	column	with	reflux	for	a	binary	system	with	a	partial	condenser.

figure 13.7—Number	of	theoretical	trays	in	a	distillation	column	according	to	McCabe-thiele	method	for	a	binary	mixture	of	
benzene	and	toluene.
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component) in the feed, distillate, and bottom products 
are shown by xF, xD	, and xB, respectively. In this example, 
the feed enters as saturated liquid with xF	= 0.5, and it is 
desired to have 50 % of feed as distillate with xD	= 0.9 and R	
= 1.43. Composition of distillate and bottom products can 
be determined from material balance. If molar rates (i.e., 
mol/h) of feed, distillate, and bottom products are shown 
by F, D, and B, respectively, then F	= D	+ B and FxF = DxD + 
BxB. From the material balance, the bottom composition is 
xB	= 0.1. The enriching operating line originates from the 
diagonal at xD with a slope of R/(R	+ 1) or an intercept of 
xD/(R	+ 1). This line intersects with the feed line, at which 
it is connected to the intersection of xW with a diagonal. 
The feed line is originated from a diagonal (at xF) with a 
slope of q/(q	− 1), where q is the feed quality and is defined 
as q	= (Hv	− HF)/(Hv	− HL), where HF is the enthalpy of feed 
and (Hv	 −	 HL) is the heat of vaporization for the feed. If 
the feed enters as saturated liquid, then HF	= HL and q	= 1 
whereas if it enters as saturated vapor, then q	= 0. Accord-
ing to Figure 13.7, the number of ideal stages is 8.6, and if 
a total condenser is used, then the number of ideal trays is 
determined by subtracting 1 for the reboiler and we obtain 
Nth = 7.6. Because actual plates are not ideal, the number of 
real plates (N) is greater than 7.6, and that depends on the 
overall efficiency of the column, EO	, as given in Eq 13.15:

 N = N
E

th

O

 (13.15)

In this equation, N	th represents the number of theoretical 
trays not counting the reboiler and partial condenser. 
Calculation of overall efficiencies (EO) will be discussed 
later.

13.3.4.1	 CalCulatioN	of	MiNiMuM	NuMber	of	
trayS
As the reflux increases, the operating line of the enriching 
section approaches diagonal because the slope of the line 
R/(R	+ 1) increases with an increase in the value of R. As 
the operating lines get closer to the diagonal (45º line), the 
number of trays gets smaller and smaller (see Figure 13.6). 
For total reflux that is D	= 0, we have R	= ∞, which cor-
responds to the operating line with a slope of unity. 
Therefore, for the case of minimum plates, both operat-
ing lines lie on the diagonal, and feed composition and 
its quality do not affect the minimum number of trays. For 
cases in which the equilibrium data can be represented by 
an average value of relative volatility (αAB), the minimum 
number of theoretical stages can be calculated analytically 
through the Fenske equation, which was proposed in 1932 
and is shown in Eq 13.16 [4].

 Nmin

ln [ ( ) / ( )]
ln ( )

= − −x x x xD B B D

AB

1 1
α

 (13.16)

To know the minimum number of ideal trays in the column 
excluding the reboiler, Nmin as calculated from the above 
equation should be reduced by 1.

13.3.4.2	 CalCulatioN	of	MiNiMuM	reflux	
ratio
The optimum reflux can be determined by minimizing the 
total cost (operating + fixed capital costs). However, the 
actual and operating reflux is usually expressed in terms of 

the minimum reflux ratio Rmin, at which the number of trays 
is infinity. The operating line in the enriching section at 
Rmin can be drawn from a diagonal at xD to the intersection 
of the q-line of the equilibrium curve. If this line continues, 
then it intersects with the y-axis, at a point that gives the 
value of xD/(Rmin	+ 1) from the y-axis reading.

13.3.5  Distillation of Multicomponent Systems
If the feed to a distillation column has more than two com-
ponents, then the procedure to determine the number of 
trays is somewhat different [3–6]. Separation of a mixture of 
three components (A, B, and C, in which C is the heaviest 
component) by two distillation columns in series is demon-
strated in Figure 13.8, where C is mainly separated in the 
first column and A and B in the second column.

Consider that a mixture of four components, A, B, 
C, and D (ordered from light to heavy as boiling point 
increases or K value decreases), is fed to a distillation 
column with a reflux. The first step is to get the K values for 
all compounds at the operating pressure and temperature 
of the column on the basis of the methods available as given 
in Chapter 6 of ASTM Manual 50 [7]. As the temperature 
in the column varies, the K values may be determined 
at two temperatures: the temperature in the condenser 
(dew point of distillate) and in the reboiler (bubble point 
of bottom product). The second step in solving a multi-
component distillation problem is to identify two key 
components designated as a heavy key (HK) and light key 
(LK), which both appear in appreciable amounts in top 
and bottom products. Then, for all components, relative 
volatility with respect to HK should be determined as αi = 
Ki /KHK, in which we always have αHK	= 1, and for the LK 
αLK = KLK/KHK. Once the values of αLK at the top and bottom 
temperatures of the column (at condenser and reboiler 
temperatures) are determined, the average value of αLK can 
be determined from 

 α α αLK avg top LK bottom, , ,= LK  (13.17)

The Fenske equation (Eq 13.16) can then be used to cal-
culate the minimum number of theoretical stages (at total 
reflux, R	= ∞):

 Nmin
,

ln [( / ) /( / ) ]
ln ( )

= Dx Bx Bx DxD B LK B D HK

LK avgα
 (13.18)

After the initial round of calculations, the composition of top 
and bottom products can be modified using the following 

1 2
FEED

A, B, C

A, B

C

A

B

figure 13.8—Separation	of	a	three-component	mixture	by	two	
distillation	columns.
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relation until no significant changes are observed in the 
composition:
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To calculate the total number of theoretical stages at an 
operating reflux value of R, the method of Underwood can 
be used. In this method, Rmin is calculated from

 R
xi iD

ii
min

( )=
−









 −∑α

α θ
1  (13.20)

in which parameter θ is determined from solving the fol-
lowing relation:
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where q is the feed quantity defined earlier. Once Rmin is 
known, Nth can be determined from the Gilliland correla-
tion using input data of Nmin, the value of R at operating 
conditions, and Rmin. The Gilliland correlation is usually 
expressed in a log-log graphical form, but the following 
relation developed based on the correlation represents 
the original data fairly well and can be used for practical 
purposes [6]:

 
N N

N
th

th

−
+

= − +
+











−min .
.1

1
1 54 4

11 117 2
exp

Ψ
Ψ

Ψ 11
0 5Ψ .

















  (13.22)

where:
Ψ	= (R	– Rmin)/(R	+ 1) and
Rmin is calculated from Eq 13.20.

The value of R is usually given in terms of Rmin (i.e., 
operating reflux is 30–50 % higher than its minimum). 
Finally the feed-plate location is determined from
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 (13.23)

where:
Ne and Ns = number of theoretical stages in the enriching and 
stripping sections, respectively, and xHK,F	= mole fraction of 
the HK component in the feed. 

Other compositions are similarly defined. In Eq 13.23, 
Ne gives the number of theoretical stages above the feed tray 
and Ns does include a reboiler as one theoretical stage or tray. 
Ne and Ns can be determined from simultaneous solution 
of Eq 13.23 with Nth = Ne + Ns, where Nth is calculated from 
Eq 13.22.

As an example, consider the feed to a distillation 
column operating at 4 atm consisting of 100 mol/h of a 
mixture of 40 % n-butane, 25 % n-pentane, 20 % n-hexane, 
and 15 % n-heptane (all in mol %). The feed enters at its 
boiling point and is distilled so that 95 % of the n-pentane 
is recovered in the distillate and 95 % of n-hexane in the 
bottom product. The following should then be calculated: 
(1) the amount and composition of distillate and bottom 
products, (2) Nmin and Rmin, and (3) Nth and the feed-tray 
location at an operating reflux ratio 30 % higher than Rmin. 

To solve this problem, we assume that all butane appears in 
the distillate and all heptane appears in the bottom product. 
Pentane is the LK and hexane is the HK component. From 
material balance calculations, the compositions of distillate 
and bottom products are calculated as given in Figure 13.9.

Top and bottom temperatures are then calculated from 
dew point and bubble point calculations as Ttop = 64ºC and 
Tbottom = 133 ºC. Therefore, the average column temperature 
is 98.5ºC. At this temperature, we obtain αLK,avg = 2.3. Using 
Eq 13.18, we calculate Nmin	 = 7.2 and from Eq 13.20 we 
obtain Rmin= 0.505. At R	= 1.3, Rmin	= 0.657, and from Eqs 
13.22 and 13.23 we get Nth	= 16.8, Ne/Ns = 1.187, and Ne = 9.1 
(feed enters on the 10th tray). Similar calculations can 
be performed by a HYSYS simulator [8] with use of the 
Peng-Robinson equation of state. With this, we obtain 
bottom product B = 35.25 mol/h, xA,B	= 0.00019, xB,B	= 0.03552, 
xC,B	= 0.539, xD,B	= 0.4253, Tbottom = 130.5 ºC, Rmin = 0.485, 
Nmin	= 7.4, Nth	= 17.5, and Ne	= 9.4, which are close to the 
values calculated through the above methods. If the feed 
to the column is a crude oil or an undefined petroleum 
mixture, then a distribution model can be used to represent 
the mixture with several pseudocomponents with known 
composition and characteristic properties as discussed in 
Chapter 4 of ASTM Manual 50 [7].

13.3.6  Energy Requirement for a Distillation 
Column
The main operating cost for a distillation column is the cost 
for the energy required in the reboiler. High-pressure steam is 
typically used in the reboiler to partially vaporize the liquid 
from the bottom of column. The rate of energy required 
is designated by qR (e.g., kJ/h, kW, MMBtu/h) and can be 
determined through overall energy balance around the 
column shown in Figure 13.6. If the enthalpy of feed, distil-
late, and bottom products are shown by hF, hD, and hB 
(i.e., kJ/mol), respectively, and the energy removed from the 
condenser is shown by qC, then the overall energy balance 
gives the following relation for calculation of qR:

 q Dh Bh q hR D B C F= + + − F  (13.24)

hD and hB are enthalpies of saturated liquid as they 
leave condenser and reboiler at the corresponding tem-
peratures. Calculations of the enthalpy of petroleum 
fractions are discussed in Chapter 7 of ASTM Manual 
50 [7]. The mass rate of saturated steam required for 
the reboiler can be calculated from qR/λs, in which λs is 
the latent heat of steam. The amount of energy removed 
from the condenser (e.g., via cooling water), qC, can be 
calculated through an energy balance around the total 
condenser as

 q D R HC D= + −( ) ( )1 1 h  (13.25)

where H1 is the enthalpy of saturated vapor leaving the top 
of the column and entering the condenser (Figure 13.6), 
which has the same composition as distillate product (xD). 
In fact, in the above equation, (H1 – hD) is the latent heat 
of product D in kilojoules per mole. D(R	+ 1) is equivalent 
to V1 or the molar rate of vapor entering the condenser. 
The mass rate of cooling water required depends on the 
decrease in temperature of water (ΔT) and can be calculated 
through water heat capacity as qc/(CpΔT).
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As an example, consider a distillation column operating 
at atmospheric pressure with a feed of 100 moles of equi-
molar mixture of benzene and toluene with xD	= 0.9, xF	= 0.5, 
and xB	= 0.1 as presented in Figure 13.6.

Enthalpies of saturated liquid and vapor for a benzene-
toluene binary system are given in reference 5. On the basis 
of such data, the following expression can be obtained for the 
enthalpy (H) of saturated vapor of a mixture of benzene-
toluene with a mole fraction of benzene as y H	 = 38.45 – 
7.246y	– 0.396y2, where H is in kilojoules per mole. Likewise, 
for a saturated liquid mixture, the following expression well 
represents the data: h	= 5.1 – 8.0816x	+ 2.99x2, where h is 
the liquid enthalpy. At xD

	= 0.9, xF
	= 0.5, and xB

	= 0.1, we get 
H1	= 31.6, hF	= 1.81, hD	= 0.248, and hB	= 4.32 kJ/mol. The 
reference state for the enthalpy values is saturated liquid 
benzene (xD	= 1) at 1 atm in which enthalpy is considered 
as zero. From Eq 13.25 with R	= 1.43 and D	= 50 mol/h, 
qC	= 3809 kJ/h (1.06 kW) and from Eq 13.24 we get qR	= 
3856 kJ/h (1.07 kW).

The heat input to the reboiler (qR) and the heat removal 
(qC) from the condenser are among the variables that can be 
manipulated to control the column. In general, in a distilla-
tion column, the variables that can be manipulated to control 
the column are R, D, B, qR, and qC. With qR, one can control the 
bottoms composition (xB) and temperature whereas with qC 
the tower pressure can be controlled. With the distillate rate 
(D), the distillate product composition (xD) and liquid level 
in the accumulator is controlled and with the bottom rate 

(B) the liquid level in the column can be controlled to avoid 
flooding. The distillate product quality and composition are 
controlled by manipulating the reflux ratio (R) as discussed 
in reference 5.

13.3.7  Column Efficiency
As was stated through Eq 13.15, the number of trays 
calculated through the above methods is based on the 
assumption that each tray or each stage (for the case of 
packed columns) behaves as an ideal stage. Vapor and 
liquid leaving an ideal tray are in equilibrium; however, 
for an actual tray as shown in Figure 13.10 the vapor 
phase is not in equilibrium with liquid on the tray. For 
example, consider a tray column as shown in Figure 13.6 
or Figure 13.10 in which vapor comes to the nth tray from 
the lower tray (n	+ 1) with composition yn	+ 1	and leaves the 
nth tray with composition yn. If the liquid leaving the nth 
tray has a composition of xn and the composition of vapor 
in equilibrium with this liquid is shown by yn

*, then for 
an ideal or theoretical tray yn

	= yn
*. However, in practice, 

trays are not ideal and vapor composition is less than the 
equilibrium composition: yn

	< yn
*. This is the basis for the 

definition of tray efficiency known as Murphree efficiency 
(EM), defined as

 E
y y

y yM
n n

n n

=
−
−

+

+

1

1
*

 (13.26)

F, xF

D, xD

B, xB

F = 100 (mol/h) 
n-butane = 40 %
n-pentane = 25 %
n-hexane = 20 %
n-heptane = 15 %

Feed at boiling point (q=1) 

D = 64.75 (mol/h) 
n-butane = 61.8 %

n-pentane = 36.7 %
n-hexane = 1.6 %

n-heptane = 0.01 %
T top = 54.6 ºC 

B = 32.25 (mol/h) 
n-butane = 0.02 %
n-pentane = 3.6 %
n-hexane = 53.9 %

n-heptane = 42.5 %
T bottom = 130.5 ºC 

P = 405.3 kPa 

figure 13.9—Material	balance	calculations	for	multicomponent	distillation	column	design.
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Murphree efficiency varies from tray to tray and is different 
from the overall column efficiency, defined as the number 
of theoretical trays to the actual tray (see Eq 13.15). The 
Murphree efficiency can be used to construct a curve that 
represents the actual yn and not the equilibrium curve 
presented by yn

*. This is demonstrated in Figures 13.7 and 
13.11, where the McCabe-Theile method is used to obtain 
the actual number of trays. For example, if EM = 0.5 and a 
quasi-equilibrium curve is used instead of a real equilibrium 
curve, we get 17.5 – 1 or 16.5 actual trays without including 
the reboiler step, which is always equivalent to one theoreti-
cal step as shown in Figure 13.10. In this way, we obtain N 
= 17 and Nth = 7.5 (without reboiler). The actual number of 
trays should always be rounded to the higher number. For 
example, for this example it is 17 trays plus a reboiler.

Because this method of determining the actual number 
of trays is tedious, inconvenient, and not practical for multi-
component systems, a simple analytical expression of Brad-
ford, Drickamer, and O’Connell is recommended as [3,9]

 Eo = 0.492(μLαLK,avg)
−0.245 (13.27)

where:
μL = viscosity of liquid feed and
αLK,avg = average relative volatility of light to heavy component.

The above equation is suitable for sieve and valve tray 
columns and gives an average error of ±10 %. Typical values 

of column efficiency for tray columns are between 40 % and 
80 %. Another widely used empirical correlation to estimate 
the overall efficiency is

	 Eo = 19.2–57.8log(μL) (13.28)

For absorption tray columns, the overall column efficiency 
Eo (in %) can be estimated from

 log Eo = 1.597 – 0.199 log(mML	μL/ρL)
 – 0.0896[log(mML	μL/ρL)]

2 (13.29)

where:
μL = average viscosity of liquid in cP (mPa.s),
ρL = liquid density in lbm/ft3 at average tower temperature 
(if ρL is in kg/m3, then it should be divided by 16.02 to have 
it in lbm/ft3),
ML = average molecular weight of liquid, and
m = slope of the equilibrium curve (or line).

The above equation cannot be applied to distillation 
columns because m is not constant along the tower. The aver-
age error for this equation is approximately 16 %. Typical 
values of Eo for absorption columns are between 10 and 
30 % and are normally within the range of 1–50 % [10]. 
The efficiency of packed columns is discussed in the next 
Section 13.3.8 where height equivalent to a theoretical plate 
(HETP) is discussed.

AccumulatorVapor

Cooling

Condenser

Feed

Vapor

Sieve tray 

Reflux
Overhead product 

Vapor

Liquid Bottomliquid product

Steam

figure 13.10—Vapor	liquid	contact	in	a	sieve	tray	distillation	column.
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A recent article by Kister [11] examines factors that 
affect overall tray efficiency when designing a new distil-
lation column or revamping an existing commercial-scale 
fractionator. In summary, parameters that affect tower 
efficiency include VLE data such as relative volatility, reflux 
ratio, viscosity of fluid, tower geometry such as flow path 
length, fractional hole area, hole diameter, and weir height. 
Most efficiency test data reported in the literature were 
obtained at total reflux; however, the reflux ratio has been 
reported to have a small effect on tray efficiency. In general, 
tray efficiency increases with lower viscosity and relative 
volatility (see Eq 13.27). Viscosity is important because of 
diffusivity because more turbulent mass transfer, thinner 
liquid, and vapor films give better liquid mass transfer coef-
ficients. At very low relative volatility (α < 1.2), small errors in 
VLE data have a huge effect on tray efficiency. For instance, 
at α = 1.1, a –3 % error gives a tray efficiency 40–50 % 
higher than its true value. Because the accuracy of VLE 
data is seldom better than 2–3 %, in low-volatility systems 
tray efficiencies become meaningless unless accompanied 
by actual VLE data. However, for α > 1.5–2.0, VLE errors 
have a small direct effect on tray efficiency. This applies to 
tray and packed columns. Pressure also has little effect on 
tray efficiency; for example, as column pressure increases 
from 10 to 30 bar for isobutane-n-butane systems, efficiency 
decreases from 105 to 90 %. Literature sources also indicate 
that tower geometry has a major effect on the efficiency. 
For example, as flow path length increases from 300 to 
1500 mm, the overall tray efficiency for a cyclohexane-n-
heptane system increases from 65 to 100 % [11].

13.3.8  Column Types and Operational Aspects
A schematic of a distillation column with a partial condenser 
is shown in Figure 13.6. The top condenser is a partial 
condenser to obtain liquid for the reflux, and the product 
is condensed in a second condenser. The first condenser 
plays like a single equilibrium stage or a tray. The bottom 
liquid is also partially vaporized in a reboiler, and a further 

 separation can occur in the reboiler because it acts like 
an ideal stage. Having a higher reflux rate can increase 
the purity of top products; however, it reduces the rate of 
product and requires higher energy in the reboiler. When 
the column is operating at total reflux, the number of trays 
becomes a minimum and column length is minimized 
whereas the operating cost is infinity.

Performance of a distillation column largely depends on 
the type of equipment used to bring into contact vapor and 
liquid along the column. This can be done through trays 
or packings. Behavior of a sieve tray column is shown in 
Figure 13.10. Trays are made of metal plates with holes on 
them for passing vapor. Liquid on a tray is held by weir and 
moves downward from one tray to the lower tray through 
the downcomer at the end side of the tray and by gravity 
force. The minimum height of weir is approximately 0.5 in. 
whereas 1- to 3-in. height is quite common. The height of the 
downcomer and weir has a direct effect on column flooding 
and overall efficiency. An ideal tray is a tray in which the 
vapor and liquid leaving from that tray are in thermody-
namic equilibrium and the maximal possible exchange of 
components has occurred on that tray. Because there is no 
ideal tray, the efficiency of a tray is defined so as to quantify 
how far a tray is from an ideal tray. For this reason, the 
number of actual trays is always greater than the number of 
ideal or theoretical trays determined based on the assump-
tion that trays are ideal. There are different types of trays, 
with the most common types being sieve trays, bubble-cap 
trays, and valve trays. In an industrial scale, sieve and bubble-
cap trays are shown in Figure 13.12a [12,13]. Sieve trays 
cost less than valve trays by 20 %, and bubble-cap trays 
normally cost 3–4 times more than valve trays. The major 
difference in a valve and sieve tray is the pressure drop 
across the plate. As shown in the figure, the size of the hole 
in the sieve tray is approximately 1/     8 to ½ in. with 3/     8 in. as 
an average size of a hole. As a rule of thumb for sieve trays, 
the total hole area of a plate is approximately 5–15 % of the 
total column area. In bubble-cap trays, there is a riser in 

figure 13.11—	use	of	Murphree	efficiency	in	the	calculation	of	the	actual	number	of	trays	for	the	distillation	column	of	
figure	13.10.
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Sieve Trays, 1800mm Ø Dephosgenation Column  Bubble Cap Trays, 1800mm Ø Vacuum Flash Tower  

Pall Rings in Metal Pall Rings in Plastic 

DMR High Performance Random Packing in Metal 

DMTP High Performance Random Packing in Metal 

Ceramic Saddles 

(a)

(b)

figure 13.12—(a)	two	types	of	industrial	scale	trays	and	(b)	various	packings	for	industrial	use	[12].	With	permission	from	[12].
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the middle of the cap in which gas passes through. The 
size of a bubble cap is a design parameter, but 3 and 6 
in. are common sizes, and for a column of 7 ft. approxi-
mately 22 rows of 3 in. or 8 rows of 6-in. caps are needed. 
However, 3-in. caps are more efficient, but because of cost 
considerations 6-in. caps are preferable [14].

As the name implies, a sieve tray is a simple plate with 
a series of holes on the tray where the gas goes through. 
In valve trays, a contact device moves with the gas and if 
there is no gas, then the valves are closed, preventing liquid 
from dropping through the holes. One problem with sieve 
and valve trays is weeping, which is flow of liquid through 
 gas-opening holes. Weeping is mainly associated with sieve 
trays and reduces the tray efficiency when it occurs. In gen-
eral, sieve and valve trays are more efficient than bubble-cap 
trays and less expensive, but weeping is a problem. Sieve 
trays are the least expensive kind of trays; however, the 
liquid flow and gas flow rates must be under control and 
within a narrow range to prevent weeping.

An alternative to tray columns is packed towers, which 
are filled with particles called packing. Columns can have 
structured or random packing. These kinds of columns are 
usually used for columns with diameters less than 2 ft (0.6 m) 
and usually for absorption columns, although they can also be 
used for distillation columns. The most common types of pack-
ings are raschig ring, berl saddle, intalox (metal), intalox saddle 
(ceramic), tellerette, or pall ring, as discussed in reference 6. 
Samples of such packings are shown in Figure 13.12b  [12]. 
Usually 1.5- and 2-in. (37 and 50 mm) sizes are used, but they 
should always be less than 1/10 of the column diameter.

The main characteristic of a packing is to have high 
surface area with less volume. Liquid flows over packings 
and forms a thin film in which gas passes over the film 
and exchange of components occurs. Packings are made of 
ceramics, plastics, or metals with good mechanical strength 
so that they do not crush or powder. Metallic packings are 
mainly used in petroleum and natural gas units, whereas 
plastics are used in absorption and stripping columns 
operating below 120°C. They must be resistant to thermal 
degradation and not reactive to gas and liquid flowing in the 
column. Packed columns are less expensive than tray col-
umns and must show low pressure drop and liquid hold-up. 
On top of a packed column there is a distributor to distribute 
liquids and prevent channeling within the column. Some 
advantages of packed columns over tray columns are dis-
cussed in Section 13.3.9.3.

A new distillation column should go through “column 
commissioning,” which is a series of operations before col-
umn startup. These include removing undesirable materials 
in the column through air or N

2 blowing, pressurizing the 
column to detect any leaks, and washing to remove dirt. After 
commissioning, the column is brought to its normal pressure 
followed by heating (if needed) and then feed is introduced 
gradually to a normal feed rate. One major problem during 
the operation of a distillation column is flooding, which is due 
to accumulation of liquid on trays. Flooding can be detected 
when there is a drop in the bottom product and a sudden 
increase in pressure drop along the column. Once flooding 
occurs, the liquid must be removed as liquid (pumped off), as 
it will not be  possible to boil off the excess [15].

Sometimes it is necessary to operate the column with 
total reflux, which means no product with feed interruption. 

This is done from a few minutes to several days and is 
needed to stabilize the column, condenser, and reboiler. 
Some common problems during operation of a distillation 
column are [16]
• Tray damages due to corrosion or poor installation.
• High liquid level in the column and flooding. For this 

reason, the lower trays must be made with extra strength.
• Water comes from feed or steam injected into the col-

umn and causes problems such as corrosion, pressure 
surges, flooding, and hydration.

• Hydrate (loosely bonded mixtures of hydrocarbons and 
water) formation causes problems such as plugging of 
tubes. Hydrates are solids, and low temperature, high 
pressure, and turbulence promote formation of hydrates. 
Usually when a column is operating at 30–40°F, hydrates 
may form, and dehydration equipment or materials are 
needed. A similar problem exists with wax formation at 
low temperatures, and adding components to the feed to 
lower the freezing point will help to prevent hydration 
or wax formation.

• Leaking in heat exchangers, which sometimes cause 
reactions with other streams and difficulties in opera-
tion of the column.

• During flooding, the plant must be shut down to clean 
the column and to remove blockages. Online cleaning 
includes use of antifoam injection and solvent injection 
to dissolve frozen particles. Changes in feed composi-
tion and reducing the plant load may also help to pre-
vent flooding.

• Foaming is a problem with formation of foams. These 
are vapors that do not separate from liquid and usually 
occur in the stripping section of a distillation column 
as well as absorption columns. The life of a foam is just 
few seconds, and antifoam materials (such as dimethyl-
silicons) may be used to prevent foaming. If the bottom 
product of a distillation column has lower surface 
tension than its top product, then foaming is unlikely.

13.3.9  Column Size Calculations
Design calculations for a distillation column mainly involve 
calculation of the height and diameter of the column. The 
way these column dimensions can be calculated for tray 
and packed columns is summarized below.

13.3.9.1	 tray	ColuMNS
For tray columns, the height is calculated from the follow-
ing relation:

 hc = (Nact − 1) hs + Δ h (13.30)

in which hc is the height of the column, Nact is the actual 
number of trays in the column, and hs is the tray spacing. 
Δ h is the additional height required for the top and bottom 
of the column and should not be less than 2hs. Tray spacing 
varies with the column diameter and number of trays. It 
usually varies from 0.15 m (6 in.) to 0.9 m (36 in.). For 
columns more than 1 m in diameter, a spacing of 0.3–0.6 
m will be normally used. A typical value for tray spacing is 
0.5 m; however, when the number of trays is so large, the 
height should be limited because of external constraints 
such as the ceiling of a building. For small column diame-
ters, a smaller tray spacing may be used. A larger spacing is 
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required between certain plates that feed enters or there is a 
side stream product and for manways into the column [10]. 

To calculate the diameter of a tray column, the maximum 
allowable vapor velocity (vmax) in the column is first deter-
mined from

 v v
L V

V
max

.

=








−
K

σ ρ ρ
ρ20

0 2

 (13.31)

where:
σ = surface tension of liquid in dyn/cm (mN/m),
ρL = liquid density in kg/m3 or lbm/ft3, and 
ρV = vapor density in kg/m3 or lbm/ft3.

A typical value of σ for organic liquids is approximately 
20–25 mN/m and for water is 72 mN/m. Calculations of σ, 
ρL, and ρV are discussed in ASTM Manual 50 [7]. At moder-
ate column pressures, ρV can be calculated from the ideal 
gas law using the average molecular weight of gas and the 
column temperature. The value of KV is in ft/s and should 
be obtained from Figure 13.13, where L	and V are the flow 
rates of liquid and vapor, respectively, in the column in kg/h 
or lbm/h. Another relation for approximate calculation of 
vmax without use of the figure is given as [10]

 v h hs s
L V

V
max ( . . . )= − + − −

0 171 0 27 0 0472 ρ ρ
ρ

 (13.32)

where:
hs = tray spacing (m), and 
vmax = maximum vapor velocity (m/s).

The calculated vapor velocity (vmax) from Eq 13.32 
should be revised for the downspout area (91 %), foaming 
(95 %), and flooding (80 %) as follows:

 vmax,	design = (0.91) (0.95) (0.8) vmax (13.33)

The tower cross-sectional area (Ac) is then calculated from 
the vapor flow rate (V) and vapor density (ρV) as

A m
V kg

s h kg m vc
V de

( )
( / )

( / ) ( / ) max,

2
33600

1 1= × ×h
ρ ssign m s( / )

 (13.34)

Finally, the column diameter, dc, is calculated from Ac as

 d
A

c
c= 4

π
 (13.35)

13.3.9.2	 paCkeD	ColuMNS
For packed columns, the height is calculated from the fol-
lowing relation:

 hc = Nth(HETP) (13.36)

in which Nth is the theoretical number of stages (excluding 
reboiler) and is basically calculated the same way as the 
number of theoretical trays. HETP is the height equivalent 
to a theoretical plate and is in fact the height of the packed 
column, which can give a separation equivalent to one 
theoretical plate. In Eq 13.36, hc	is in fact the height of the 
column that is filled with packing. The real height of the 
column is higher considering the top and bottom portions 
of the column. HETP depends solely on the packing size 
as given in Eq 13.37 in SI and English unit systems for 
random-packed towers [3]:

 
HETP m d m

HETP ft d in
P

P

( ) . ( )

( ) . ( )

=
=
0 018

1 5

m
 (13.37)

in which dP is the packing diameter. If the tower diameter 
is less than 0.6 m but not less than 0.3 m, then it can be 
assumed that HETP = dc. For vacuum distillation, it is sug-
gested to add 0.15 m to the predicted values of HETP. Some 
other researchers have developed slightly different relations 
in which HETP is predicted from the column diameter (dc) 
as given in Eq 13.38 [9]:

figure 13.13—	estimation	of	Kv	for	tray	columns	[10].
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where HETP and dc are both in metres. Again, for vacuum 
distillation 0.15 m should be added to the predicted values 
of HETP. For structured-packed towers the relation is

 HETP = 100/a + 0.1 (13.39)

in which HETP is in metres and a is the surface area of 
packing in metres squared per cubic metres. HETP in 
structured-packed towers is usually less than that of random-
packed towers and is in the range of 0.3–0.6 m (1 to 2 ft). 
Values of a depend on the type of packings and vary from 
200 to 700 m2/m3 for structured packing as given in refer-
ence 3. For random packing, values of a are less than those 
for structured packing. However, most structured packings 
have surface areas in the range of 200–300 m2/m3 and for 
random packing in the range of 100–200 m2/m3. The void 
fraction (volume of empty space to volume of column) for 
various packings is in the range of 0.9–0.97.

To calculate column diameter for packed columns, a 
similar method as that of tray columns may be used but 
using different correlations for gas-phase mass flux (G) and 

pressure drop in the column. According to this method, if 
pressure drop is known, G can then be calculated from the 
gas flow rate (V), and the area of cross section Ac	 can be 
calculated as indicated in Figure 13.14. The column diam-
eter can then be calculated from Eq 13.28. The properties 
of gas and liquid phases needed for use of Figure 13.14 can 
be estimated from the composition through methods pro-
vided in ASTM Manual 50 [7]. For the cases in which these 
values significantly vary from top to bottom of the column, 
a separate diameter can be calculated for the bottom that is 
different from the top.

To calculate Ac from Figure 13.14, the pressure drop in 
the column for the gas phase per unit length of packed 
column must be known. The recommended pressure drop in 
packed columns for atmospheric- and high-pressure separa-
tions ranges from 400 to 600 Pa/m, for vacuum operation 
between 4 and 50 Pa/m, and for absorption/stripping 
columns between 200 and 400 Pa/m [9]. The conversion 
factor for such pressure drop from an English-unit system 
is 1 in. H2O/ft height = 83.33 mm H2O/m height = 817.13 Pa/m 
height [7]. For absorption columns, a typical value for pres-
sure drop is 0.25 in. H2O/ft, which is nearly equivalent to 
200 Pa/m. The minimum pressure drop is approximately 
50 Pa/m, and the packing factor, FP, given in Figure 13.14 
mainly varies with packing size; however, it also slightly 
varies with packing type. More data on packing factor are 
given in reference 5.

figure 13.14—flooding	and	pressure	drop	correlation	for	packed	columns—calculation	of	column	diameter	[9].

AST-MNL58-11-0801-013.indd   321 3/12/13   2:24 PM

 



322	 Petroleum refiNiNg aND Natural gaS ProceSSiNg

13.3.9.3	 aDVaNtageS	aND	DiSaDVaNtageS	of	
tray	aND	paCkeD	ColuMNS
Advantages of tray columns can be summarized as follows 
[9,10]:
• Design calculations for tray columns are more reliable 

than those for packed columns.
• Tray columns can be used to handle a wide range of 

liquid and vapor rates without flooding.
• Plates are more accessible for cleaning than packings, 

especially when liquid contains dispersed solids.
• The total weight of a dried tray column is less than that 

of a packed column.
• It is easier for tray columns to make provisions for side 

streams.
• Packed columns are not used when the column diameter 

is larger than 1.5 m, and tray columns are not used when 
the diameter of the column is less than 0.6 m (2 ft).

• Packed columns are less expensive than tray columns 
and easier to construct, especially when handling cor-
rosive liquids.

• Packed columns are preferred when the liquid has a 
tendency to foam.

• The amount of liquid hold-up in packed columns is 
less than that of tray columns.

• The pressure drop in packed columns is less than that of 
tray columns and is more suitable for vacuum columns.
Use of a packed column is more common in gas 

absorption towers than distillation columns.

13.3.10  Commercial Simulation Tools
The aforementioned methods are manual but are still a 
valuable toolkit for engineers to understand how distillation 
calculations are performed. However, for many designers 
and operators, commercial simulation and modeling tools 
are available to overcome the sheer volume of calcula-
tions required for a multicomponent column. A very good text 
on this subject is by Kaes [17], which covers many of the 
common refinery units that can be modeled in commercial 
thermodynamic simulators. Many of these simulators also 
have shortcut methods to estimate the dimensions of the 
column using various published correlations such as those 
discussed above.

Additionally, many suppliers of column internals offer 
software for rating or sizing columns using their proprietary 
internals. An independent option is available for firms that 
are members of Fractionation Research, Inc. (www.fri.org), 
which has data and software available for many systems 
and internals designs.

13.4 abSorPtioN aND StriPPiNg
The design of absorption columns is mainly similar to 
those of distillation columns. Absorption columns can be 
designed as a tray or packed column. However, because 
the gas and liquid flow rates in absorption processes are 
usually less than those for distillation columns, packed 
columns are more common than tray columns. The main 
difference with distillation is that there is no condenser, 
reflux, and reboiler in the column as shown in Figure 13.15. 
In addition, in many practical cases the equilibrium curve 
for gas absorption systems is usually a straight line with a 
slope of m: yi	= mi	xi. In cases in which the amount of solute 
in the solvent is small and Henry’s law can be applied, mi is 
the same as Henry’s constant (k). However, in general, the 

relation between yi and xi is given through the equilibrium 
ratio yi	= Ki xi as defined in Eq 13.8. Ki varies with tempera-
ture, pressure, and composition, although for hydrocarbon 
mixtures, composition dependency may be neglected. Esti-
mations of Ki, and ki have been discussed in detail in ASTM 
Manual 50 [7].

As shown in Figure 13.15, gas enters at the bottom at 
a rate of VN+1	(mol/h) with a composition in terms of mole 
fraction (yN+1). The solvent (usually pure) enters from the 
top of the column at a rate of L0 (mol/h) with composi-
tion x1 and leaves at a rate L1 (mol/h) with composition 
x1. Compositions x and y represent mole fractions of a 
component distributed in the liquid and vapor phases, 
respectively. The overall and component material balances 
(in moles) can be written as

 L0 + VN	+ 1 = LN + V1 (13.40)

 L0 x0 + VN	+ 1 yN	+ 1 = LN	xN + V1 y1 (13.41)

If the solvent is pure, then x0	 = 0, in which x represents 
the mole fraction of a component that is being absorbed 
from the gas phase by liquid solvent. Usually VN	+ 1, L0, yN	+ 1, 
x0, and y1 are known whereas LN, V1, and xN are unknown. 
For a multistage unit, the above equations can be written 
for any stage (i.e., nth), and through simultaneous solution 
of these two equations a linear equation for the operating 
line can be obtained. By drawing the operating line and 
equilibrium line and using a step-by-step procedure similar 
to the McCabe-Thiele approach, the number of stages (N) 
can be determined [3]. Analytically and for constant m, this 
leads to the Kremser equation for calculation of the number 
of theoretical stages N:

 N

y mx

y mx A A
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N

=

−
−

−






 +









+ln

ln

1 0

1 0

1
1 1

 (13.42)
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figure 13.15—general	schematic	of	a	multistage	gas	absorption	
column.
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where A is the absorption factor defined as A	=	L	/mV and 
is dimensionless. Because L,	V, and m may vary from top 
to bottom of the column average, A may be calculated as 
A A N= 1A , where A1	 =	 L0 /m1V1 and AN	 =	 LN /mNVN	 + 1. For 
a single-stage unit, Eqs 13.40 and 13.41 can be solved 
together, with yN	 =	 mi	 xN through equilibrium relation in 
which N = 1.

Another example of gas absorption units in refinery gas 
plants is to remove heavy hydrocarbons from a hydrocar-
bon gas mixture using a solvent that has a good absorbing 
power for hydrocarbons. Oils are obviously good solvents 
to absorb a hydrocarbon compound from a gas mixture, 
especially if they are from the same hydrocarbon family. In 
such cases, it is usually desired to remove a certain  fraction 
of a compound from a gas mixture, which is defined as 
recovery, Ei:

 E
n n

ni
i inlet i outlet

i inlet

=
−, ,

,

 (13.43)

where:
ni,inlet = number of moles of component i in the gas entering 
the column,
ni,outlet	= gas leaving the column, and
ni,inlet	– ni,outlet	= amount of component i absorbed by the oil 
or removed from the gas.

In this definition, it is assumed that the solvent entering 
the column is free of component i, the absorbing species. 
Using definition Ei, Eq 13.43 can be rearranged to be 
written as

 E
A A
Ai
i
N

i

i
N

= −
−

+

+

1

1 1
 (13.44)

where Ai is the absorption factor defined in Eq 13.43. In 
finding N (number of theoretical stages) from the above 
equation, component i must be a component for which Ai is 
close to unity and is referred as a key component.

To recover solvent from the absorption column, the 
lean oil is usually sent to a stripping column as shown 
in Figure 13.16. The stripping process is opposite of gas 

absorption, and absorbed components in the liquid phase are 
stripped by a gas that is usually nonsoluble in the solvent. 
For example, for the case of rich oil (oil with absorbed gases), 
the best stripping gas is steam, which cannot be absorbed 
by oil but it can take some light hydrocarbon gases out of 
oil. A stripping column is best operated at low pressures 
and high temperatures (opposite to the conditions in an 
absorption column). When pure steam is used to strip light 
hydrocarbon gases out of oil, the number of theoretical 
stages can be calculated from [5].
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,
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 (13.45)

in which ni,outlet	is the moles of i in the stripped lean oil leav-
ing the stripping column and ni,inlet	is the moles of i in the 
rich oil entering the stripper. Si is the stripping factor and 
is defined as KiV0/LM	+ 1. V0 is the moles of stripping medium 
entering the column (i.e., moles of steam entering), and LM	+ 1	
is the moles of rich oil entering the stripping column. M is the 
number of theoretical stages in the column (similar to N for 
an absorption column). The left side of the above equation 
is equivalent to the recovery factor (fraction of i removed 
from rich oil) in the stripper.

A recent article by Binous [16] shows how computer 
software such as MATLAB and MATHEMATICA can be used 
to make calculations related to equilibrium-stage separations 
and to obtain the number of equilibrium stages for processes 
such as distillation, absorption, stripping, and extraction.

13.5 liquiD-liquiD extractioN
For liquid systems in which distillation cannot be used to 
separate the key component from a liquid mixture because 
of low relative volatility, component sensitivity to the high 
temperatures, or a small amount of solute present in the 
feed, an extraction process using a solvent is an alternative 
process. In this process, a solvent (C) is added to a liquid 
mixture (A + B) in which C is mainly insoluble in B and 
forms two phases (both liquid); however, component A is 
the solute and can be dissolved in solvent C. Component A 
is the key component that has to be separated from B. The 
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figure 13.16—absorption	and	stripping	columns	in	series.
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mixture of A and C (overflow) is the extract phase (solvent-
rich phase) and the underflow is the raffinate, as shown in 
Figure 13.17 [3]. In this figure, two different configurations 
are shown for an extraction unit in which the feed and 
solvent are first mixed and then remain to be separated into 
two phases. Separation of A is determined when the two 
liquid phases reach equilibrium. The composition of each 
phase at equilibrium conditions can be determined from 
liquid-liquid equilibrium (LLE) calculations or from experi-
mental data as discussed in reference 7. Because in each 
phase there are three components, the composition of each 
mixture can be shown on a triangular coordinate system 
so that xA	+	xB	+	xC = 1. For liquid systems, all compositions 
are expressed in terms of weight fraction (wt % /100). The 
equilibrium data are presented on a triangular diagram by 
a series of tie lines that connect the composition of two 
phases in equilibrium as shown in Figure 13.18. In this 
figure, data on the LLE of a ternary system of ethylbenzene-
styrene-diethylene glycol are presented that can be used to 
separate styrene from ethylbenzene [18].

For this system, the solvent is diethylene glycol and 
styrene is to be removed from the ethylbenzene-styrene solu-
tion. Any mixture that has a composition in the area inside 
of the dashed equilibrium curve splits into two phases in 

equilibrium with each other with a composition known from 
ends of the tie-line. The raffinate phase is the ethylbenzene-
rich phase (higher concentration of B and the lower part of 
the equilibrium curve) whereas the extract phase is solvent 
rich (higher concentration of C), which is the upper part of 
the curve. The point where the length of a tie-line becomes 
zero is the plait point. Any mixture with a composition 
outside of the envelope cannot be separated by phase split.

As in the case of distillation and absorption, design cal-
culations involve the number of stages required for a certain 
degree of separation and solvent-to-feed ratio. A solvent rate 
is similar to reflux in distillation, and at the minimum solvent 
rate the number of stages will be infinity. A general schematic 
of a multistage extraction unit showing the raffinate and 
extract phases is shown in Figure 13.19. The same schematic 
also applies to a single-stage unit with N = 1. A multicontact 
extraction unit is usually built as a vertical column similar to 
gas absorption columns in which the feed (heavier liquid 
phase) enters from the top and solvent (lighter liquid phase) 
is introduced from the bottom. The raffinate phase (heavier 
phase) leaves from the bottom, and the extract (solvent rich) 
phase leaves the column from the top. This is to imagine 
that the schematic shown in Figure 13.19 is rotated 90º in 
a clockwise direction. The extract phase can be taken in a 
distillation column for separation and recovery of solvent.

Design equations can be developed based on material 
balance and equilibrium relations. If the weight fraction 
of each component in the extract phase (V phase in Figure 
13.18) is shown by y and in the raffinate phase (L phase) is 
shown by x, then the overall material balance and compo-
nent material balances for A and C can be written as
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L (raffi
o N 1 1

N

+

+
+ =

nnate) M=
 (13.46)
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where M is a mixture (with composition of xM) formed by 
adding the entering feed (Lo) and solvent (VN + 1) streams. By 
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figure 13.18—lle	data	(in	weight	fraction)	for	styrene	(a),	
ethylbenzene	(b),	and	diethylene	glycol	(C).
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figure 13.17—Schematic	of	a	single-stage	extraction	unit	with	two	different	configurations.
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simultaneous solution of these equations, M, xA,M, and xC,M 
can be determined as

 xM = (Lo xo + VN + 1 yN + 1)/M (13.49)

To determine the number of stages, the operating lines can 
be developed based on the difference between the raffinate 
and extract phase, which remain constant in each cross-
sectional area of the extraction column; that is, LN – VN + 1 = 
Lo – V1 = L1 – V2 = Ln – Vn + 1 = Δ. The difference point Δ can 
be best determined graphically by the intersection of a line 
connecting LN to VN+1 and a line connecting Lo to V1. The 
number of stages can be determined from a series of operat-
ing lines connecting Δ to L1, L2, etc., and corresponding tie-
lines. Likewise, by determining point Δmin, one can determine 

the minimum solvent required for extraction purposes. This 
can be demonstrated in the following example.

For the ternary system of acetic acid (A), water (B), 
and ether (C), the solvent is ether and acid is to be removed 
from the aqueous solution. Based on data taken for this 
system from reference [3], the LLE envelope is developed 
as shown in Figure 13.20. Consider 100-kg/h feed of aque-
ous solution of acetic acid (30 wt %) is being extracted by 
the pure solvent isopropyl ether. It is desired to calculate the 
minimum solvent required to have water phase at 2 wt % 
acid concentration when it leaves the unit.

With respect to the symbols used in Figure 13.19, we 
have L0 = 100 kg/h, xA0 = 0.3, xC0 = 0, yA,N + 1 = 0, yC,N + 1 = 1.00, 
and xAN = 0.02. The feed is located on the BA  coordinate 
(Figure 13.20) at xA0 = 0.3. The tie-line passing through this 
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figure 13.19—general	schematic	of	a	multistage	extraction	unit.
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figure 13.20—Calculation	of	minimum	solvent	and	number	of	theoretical	stages	for	lle.
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point gives  V1,min on the envelope, which, if connected to 
point LN (at xA = 0.02), intersects with the line from L0 to VN 

+ 1 at point M as shown in Figure 13.20. Reading from the 
figure for this coordinate is xAM,min = 0.115 and xCM,min = 0.58, 
and substituting into Eq 13.42 gives VN + 1,min = 160 kg/h. At 
this solvent rate, the number of theoretical stages is infin-
ity; however, at a solvent rate greater than this number, xAM 
is calculated from Eq 13.49 with point M on the figure, in 
which point V1 can be determined from connecting LN to 
M and its intersection with the upper portion of the equi-
librium curve in Figure 13.20. By connecting L0 to V1 and 
its intersection with the LN VN + 1 line, point Δ is determined 
and can be used to determine the number of ideal units.

13.6 Heat traNSfer equiPmeNt
13.6.1  Heat Exchangers
Heat exchangers are used to transfer energy from a hot fluid to 
a cold fluid by indirect contact. The hot fluid can be a process 
fluid, steam, or a heat transfer medium such as hot oil. The 
cold fluid can be a process fluid, cooling water, sea water, a 
refrigerant, or a heat transfer medium such as a glycol solution.

Shell and tube exchangers are those in which one fluid 
flows through the tubes whereas the other flows through 
a shell around the tubes; heat then transfers through the 
metal tube walls. These are the most common exchangers 
in refinery applications because they can be constructed 
to withstand high pressures and temperatures. They also 
provide good heat transfer in most applications.

Plate exchangers are those in which the fluids flow 
between layers of corrugated plates. The plates are corru-
gated to induce turbulence in the fluids, thus increasing heat 
transfer. Plate exchangers can be either gasketted or welded, 
depending on the service. Gasketted plate exchangers (com-
monly called plate and frame) are those in which polymer 
gaskets are used to isolate the fluids from each other and the 
external environment. These exchangers can be easily disas-
sembled for cleaning or maintenance and are often used in 
refinery applications for services involving water or amine.

Welded (or brazed) plate exchangers are usually used in 
very clean services. A block-type plate exchanger can have 
multiple process streams, such as those used in liquefied 
natural gas (LNG) liquefaction, NGL recovery, and air separa-
tion facilities. These are not common in refinery applications.

Spiral exchangers are a special type of plate exchanger 
in which the process fluids flow through spiral paths 
between two plates that have been rolled into such a shape. 
These exchangers are particularly good for services prone 
to plugging, such as slurries. They are most common in 
food-processing facilities, but their use in refineries for 
streams such as visbreaker and FCC bottoms products is 
not unknown and can provide significant benefits [19].

All heat exchangers are governed by the basic energy bal-
ance and heat transfer equations, with the differences in the 
details. The heat transfer in a heat exchanger is described by

 Q = UoAEff ΔTLMTD (13.50)

The log-mean temperature difference (LMTD) is  
calculated via

 ∆
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∆
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 (13.51)

where:
ΔTG = greater terminal temperature difference, and
ΔTL = lesser terminal temperature difference.

Figure 13.21 displays the temperature differences for 
countercurrent and co-current exchangers.

For the countercurrent exchanger, the terminal tempera-
ture differences are calculated as

 ΔTG = T2 − t1   ΔTL = T1 − t2 (13.52)

whereas for co-current exchangers they are calculated as

 ΔTG = T2 − t2   ΔTL = T1 − t1 (13.53)

For shell and tube exchangers, which make up most 
exchangers in a refinery, flow on either the shell or the 
tube side will be a combination of countercurrent and co-
current flow. Therefore, it is necessary to correct the pure 
countercurrent LMTD. Many correction methods have been 
published over the years, including those of Underwood 
[20], Bowman et al. [21], and Maxwell [22]. Wales [23] 
revised the equations of Bowman et al., providing a clearer 
relationship.

For tubular exchangers, the corrected LMTD replaces 
the LMTD in Eq 13.50:

 ΔTLMTD = F ⋅ ΔTLMTD	 (13.54)

The correction factor, F, is calculated via the following 
method. It can also be read from charts published by the 
Tubular Exchanger Manufacturers Association (TEMA) [24]. 
From reference 21, the hot-fluid-to-cold-fluid temperature 
change ratio is

 R
T T
t t

= −
−

1 2

2 1

 (13.55)

figure 13.21—Mean	temperature	difference.
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Instead of the cold-fluid temperature efficiency used in 
reference 21, reference 23 proposed the use of the outlet 
temperature gap to inlet temperature gap ratio:

 G
T t
T t

= −
−

2 2

1 1

 (13.56)

Values of G also indicate how much heat exchange is occur-
ring. When G equals +1, there is no heat exchanger possible; 
when G = –1 there is maximum heat exchange occurring. If 
the outlet temperatures are equal, then G = 0. A negative G 
value indicates a fluid temperature cross.

For an exchanger with one shell pass and two tube passes,
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where C and D are defined as

 C = (R + 1)(1 + G) (13.58)

 D G R= − −( ) ( )1 12  (13.59)

Additionally, for an exchanger with two shell passes and 
four tube passes,
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Note that Eqs 13.57 and 13.60 are indeterminate for the 
rare case of R = 1. In this situation, one can replace part of 
the numerator via
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For exchangers with more passes, Bowman et al. [21] pro-
vided a generalized form for a given R and number of shell 
passes, N. Wales [23] adjusted this in terms of the value G:
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In the rare case of R = 1, the equations are again indeter-
minate. In this situation,
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GN,2N can be substituted into Eq 13.57 to obtain a correction 
factor for a three-six, four-eight, five-ten, or six-twelve 
exchanger.

Wales took this one step further and identified an 
approximation of Eq 13.57 accurate to 1 % when G ≥ –0.05 
(which would mean F < 0.75) and 0.33 < R < 3.00:
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Equation 13.64 can be combined with Eq 13.63 for approxi-
mations of more complex exchanger configurations. 

For most heat exchangers, an F correction factor above 
0.8 is desired. The reason is that F can be considered a mea-
sure of the efficiency of the surface area used (and capital 
expended). An F factor below 0.8 indicates that the surface 
area is not being put to good use. The curvature of these 
equations is such that as G declines, F declines even faster. 
This indicates a risk that if you have a heat exchanger with 
a low F correction factor (i.e., below 0.8), small changes in 
process temperatures can result in very little heat transfer 
occurring because of inefficient use of surface area. Plots 
of these equations can be found in references 21 and 23 as 
well as many textbooks on heat transfer.

If the F factor falls below 0.8, it is recommended to 
increase the number of shells (or shell passes) to improve 
the overall factor. Most commercial process simulators can 
calculate the F factor for a heat exchanger (given the number 
of passes on each side).

It must be noted that the prior method of determin-
ing the corrected LMTD only applies if the process flows 
are constant, the specific heats of the fluids are relatively 
insensitive to temperature, no phase change occurs, and 
the overall heat transfer coefficient is constant through the 
exchanger. If there is a phase change, or the specific heats 
of the fluids change significantly with temperature, the heat 
curves will not be straight lines. For such considerations, it 
is necessary to use a weighted LMTD calculation. Methods 
for this have been published, including reference [25].

The effective surface area, AEff, is the tube surface area 
that is useful in transferring energy. This means that por-
tions of the tube area that is concealed by the tubesheet 
are excluded, as is the area of the return bends in a U-tube 
exchanger if the shell side fluid does not actively flow 
through the head of the shell (i.e., the shell side fluid around 
the return bends is essentially stagnant as is often the case).

The overall heat transfer coefficient, UO, can be deter-
mined via
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In most applications, the surface areas of each side of the 
heat exchanger are the same; therefore Ao/Ai ≈ 1, and the 
resistance of the metal tube is very small, leaving the form
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 (13.66)

where the values denoted h are the heat transfer coefficients 
on the inside and outside of the clean tubes, and the values 
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denoted R are the fouling resistances (factors) on the inside 
and outside of the tubes. Note that in mild fouling services, 
the fouling resistance changes the overall coefficient by a 
few percent, and very fouling services can reduce it by a 
factor of 10.

A heat transfer text or exchanger design manual should 
be consulted for more details on how the local heat trans-
fer coefficients are calculated. Typical overall heat transfer 
coefficients (fouled) are shown in Table 13.1.

When specifying a heat exchanger, the overall heat 
transfer coefficient will be calculated rigorously by the heat 
transfer engineer. For these cases, the process engineer 
should provide the fouling factors that the heat transfer 
engineer should use. Some operating companies or engi-
neering firms have their own data on recommended fouling 
factors. TEMA [24] also publishes recommended design 
fouling factors in their standards. A small excerpt of these 
is provided in Table 13.2.

When specifying a heat exchanger, the process engineer 
should also specify the allowable pressure drop for the 
heat transfer engineer. The allowable (and eventually the 
calculated) pressure drops are always specified as “clean” 
(i.e., without fouling).

In Table 13.2, the “Pressure Drop Factor” column 
is a multiplier that should be considered in the design of 
hydraulic systems and prime movers, such as pumps and 
compressors. The factor should be multiplied by the clean 
pressure drop of the exchanger.

When specifying a heat exchanger, the allowable 
pressure drop should be selected based on the fouling ten-
dencies and viscosities of the fluids. This is because the heat 
transfer coefficient is dependent on these values. Higher 
pressure drops allow for higher fluid velocities, which can 
counteract the negative aspects of high viscosity fluids. 
Table 13.3 provides some recommended allowable pressure 
drops based on fluid viscosity.

The pressure drops in Table 13.3 are recommended 
because they should provide reasonable fluid velocities in 
the exchanger.

One alternative to designing heat exchangers with fouling 
factors is for the exchangers to be designed using the so-called 
“no-foul” design method [26]. This method uses high fluid 
velocities to reduce the fouling tendencies of the system. This 
can be beneficial because the fouling factor for some services 
can add significant surface area over the clean requirement. 
If one is planning to utilize the no-foul design method, it is 
recommended to add 50–100 % to the allowable pressure 
drops shown in Table 13.3. However, the pressure drop factors 
shown in Table 13.2 for severe fouling services should not be 
reduced because predicting fouled pressure drop is still very 
much a guess. For the design and rating of other types of heat 
exchangers in refineries, such as plate and spiral exchangers, 
the design is usually proprietary and the supplier should be 
contacted for assistance in rating the performance.

13.6.2  Air-Cooled Exchangers
Air-cooled heat exchangers, often called fin-fan or aerial 
coolers, are very common in many refineries, especially 
those where access to raw water for makeup to a cooling 
tower or sea water are not readily available. Air-cooled 
exchangers function by having a fan blow atmospheric air 
through a bundle of (usually) finned tubes through which 
the process fluid passes. The configuration is cross flow 
because the air flows perpendicular to the process fluid. 
Air-cooled exchanger design is usually performed by the 
engineering contractor or manufacturer. 

An evaluation of an air-cooled exchanger can be per-
formed using Eq 13.50, with the condition that the terms U 
and AEff	are both on the same basis, either on the bare tube 
area (excluding the fins) or on the finned area. The former 
is the usual basis. Heat transfer coefficients on a bare tube 
basis are given in Table 13.4.

To perform a preliminary design of an air cooler, it is 
necessary to estimate the air-side outlet temperature [27]: 
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−  (13.67)

The air-side temperature rise,	(t2	–	t1), is corrected using the 
following:

table 13.1— typical refinery Heat transfer 
coefficient

Hot fluid cold fluid

overall 
coefficientc, 
W/m²·K

Steam Water 1400–4200

No Phase change

Water Water 900–1700

organic Water 300–900

gases Water 30–300

light	hydrocarbonsa Water 300–900

heavy	hydrocarbonsb Water 100–300

Water brine 200–500

heavy	hydrocarbonsb heavy	hydrocarbons 30–300

condensing

light	hydrocarbonsa Water 500–900

organic	solvents Water 300–700

heavy	hydrocarbonsb	
at	vacuum

Water 100–200

Steam,	vacuum Water 900–2600

ammonia Water 740–1500

Vaporization

Steam C2–C8 430–1100

Steam light	hydrocarbonsa 280–900

Steam heavy	hydrocarbonsb 60–500

Dowtherm heavy	hydrocarbonsb 50–200

Notes
alight	hydrocarbons	are	defined	as	materials	with	normal	boiling	
points	below	300°C.	heat	transfer	coefficient	is	a	function	of	viscosity,	
and	lower	viscosities	(i.e.,	lower	boiling	materials)	will	generally	have	
u-values	at	the	higher	end	of	the	range	given.
bheavy	hydrocarbons	are	defined	as	materials	with	normal	boiling	points	
above	300°C.
cfor	heat	transfer	coefficients	in	btu/ft²·h·°f,	divide	these	values	by	5.678.
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 (t2 − t1)corrected = (t2 − t1) ⋅ (0.0026) ⋅ (T2 − T1) + 0.886 (13.68)

This corrected value is then used to determine the LMTD 
of the exchanger via Eq 13.51. Similar to shell and tube 
exchangers, because the flow is not countercurrent, we must 
correct the LMTD using a correction factor. Various manu-

facturers publish correction curves. Generally, air-cooled 
exchangers with four or more tube passes are essentially 
countercurrent and the LMTD correction factor can be 
assumed to be 1.0. For fewer tube passes, the curves should 
be consulted. Most air coolers are designed for an LMTD 
correction factor of greater than 0.8. For quick evaluations, 
an assumption of 0.9 is reasonable.

13.6.3  Heating Coils
Heating coils are often provided inside tanks where there is 
concern about the fluid in the tank becoming very viscous 
or even freezing if the temperature in the tank were to drop 
because of ambient cooling. The heat loss from the tank 
is most precisely determined using the method published 
by Kumana and Kothari [28]. This method is somewhat 
involved and requires iteration; however, it provides better 
results than other methods. An example set of data is pro-
vided in Figure 13.22.

Once the heat loss from the tank is determined, one 
can determine the size of the heating method required to 

table 13.3—allowable Pressure Drop

Viscosity (mPa·s/cP)
allowable ΔP
(kPa/Shell Side)

allowable ΔP
(kPa/tube Side)

<1.0 35 35–70

1–5 35–70 70–100

5–10 70–100 100–150

10–25 100–150 150–210

>25 heat	transfer	engineer	to	recommend

table 13.2—recommended fouling factors
fluid Design fouling resistance Pressure Drop factor

h·ft2·°f/btu m2·K/W

acid	gases 0.002 0.00035 1.1

amine/glycol	solutions 0.002 0.00035 1.1

light	hydrocarbon	vapors 0.001 0.00018 1.1

Vacuum	overhead	vapors 0.002 0.00035 1.1

Crude	oil	(<350°f) 0.002–0.003 0.00035–0.00053 1.2

Crude	oil	(>350°f) 0.003–0.005 0.00053–0.00088 1.2

Crude	oil	with	salt 0.002–0.007 0.00035–0.00123 1.5

Naphtha 0.002 0.00035 1.1

light	gas	oil 0.003 0.00053 1.1

heavy	gas	oil 0.003–0.005 0.00053–0.00088 1.2

atmospheric	residue 0.007 0.00123 1.5

Vacuum	residue/visbreaker	tar 0.010 0.00176 1.5

fCC	light	cycle	oil 0.002–0.003 0.00035–0.00053 1.1

fCC	heavy	cycle	oil 0.003–0.004 0.00053–0.00070 1.2

light	coker	gas	oil 0.003–0.004 0.00053–0.00070 1.2

heavy	coker	gas	oil 0.004–0.005 0.00070–0.00088 1.2

lubes	solvent	 0.001 0.00018 1.1

lubes	extract 0.003 0.00053 1.2

lubes	product 0.001 0.00018 1.1

Water,	boiler	feed 0.0005–0.001 0.00009–0.00018 1.0

Water,	condensate 0.0005 0.00009 1.0

Water,	cooling	tower 0.001–0.002 0.00018–0.00035 1.1

Water,	river 0.003 0.00053 1.2

Water,	sea 0.0005–0.001 0.00009–0.00018 1.1

Water,	silty	or	hard 0.003–0.005 0.00053–0.00088 1.2
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maintain the tank temperature. There are several methods 
for heating a tank, including
• A heating coil containing steam or other heating medi-

um within the tank,
• An electric immersion heater,
• A circulation loop in which the fluid is pumped 

through an external heat exchanger or fired heater and 
returned to the tank, and

• A fire tube inside of the tank where a fuel is combusted 
and the heat of the flue gases heats the tank contents 
through the wall of the fire tube.
Electric immersion heaters are best suited to small 

heat requirements, and fire tubes are typically only used 
where other heating media are not available (such as at 
remote  oil production facilities). In refineries, the most 
common options are in-tank heating coils and circulation 
loops through external heaters. The former are best utilized 
for lighter materials in which mixing in the tank is provided 
by convection resulting from heating or from movements of 
product in and out of the tank (i.e., diesels and vacuum gas 
oils). The latter are best suited to high-viscosity materials 
in which mixing is not sufficiently provided by convection 
or oil movements (i.e., atmospheric and vacuum residues). 

The sizing of an external heat exchanger is no different 
than sizing any other heat exchanger in the refinery. This 
method, with circulation, is the most effective for keeping 
large tanks warm, especially for fluids with high viscosities 
in which allowing the tank to cool would result in it being 
very difficult to pump out the tank. If the heat duty required 
to maintain tank temperature, or to reheat the tank, is 
larger than approximately 0.3 MW (106 Btu/h), an external 
heat exchanger is recommended.

Heating coils inside a tank are best used for smaller 
tanks with lighter materials (i.e., diesel) or for tanks where 

figure 13.22—example	curves	for	heat	loss	from	a	tank.

table 13.4—typical Heat transfer 
coefficients for air-cooled exchangers
Hot fluid overall coefficienta, W/m²·K

Condensing

ammonia 550–700

refrigerant	(i.e.,	propane) 500–650

Naphtha 400–600

Diesel/light	gas	oil 250–300

reactor	effluent 450–600

Steam 550–900

gas	cooling

air 50–200

hydrocarbon	gases 150–200

hydrogen 20–100

liquid	cooling

heavy	fuel	oil 30–100

residue 60–100

Vacuum	gas	oil 60–300

Diesel/light	gas	oil 150–400

Naphtha 300–500

glycol	Solution 550–700

Water 650–800

Notes
afor	heat	transfer	coefficients	in	btu/ft²·h·°f,	divide	these	values	by	5.678.
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some water is expected to decant in the bottom of the tank. 
The heating coil can then be used to keep the water in the 
tank from freezing, or perhaps to keep the diesel from falling 
below the pour point in cold weather. Heating coils inside of 
tanks are usually heated with steam, although hot oil can and 
should be used if the fluid in the tank is to be stored at temper-
atures above 95°C. This is because a steam coil can leak water 
into the tank contents and, if the temperature were to rise 
above 100°C, a boil-over event could occur in which the water 
flashes and pushes hydrocarbon over the top of the tank.

The heating coil can be sized using a typical heat transfer 
equation for cylinders. The overall heat transfer from the 
coil to the tank is described by

 Q = Uo	Acoil(TS − T∞) (13.69)

where:
Th = average temperature of the heating medium, and 
T∞ = bulk temperature in the tank.

The overall heat transfer coefficient, Uo, is determined via

 U
h h

t

k ho
o f

m

m i

= + + +










−

1 1 1
1

 (13.70)

If the heating medium is steam, then the external resis-
tance is orders of magnitude greater than the internal or 
wall resistance, and even the fouling term is negligible. 
In this case, just the external coefficient is required and 
Uo	=	ho.

If jet-mixers are provided along the walls of the tank, 
then the heat transfer becomes forced convection, and the 
equation of Churchill and Bernstein [29] can be used:
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where the average Nusselt number is defined by

 Nu
hD
kD =  (13.72)

and the Prandtl number is defined by

 Pr
C kP=

µ
 (13.73)

The area of the coil used in Eq 13.69 should be limited 
to those portions that experience fluid velocities above 
0.3 m/s (1 ft/s), below which free convection is essentially 
occurring.

If there are no jet mixers, then one relies on free convec-
tion in the tank fluid. This is very ineffective at transferring 
any significant heat to the tank, but it can still be sufficient 
to prevent water from freezing. For free convection from a 
coil, the correlation of Churchill and Chu [30] can be used:
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The Rayleigh number is defined as
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For Eqs 13.71 and 13.74, the properties of the fluid should 
be determined at the wall temperature of the tube. For 
tubes heated with steam, it can be safely assumed that this 
is essentially the temperature of the steam.

For most tank coils, the overall heat transfer coefficient 
determined will range from 4.0 W/m²·K (free convection) to 
24 W/m²·K (forced convection) (0.7 – 4.3 Btu/h·ft²·°F). The 
internal heat transfer coefficient can be estimated for steam 
and liquid heat transfer fluids; however, for steam it is 
almost unnecessary because it will be orders of magnitude 
better than for the outside coefficient.

For condensing steam, where the velocities are low 
(Re < 35,000), Chato [31] recommends
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where ΔHf′	is the modified latent heat of the steam:

 ∆ ∆H H C T Tf f P l sat w′ = + −3
8 , ( )  (13.77)

The wall temperature, Tw, must be determined via iteration.
For a liquid heat transfer fluid, the Dittus-Boelter equa-

tion [32] can be used over a narrow range of conditions:
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This equation can have errors as large as 25 % [33]; there-
fore, caution is recommended. More recent correlations by 
Petukhov [34] and Gnielinski [35] can be used over wider 
ranges of Reynolds number with higher accuracy, but they 
require estimation of a friction factor inside of the pipe.

13.6.4  Fired Heaters
Fired heaters, or furnaces, are used in refining applications 
in which the heat input required is too large to be economical 
with steam or hot oil heat (i.e., many exchanger shells, 
plus large boilers) or in which the heat input temperature 
is higher than is feasible with steam or hot oil. This section 
deals with process fired heaters and does not discuss boilers 
or heat-recovery steam generators.

This section defines what fired heaters are and why 
they are used. It also explains how to perform simple 
performance calculations for a fired heater. The detailed 
design of fired heaters is beyond the scope of this text.

13.6.4.1	 iNtroDuCtioN
In many refineries, steam pressures greater than 4500 
kPag/650 psig (saturation temperature 260°C/500°F) are 
often unavailable. In addition, one should remember that 
higher pressure reduces the latent heat of water, requiring 

AST-MNL58-11-0801-013.indd   331 3/12/13   2:24 PM

 



332	 Petroleum refiNiNg aND Natural gaS ProceSSiNg

larger flows to obtain a given heat flow. At 334°C (650°F), 
the latent heat is half that at 300 kPag (44 psig), and at 
374°C (705°F) the latent heat of steam is zero. Also, note 
that a saturation steam temperature of 334°C occurs at 
13,500 kPa (1960 psig).

Hot oils can be used to obtain high temperatures at 
lower pressures than are required for steam. Dow’s Syl-
therm® 800 offers a maximum supply temperature of 400°C 
(750°F), but this is a liquid phase (sensible heat) medium. 
Dowtherm® A and Solutia’s Therminol® VP-1 offer maxi-
mum operating temperatures of 400°C (750°F) in vapor 
phase operation, but the latent heat is only approximately 
200 kJ/kg (86 Btu/lb). Using sensible heat or low latent heat 
fluids will require very large flows to obtain large duties. 
Therefore, such heat-transfer fluids are usually restricted to 
smaller heating requirements.

Fired heaters are generally of a design as shown in 
 Figure 13.23 and are usually designed to API Standard 560, 
which is also numbered as ISO 13705. Older furnaces and 
those in regions that did not historically use API standards 
may not be designed in complete accordance with the standard, 
but the same methods can be used to evaluate performance.

The parts of the fired heater shown above are described 
below.

The radiant section or firebox is that part of the heater 
where the process tubes are heated primarily by radiation 
from the flame in the furnace. In most fired heaters, 50–70 % 
of the heat released by combustion of the fuel is recovered 
in the radiant section.

The convection section is the part of the heater where 
process tubes are heated by convection from the hot gas 

leaving the radiant zone. This section usually recovers 
approximately 10–30 % of the heat released by combustion. 

The air preheater is an optional part of the heater that can 
be used to recover low-grade heat from the flue gas to preheat 
the combustion air. This is usually economical on heaters 
larger than 10 MW (30 MMBtu/h), but it is dependent on fuel 
value and current market capital costs. This can increase the 
overall efficiency of the furnace to approximately 90 %.

The selective nitrogen reduction section is an optional 
part of the heater that may be required if limitations on 
oxides of nitrogen (NOx) emissions require it. This is briefly 
described later.

Flue gas cleanup or capture absorbers are uncommon, 
but they can be required to capture sulfur dioxide (SO2) or 
carbon dioxide (CO2) from the flue gas. The process tubes 
are the tubes that contain the process fluid(s) inside of the 
furnace and are exposed to the radiant or convective sections. 
Process tubes are usually bare tubes, but extended-surface 
tubes (e.g. fins) are sometimes used in convection sections 
to obtain higher heat transfer rates.

A return bend or header is a piece of tubing that is 
bent to 180°, or is cast or forged, to connect two tubes in 
the furnaces. The burners introduce the fuel and air mixture 
to the firebox, where the fuel is ignited. Burners can range 
from simple gaseous fuel nozzles to complex devices that 
utilize recycled flue gas for NOx reduction, atomize liquid 
fuels, or handle particulate solid fuels.

The pilots are small burners, usually operated on an inde-
pendent fuel supply, which provide the ignition energy for the 
main burners. Sootblowers are devices used to inject steam 
or air into the furnace to clean soot from the heat transfer 
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figure 13.23—Schematic	of	a	refinery	fired	heater.
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surfaces. These are only required on furnaces burning liquid 
or solid fuels. The casing is the metal covering of the furnace.

The forced- or induced-draft fans provide the motive 
force to create a pressure profile through the furnace. These 
are not necessarily required and depend on the size and 
complexity of the furnace. Such fans are common for large 
furnaces with air preheaters, selective nitrogen reduction 
systems, or flue gas capture systems. A furnace with both 
fans is called a balanced-draft		furnace whereas one with no 
fans is called	a natural-draft furnace.

The stack provides two key functions for the furnace. 
The first is to provide draft, or the induced-pressure profile 
of the furnace (for furnaces without fans). Because the hot 
flue gas has greater buoyancy than the cooler atmosphere, 
the pressure at the bottom of a stack is lower than that at 
the top of the stack (i.e., atmospheric pressure). This pressure 
profile (from atmospheric pressure to the lower pressure at 
stack bottom) is called draft. The second function of the 
stack is to disperse the flue gas into the atmosphere. The 
exit temperature, velocity, and elevation of the stack top all 
affect how the flue gas is dispersed and what the concentra-
tion of contaminants in the flue gas (i.e., oxides of sulfur 
[SOx] and NOx ) is at grade around the facility.

13.6.4.2	 CoNfiguratioNS
Vertical (or helical) cylindrical heaters are generally used 
for small duties under 10 MW (34 MMBtu/h). These are tall 
cylinders with a single row of vertical tubes against the wall 
of the cylinder. A single burner or small pattern of burners 
is located on the floor of the furnace. In some designs, the 
tubes are oriented in a helix rather than a bank of vertical 
tubes. For cylindrical furnaces, the flow to the individual 
tube passes is usually not controlled. These furnaces are 
often natural draft and do not have  air preheaters, and 
sometimes they do not have even have convection sections. 
However, if fuel prices are high, convection sections and 
air preheat on small furnaces may become more common.

Cabin (or box) heaters are used for larger duties. For 
very large duties (>30 MW), a multiple cabin heater will likely 
be selected for constructability and process control reasons. 
In these furnaces, the process tubes run either vertically or 
horizontally along the walls of the firebox, and sometimes 
they run between the rows of burners (double-fired tubes). 
The burners are either on the floor of the furnace or on the 
walls. This is the type of furnace depicted in Figure 13.23. 
The selection of vertical or horizontal tubes is dependent on 
the process requirements. Double-fired tubes are used when 
it is desired to keep heat fluxes low. Because these furnaces 
are large, the feed is usually split into multiple tube passes 
in the radiant section. The choice to independently control 
each pass is usually up to the preference of the owner and 
operator. However, as discussed below, there are good reasons 
to independently control each pass in some services.

13.6.4.3	 appliCatioNS	of	fireD	heaterS
Fired heaters are often used for the following applications 
in a refinery:
• Atmospheric and vacuum distillation charge furnaces,
• Delayed coking charge furnaces,
• Visbreaker charge furnaces,
• Hydrotreater/hydrocracker feed furnaces,
• Hydrocracker hydrogen heaters,
• Hydrotreater/hydrocracker fractionation charge furnaces,

• Catalytic reforming charge furnaces,
• Thermal oil heaters (for indirect heat transfer loop),
• Steam superheaters (for superheating steam generated 

in by the process), and
• Steam-hydrocarbon reformer furnaces (for hydrogen 

or synthesis gas production).
Charge furnaces for crude and vacuum distillation 

units are complex units because the feed is vaporizing at 
high temperatures. Outlet temperatures greater than 360°C 
(680°F) for atmospheric and 400°C (750°F) for vacuum 
distillation furnaces are not advised because undesirable 
cracking reactions and coking/fouling of the tubes are likely 
at such conditions. Mass fluxes of the process fluid should 
be kept high to prevent fouling. The high pressure drop and 
low outlet pressures, particularly in vacuum service, result 
in the tube passes increasing in size through the furnace 
because of the increase in volumetric flow. In a new design 
or evaluation, it is critical to check the velocities throughout 
the tube passes to ensure that low velocities do not occur 
(i.e., tube size increases early). These furnaces often have 
velocity steam injected with the feed to provide additional 
volume, increasing the fluid velocities in the tubes. To avoid 
coking problems, average heat fluxes should not exceed 
35 kW/m². For furnaces processing very refractory feedstocks 
(e.g., Athabasca), lower values are recommended.

These furnaces are usually cabin-type heaters (because 
of the scale) and can have the tubes vertically or horizontally 
oriented. Vertical tube orientation in vacuum furnaces is 
not desirable [36] because it forces the process fluid to pass 
through the highest flux zone multiple times, increasing 
the chances of coking. The control of the feed to each tube 
pass is critical in these furnaces because the pressure drop 
per pass can vary because of varied fouling or heat fluxes.

Delayed coking and visbreaking charge heaters are very 
specialized designs because the process temperatures are 
often greater than 480°C (900°F) because the intention is to 
crack the feedstock. These furnaces are often designed for 
steam or air spalling and even pigging. In a large delayed 
coker unit, the furnace may have eight or more cells so that 
a cell can be taken offline and pigged while the unit is in 
operation. This spalling or pigging is required because of 
the buildup of coke and other scale (because of minerals 
in the feed) on the tubes. For the design or evaluation of 
a delayed coker furnace, it is recommended to contact the 
technology licensor. The control of the feed to each tube 
pass is critical in these furnaces because the pressure drop 
per pass can vary because of varied fouling or heat fluxes.

Hydrotreater charge furnaces are generally less severe 
than other furnace applications, except in the case of resi-
due hydrocrackers in which temperatures are high and the 
feedstock will tend to crack. These furnaces can range in 
size from small cylindrical furnaces to very large cabin 
types. Average radiant heat fluxes can range from 30 to 40 
kW/m² (lower for heavier materials and higher for naphtha).

For naphtha and kerosene hydrotreaters, a key param-
eter that must be considered is that the feed to the furnace 
should be 100 % vapor phase. Having a two-phase feed 
to the furnace with a 100 % vapor outlet means that some-
where in the furnace tubes there will be a dry point where 
the last liquid evaporates. At this point in the furnace, the 
tube metal temperature profile will have a step increase, 
resulting in very high stresses in the tube. This can result in 
catastrophic tube failures and should therefore be avoided.

AST-MNL58-11-0801-013.indd   333 3/12/13   2:24 PM

 



334	 Petroleum refiNiNg aND Natural gaS ProceSSiNg

The control of the feed to the individual passes of 
the  furnace is up to the licensor and owner. For a verti-
cal tube furnace, individual pass control is recommended. 
If  the individual passes are not controlled, symmetrical 
piping on the inlet and outlet of the furnace is critical. If 
the furnace is single phase (i.e., naphtha), individual pass 
control is not warranted.

Hydrogen heaters are usually only found in high-severity 
hydrocrackers. These units are fairly simple, except that 
process temperatures can reach 538°C (1000°F) with very 
high hydrogen partial pressures. Additionally, because the 
heat transfer coefficient on the process side is low, the tube 
metal temperatures can be very high. All of this requires 
special metallurgies (e.g., 347H Stainless) and careful 
monitoring of tube metal temperatures.

Hydrotreater and hydrocracker fractionation furnaces 
are less severe than crude distillation furnaces, except in 
the case of residue hydrocrackers. These furnaces can be of 
whichever configuration is the most economic, although hori-
zontal cabin types are recommended. Average radiant tube 
fluxes can be from 38 to 50 kW/m². For units producing diesel, 
lower fluxes and lower tube wall temperatures may be desired 
because temperatures above 360°C (680°F) have been known 
to result in cracking and undesirable color in the product.

Catalytic reforming furnaces heat the feed to the 
endothermic reforming reactor. Such furnaces are often 
designed similarly to naphtha hydrotreater furnaces and 
are usually vertical cylindrical type.

Thermal oil furnaces are usually vertical cylindrical 
units, sometimes with convection boxes. The heat fluxes 
and tube wall temperature requirements are specific to 
the thermal oil used. These data are readily available 
from the thermal oil suppliers (e.g., Dow Chemical, Solutia). 
If the thermal oil is being vaporized, then individual pass 
control should be considered (unless it is a thermosyphon-
type vaporizer with a drum).

Steam superheaters are mostly vertical cylindrical 
units, usually without convection boxes. The heat fluxes are 
similar to those of boilers. Because the process-side heat 
transfer coefficient is low, the tube metal temperatures can 
be high, requiring special metallurgy.

Hydrogen reformers are very specialized units that 
can be fired from the top, side, or bottom, and can have 
vertical or horizontal tubes.

13.6.4.4	 CoMbuStioN	CalCulatioNS
Combustion calculations provide key information about a 
fired heater design. The first is to determine how much air 
is required to burn the fuel, and the second is to determine 
the energy available in the flue gas.

There are two ways to perform combustion calculations. 
The first is using traditional combustion equations using the 
stoichiometry of the combustion reactions and the heats of 
combustion. An adiabatic flame temperature calculation can 
be used to determine the theoretical flame temperature.

The stoichiometry of combustion can be shown as

 

C H O S N O

CO H

x y z w v x w v
y z

x
y

+ + + + −






 ⋅

⋅ + ⋅

4 2

2

2

2 2

→

OO SO NO+ ⋅ + ⋅w v2  (13.79)

This is feasible for liquid and solid fuels in which the 
atomic composition of the fuel is known. In such cases, 
the fuel composition is usually known on a mass basis 
and must be converted to molar. For the purposes of 
combustion calculations, it is safe to assume that sulfur 
and nitrogen oxidize to the forms shown here because 
they are small portions of the overall heat of combustion 
(some of the nitrogen in the fuel will actually reduce to N2). 
The nitrogen content of the fuel can simply be ignored in 
most cases because it has minimal effect on the flue gas 
composition.

For gaseous fuels, one usually knows the composition 
on a molecular basis, such as hydrogen, methane, propane, 
etc. For such fuels, it is easier to use the stoichiometry per 
component. Here, methane is shown as an example:

 CH4 + 2 ⋅ O2 → CO2 + 2 ⋅ H2O (13.80)

For each reaction, the heat of combustion is known, allowing 
the total heat of combustion to be calculated:

 ∆ ∆H x HLHV i LHV i
i

= ∑ ,  (13.81)

where i is the fraction of a given component in the fuel.
Using this stoichiometry and heats of combustion, we 

can determine the composition of the flue gas and the heat 
release of the combustion. A selection of heat of combustion 
data is provided in Table 13.5.

The heating value of fuel oils can be estimated using 
the following correlation, which was curve-fitted from data 
in Chapter 27 of reference 6.

table 13.5—Heat of combustion Data for 
Selected fuels

fuel
lower Heating Value
(mJ/kg)

hydrogen 121

Carbon	monoxide 10.9

Methane 50.0

ethane 47.8

propane 46.4

butanes 45.8

gasoline 44.4

kerosene/jet	fuel 43.0

Diesel 43.0

heavy	(No.	6)	fuel	oil 38.0

petroleum	coke	(dry	basis) 36.0

anthracite	coal 35.0

bituminous	coal 26–32

Subbituminous	coal	(range	of	volatiles) 14–21

lignite	(range	of	water	contents) 5–10

peat,	wet 2.5
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∆H SG SG

wt S
LHV = − ⋅ + ⋅ − ⋅

⋅

12 649 9 3575 0 2752. . .

( % )S GG− +0 75 43 9893. .
 (13.82)

This equation provides lower heating values (LHVs) in 
megajoules per kilogram. Conversion to British thermal 
units per pound is obtained by multiplying the result 
by 429.9.

The heating value of a gaseous fuel can be estimated 
from molecular weight if the composition is not available:

 ΔHLHV = 5.775 + 1.829 ⋅ MW (13.83)

This equation provides LHVs in megajoules per Newton-
cubic metre and should be considered accurate to ±1.5 
MJ/Nm³ for gases with molecular weights below 44.

It is important to account for the inert and excess species 
in the combustion air and fuel, such as nitrogen (N2), argon 
(Ar), water (H2O), excess oxygen (O2), and carbon dioxide 
(CO2). The last may be present in the fuel at a concentration 
that is significant (~2 %). The quantity of water vapor present 
in the combustion air can be determined using a psychro-
metric chart or simulator. The composition of dry air is 
approximately 78.08 % N2, 20.95 % O2, 0.93 % Ar, and 0.04 
% CO2 (molar basis). The water content in atmospheric air can 
be significant (6.4 vol % at 100 % relative humidity at 100°F).

Excess oxygen is provided as excess air. Most furnaces 
are designed for 10–30 % excess air, with the lower end 
used for gas-fired balanced draft furnaces and the higher 
end for oil-fired natural draft furnaces. The purpose of 
excess air is to ensure that combustion is complete, leav-
ing only parts-per-million levels of CO and hydrocarbons 
remaining. Furnaces operating with sufficient excess air 
should have at least 2 mol % O2 remaining in the flue gas.

One aspect that is often overlooked is that the heats 
of combustion available in the literature are generally at 
a standard temperature (To)—either 298 K (25°C / 77°F) in 
scientific literature or 60°F (15.56°C/288.7 K) in engineering 
literature. The heat of combustion values should be net, or 
LHVs, in which the latent heat of the water in the flue gas 
is not included. To determine the flame temperature, we 
must consider the enthalpy present in the combustion air 
and fuel as well as the heat of combustion:

 ∆ ∆H m C T dT m HT i P i
T

T

i
j LHV j

j

IN

= +∫∑ ∑, ,( )
�

 (13.84)

where the ΔHT	term is the total enthalpy change from the 
inlet air and fuel conditions to the flame. The summation 
subscript i indicates all of the species present in the fuel and 
combustion air, including inerts. The subscript j indicates 
the reactants in the combustion.

Determining the theoretical flame temperature means 
that we must assume that the combustion is adiabatic (i.e., 
no heat losses):

 0 = − ∫∑∆H m C T dTT k P k
T

T

F

, ( )
�

 (13.85)

where the appropriate thermodynamic model is used to 
calculate the specific heat of each component of the flue gas. 
The subscript k indicates all of the species present in the 
flue gas, including inerts. This equation must be solved for 

TF, which is iterative, because of the dependence of the heat 
capacities, CP,k, on temperature.

A commercial simulator makes these calculations much 
easier than doing so manually because integrating the 
specific heat functions can be quite involved. The reader is 
advised to review a thermodynamics text for more on this 
calculation [37].

A second method of performing a combustion calcu-
lation is possible for fuels when the exact composition is 
known (i.e. gases), using a commercial simulator. Combustion 
is a free-energy minimization reaction, or at least very close 
to reaching the minimum free energy of the system. Most 
commercial simulators have a unit operation called a Gibbs 
reactor (or something similar) that performs a free-energy 
minimization calculation by changing the composition of the 
stream. By inputting all of the reactants and allowing all of 
the possible combustion products, a Gibbs reactor can accu-
rately estimate the flue gas composition and the theoretical 
flame temperature (if you make the reactor adiabatic). This 
method is usually faster, but it should be used with care. The 
tolerances of the simulators can result in small percentages of 
unburned fuel (usually hydrogen) and higher than real levels of 
CO (if it is allowed in the model). It is also not recommended 
to include species such as nitric oxide (NO), nitrogen dioxide 
(NO2), and sulfur trioxide (SO3) because these reactions are 
kinetically limited and will not go to a free-energy minimum.

Once the theoretical flame temperature and composition 
of the flue gas are known, the calculation of the heat available 
through the radiant and convective sections of the furnace 
can be determined by calculating the enthalpy available 
between the flame temperature and the bridgewall tempera-
ture (i.e., exit of the radiant section) and then down to the 
gas flue temperature leaving the convection section. This is 
again most easily accomplished with a commercial simulator. 
For a well-designed furnace, the bridgewall temperature 
should be between 800°C and 1000°C for most services [38].

The design or rating of the radiant heat transfer 
requires a more detailed analysis than this text can provide. 
The reader is advised to review the publications by Lobo 
and Evans [39], Cross [40], Mekler and Fairall [41], and the 
Heater Design website [42] for more of the detailed heat 
transfer calculations. The four-part dissertation by Berman 
[43–46] is also recommended for a complete review of 
furnace design considerations.

13.6.4.5	 effiCieNCy
A key parameter of fired heater design and evaluation is the 
efficiency of the furnace. There are two efficiencies often ref-
erenced with regard to furnaces: (1) fuel efficiency, which 
considers only that energy present in the fuel (ΔHLHV), 
excluding any energy input (or shortage) from the ambient air 
(if ambient is different than 60°F) or an atomizing medium 
such as steam, and (2) thermal efficiency, which consid-
ers all energy inputs. The thermal efficiency is shown here 
(from reference 47):

 η =
+ + + − +

+ + +
∆

∆
H H H H Q Q

H H H H
LHV a f m r s

LHV a f m

( )
 (13.86)

where:
Ha = enthalpy correction of the combustion air, 
Hf = enthalpy correction of the fuel, and 
Hm = enthalpy correction of the atomizing medium. 
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Each value is usually expressed in terms of energy per 
mass of fuel (MJ/kg fuel, Btu/lb fuel). Alternatively, the 
calculation can be done on total energy flow (i.e., GJ/h, 
MMBtu/h) for the furnace.

The values Qr and Qs are the heat losses due to radia-
tion to the environment and the heat losses in the stack 
gas, respectively. The heat losses due to radiation for a 
furnace will usually be between 1 % and 4 %, with the 
low end of the range on furnaces that have better casing 
insulation. The stack losses are directly related to the stack 
temperature.

The stack losses should be determined via the following 
equation:

 Q
m

m C T dTs
f

k P k
T

T

k
s

= ∫∑1
, ( )

�

 (13.87)

There are two choices for performing this calculation. A 
process simulator can be used to determine the heat avail-
able in the flue gas (from stack temperature to reference 
temperature). This is done by modeling a cooler on the flue 
gas with the outlet conditions set at 60°F (15.556°C) and a 
vapor fraction of 1.0. This is necessary to avoid condens-
ing the water in the flue gas. The simulator will predict a 
pressure much below atmospheric, but this is acceptable 
because the heat energy is not very pressure dependent.

The second choice is to follow a tabular method, as is pre-
sented in Appendix G of reference [47] or as presented in ref-
erence [48]. Both references provide an example calculation.

Using an air preheater, it is possible to achieve thermal 
efficiencies in excess of 92 % in a modern furnace. The limi-
tation on furnace efficiency is usually due to the minimum 
stack temperature acceptable to avoid sulfuric acid (H2SO4) 
deposition.

13.6.4.6	 aCiD	DeWpoiNt
The minimum stack temperature when burning clean fuels, 
containing no sulfur, is limited simply by the dewpoint of 
the water vapor in the stack. This water vapor condensing 
can result in corrosion because dissolved O2 and CO2 can 
attack economizer tubes, air preheaters, and the stack itself. 
However, few fuels contain no sulfur.

Combustion of fuels containing sulfur result in SO2. 
SO2 can dissolve in condensed water, but it is a weak acid 
and does not significantly affect the dewpoint in the stack. 
However, a small portion of the sulfur in the fuel will oxi-
dize to SO3, which is highly hygroscopic and condenses as 
H2SO4 at temperatures above that of water. Hot H2SO4 is 
corrosive to almost all metals (Ta and Pt excepted). Oper-
ating a furnace below the dewpoint of H2SO4 will quickly 
destroy economizer tubes, air preheaters, dampers, and 
even the stack walls.

The dewpoint of H2SO4 can be predicted using the 
correlation developed by ZareNezhad [49]:

 
T P PDP SO H O= + ⋅ + ⋅ −150 11 664 8 1328

0 3
3 2

. ln ( ) . ln ( )

. 883226
3 2

⋅ ⋅ln ( ) ln ( )P PSO H O

 (13.88)

where TDP is the dewpoint in degrees Celsius and the partial 
pressures of water and SO3 are expressed in millimetres of 
mercury.

The problem of course is to predict the concentration 
of SO3 in the flue gas. Oxidation of SO2 to SO3 is not well 
understood. The activation energy required is high, but it is 
influenced by several factors, such as excess oxygen, flame 
temperatures, and the presence of catalytic metals in the 
flame, such as nickel or vanadium from the fuel. Various 
sources [50,51] indicate that measured levels of SO3 in flue 
gas range from 0.1 % to 3 % of the SO2 concentration. Design 
guidelines at some engineering firms and boiler manufactur-
ers assume 5 % for design purposes. Additionally, in the design 
of a fired heater, it is recommended that the flue gas tempera-
ture always should exceed the predicted acid dewpoint tem-
perature by at least 25°C (45°F) to account for uncertainties.

A warning for furnaces in cold climates: An uninsu-
lated stack can result in low stack wall temperatures. 
For one furnace the author assessed, the stack gas exit 
temperature was 115°C, and the predicted acid and clean 
water dewpoints were 93°C and 45°C, respectively. With 
an ambient temperature of –40°C and a wind, the stack wall 
metal temperature fell to just 32°C. In this case, operators 
continuously drained acidic water from the stack bottom. 
If the stack metal temperature is expected to fall below 
the dewpoint, then an acid-resistant lining (polymer or 
ceramic) is recommended.

13.6.4.7	 SeleCtiVe	NitrogeN	reDuCtioN
As environmental regulations are tightened around the 
world, the implementation of selective nitrogen reduction to 
obtain very low NOx emissions is becoming more common. 
In many jurisdictions, NOx limits can be achieved using 
low-NOx or ultra-low-NOx burners; however, the strictest 
rules require greater effort.

Selective noncatalytic reduction (SNCR) is generally 
performed at a flue gas temperature between 870°C and 
1150°C (bridgewall temperature). Urea or ammonia is 
injected into the flue gas at this point, whereby the ammonia 
reacts with NOx to form molecular nitrogen, N2. Although in 
theory this can achieve up to 90 % reduction in NOx, prob-
lems of mixing, residence time, and temperature gradients 
mean that performance is usually limited to 30–40 %.

Selective catalytic reduction (SCR) is generally per-
formed inside of or after the convection section. It requires 
a flue gas temperature of 230–450°C (450–840°F), with 
temperatures below 360°C (680°F) requiring longer resi-
dence times in the catalyst bed. The catalyst is a ceramic 
(often TiO2) support, with an active catalytic layer that 
can be a base metal oxide (i.e., vanadium or tungsten), 
a zeolite, or a precious metal (i.e., platinum group). The 
base metal oxide catalysts are the least expensive, but they 
have the problem of catalyzing the oxidation of SO2 to SO3. 
Zeolites have a wider range of temperature stability with 
reduced catalytic activity for SOx. Platinum-group metals 
are of course very expensive. The catalyst is usually of a 
honeycomb or plate configuration, with the former provid-
ing smaller units but with higher pressure drop and higher 
fouling potential.

Other problems with SCR include the potential for-
mation of ammonium sulfate in fuels with high sulfur 
contents, which can precipitate and plug the SCR and the 
air preheater. Another problem with coal, coke, and heavy 
fuel oil-fired furnaces can be the presence of arsenic oxide 
(As2O3) in the flue gas. This gaseous form of arsenic will 
poison the SCR catalyst.
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13.7 tWo- aND tHree-PHaSe SeParatorS
Two- and three-phase separators are a key part of any oil pro-
duction, upgrading, refining, or chemical synthesis process. 
This section discusses the design of gravity separators used 
to separate gas-liquid, liquid-liquid, and gas-liquid-liquid 
separators. Solids separation is not discussed. A typical 
example in refining applications is the separation of gas, 
hydrocarbon liquid (oil), and water.

Separators may be oriented in either the horizontal or 
vertical; the latter is generally only applicable where the 
quantity of liquids is small (<10 % by mass) compared with 
the vapor phase, or where plot space limitations are a factor.

Separator vessels are generally sized based on the dis-
engagement of the phases, with the hold-up volume (time) 
being secondary. However, the hold-up time, particularly 
in high liquid rate applications, can govern the sizing of a 
vessel. This will also be considered herein.

13.7.1  Disengagement Theory
Separator calculations are based on determining the veloc-
ity of particles of a dispersed phase from the forces exerted 
on said particles rising or falling through a continuous phase. 
Three forces act on a particle moving in a fluid: gravity, 
drag, and buoyancy. The derivation of these equations has 
been shown elsewhere and need not be repeated here. Solv-
ing these equations for the particle velocity results in the 
following:

 u
gD

CT
P P C

D C

= ⋅ −
⋅

4
3

( )ρ ρ
ρ

 (13.89)

The actual settling velocity depends on the drag coefficient 
(CD), which is dependent on the Reynolds number of the 
particle as it moves through the fluid.

 Re
D uC P T

C

= ρ
µ

 (13.90)

The relationship between the drag coefficient and Reynolds 
number is shown by three equations [6], depending on the 
Reynolds number:

table 13.6—Settling regime

Newton’s	
regime

Re	>	1000 CD	=	0.44	 (13.91)

intermediate	
regime

1	<	re	<	1000
C

Re
ReD =







 ⋅ + ⋅( )24

1 0 14 0 7. .
	
(13.92)

Stokes’	
regime

Re	<	1 C
ReD = 24

	 (13.93)

The terminal velocity of the falling (or rising) particle is 
calculated and then compared with the superficial velocity 
of the continuous phase.

 u
Q
AS
C

X

=  (13.94)

If the terminal velocity is higher than the superficial velocity 
of the continuous phase, then the particle will fall (or rise) 
against the continuous phase motion. If not, then it will be 
carried with the continuous phase.

Many published methods for sizing separators use the 
Souders-Brown equation, which uses the empirical factor K 
to relate the allowable superficial velocity of the continuous 
phase to the difference in fluid densities:

 u Ka
P C

C

= −ρ ρ
ρ

 (13.95)

Separation device vendors often have values of K available 
for their specific equipment, but a typical published source 
is available in the Gas Processors and Suppliers Association 
(GPSA) Engineering Databook. Table 13.7 is taken from 
this source:

table 13.7—gPSa K Values
Separator type Pressure (psig) K factor (ft/s)

horizontal	with	vertical	pad 0.40–0.50

Vertical	with	horizontal	pad atmospheric 0.35

300 0.33

600 0.30

900 0.27

1500 0.21

Vacuum 0.20

Notes:
K	=	0.35	at	100	psig;	subtract	0.01	for	every	100	psi	above	100	psig.	
for	glycol	or	amine	solutions,	multiply	the	above	K	values	by	0.6–0.8.	
typically	use	one	half	of	the	above	K	values	for	approximate	sizing	of	
vertical	separators	without	mist	eliminators.	for	compressor	suction	
scrubbers	and	expander	inlet	separators,	multiply	K	by	0.7–0.8.

The K value can be related to the particle size and drag 
coefficient by setting the Souders-Brown allowable velocity 
equal to the terminal velocity determined in Eq 13.89:

 K
gD
C

P

D

= ⋅
⋅

4
3

 (13.96)

This allows one to use the K-value method for sizing of a 
separator and then checking the minimum particle size 
that would disengage in the given dimensions (or vice 
versa).

13.7.2  General Assumptions and 
Clarifications
In general, the equations provided for disengagement are 
based on a dilute suspension of small, rigid, spherical parti-
cles falling (or rising) through a stagnant Newtonian medium. 
There are several situations in which this is not the case.

If the continuous phase is non-Newtonian (i.e., vis-
cosity is shear-dependent), then the reader is directed to 
Perry’s Handbook [6] for guidance on such separations. 
If the particle sizes are very small (< 0.5 micron), then 
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Brownian motion can control the separation because the 
particles are influenced by individual molecule motion, 
which can overcome the force of gravity. If the particles 
(droplets/bubbles) are large enough to become distorted 
from spherical, then this will change the drag equations. 
Distortion from spherical is probable if the Eötvös number 
(NEO) falls below 0.4:

 N
gD

EO
P P C=

⋅ −ρ ρ
σ

 (13.97)

where σ is the interfacial tension between the phases. 
If the particles are likely to be nonspherical, then the 
correlations of Clift [52] or Hu and Kintner [53] should 
be considered. If the dispersed phase is not dilute in the 
continuous phase (<5 vol %), then two possible problems 
arise with the aforementioned equations. The comparison 
between the particle’s terminal velocity was made with 
the superficial velocity of the continuous phase. If the dis-
persed phase is not dilute, then the comparison should be 
made against the actual (local) velocity of the continuous 
phase, which would have to take into account the space 
occupied by the particles. Second, in a nondilute suspension, 
the particles may affect settling. Unlike the setting of solid 
particles, coalescence becomes important and will affect 
the drag coefficient of the droplets/bubbles, increasing the 
terminal velocity but potentially changing the sphericity of 
the droplets. If particles resist coalescence, then the terminal 
velocity will decrease (the droplets behave like solid particles) 
and the particles may hinder movement. Hindered settling 
can be estimated by the Maude-Whitmore [54] equation, 
although it and other hindered settling methods contain 
terms that requires empirical data.

13.7.3  Liquid Hold-Up
The liquid hold-up volumes of vessels may govern the siz-
ing, depending on the application. The calculation of liquid 
hold-up is simply the multiplication of the liquid-phase flow 
rate by the hold-up time desired. The geometry of the vessel 
can then be determined based on that volume. Liquid hold-
up is often separated into two categories: hold-up and surge.

Hold-up time is the time it takes to reduce the liquid 
level from normal (NLL) to low (LLL) at normal outlet flow 
rates with zero inlet flow. This time should be set consider-
ing the quality of control and reliability of the upstream 
facilities and the requirements of downstream equipment. 
For vessel feeding pumps, one should also consider the 
potential risk to the pump should the vessel go empty.

Surge time is the time it takes to increase the liquid 
level from NLL to HLL at normal inlet flow rates with 
zero outlet flow. This time should be set considering the 
need to insulate the upstream facilities from disruptions 
downstream. In combination, the hold-up and surge times 
should provide sufficient time for the control system to 
react to changes and adjust before the separator becomes 
full or empty. Some operating companies like to ensure that 
the surge time is sufficient for an alert human operator to 
react to the situation.

Liquid hold-up times for typical applications are shown 
in Table 13.8. Different refinery operating companies or 
engineering firms may use different values. Unless the oper-
ating company has specific rules, surge time should be set 
to 25–50 % of the hold-up times shown here.

During the design of a new separator, the hold-up vol-
umes are generally assumed to be between the tangent lines 
of the vessel, and the volumes (or partial volumes) of the 
heads are ignored; this may not be prudent in the case of a 
revamp or when generating data for dynamic  simulations 
or controller tuning in which the actual liquid volume in 
the vessel needs to be considered.

The equations for the liquid volume in a vertical vessel 
are simply that of a cylinder:

 V r hL L= ⋅ ⋅π 2  (13.98)

The value of hL should be the distance between the liquid 
level of interest and the bottom tangent line.

For a horizontal cylinder, the volume of liquid in the 
vessel is only that of a partial cylinder. The equation for the 
partial volume of a horizontal cylinder is shown here:

 V L r
r h

r
h r hr h= ⋅ −






 + −( ) ⋅ −









−2 1 22cos  (13.99)

This equation is valid for values of h above or below the 
centerline of the vessel as seen in Figure 13.24. The cross-
sectional area can be obtained by solving only the portion 
within the parentheses (i.e., divide volume by length).

table 13.8—typical Hold-up times for 
Separators

Service
Hold-up 
time (min)

uncontrolled	feed	to	units

	 Wide	variation	in	operations,	batch	operations. 30–300

	 	Minor	variation	in	operations,	predictable	
variability

20–30

Controlled	feed	from	other	process	units

	 upstream	unit	has	poor	control	(yield	variation) 15

	 	upstream	unit	has	poor	control	(unsteady	flow	
on	level	control)

10

	 	upstream	unit	has	good	control	(steady	flow	on	
flow	control)

5

equipment	inside	of	a	process	unit

	 Column	sump	feeding	another	column 5

	 feed	to	a	distillation	column 5

	 feed	to	a	series	of	distillation	columns 10

	 	Column	reflux	drum	(depending	on	control	
scheme)

2–5

	 feed	to	a	fired	heater 10

	 feed	to	a	low	head	charge	pump 5

	 feed	to	a	high	head	charge	pump 10

	 liquid	knockout	drum 5

	 refrigerant	flash	drum 2

	 product	directed	to	off-plot	storage 5

	 reboilers	(kettle-type) 2

	 Steam	drums 15
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13.7.4  Vertical Separator Procedure
The sizing of a vertical gas-liquid separator is the most 
basic case. The liquid droplets will separate from the gas 
phase if their terminal velocity downward exceeds the 
superficial velocity of the gas flowing up the vessel, as 
shown in Figure 13.25. As noted previously, vertical separa-
tors are selected when there is minimal liquid volume and 
vapor-liquid separation governs.
• The particle size of the desired separation should be 

selected. This is the minimum particle size that should 
be carried over from the separator. A reasonable par-
ticle size for most separators is 500 μm. Smaller values 
(200–400 μm) are often used for flare or vent knockout 
drums to prevent liquid carryover into the stack or in 
compressor suction drums to prevent liquid ingress to 
the machine.

• The Reynolds number of the selected particle size 
should be determined per Eq 13.90.

• The drag coefficient of the selected particle size should 
be determined with the appropriate equation from 
Table 13.6.

• The K value can be determined from Eq 13.96 and 
compared with typical values or values specific to 
the type of internal (i.e., mesh pad, vane separator) to 
be used. If the K value is significantly lower than the 
typical values, this indicates that your particle size sep-
aration is aggressive compared with typical petroleum 
industry separators.

• Use the terminal velocity of the particle as the super-
ficial vapor velocity, and determine the required 
cross-sectional area of the separator via Eq 13.94. 
From this, calculate the inside vessel diameter.

• Using the required hold-up time, calculate the hold-up 
volume from the liquid rate flowing into the separator. 
Divide by the cross-sectional area of the vessel to deter-
mine the height of liquid between the HLL and LLL. 
If this value is very large (>3D), consider a horizontal 
vessel or make the vessel diameter larger (i.e., liquid 
hold-up governs).

• Determine the overall dimensions of the vessel with 
the following rules. The recommended lengths for 

each section of the vessel are shown in Table 13.9 and 
Figure 13.5.
The total height of a vessel should be between 3 and 

6 times the vessel diameter. The optimal length/diameter 
(L/D) ratio is an economic factor related to the specifics 
of the situation. Parameters affecting the optimization 
include
• Operating and design conditions,
• Weight,
• Capital cost,
• Metallurgy,
• Plot space available, and
• Transportation limitations of fabricator to site.

A simple rule of thumb that is based on the weight of 
the vessel is that higher pressures justify higher L/D ratio. 
A typical set of values for carbon steel vessels are
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table 13.10—optimal l/D ratios
Design Pressure (kPag) l/D at minimum Weight

<1000 2–3

∼2000 3–4	

∼4000 4

>8000 5+

A larger diameter than that required for vapor-liquid 
separation is acceptable if required to optimize the vessel 
cost and weight. Using the equations provided in reverse, 
one can estimate the size of particles that would carry over 
a larger diameter vessel.

13.7.5  Vertical Three-Phase Separator 
Procedure
In some rare cases, a vertical separator may be specified 
for three-phase (gas-liquid-liquid) separation. This is not 
common because a horizontal separator provides a longer 
separation flow path and will perform better as a liquid-
liquid disengagement device. However, in situations with 
low liquid flows and plot space (e.g., offshore) limitations, 
a vertical three-phase separator may be necessary. 

The procedure for sizing such a separator is the same as 
above, except that the engineer must check the disengage-
ment of the two liquid phases. In most refinery applications 
this is the separation of oil and water. The disengagement 
calculations must be performed using oil and water as the 
continuous phase to check the rate at which water droplets 
fall through oil and to check the rate at which oil droplets 
rise through water.

The terminal velocity of the droplets of the dispersed 
phase must be checked against the superficial velocity 
of the continuous phase, using Eqs 13.89 through 13.93. 
Liquid-liquid separations almost always fall in the Stokes’ 

law range. Because each separation is based on the same 
density difference, the more difficult separation (assum-
ing the same superficial velocities and droplet sizes) will 
be that in which the continuous phase has the higher vis-
cosity. For naphtha- through diesel-range materials, this 
means that separating oil from water is more difficult, 
whereas for heavier cuts the separation of water from the 
oil phase is more difficult. Likewise, the high viscosity 
of amine solutions can make separation of hydrocarbon 
droplets difficult.

Droplet size selection for liquid-liquid separation can 
be difficult. For low-viscosity systems, separation of droplet 
sizes of 100 μm can be expected. For high-viscosity systems 
(>50 cP), it can be difficult to separate droplets smaller than 
1000 μm (0.04 in.) in a reasonably sized vessel.

For the rare case of a two-phase liquid-liquid separa-
tor (no vapor), the sizing calculations are done using the 
same methods except that the superficial velocity of each 
phase must be less than the terminal velocity of the desired 
particle size to be separated. Whichever continuous-phase 
superficial velocity results in the larger vessel diameter 
governs. Additionally, one must consider whether the feed 
should be above or below the interface-level control range. 
In general, the feed should be above the high interface 
level if the separation of the light-phase droplets from 
the continuous heavy phase is more difficult (i.e., more 
residence time for the heavy liquid) and below if the reverse 
is true. However, if the ratio of the flows is quite different or 
the desired hold-up time would result in a very large vessel, 
one could consider the alternative.

For a three-phase vertical separator, the light liquid 
draw must be from the side of the vessel or from a standpipe 
inside of the vessel that extends above the high interface 
level. Another option is to include a vertical or inclined 
baffle in the vertical vessel. This is most common in situ-
ations in which a small volumetric rate of oil is present in 
a great volume of water. The baffle should extend above 
the inlet nozzle to ensure that all liquid droplets fall to the 
interface before passing over the baffle. The baffle should 
also extend below the light liquid draw, forcing all liquid 
under the baffle, after which the light phase will rise up on 
the outlet side of the baffle. A key issue to consider is that 
the cross-sectional area for determination of superficial 
velocity is now only a partial circle on the side of the baffle in 
question. This can be calculated using Eq 13.99 by dividing 
by the vessel length.

13.7.6  Horizontal Separator Sizing Procedure
Sizing of horizontal separators is basically the same logic 
as for vertical separators except that the motion of the 
particles due to gravity is no longer parallel to the bulk 
motion of the continuous phase. For dilute dispersed-phase 
systems, we can safely assume that the particles fall verti-
cally as they move horizontally with the continuous phase. 
We must then determine if a given particle size will fall 
(or rise) from the inlet nozzle to the interface before the 
continuous phase reaches its outlet nozzle.

Figure 13.26 shows a simple horizontal vapor-liquid 
separator and a horizontal vapor-liquid separator with 
a  mesh pad disengagement device at the outlet. The  
procedure that follows assumes that vapor-liquid separa-
tion governs the sizing; alternative cases are discussed 
briefly afterward.

table 13.9—Vertical vessel dimension
Dimension recommended length

HA bottom	tangent	to	llll	(shutdown)	should	be	≥	
500	mm	(10”).	the	minimum	connection	distance	
of	a	level	instrument	from	the	bottom	line	is	
approximately	300	mm.	therefore,	the	lowest	
control	point	should	be	slightly	above	this.

HB llll	and	lll	should	be	minimum	300	mm	(6	in.)	
or	1–2	minutes	of	hold-up	time.

HC+HD lll	and	hll	as	calculated	in	step	6.

HE hll	and	hhll	(shutdown)	should	be	minimum	
300	mm	(6	in.)	or	1–2	min	of	hold-up	time.

HF hhll	(maximum	liquid	level)	and	inlet	nozzle	
centerline	should	be	½D	+	½	dN

HG inlet	nozzle	centerline	and	mesh	pad	or	vane	
device	should	be	≥½D

HJ Mesh	pad	thickness	is	usually	300	mm	(6	in.),	but	
other	devices	may	be	more	or	less.

HK from	mesh	pad/vane	device	to	top	tangent	
should	be	≥½D.
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 1. Determine the terminal velocity of a liquid droplet fall-
ing through the vapor using Eqs 13.89 through 13.93.

 2. Select the desired hold-up and surge times from Table 
13.8. Determine the hold-up and surge volumes via
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 (13.100)

 3. Select an appropriate L/D ratio from Table 13.10.
 4. Calculate a preliminary cross-sectional area using the 

following equation:
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 5. Determine diameter via simple geometry.

 6. Calculate the length of the vessel using the selected 
L/D ratio. Some engineering and operating compa-
nies use the full length of the vessel for separation. 
The author recommends deducting length to account 
for the fact that the inlet and outlet nozzles are not 
located at the tangent line of the vessel and therefore 
the travel path of the continuous phase is shorter 
than the tangent-to-tangent length of the vessel. 
A  good assumption for the distance from the tan-
gent line to the inlet and outlet nozzles is half of the 
diameter of the nozzle plus 150 mm (6 in.) to allow 
for reinforcing pads and the usual distance from the 
tangent to the seam weld. This should be checked 
later once the vessel mechanical drawings are avail-
able. The nozzle sizes can be sized based on normal 
hydraulic criteria for the piping (i.e., pressure drop 
and velocity).

 7. Check that the length of the vessel is sufficient for 
the liquid hold-up volume. This can be calculated by 
dividing the hold-up volume by the cross-sectional area 

HHLL

D
=2

r

H
F

LV

LLLL

H
A

INLET NOZZLE VAPOR OUTLET

LIQUID OUTLET

LLL

NLL

HLL

H
B

H
C

H
D

H
E

HHLL

D
=2

r

H
F

LV

LLLL

H
A

INLET NOZZLE VAPOR OUTLET

LIQUID OUTLET

LLL

NLL

HLL

H
B

H
C

H
D

H
E

figure 13.26—Schematics	of	two-phase	horizontal	separators.
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of the liquid phases in the vessel. You may calculate 
this using Eq 13.99 with the liquid height as h. This 
should result in a value very close to the L calculated in 
step 6. If not, use the largest L value.

 8. Set the vapor space height (HF) equal to 0.25D or 
450 mm (18 in.), whichever is greater. If the vessel will 
have a mesh pad or other disengagement device, then 
you must account for the space occupied by the device. 
Usually, a mesh pad is approximately 150 mm thick 
and placed approximately 150 mm from the top of the 
vessel. Additionally, you must have sufficient clearance 
under the mesh pad to the liquid level—usually at least 
300 mm (18 in.). Therefore, in such a case the dimen-
sion HF must be at least 750 mm (24 in.) to provide suf-
ficient disengagement space.

 9. Using Eq 13.99, calculate the cross-sectional area of the 
vapor space using HF as h.

10. Calculate the liquid dropout time:

 ΘL
F

T

H
u

=  (13.102)

11. Calculate the minimum length of the vessel for vapor-
liquid disengagement:

 L
Q
A
V L

V
min = Θ

 (13.103)

12. If Lmin is less than the length calculated in steps 6 and 
7, then the vessel is large enough for disengagement. 
If not, use either a larger diameter or a large L/D ratio 
and repeat calculations starting at step 5 to check that 
all of the requirements are met or exceeded with a 
larger vessel.

13.7.7  Horizontal Three-Phase Separators
A horizontal three-phase separator is usually the most 
common type of three-phase separator in a refinery or gas 
processing plant because it offers the best separation of the 
liquid phases. There are three basic types of separator that 
are usually used: a weir configuration, a boot configuration, 
and a bucket and weir configuration. These are shown in 
Figure 13.27.

13.7.7.1	 Separator	With	Weir
A weir configuration is commonly used if the volume of 
the heavy liquid phase is much larger than the light liquid 
phase and if the separation of the light liquid phase is more 
difficult that the reverse. This is common of light hydrocar-
bons and water as well as light hydrocarbons and amine 
solutions.

The vapor-liquid separation is as described previously 
and can be calculated the same way. The key difference 
here is that the length for the hold-up of the heavy liquid 
is only on the left side of the weir (as shown in the figure), 
and the hold-up of the light liquid is only on the right side 
of the weir. The procedure for sizing the liquid sections of 
the vessel follow.
1. A first guess at the overall diameter of the vessel can be 

obtained using the method shown above for the simple 
two-phase separator, combining the hold-up volumes 
of the two liquids in Eq 13.100. The sizing of the vapor 
space can also be done as shown above.

2. The first step in the liquid-liquid disengagement is 
to calculate the rise rate of the light liquid droplets 
in the heavy liquid. As for the vertical separator, 
you must select a droplet size that is acceptable to 
carryover. For low-viscosity continuous phases, 100 
μm or less is achievable in a reasonably sized vessel. 
For high-viscosity systems, droplet sizes of 1000 μm 
may be required. Stokes’ law almost always governs 
liquid-liquid separations because of low Reynolds 
number.

3. Calculate the liquid droplet rise time:

 ΘLL
A B C D E

T

H H H H H
u

= + + + +
 (13.104)

where the dimensions designated H are shown in 
Figure 13.27a.

4. Calculate the cross-sectional area of the heavy liquid 
phase ahead of the weir using Eq 13.99. The height h 
is the numerator of Eq 13.104. In the following equa-
tions, this area will be designated by AHL.

5. Calculate the minimum length ahead of the weir of the 
vessel for liquid-liquid disengagement:

 L
A
HL LL

HL
min = Q Θ

 (13.105)

6. Check the hold-up time volume:

 VHL = Lmin ⋅ AHL (13.106)

7. If the hold-up volume calculated in step 6 is greater 
than or equal to that selected in step 1, then the vessel is 
large enough. If it is not, then the hold-up time governs 
the sizing. Increase the diameter or length and recalcu-
late to check the separation.

8. You can also check the separation of the heavy liquid 
droplets from the light liquid. This is done by calculat-
ing the cross-sectional area of the light liquid above the 
high-high interface level (HHIL) and the top of the weir 
(dimension HL in Figure 13.27a) using Eq 13.99 twice: 
once for the HHLL level and once for the HHIL level 
and subtracting. The HHIL should be approximately 
150 mm (6 in.) below the top of the weir to ensure no 
heavy liquid flows over the top of the weir. Then, calcu-
late the falling time for the heavy liquid droplet to fall 
across this distance in the length of the vessel upstream 
of the weir. Usually this is done iteratively to check the 
droplet size that can be separated.

9. Finally, set the distance after the weight to the tangent 
line by selecting a series of liquid levels below the weir 
top and use the hold-up volume of the light liquid.

13.7.7.2	 Separator	With	buCket	aND	Weir
A separator with a bucket and weir arrangement (see 
 Figure 13.27b) is sized in the same manner as for the weir 
configuration except that the distance for liquid-separation 
is only up to the bucket inlet. The bucket is more of a 
trough across the width of the vessel for a small volume of 
light liquid to be “skimmed” from the surface of the much 
larger heavy liquid phase. This is a common configuration 
for a sour water or rich amine flash drum, in which very 
small quantities of hydrocarbon are expected.
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figure 13.27—three-phase	horizontal	separator	schematics.
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The bucket size is determined using the desired hold-
up time of the light liquid assuming level controls 150 mm 
(6 in.) from the top and bottom of the bucket. Equation 
13.99 can be used to determine the cross-sectional area of 
the bucket. Because there is no possibility of getting heavy 
liquid out of the bucket, it is not necessary to check for 
liquid-liquid disengagement therein.

Finally, in a bucket and weir situation the hold-up 
and surge time of the heavy liquid phase for purposes of 
protecting downstream equipment (i.e., a pump), one must 
only consider the volume on the outlet side of the weir. For 
such vessels, the volume after the weir can be significant 
such that the weir may be located some distance from the 
outlet end of the vessel.

13.7.7.3	 Separator	With	boot
A separator with a boot is used primarily when the volume 
of light liquid is significantly larger than the volume of 
heavy liquid or when the separation of the heavy liquid 
from the light liquid is more difficult (light liquid is more 
viscous). The procedure follows.
 1. A first guess at the overall diameter of the vessel can be 

obtained using the method shown above for the simple 
two-phase separator, combining the hold-up volumes 
of the two liquids in Eq 13.100. The sizing of the vapor 
space can also be done as shown above for the two-
phase separator.

 2. The first step in the liquid-liquid disengagement is to 
calculate the drop rate of the heavy liquid droplets 
in the light liquid. As for the vertical separator, you 
must select a droplet size that is acceptable to car-
ryover. For low-viscosity continuous phases, 100 μm 
or less is achievable in a reasonably sized vessel. For 
high-viscosity systems, droplet sizes of 1000 μm may 
be required. Equations 13.89 through 13.93 are used; 
Stokes’ law almost always governs liquid-liquid separa-
tions because of low Reynolds number.

 3. Calculate the heavy liquid droplet fall time:

 ΘH
A B C D E

T

H H H H
u

= + + + +H
 (13.107)

where the dimensions designated H are shown in 
Figure 13.27c.

 4. Calculate the cross-sectional area of the light liquid 
phase using Eq 13.99. The height h is the numerator of 
Eq 13.107. In the following equations, this area will be 
designated by ALL.

 5. Calculate the minimum length ahead of the boot of the 
vessel for liquid-liquid disengagement:

 L
A
L H

L
min = Q Θ

 (13.108)

 6. Next, we must size the boot. The boot diameter must 
be set such that the superficial velocity of the heavy 
liquid phase downward is less than the terminal rising 
velocity of a light liquid droplet. Once again, we must 
select a droplet size. A reasonable value is 100 μm for 
most of these services. The methodology is identical 
to that shown previously for a vertical separator. Boot 
diameters are usually a minimum of 600 mm (24 in.) 

for fabrication reasons. If the boot diameter is more 
than 50 % of the vessel diameter, then consider a weir 
configuration because the heavy liquid volume is too 
large for a boot.

 7. Once the boot diameter is determined, set the length 
of the boot using the desired hold-up time of the heavy 
liquid. If the boot length is greater than 3Dboot, consider a 
larger diameter boot. Also, consider that the minimum 
distance between liquid levels should be 150–300 mm 
(6–12 in.) because many level instruments only have 
fidelity to such distances. This means an absolute mini-
mum boot length at 5 × 150 mm or 750 mm (30 in.).

 8. Once the boot size is known, we can check the overall 
length of the vessel. The overall length can be calculate 
using

 L L D dT boot N= + ⋅ + + ′′min . ( )1 25 300 12mm  (13.109)

where:
Dboot	= boot diameter and	
dN	= light liquid outlet nozzle diameter.
  The 1.25 factor and 300-mm (12 in.) allowances are 
to ensure enough space is present for reinforcing pads. 
Another check that should be performed is whether the 
dimension given by LT	–	Lmin	is greater than 2400 mm (96 
in.). If so, then a circumferential seam in the vessel may 
fall inside of the boot connection. This is not desirable. 
Talk with your mechanical engineer or vessel fabrica-
tor about alternatives, such as placing a girth seam 
between the outlet nozzle and the boot.

 9. Check the hold-up volume for the light liquid:

 V LLL T LL= ⋅ A  (13.110)

10. If this is less than the desired hold-up volume, then the 
vessel should be made longer or the diameter increased.

13.7.7.4	 CoNCluSioNS
As can be clearly seen, the sizing of a three-phase separa-
tor required significant iteration to ensure that all of the 
required criteria are met. For an existing separator that 
you wish to check rate, the equations can simply be solved 
in an alternative order to determine the particle sizes that 
can be separated.

13.7.8  Inlet Devices to Assist Separation
As can be seen clearly in Eq 13.89, the force of gravity 
and droplet size are the primary parameters for separator 
performance, other than the fluid properties themselves. 
Therefore, various technologies are available to improve 
separation by conditioning the inlet flow to a separator to 
improve the separation.

13.7.8.1	 SiMple	DefleCtioN	box
The first device is a simple deflection plate at the inlet to 
a separator. The purpose of a deflection plate is to direct 
the inlet flow to prevent entrainment or splashing. The key 
design parameter of an inlet box is that the velocity of the 
fluid passing through the outlets of the box should be lower 
than that of the fluid entering the inlet nozzle. This should 
ensure reduced velocities and minimize small droplet 
formation.
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In a vertical separator, these are usually boxes to direct 
the flow around the sides of the vessel. The designer should 
remember to consider the flow area out of each side of 
the box.

In a horizontal separator, the inlet box usually directs 
the inlet flow toward the head and away from the vessel 
outlets. As previously stated, the inlet box should reduce the 
fluid velocity from the velocity entering via the inlet nozzle. 
A good rule of thumb is also that the inlet box depth should 
be half of the distance from the top of the vessel to the 
HHLL and should allow 450-mm (18 in.) clearance between 
the HHLL and the box.

13.7.8.2	 VaNe-type	DeViCe
Vane-type inlet devices are proprietary to several suppliers, 
including Koch-Glitsch, Shell Global Solutions (i.e., Scho-
epentoeter), and others. These devices are most common 
in vertical separators and distillation columns. They are 
designed to evenly distribute the vapor and liquid through-
out the vessel, avoiding localized entrainment of liquid 
droplets in the vapor phase. They are also designed to 
minimize the formation of very small droplets as well to 
minimize entrainment.

13.7.8.3	 CyCloNe	DeViCeS
Cyclone devices include single and multiple cyclone 
devices that can be used in vertical and horizontal separa-
tors. There are numerous suppliers of such technology. 
The idea of a cyclone device is that by accelerating the 
fluid around a conical tube, the value of g in Eq 13.89 is 
increased significantly, improving separation. Addition-
ally, liquid droplets are forced to coalesce into larger 
droplets on the surface of the cyclone. The sizing of these 
devices is proprietary but can be effective to ensure sepa-
ration, to reduce vessel sizes, or to debottleneck an exist-
ing separator.

13.7.9  Foam
One problem that exhibits itself in some refinery separators 
is the formation of foam. This is most often found in crude 
preflash drums/columns, hydrocracker high-pressure sepa-
rators, and amine flash vessels. Foam can form in any 
system, but it is more prone to form in systems containing 
surface-active species, including but not limited to carboxylic 
and naphthenic acids, phenols, asphaltenes, heat-stable salts, 
iron-sulfide particles (in amines), or fine mineral particles. 
The presence of water in the hydrocarbon phase can contrib-
ute if there are polar surface-active species that are hydro- and 
oleophilic in the system.

Shell published an empirical correlation [55] that relates 
fluid parameters and vessel dimensions to a predicted foam 
height:
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where:
H = foam height (m),
ν = kinematic viscosity of the liquid (m²/s),
uL = superficial downward velocity of liquid (m/s),
ui = inlet velocity of mixed-phase fluid (m/s),
g = acceleration due to gravity = 9.81 m/s²,

ε = volumetric hold-up vapor fraction in foam (Shell found 
0.70 for their experiments of propane boiling out of light 
crude oil),
ρL = density of liquid phase (kg/m³), and
ρV = density of vapor phase (kg/m³).

This equation shows that increasing temperature 
(reducing viscosity) and increased vessel size (reducing 
superficial velocities) will help reduce foam height if it is 
prone to form in a system. Additionally, because the height 
of a foam generated is proportional to the inverse square 
of the acceleration of gravity, this supports the experience 
in the industry that cyclone-type inlet devices help prevent 
foam formation [20–22].

13.8 comPreSSorS aND PumPS
The purpose of this chapter is not to provide all of the 
design details of compressors and pumps, but rather to 
provide a brief overview with some of the key equations a 
process engineer may need when evaluating or specifying 
this equipment.

13.8.1  Compressors
A compressor is a machine that increases the pressure of 
a compressible fluid. The operating suction pressures can 
be anywhere from deep vacuum to high positive pressures; 
discharge pressures can be anything from subatmospheric 
to hundreds of megapascals. Compressors have been 
designed to be operated on molecular weights ranging from 
2 (hydrogen) to 352 (uranium hexafluoride) [56].

Compressors can be of two basic types: intermittent 
and continuous. Intermittent compressors operate by taking 
a volume of fluid and compressing it, releasing the com-
pressed fluid, and then starting again with another volume 
of fluid; because the volume of fluid admitted is always the 
same for a given compressor, these are often referred to as 
constant-volume machines. Continuous compressors can 
compress the fluid volume without any interruption in the 
flow at any point; because they are based on accelerating 
the fluid using some motive force (which is constant), these 
are often referred to as constant-mass machines.

Intermittent compressors can be subdivided into two 
basic groups: reciprocating and rotary devices. Recipro-
cating compressors use a mechanical piston (or series of 
such pistons) in cylinders to compress the gas. Fluid is 
admitted through a valve into the cylinder when the piston 
is retracted, and then the piston moves down the cylinder 
pushing the fluid against the head of the cylinder. As the 
piston reaches the end of the cylinder, the discharge valve 
opens, rejecting the compressed gas into the outlet piping. 
This is then repeated. Because the volume of gas admitted 
is fixed by the geometry, the properties of the fluid do not 
affect the performance of the machine with the exception of 
the power required. For a given compressor geometry, the 
volumetric flow and pressure differential will be the same 
(power and temperatures will of course vary). Reciprocating 
compressors are common in the hydrocarbon processing 
industry for smaller flows with high pressure ratio require-
ments, such as for natural gas transmission and hydrogen 
makeup to hydrotreaters. For low-molecular-weight gases 
such as hydrogen, the thermodynamic efficiencies of these 
machines can approach 100 %.

A rotary compressor can be of various types, including 
sliding-vane, liquid-ring, helical-lobe, and straight-lobe 
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screw devices. These machines differ from reciprocating 
machines as the machinery rotates on a shaft and they do 
not have inlet or outlet valves, but they are intermittent. 
A  volume fluid is admitted into the first chamber as the 
rotor moves over the inlet port. As the rotor turns, the 
chamber in which the fluid is trapped becomes smaller 
because of the geometry of the rotor and casing. Once the 
chamber reaches the outlet port, the now-higher pressure 
fluid exits via the outlet port. The direction of travel for 
the fluid may be radial (sliding-vane, liquid-ring) or axial 
(screws), but the principle is the same.

Sliding vane and liquid-ring compressors are often 
used in low-pressure applications and as vacuum pumps. 
They have capacity ranges from 3 to 27,000 m³/h 
(2–16,000 cfm) and generally with a pressure ratio of 3–5 
in a single stage.

Screw compressors are used in a wide variety of appli-
cations (e.g., instrument air, nitrogen, flare gas recovery, 
PSA tailgas) and have capacity ranges of 800–60,000 m³/h 
(500–35,000 acfm) with pressure ratios in a single stage of 
approximately 3. Screw compressors can be of either dry 
or flooded type. The dry type uses timing gears to ensure 
the perfect meshing of the screws; the flooded uses an 
oil layer to keep the screws from touching. The flooded 
type can handle higher compression ratios because the 
lubricating fluid can be used to remove some of the heat 
of compression. However, in fluids containing dust, a 
flooded screw is not reliable because the dust will contami-
nate the lube oil.

Continuous compressors can be divided into two 
types: ejectors and dynamic machines. An ejector is a 
low-efficiency machine that uses Bernoulli’s principle 
that a high-velocity motive fluid can produce a low static 
pressure and that slowing down the fluid will raise its 
pressure. Ejectors have no moving parts and are therefore 
highly reliable and low maintenance (unless the fluids 
contain solids that erode the ejector). Ejectors are often 
used in vacuum applications in which very low pressures 
are required. Motive fluids for ejectors are usually steam 
or gas, but liquids can also be used. In such services, these 
may be referred to as jet pumps.

Dynamic compressors impart energy to the fluid 
using a set of rotating blades. The energy is exhibited as 
velocity and pressure increase, although much of the pres-
sure increase occurs in the stationary elements. Because 
these machines use force to accelerate the gas, the density 
and molecular weight of the gas will affect the performance 
of the machine. In general, for a given compressor the mass 
flow will be constant at a given power input, with volumetric 
flow and pressure varying with varying fluid properties. 
Dynamic compressors come in three forms: centrifugal, 
axial, and mixed flow, which combines the features of the 
first two.

Centrifugal compressors function by admitting fluid 
into the rotor near the shaft and radially accelerating the 
fluid toward the edge of the rotor. As the fluid is pushed 
outward by the blades of the spinning rotor, it moves faster 
and increases in pressure. The fluid then decelerates in a 
diffuser that creates more pressure. These have a capacity 
range of 1700–250,000 m³/h (1000–150,000 acfm) with a 
compressor ratio generally limited to approximately 3 for 
a single stage. They are often built as multistage machines 
with multiple rotors on one shaft and have been built to 

operate at pressures up to 68 MPa (10,000 psi). These are 
some of the most common compressors in the hydrocarbon 
processing industry and are used for wet gas compressors in 
FCCs and cokers; recycle compressors in hydroprocessing 
units; and for larger flow instrument air, fuel gas, or nitrogen 
compression.

Axial compressors are large-volume machines that 
are characterized by the fluid moving along the shaft 
of the machine through a series of unshrouded blades. 
Each stage of the machine consists of one set of rotating 
blades, followed by a stationary set of blades. The fluid 
passes through the rotating blades, where it is acceler-
ated and increased in a pressure. The fluid then slows 
through the static blades and increases in pressure further. 
Because each stage is only capable of producing a small 
pressure increase, these machines are always built as mul-
tistage compressors. The blades of an axial compressor are 
made to exacting tolerances and often of expensive materi-
als, making these expensive, but often more economic for 
large volume applications. The most common application 
of the axial compressor is in the turbo-fan (jet) engine 
used in commercial and military aircraft. Axial compres-
sors for process use can be built from 120,000 to 1.7 × 106 
m³/h (70,000–1,000,000 acfm). Axial compressors in the 
petroleum industry are generally limited to natural gas 
pipelines and air compressors for air separation facilities 
because there are few other applications that require the 
volumetric capacity.

Mixed-flow compressors offer some of the features of 
centrifugal and axial machines. The rotors are more like a 
centrifugal compressor, but the blades are angled along the 
shaft (in the axial direction). These provide a unique head-
capacity offering, which is typically used for gas pipeline 
booster compressor services.

All compressors, regardless of type, are governed by 
the same basic equations. All compressible fluids obey the 
real gas law:

 PV nZR T= �  (13.112)

It must be noted that the compressibility factor, Z, is 
dependent on pressure, temperature, and composition. 
Estimating the Z value for a given fluid can be done using 
thermodynamic charts or calculated using one of various 
equations of state. A commercial simulator program is the 
fastest way to estimate this value.

In theory, compression could be isothermal or adia-
batic (or something in between). However, because building 
an isothermal compressor would be difficult, most operate 
closer to the adiabatic mode. For adiabatic compression, on 
the basis of Eq 13.113,

 PV γ = constant  (13.113)

where γ is the ratio of the specific heats of the gas,

 γ = =
−

C

C

C

C R
p

v

p

p

 (13.114)

The latter part of this equation is generally used in industry, 
although it only applies to ideal gases (i.e., low-pressure 
gases with minimal intermolecular interactions). This 
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is because specific heats were more easily measured at 
constant pressures, and even calculating Cv rigorously is 
somewhat involved. However, with modern simulation 
programs, calculation of a rigorous (and real) specific heat 
at constant volume is possible. However, you may find that 
vendor and performance data for compressors are still 
based on the ideal relationship.

Although it is essentially impossible to build an adiabatic 
machine (it would be isentropic and completely reversible), 
the minimal heat losses in a positive displacement machine 
mean that it operates very close to adiabatically.

The adiabatic head, or ideal enthalpy change, of a 
compressor is calculated via
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The discharge temperature of an adiabatic compressor can 
then be calculated via
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 (13.116)

This is the theoretical discharge temperature assuming 
zero heat losses. This is never quite true, but for many 
reciprocating compressors it will give a reasonably close 
approximation, particularly for fluids of low molecular 
weight. If you know the actual adiabatic efficiency, you can 
calculate the actual discharge temperature via

 T2 1
2 1= + −
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T T

ad

( )′
η

 (13.117)

Dynamic compressors are less thermodynamically efficient 
than positive displacement machines; therefore, they oper-
ate according to the polytropic equation:

 PV n = constant  (13.118)

where n is the polytropic exponent. This is determined from 
experiment by measuring the inlet and outlet conditions of 
the compressor:
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The polytropic exponent is related to the ratio of specific 
heats by the polytropic efficiency:
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The polytropic head is determined via an adjusted version 
of Eq 13.115 where we replace the ratio of specific heats by 
the polytropic exponent:
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Similar to adiabatic compression, we can calculate the 
outlet temperature of the compressor by rearranging 
Eq 13.119. However, unlike the adiabatic compression pro-
cess, the temperature we calculate is the actual discharge 
temperature, assuming no jacket cooling of the compressor.

The shaft power required by an intermittent or dynamic 
compressor can be calculated from the adiabatic or poly-
tropic head via the following:

 W
m

x
x

x

= h
η

 (13.122)

where the subscript x indicates either polytropic or adia-
batic values. In this equation, m	designates mass flow, and 
you must ensure that you use a consistent set of units to 
obtain a valid result.

For a multistage compressor, the pressure ratio per 
stage can be determined by

 r r
P
PS

S
S= = 2

1

 (13.123)

The question of how to determine the correct number of 
stages depends on the inlet temperature of the gas, what 
is a reasonable interstage cooling temperature, and what 
type of compressor you are specifying. In most facilities, 
the interstage cooling temperature that can be obtained is 
limited by the use of a low-cost cooling medium, such as 
air or water. This usually limits the suction temperatures 
of each stage to approximately 30–50°C, depending on 
location. The discharge temperatures should be limited to 
150°C (300°F) for reciprocating compressors (as recom-
mended in reference [57]). Reciprocating compressors in 
hydrogen service (or any gas mixture with a low molecular 
weight) should be limited to a discharge temperature of 
130°C (266°F) [57]. The maximum recommended dis-
charge temperature should be limited to 260°C (500°F) 
for centrifugal, axial, and screw compressors. The actual 
temperature limits of rotary compressors are dependent on 
the material selection, lubricants, and process gas. Keep-
ing temperatures below 200°C (390°F) is good practice to 
provide lower maintenance requirements and lower cost 
materials of construction.

Dynamic compressors are often described by com-
pressor maps, which are similar to pump curves. An example 
compressor map is shown in Figure 13.28.

In this figure, the surge line is the minimum stable flow 
of the compressor. At these flows, the compressor blades 
“stall,” much like the wings on an aircraft at low flow. The 
result is that high-pressure gas flows backward through part 
of the machine and then reverses back to forward flow. This 
occurs repeatedly, and if the machine operates for any sig-
nificant period of time in this mode then machine damage is 
likely to occur. Because operating to the left of the surge line 
will damage the machine, most manufacturers recommend 
setting control alarms above the surge line by a few percent 
such that warnings occur before surge happening.

The stonewall line is the point at which the compressor 
reaches choke, or near-sonic flow, usually in the diffuser at 
the outlet of a stage. Because you cannot accelerate the fluid 
past the sonic velocity in a dynamic machine, there is no way 
to push more fluid through the machine. Operating near the 
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stonewall line will not damage the machine. Dynamic com-
pressors must operate between these two lines.

There are numerous texts that go into much more detail 
on compressor selection, sizing, and operation [56,58,59]. 
Additionally, the reader is recommended to review industry 
standard documentation, specifically API Standards 617 
(centrifugal and axial), 618 (reciprocating), and 619 (screw) 
[57,60,61].

13.8.2  Pumps
Similar to compressors, pumps are for increasing the pres-
sure of a fluid, the difference being that pumps are used for 
essentially incompressible fluids—liquids and supercritical 
(dense-phase) fluids. Similar to compressors, there are 
numerous types of pumps, but generally they fall into two 
categories: dynamic and positive displacement.

Dynamic pumps are those that increase pressure by 
accelerating a liquid using the kinetic energy input of an 
impeller. Most dynamic pumps are centrifugal, although there 
are some axial pumps. Because the centrifugal pump is the 
most commonly used pump in the process industries, it will 
be the focus of this section.

Centrifugal pumps increase the pressure of a liquid 
primarily through centrifugal force. The pump impeller is 
spun at high speed, and fluid admitted through the eye of the 
impeller is accelerated toward the outside of the impeller. 
The fluid is then slowed in a diffuser or volute, which con-
verts velocity to pressure.

The performance of a centrifugal pump follows a declin-
ing head profile with capacity as shown in Figure 13.29, 
which displays a centrifugal pump curve.

Because the head developed by the pump rises with 
declining flow, this is a good fit with a control valve for 
controlling the flow of the pump.

The relationship among the impeller size, pump speed, 
flow, and head are known as the fan laws because they were 
first developed for such equipment, although their use is 
most common for centrifugal pumps:
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One can estimate the performance of a pump with a different 
impeller size or speed using these relationships.

Centrifugal pumps can suffer decreased performance 
and even pump damage if cavitation occurs in the pump. 
Cavitation is the phenomenon by which vapor bubbles form 
because of a drop in pressure below the vapor pressure of 
the liquid. As the pressure then rises, the bubbles will collapse 
back to the liquid phase. Pumping of bubbles is inefficient, 
and the violent collapse of said bubbles can damage the 
internal parts of the pump. Preventing cavitation is done 
by ensuring that the system in which the pump is installed 
avoids pressures in the pump impeller eye that are below 
the vapor pressure of the fluid. The parameter that is used 
for this is called the net positive suction head (NPSH).

The required net positive suction head (NPSHR) of 
pump, shown in Figure 13.6, can be estimated before a ven-
dor pump curve is available using the relationship between 
suction-specific speed and NPSHR:

 NPSHR
N Q
NSS

=










4
3

 (13.127)

where:
NSS = suction-specific speed,
Q = flow (usgpm), and 
N = speed of the pump (rpm).

This equation should be used using U.S. customary 
units. For preliminary estimates, the suction-specific speed 
should be assumed to be between 8000 (water) and 11,000 
(hydrocarbon). For double suction pumps, use half the flow 
in Eq 13.127.

The NPSH that is available from the system, or NPSHA, 
can be calculated using
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figure 13.28—example	centrifugal	compressor	map.
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 NPSHA
P P P

g
hsrc f vap
s=

− −∆
ρ

+  (13.128)

where:
Psrc = absolute pressure above the liquid in the source vessel 
or tank;
ΔPf = frictional pressure drop between the source and the 
pump, including fittings, strainers, valves, and inlet losses 
at the drum;
Pvap = vapor pressure of the fluid at the pumping tem-
perature;
ρ = fluid density;
g = acceleration of gravity; and
hs = elevation difference between the liquid level and the 
pump.

For a new pump, one should set the NPSHA equal 
to NPSHR plus a margin (usually 1–2 m) and set 
the  suction vessel elevation by adjusting hs to balance 
the equations. For existing installations, it may require 
selecting a lower speed pump or multiple smaller pumps 

 operating in parallel to obtain a pump with a low enough 
NPSHR.

For fluids that contain dissolved gases, it is possible to 
operate a pump with some gas bubbles in the pumped fluid, 
without significant performance degradation or damage. 
This is because dissolved gases behave differently than 
vaporized liquid. In a water pump, if the pressure drops 
below the vapor pressure of water, then steam bubbles will 
form. The collapse of these bubbles is a thermodynamic 
phase change and happens very quickly because there is 
no other limitation. For water with some dissolved gas, the 
bubbles can form in the suction piping, but they may not 
collapse violently in the pump; the process of re-dissolving 
the gas in the water is limited by mass transfer, not thermo-
dynamics. Because this is orders of magnitude slower, there 
will be no damage to the pump.

For these pumps, rather than using the vapor pressure 
of the bulk fluid in Eq 13.128, one can use a pseudovapor 
pressure [62,63,64]. A few simple rules can be used to help 
decide how to approach this

figure 13.29—typical	pump	curve.	Source:Curve	from	www.pump-flo.com	pump	selector,	courtesy	of	afton	pumps,	inc.
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• If the dissolved gases are similar to the fluid (i.e., 
light hydrocarbons in heavy hydrocarbons), then it 
is generally safest to assume that the fluid is at the 
bubble point.

• If the dissolved gas is air (in subcooled water), then you 
can generally assume that the dissolved gas is irrelevant 
if the pump suction level is above the pump nozzle.

• If the dissolved gas is somewhat soluble in water (i.e., 
ammonia, H2S) you should use a pseudovapor pressure 
method.

• If the dissolved gas is hydrogen in hydrocarbon, then 
you should use a pseudovapor pressure method.
The pseudovapor pressure method is as follows:

• Simulate the process stream with the expected dissolved 
gases using a commercial simulator program. Determine 
the pressure required (at operating temperature) that 
results in 2.5 vol % vapor (actual volume).

• This can be done for any pump, but as noted above, 
the pseudovapor pressure for the first case will likely 
be more than 95 % of the bubble-point vapor pressure 
whereas for the second it will likely be less than the 
actual vapor pressure. It is only for the third and fourth 
cases that it is significant.
This is acceptable because centrifugal pumps can han-

dle 2–3 % vapor in the inlet if this vapor is not going to 
“ condense” in the pump. Methods have been published 
[57,64] providing a route for this without using a simulator 
for rigorous thermodynamic prediction of vapor pressure; 
however, in most instances today, a simulator is the fastest 
route.

The power requirements of a centrifugal pump are 
easily calculated via Eq 13.129:

 W
Q P

shaft = ⋅ ∆
η

 (13.129)

where the units are consistent (e.g., power in W, flow in 
m³/s, differential pressure in Pa). Because most designers 
do not work in base units, common versions of this equation 
are shown below for various unit sets:
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Often the pressure rise across a pump is described in terms 
of total developed head,	 which is the equivalent static 
head of fluid. This is done because pumps generate constant 
“head,” not pressure; therefore a change in fluid specific 
gravity will result in a change in differential pressure at a 
given speed. Therefore, Eqs 13.130 and 13.131 are often 
written in terms of developed head:
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 (13.132)
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Positive displacement pumps are those that increase pres-
sure by moving a discrete volume of liquid from the suction 
to discharge side of the pump. The discharge pressure is 
defined not by the pump but by the discharge system. The 
maximum discharge pressure of a positive displacement 
pump is limited only by the power input and the mechanical 
integrity of the pump. Positive displacement pumps can be 
reciprocating or rotary. 

Reciprocating pumps utilize a piston or diaphragm to 
displace the liquid. This piston or diaphragm can be moved 
by a motive fluid, such as steam or air, or mechanically using 
a piston rod connected to a crankshaft and thus driven by a 
turbine, engine, or electric motor. In piston-type reciprocating 
pumps, the piston can be single or double acting, meaning the 
piston displaces fluid on one or both ends of each stroke. As 
the piston moves away from the cylinder head, the chamber 
becomes larger, and liquid is admitted via a suction check 
valve; the piston then moves back toward the cylinder head, 
pushing the fluid out the discharge check valve. A recipro-
cating pump may be referred to as a simplex, duplex, or 
triplex pump; this is simply a designation of how many 
cylinders are mounted in a single base or frame (1, 2, or 3). 

Reciprocating pumps have the downside of producing 
pulsating flow on the suction and discharge sides. This 
can be somewhat mitigated using a pulsation dampener. 
A pulsation dampener can be a diaphragm device or a 
direct pressurization device, with the only difference being 
whether there is a separation between the gas that provides 
the “dampening” pressure. The sizing of the pulsation 
dampener depends on the speed and size of the pump:

 V
Q

n NC
D= ⋅

⋅ ⋅
+ ⋅5

60
1 5. V  (13.134)

where: 
Q = flow of the pump,
n = speed of the pump (rpm), and 
NC = number of acting cylinders (e.g., 1 for single acting 
simplex pump, 4 for double-acting duplex, etc.).

The second term of the equation is the minimum gas 
volume behind the diaphragm, which is equal to at least 1.5 
times the volume of a single cylinder displacement of a piston. 
This equation is best for pumps operating below 100 rpm. 
For speeds above 100 rpm, multiple the volume calculated 
using Eq 13.134 by the pump speed divided by 100.

One parameter that is critical for all pumps is the 
NPSH, which in the case of the reciprocating pump must be 
sufficient to ensure that the pump cylinder fills completely 
with liquid during the suction stroke. Because reciprocat-
ing pumps have a dynamic valve action, the NPSH of such 
pumps is usually specified in terms of pressure, not head, as 
is done for centrifugal pumps. For this reason, some pump 
manufacturers also refer to the NPSH of a reciprocating 
pump as the net positive inlet pressure (NPIP). The NPSH 
or NPIP available to a reciprocating pump is defined by

 NPSH P gh P P gh hA src s f vap HI a= + − − + −ρ ρ ρ∆ ( ) g  (13.135)

where:
Psrc = source pressure,
hs = liquid static head from the source liquid height to the 
suction connection on the pump,
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ΔPf = frictional pressure drop in the suction piping,
Pvap = vapor pressure of the fluid,
hHI = NPSH margin recommended by the Hydraulic Institute 
(7 ft/2.13 m), and
ha	= acceleration head.

Unlike centrifugal pumps, the acceleration head of the 
fluid in a reciprocating pump is not negligible because of the 
pulsating nature of the machine. It may be determined via

 h
Lu n

gka
avg=

C
 (13.136)

where:
L	= actual length of the suction piping,
uavg = average velocity in the suction piping,
n = pump speed (rpm),
g = gravitational constant (9.81 m/s², 32.174 ft/s²), and
k = compressibility factor of the liquid (2.5 for LPG or hot 
oils, 1.4 for water and similar fluids).

The value of C is based on the pump configuration 
(Table 13.11).

The power requirements of a reciprocating pump are 
easily determined, although you will require data from a 
pump vendor with regards to the efficiency of the pump.
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The efficiency terms are the volumetric, hydraulic, and 
mechanical efficiencies. For the product of the volumetric 
and hydraulic efficiencies, it is relatively safe to assume 
approximately 0.90. For the mechanical losses, it is depen-
dent on the stroke and operating pressure (as a percentage 
of the maximum the pump can produce):
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where FMOP is the percentage of maximum operating pres-
sure at which the pump is operating. The equation is 
approximate because it was curve-fitted by the author from 
a limited dataset and should be used with caution.

Rotary displacement pumps are similar to reciprocating 
pumps in that they move a discrete volume of fluid from the 
low-pressure suction to a higher pressure discharge system. 

However, unlike reciprocating pumps, rotary pumps do not 
produce pulsating flow and there is therefore no need to 
consider acceleration head in the NPSHA calculation. 
However, similar to reciprocating pumps, the NPSH is usually 
reported in pressure units, not head of liquid (and is called 
NPIP, not NPSH).

13.9 filtratioN
Filtration is a unit operation in refineries that is often 
overlooked by those designers with limited experience in 
operations because the challenges that can be solved by 
filtration are not easily seen from a heat and material 
balance. Solid particles in fluid streams can come from 
several sources, including but not limited to mineral fines 
(i.e., clay, sand) from the crude oil reservoir, asphaltene 
precipitates, polymers and gums from unstable products 
reacting or oxidizing in storage or during processing (e.g.,	
cracked stocks, chemicals used in oil well maintenance), 
catalyst fines, coke particles, and corrosion products. Such 
solids can poison or plug catalyst beds; foul heat transfer 
equipment and column internals; and abrade piping, valves, 
instruments, and equipment.

Some solids in a refinery can be of significant size, 
particularly if the facility contains a vacuum tower, coker, 
visbreaker, or other unit that cracks the product. However, 
most particles that refineries are concerned with are small 
(<500 μm). Very large particles (>12 mm / 0.5 in.) will gener-
ally settle in tanks, and vessels are only a problem if they 
are in sufficient quantity to block outlets or reduce storage 
volumes.

Strainers can be used to prevent large particles, gener-
ally those larger than 5 mm that can damage pumps, valves, 
or plug tower internals. These are usually of a basket or 
“T” type, allowing for operators to isolate the strainer 
and remove the material from the strainer when the unit 
becomes plugged. These are commonly included on pump 
suctions from tankage in solids-bearing services, but they 
may also be included on such process streams as coker/
FCC main fractionator bottoms, atmospheric and vacuum 
distillation bottoms products, HVGO pumparound draws, 
wash oil/slop wax draws, and hydrocracker fractionators 
bottoms.

These differ from temporary suction strainers (TSS), 
which are usually of a cone (i.e., witch-hat) type, which are 
installed in pump suctions for startups of new facilities and 
after maintenance shutdowns to prevent materials left after 
construction/maintenance (i.e., bolts, weld slag, gloves) from 
entering the pump suctions.

13.9.1  Filter Selection
Filters can be of many types, including replaceable cartridge 
or bag filters, continuous backwashing filters, sand filters, 
activated carbon beds, and precoat filters. Cartridge filters are 
significantly less expensive, but they have higher operating 
costs because you must regularly replace the filter elements. 
Backwashing filters have lower operating costs, but they 
will have significant instrumentation that will require main-
tenance. Sand filters are usually only used for treating water 
to remove solids. Precoat filters are filters with elements that 
must be coated with a medium that provides the filtering 
action. Common precoat materials are diatomaceous earth 
and wood pulp. The precoat material is disposed of after 
it has been used. Activated carbon beds are often used to 

table 13.11—reciprocating Pump 
acceleration Head constant
type C factor

Simplex,	single-acting 0.400

Simplex,	dual-acting 0.200

Duplex,	single-acting 0.200

Duplex,	dual-acting 0.115

triplex,	single-	or	dual-acting 0.066

Quintuplex,	dual-acting 0.040

Septuplex,	dual-acting 0.028
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remove insoluble (or partially soluble) materials from a 
stream where that component has a high affinity for acti-
vated carbon. Precoat filters are also often used to remove 
insoluble liquids from aqueous solutions, such as removing 
oil from amine or steam condensate.

The selection of which filter is corrected for a given 
application depends on several factors:
• Fluid	 hazard/risk: If the risk of exposing operations 

personnel to the process fluid during the task of 
changing a filter cartridge is deemed to be too high, 
then a backwashing filter may be preferable. This may 
be due to the toxicity, temperature, or pressure of the 
process.

• Filtering	temperature: For services in which filtration of 
the process fluid occurs at high temperature because of 
viscosity concerns (i.e., hydrocracker feeds), it may be 
desirable to use a backwashing filter because cooling 
the filter for cartridge replacement may be problematic 
because of plugging and draining concerns.

• Solids	 load: For services in which the solids load is 
expected to be high, a backwashing filter may be pref-
erable because changing cartridges every shift or day is 
very expensive in materials and labor.
Filter media must also be selected to be compatible 

with the process fluids. Filter media may be constructed 
from several materials, including natural fibers (e.g., cotton, 
cellulose), polymers (e.g., polypropylene), metal (e.g., stainless 
steel, nickel alloys), and sintered metals. The selection of 
the proper material should be done in consultation with a 
materials engineer.

Cartridge and backwash filters are often sold with a basis 
for what size of particles they will allow to pass through the 
filter. There are two general classes of filter material: those 
with an absolute rating and those with a nominal rating. An 
absolute rating indicates that the filter material will allow 
nothing (OSU-F2 test requirement is 99.98 % retention) to 
pass through the filter that is larger than specified. There-
fore, a fluid containing 10,000 particles/L that are larger 
than 10 μm would have only 20 particles larger than 10 μm 
after passing through a 10-μm absolute filter.

A nominal rating indicates that the filter will retain or 
capture some percentage less than 99.98 % of the particles 
of the rated size. This is often between 60 % and 85 %. 
Some filters rated as nominal can actually reach something 
approaching an absolute rating once a cake of filtered mate-
rial builds up on the filter media. This is because the cake 
becomes the filter media and can improve the filtration of 
smaller particles. When discussing this with filter suppliers, 
be sure to ask if their filter performance is with a clean filter 
or after a cake has built up. If the quoted performance is 
after the cake has accumulated, then the clean performance 
may be less effective. Additionally, higher pressure drops 
may be required for these types of installations. Filter selec-
tions for some processes as are done typically in a modern 
refinery are shown in Table 13.12.
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14.1  Evolution of ProcEss 
instrumEntation/mEasurEmEnts
In the last 40 years, the instrumentation field has gone 
through a tremendous change in every aspect of measure-
ment and control, with the earliest generation including 
pneumatic devices, next-generation electronic devices, smart 
devices, and the recent revolution of intelligent devices. In 
the late 1960s, pneumatic instruments were used for local 
measurement and control where control loops were closed 
in the field itself, making it a tedious job for the operator 
because jobs like changing the setpoint and tuning the 
pneumatic controllers required manual intervention from 
the field. Later on, centralized control concepts were devel-
oped in which all pneumatic tubes were routed to a control 
room through a systematically arranged pneumatic control 
panel with graphics. Further substantial improvements in 
this field include electronic transmitters, 4- to 20-mA signals 
for measurement, and electronic-card-based controllers. 
One remarkable invention was that of Zener barriers and 
explosion-proof junction boxes, which helped in picking up 
electronic signals even from/to hazardous areas.

With the advent of microprocessors, all of the elec-
tronic controllers have transformed into microprocessor-
based smart controllers, with configurations that can be 
customized for various control needs. This revolution has 
greatly helped in the centralized control concept, with most 
of the industries revamping their control systems from 
pneumatic to electronic because of various advantages such 
as changes in signal transmission distance, maintenance 
cost, labor availability, and capital cost. All of the single-
loop controllers take I/Os (inputs/outputs) directly from the 
field through proper marshalling. All of these controllers 
are monitored through a central supervisory system such 
as a Digital Virtual Address eXtension (VAX)-based system. 
However, the control resides with single-loop controllers 
and operators can change setpoint values from consoles. 

The concept of centralized control has led to the 
advent of distributed control systems (DCS), which helped 
in the graphical distribution of functionalities. Single-loop 
controllers have been replaced by card-level controllers in 
which I/Os are conditioned separately and fed into control-
lers for various actions on the basis of their configuration. 
This rendered a greater flexibility in control configuration 
revamp in a much quicker way as per the plant require-
ment. DCS vendors provide several control algorithms to 
suit various applications; however, cabling, routing, and 
marshalling of signal cables is considered to be the most 
laborious job in instrument erection, commissioning, and 
maintenance. Smart transmitters are introduced to make it 
possible to communicate with transmitters using a HART 

(highway addressable remote transducer) protocol with 
which range changes, diagnostics, and calibration are 
remotely possible without removing the transmitter from 
its location.

Most of the cabling issues are resolved with field bus 
technology. Using this technology, all plant signals can 
be routed to the control room with minimum number of 
cables. It also brings back the earlier pneumatic concept 
of local field-level control. Transmitters and final control 
elements are fitted with an intelligent system that not 
only does signal conditioning, running control algorithms, 
sending output to final control elements, and accepting 
feedback signals, but it also self-diagnoses itself and auto-
matically reports any problem in the device. This leads to a 
paradigm shift in maintenance of instruments from preven-
tive- to issue-based maintenance. This helps in manpower 
savings in maintenance and intelligently gives out all neces-
sary information required for maintenance. 

Slowly we are seeing that the DCS and programmable 
logic controller (PLC) elated functionalities are merging 
with personal computers. Already all major DCS vendors 
are providing their latest DCS in a Windows platform with 
“off-the-shelf” hardware. This is a major leap in the con-
trol industry, which was earlier dominated by proprietary 
hardware and software. However, the control hardware still 
remains proprietary, with operator consoles, graphics, and 
other user-interface software having been moved to the lat-
est available open technology. 

14.2  ProcEss control—an ovErviEw
A refinery can be referred to as a manufacturing unit in 
which one or more feedstock is processed/distilled for con-
verting it into several useful streams/products depending 
upon the prevailing market conditions. A manufacturing unit 
comprises several components such as distillation columns, 
reactors, vessels, heaters, heat exchangers, pumps, pipelines, 
isolation valves, control valves, instruments, measurement 
devices, analyzers, etc. Process control enables harmonious 
operation of all of these components and helps them to func-
tion in unison within the safe limits, producing “high-value” 
end products at the optimized/least operating cost. However, 
to have an effective control of process, precise knowledge 
of the following process variables is very essential.
•	 Independent	 variable: This is a variable that is used for 

making changes or manipulating the process for bring-
ing it to a certain specified state. It is used as an input to 
the process. Examples of an independent variable include 
control valve opening, speed of a drive, etc., that can be 
independently changed. It is denoted as “MV” in process 
control language meaning,  “manipulated variable.” 
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•	 Dependent	variable: This is a variable that changes as a 
result of process manipulation for bringing the process 
to a certain specific state. It is considered as an output 
from the process. Examples of such variables include 
yields, throughput, velocity, heat flux, H2 consumption, 
product quality, flooding in columns, energy consump-
tion, vibration, etc. 

•	 Disturbance	variable: This is a variable that affects the 
process, but unlike an independent variable it cannot 
be manipulated. It is also known as a feed-forward 
variable because it cannot be manipulated despite its 
significant effect on the process. Examples of these 
variables include cooling water temperature, ambient 
air temperature, fouling in heat exchangers, upsets in 
downstream or upstream units, etc. 

•	 Controlled	 variable: This is a variable that must be 
regulated to a get a desired product in the process. 
These are the variables that can be played with to drive 
the process and can be operated at a fixed setpoint or 
between ranges of limits. Examples are flow, tempera-
ture, pressure, level, speed, heat duty, steam-to-fuel 
ratio, gas-to-liquid ratio, stream properties, weighted 
average bed temperature in a reactor, optimum sever-
ity, etc.
Typically in a process control environment, a devia-

tion from set value or disturbance induces error. This error 
between the process value and set value has to occur first 
for the controller to take action and close the deviation. 
However, in advanced model-based control, changes are 
addressed in a feed-forward, predictive manner, and devia-
tions are minimized. Types of process control are discussed 
in the following section.

14.2.1  Rudimentary Control
These are basic, single-loop, feedback controls that work on 
the principle of minimizing error/deviation. The controls 
can simply be proportional + integral + derivative (PID) 
or any combination thereof depending on the operational 
requirement. Extremely tight control can at times lead 
to substantial disturbance in the downstream units. For 
example, tight control of level of a vessel that is pumping 
out product will end up passing on upstream disturbance 
in flow to the vessel to the respective downstream units. In 
such cases, the buffer level of the vessel is to be utilized to 
obtain smoothened flow downstream of the vessel so that 
downstream operations function smoothly.

A few examples of rudimentary controls are
•	 Simple	 ratio	 controls: These are used in controlling 

steam flow to the distillation column depending on 
product draw-off rate.

•	 Cascade	 control: Also called “master-slave control,” 
cascade control is typically used when the primary 
(master) measurement and control is slower than 
the secondary (slave) measurement and control. The 
inner (slave) loop always responds faster and is used 
to control the outer (master) loop, which is compara-
tively slower in response. Typical examples include 
controlling the heater coil outlet temperature (master) 
by controlling the pressure or flow (slave) of the fuel 
fired in the heater.

•	 Adaptive	 control: Typically used in level control of a 
horizontal cylindrical vessel, where the volume change 
per unit height varies drastically in the bottom and 
upper sections of the vessel compared to the middle 
section of the vessel. Adaptive level control uses dif-
ferent sets of tuning constants for extreme level condi-
tions as well as for normal level conditions. This helps 
by using buffer capacity available in the vessel without 
compromising the safety issues related to overflowing 
or emptying of the vessel.

14.2.1.1	 What	Is	Process	control?
The chemical process industry basically consists of unit 
operations and processes. Various process parameters such 
as pressure, level, flow, and temperature are controlled to 
maintain key profit variables such as product quality, conver-
sion, and yields at the desired levels. Process control helps 
in reducing the variability of the process, thereby minimiz-
ing the deviation from the desired operating conditions and 
improving the profitability. Process control is also important 
to ensure that the plant is operating in the safe operating 
region.

14.2.1.2	elements	of	a	control	looP
Most basic process control systems consist of a control 
loop  as shown in Figure 14.1 and have these four main 
components [1]:
1. Primary measuring element
2. Controller
3. Final control element
4. Process

Primary elements are devices that undergo some 
changes in their properties with changes in process condi-
tions that in turn are reflected as process measurement. 
Transducers are used for measuring process parameters. 
Transmitters/special transducers are normally used for 
measuring various process parameters such as flow, level, 
pressure, temperature, etc.

A controller	 is a device that receives data from a 
 measuring instrument, compares those data against an 

figure 14.1—typical	process	control	loop.
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operating setpoint, and, if necessary, signals the control 
element to take corrective action on the basis of the error 
between setpoint and measurement. In normal feedback 
controllers, PID algorithms are mostly used for effective 
control of the process parameters.

Final control elements are used to regulate the pro-
cess so as to bring the measured process parameter to its 
setpoint value. In most of the cases, pneumatic (i.e., air-
operated) diaphragm control valves, turbine speed, variable 
frequency drives, fin-fan blade angle, damper openings, 
etc. are the most common final control elements in process 
control applications. Final control elements are used to 
regulate the flow of material or energy into a system.

14.2.1.3	 control	ValVes
Control valves are the main final control elements in most 
of the chemical processing industries’ process control 
loops. Modern day control valves are fitted with smart 
transducers for tighter control. 

Normally control valves are selected based on type of 
fluids [2]; fluid properties such as temperature, viscosity, 
specific gravity, and flow capacity; pressures such as inlet, 
outlet, and pressure drop at normal and shut-off condi-
tions; maximum permissible noise levels; inlet and outlet 
pipe sizes; flange ratings; body material; speed of response 
(single acting or double-acting); and failure response such 
as air failure to close or air fail to open, etc. On the basis of 
this information, the user and valve manufacturer normally 
agree on valve size, valve body (butterfly, angle, double-port, 
etc.), valve plug guiding (cage style, port guided, etc.), valve 
plug action (push down to close or push down to open), port 
size (full or restricted), valve trim materials, actuator size, 
flow action (flow tends to open or close the valve), bonnet 
style (normal, extended, bellow seal, etc.), corrosion and 
erosion preventive/resistive design of wetted parts and valve 
leakage class, based on shut-off requirement.

The most commonly used control valve accessories are 
supply pressure regulators, analog I/P converters to control 
the analog signal to pneumatic signal, and pneumatic posi-
tioners for better positioning of the stem to have accurate 
control. Other optional items are solenoid valves, limit 
switches (to get feedback on the valve open/close condi-
tions), volume booster for faster response on critical and 
bigger size valves, pneumatic lock-up device, etc.

Positioners are available in all of the three types such 
as normal, HART-based, and field-bus-based technologies 
[3]. Field bus technologies enable the traditional PID con-
trol at the valve or field transmitter level, thereby increasing 
product capabilities, and reducing wiring, which enables 
automatic configuration and setup of the field instruments 
and valve in a minimum amount of time, leading to the 
“control by wire” concept. A digital positioner comes with 
embedded systems that use predefined instrument and 
valve diagnostics and provides alerts for improper mount-
ings, electronics problems, control valve performance 
issues like gland tightness, drift in calibration, etc. It can 
be accessed remotely by a plant instrumentation team to 
troubleshoot, rectify, and reconfigure valves without much 
effort, which enables predictive maintenance instead of 
normal preventive and breakdown maintenance. Partial-
stroke and signature tests help in identifying possible valve 
sticking, pneumatic leaks in the actuator, packing-related 
problems, etc. This substantially reduces maintenance 

cost and improves the performance and reliability of the 
valve. Valve stem travel feedback, actuator pressure sensor, 
etc., are used to find the control valve performance. Smart 
transmitters and control valve configurations, performance 
monitoring, and troubleshooting are bundled as an “Asset 
Management System” in recent DCS systems.

In a typical refinery system, a wide array of transmit-
ters, analyzers, and control valves are used in various units. 
Some typical applications are listed in Tables 14.1 and 14.2. 

14.2.1.4	 BasIc	control	schemes	
The oldest strategy for control is to use a switch, giving 
simple on-off control. On-off control is also referred to 
as two-position control. A typical on-off controller is “on” 
when the measurement is below the setpoint (SP) and the 
manipulated variable (MV) is at its maximum value; if the 
measurement is above the SP, the controller is “off” and 
the MV is at its minimum. Typical usage of on-off controls 
in manufacturing plants is for sump level control.

In modulating control, the output of a controller can 
move through a range of values defined by an upper and 
lower limit as the operating range. It is a smoother form of 
control than on-off control.

In open-loop control, the final control element is nor-
mally operated manually to get a desired value. However, 
it needs constant attention to keep the MV at the desired 
value. In the case of a closed loop, the controller keeps the 
final control element moving to get the desired value as set 
in the setpoint. For closed-loop control, proper controller 
selection and its tuning are important. A typical example 
of open-loop control is fin-fan outlet temperature control 
using hand indicator controllers (HICs). In some units, 
these HICs are converted to temperature indicator control-
lers (TICs).

In a feedback control loop, the controlled variable is 
compared to the setpoint,	 and the difference/deviation/
error acted on by the controller is calculated to move the 
MV	in a way to minimize the error. 

A feed-forward control system uses measurement of 
disturbance variables to position the MV and  minimize any 
resulting deviation due to measurable process  disturbance. 
Typical examples are steam reboiler heat-duty  controllers, 
measuring the temperature of the steam flow and process 
fluid  temperature, and adjusting the steam flow for 
 effective, consistent heat energy supply to the distillation 
column.

In some cases, two or more inputs to the process are 
used for controlling one process output. The inputs to the 
process are maintained in a fixed relationship.
• The split range control configuration has only one mea-

surement, such as receiver drum pressure (controlled 
output), and more than one MV, such as nitrogen 
 supply pressure to pressurize the drum in case of lower 
pressure than the SP and depressurizing to flare in case 
there is an excess pressure compared with the SP. 

• Normally this kind of control is used in a push-pull 
type of control, such as heating and cooling, pressur-
izing and depressurizing, filling and draining, etc. 
Ratio control involves a controller that receives input 

from a flow measurement device on unregulated (wild) 
flow. The controller performs a ratio calculation and signals 
the appropriate setpoint to another controller that sets the 
flow of the second fluid so that the proper proportion of the 
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tablE 14.1—typical refinery measuring instruments and their services
instrument instrument subtype units Equipment service

analyzer combustible	gas	analyzer crude,	VGo,	aromatics fired	heater flue	gas

conductivity	analyzer alkylation,	clean	fuels,	
utilities

reactors,	headers BD,	feed	water,	acid,	
steam

co2	analyzer	transmitter fcc,	alkylation,	
polypropylene

exchangers,	reactors,	
vessels

flue	gas

Density	analyzer PrU,	clean	fuels,	utilities,	
polypropylene,	coker,	
tankfarm

KoD,	headers lPG,	additive,	fuel	gas,	
diesel

Dew	point	analyzer clean	fuels,	utilities headers Instrument	air

Dissolved	o2	analyzer fcc,	cPP fired	heaters,	vessels flue	gas

Distillation	analyzer crude Pumps,	headers naphtha,	kerosene,	
diesel,	haGo

flashpoint	analyzer crude,	clean	fuels,	VGo,	
rtf

headers,	exchangers Diesel,	kerosene,	heavy	
kerosene

h2s	analyzer alkylation,	sulfur,	merox,	
rtf

absorber,	drier,	
regenerator

lPG,	sour	water,	off	gases

hc	analyzer clean	fuels,	utilities header steam

humidity	analyzer fcc main	column

Infrared	analyzer fcc,	VGo,	aromatics,	rtf,	
utilities

fired	heater,	header,	
exchanger

flue	gases,	diesel,	alkylate

moisture	analyzer PrU,	alkylation,	PP,	rtf,	
aromatics

Drier,	header Propylene,	hydrogen,	
nitrogen,	net	gas

o2	analyzer crude,	coker,	clean	fuels,	
aromatics,	cPP,	PP

fired	heater flue	gas

oil	in	water	analyzer clean	fuels header cooling	water

ph	analyzer alkylation,	crude,	fcc,	
cPP,	utilities

headers storm	water

Pour	point	analyzer crude header

reid	vapor	pressure	
analyzer

alkylation tank alkylate

residual	cl2	analyzer Utilities tank Potable	water

sulfur	analyzer alkylation,	clean	fuels,	
atU,	rtf

tank,	drier,	header lco,	diesel

thermal	conductivity	
analyzer

alkylation,	VGo,	
aromatics

scrubber,	compressor,	
separator

Gas

Viscosity	analyzer rtf,	utilities tank,	header fuel

Water	in	oil	analyzer crude,	utilities Pump crude

level capacitance	level	 alkylation,	aromatics Boiler —

Displacer	level	 crude,	merox,	fcc,	
alkylation,	utilities

Desalter,	KoD,	pump refrigerant,	water	oil	
interface

Displacer	level	ff VGo coalescer Kerosene,	diesel

GWr	level	 entire	refinery Vessels,	reactors,	
strippers,	separators

hc,	amine,	fire	water

GWr	level	ff entire	refinery Vessels,	reactors,	
strippers,	separators,	KoD

hc,	amine,	fire	water

magnetic	float	level	 alkylation,	PP reactors acid,	emulsions
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tablE 14.1—typical refinery measuring instruments and their services (continued)
instrument instrument subtype units Equipment service

level cPP,	utilities,	coker,	
merox,	crude

Pump,	tank,	splitter caustic,	phosphate,	
nitrogen

level	ff clean	fuels,	aromatics stripper,	KoD lco,	diesel

microwave	level	 crude Desalter crude,	water

nuclear	level	 crude,	fcc,	aromatics,	
coker,	PP

columns,	reactors catalysts,	slurries-related	
services

nuclear	level	ff coker — —

radar	level	ff PrU,	alkylation,	clean	
fuels,	utilities

reactors,	columns amine,	slops,	acid

radar	level	 sulfur,	cPP,	rtf,	utilities,	
fcc,	PrU

splitter,	hopper,	tank catalyst,	amine,	fuel	oil,	
diesel,	reformate

radar	level crude,	rtf,	Utilities tanks Gasoline,	propane,	
propylene,	naphtha,	Vr,	
crude,	antioxidant

radar	level	 rtf,	atU,	sWs,	crude tanks,	spheres Diesel,	amine,	Vr,	
propylene,	gas,	isobutane

sonic	level	 PP Pit effluent

flow coriolis	flow	meter crude,	aromatics,	PP,	cPP Pumps,	header oil,	fuel	gas,	isomar

flow	transmitter fcc,	PrU,	clean	fuels,	
aromatics,	utilities,	coker

header,	compressor,	fired	
heater,	pump

steam,	nitrogen

flow	transmitter	ff PrU,	clean	fuels,	utilities,	
VGo,	coker

fractionators,	heater,	
pumps

Water,	steam,	foam,	hc

Indicating	flow	
transmitter

coker,	aromatics fired	heater,	pump steam,	water

Indicating	flow	
transmitter	ff

coker fired	heater steam

magnetic	flow	
transmitter	ff

alkylation,	cPP,	utilities reactors,	mixers,	tanks Water,	acid

magnetic	flow	transmitter alkylation,	clean	fuels,	
utilities

tanks,	headers Water

rotameter	flow	
transmitter

alkylation,	rtf Drier,	vessel Gas,	inhibitor

turbine	flow	transmitter Utilities,	atU — —

Ultrasonic	flow	meter	ff sulfur,	utilities header fuel	oil

Ultrasonic	flow	
transmitter

Utilities,	rtf,	cPP,	clean	
fuels,	alkylation

tanks fuel	oil,	diesel,	gas,	
nitrogen

Vortex	flow	meter Utilities,	sulfur header steam,	saturated	gas

Vortex	flow	meter	ff alkylation,	cPP,	rtf,	
utilities

reactor,	pump,	tank,	
reboiler,	ejector

hc

Pressure DP	transmitter entire	refinery mixer,	regenerator,	
compressor,	blower

fuel	gas,	air,	lube	oil,	
steam,

DP	transmitter	ff entire	refinery Pump,	filter,	fired	heater,	
expander

Kerosene,	hco,	make-up	
gas,	naphtha

DP	transmitter	ff	flow entire	refinery fired	heater,	desalter,	
vessels,	columns

hc,	nitrogen,	fuel	gas,	
pilot	gas,	nitrogen,	amine

DP	transmitter	ff	level entire	refinery stripper,	KoD,	separator,	
tank

amine,	water,	caustic,	hc

DP	transmitter	flow entire	refinery fired	heater,	compressor,	
blower,	column

hc,	comb	air,	nitrogen

(continued)
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tablE 14.1—typical refinery measuring instruments and their services (continued)
instrument instrument subtype units Equipment service

DP	transmitter	level entire	refinery reactor,	stripper,	drier,	
absorber,	filter

nitrogen,	catalyst,	hc,	
lube	oil,	steam

DP	transmitter	weight PP reactor catalyst

Draft	pressure	transmitter cPP,	utilities fired	heater,	compressor

Pressure	transmitter entire	refinery fired	heater,	riser,	
compressor,	turbine,	
reboiler

Phosphate,	refrigerant,	
steam,	hc,	BfW

Pressure	transmitter	ff entire	refinery Pump,	separator,	column,	
fired	heater

hc,	lean	gas,	wash	water,	
nitrogen,	hydrogen

Pressure	transmitter	level Utilities sump oily	water

temperature temperature	transmitter entire	refinery fan,	compressor,	reactor,	
vessel,	column

air,	hc,	steam,	nitrogen,	
flue	gas,	fuel	gas

temperature	transmitter	
ff

entire	refinery fan,	compressor,	reactor,	
vessel,	column

air,	hc,	steam,	nitrogen,	
flue	gas,	fuel	gas

corrosion corrosion	transmitter alkylation,	VGo,	atU,	
coker,	aromatics,	utilities

condenser,	stripper,	BD	
drum

—

current current	transmitter crude,	fcc,	PP Vessels,	pumps —

Density Density	transmitter	ff Utilities — fuel	gas

Position Position	transmitter	 fcc,	PrU,	clean	fuels,	
cPP,	PP

Pumps,	header —

Power Power	transmitter	 fcc,	aromatics compressor —

speed speed	transmitter crude,	fcc,	clean	fuels,	
cPP,	VGo,	PP

fD	fan,	ID	fan —

stack	monitor stack	gas	monitor clean	fuels,	VGo fired	heater —

Voltage Voltage	transmitter crude,	PP Desalter,	reactor —

Weight Weight	transmitter PP — —

atU,	amine	treating	unit;	BD,	blow	down;	BfW,	boiler	feed	water;	cl2,	chlorine;	co2,	carbon	dioxide;	cPP,	captive	power	plant;	fD,	forced	draft;	ff,	
foundation	field	bus;	haGo,	heavy	atmospheric	gas	oil;	hc,	hydrocarbon;	hco,	heavy	coker	oil;	h2s,	hydrogen	sulfide;	KoD,	knockout	drum;	lco,	light	
cycle	oil;	lPG,	liquefied	petroleum	gas;	merox,	mercaptan	oxidation;	o2,	oxygen;	PP,	polypropylene;	PrU,	propylene	recovery	unit;	rtf,	refinery	tank	farm;	
sWs,	sour	water	stripper;	VGo,	vacuum	gas	oil;	Vr,	vacuum	residue

tablE 14.2—typical control valve in refinery service
type of control valve units Equipment service

angle	control	valve coker,	fcc,	PrU,	lco	cracker Pumps,	naphtha	splitter,	
stripper

Wash	water,	naphtha,	lco,	
diesel

Ball	control	valve crude headers,	exchangers,	splitters,	
tanks

crude,	isomerate

Butterfly	control	valve crude,	acid	regenerator fired	heaters,	pumps,	KoDs Vapors,	hydrocarbon

control	valve crude,	fcc,	PrU,	VGoht,	coker exchangers,	pumps,	fired	
heaters,	columns

crude,	caustic,	BfW,	sour	
water,	Dm	water,	lean	amine,	
hydrocarbon

Damper	control	valve crude,	hnht,	lco	cracker,	
VGo	ht

fired	heater combustion	air,	flue	gases

fV	control	valve	linear	field-bus	
ff	control	valve

Platformer,	VGo	ht,	atU,	PrU — lean	amine,	phenolic	water,	
hydrocarbon

fV	control	valve	linear	control	
valve

fcc,	VGo	ht — Diesel,	naphtha,	Vr,	lcGo,	
wash	water
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tablE 14.2—typical control valve in refinery service (continued)
type of control valve units Equipment service

fV	control	valve	quarter	turn	
field-bus	ff	control	valve

fcc,	atU exchangers,	columns hydrocarbon

fV	control	valve	quarter	turn	
control	valve

tGtU,	sulfur,	fcc exchanger,	reboiler,	column acid	gas,	lean	amine,	cycle	oil

fV	control	valve	severe	service	
control	valve

alkylation Pumps,	compressors hydrocarbon

fV	damper	valve	control	valve — fD	fan comb	air

Gate	control	valve crude,	alkylation,	coker,	
platformer

condenser steam

hV	control	valve	angle	control	valve DhDs absorber,	columns sour	water,	amine

hV	control	valve	angle	field-bus	
ff	control	valve

DhDs stripper —

hV	control	valve	field-bus	ff	
control	valve

Platformer header Gas

hV	control	valve	butterfly	
control	valve

VGo	ht KoD flare	gas

hV	control	valve	globe	control	valve fcc,	PP headers,	vessels Vents,	steam

hV	control	valve	linear	field-bus	
ff	control	valve

Platformer fired	heater steam

hV	control	valve	linear	control	valve — scrubber,	absorber amine

hV	control	valve	severe	service	
field-bus	ff	control	valve

Platformer,	fcc compressor,	reboiler —

hV	control	valve	severe	service	
control	valve

Vho	ht flash	drum hydrocarbon

hV	damper	control	valve clean	fuels condenser,	fans hydrocarbon

hV	damper	general coker fired	heater comb	air

hV	double	acting	pneumatic	
valve	control	valve

fcc separator —

hV	future	control	valve cfP heater oil

hV	isolating	ball	valve	control	valve PP Pump,	column hydrocarbon

hV	manual	regulating	valve	
control	valve

lco	hydrocracker separator lco

hV	piston-operated	valve	control	
valve

acid	regeneration nozzles,	separator,	boilers Propane,	BfW,	nitrogen

hV	single-acting	pneumatic	valve	
control	valve

— header BfW

actuating	on/off	valve/control	valve PP headers,	tank,	vessels nitrogen,	gas,	slurries

lV	control	valve	ball	control	valve — Vessels steam

lV	piston-operated	valve	control	
valve

fcc header VGo

lV	single-acting	pneumatic	valve	
control	valve

coker Vessels amine

moV — compressor,	pump,	tank alkylate,	gas,	lco,	VGo,	
steam,	lK

tV	control	valve	ball	control	valve — header steam

tV	control	valve	control	valve — header steam

tV	piston-operated	valve	control	
valve

fcc filter catalyst

(continued)
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second fluid can be added. In refineries, ratio controls are 
widely used right from the crude preheating ratio, desalter 
crude and water ratio, and in the final product blending 
ratio for making premium-grade fuels with additives for 
performance boosting.

Cascade control is a control system in which a secondary 
(slave having fast dynamic response) control loop is set up to 
control a variable that is a major source of load disturbance 
for the primary (master having comparatively slow dynamic 
response) control loop. The controller of the primary loop 
determines the setpoint of the summing controller in the 
secondary loop. Cascade control is used when high perfor-
mance is needed during frequent random disturbances. It 
allows faster secondary controller to handle disturbances in 
the secondary loop. Typical examples are distillation column 
top-tray temperature control using reflux flow and reflux 
drum-level control using draw-off flow.

Lead-lag control is important in fired heaters, steam 
boilers, and hydrogen reformers. When heat input to the 
heater is varied, sufficient air should always be available for 
complete combustion of fuel fired.

To increase the heater outlet temperature, the main 
temperature controller increases its output, which in turn 
increases the air flow to the heater first using a high selec-
tor switch (HSS) between temperature controller output 
and fuel flow controller output before increasing the fuel 
to the heater. This increase of fuel flow controller output 
is governed by a low signal selector between temperature 
controller output and air flow controller output.

Combustion air leads fuel in the case of an increase in 
firing requirement and lags fuel in the case of a decrease in 
firing requirement; hence, it is called lead-lag control. It is 
possible only in the case of balanced draft heaters in which 
air intake can be finely controlled and measured. 

14.2.2  Model Predictive Control
Basic regulatory controls like flow, temperature, pressure 
and level controls, and advanced regulatory controls like 

cascade, ratio, lead-lag, etc., work on error between actual 
plant measurement and operator setpoint. As long as there 
is an error, these regulatory controllers move the final 
control element to achieve the setpoint on the basis of the 
controller mode (PID) and the entered tuning constants.

The next level of advanced control comes into existence 
through direct digital control (DDC) and supervisory set-
point control (SSC). Both of these are related to an external 
computer program other than the regulatory PID control-
lers. DDC has the capability to set the valve output, thus 
bypassing the regulatory PID loop. SSC has the capability 
to write the setpoint to underlying PID controller.

Model predictive control (MPC) is one of the advanced 
process control (APC) variants that has the capability of 
providing the target for the regulatory controller based on 
its prediction capability from the underlying plant empirical 
model derived from the plant step test. Modern-day MPC 
deals with plant constraints and optimization on the basis 
of a linear-programming (LP)-based cost optimizer, giving 
the best operator output on a 24 × 7 basis. MPC knows 
interactions among all of the “variables” from the output 
to the input relation model derived from the plant step test, 
can “predict” the effect of one variable on others (interac-
tion), and takes control actions accordingly. The APC and 
MPC terms are used interchangeably in the process control 
domain.

With APC, the unit operations are directly controlled 
in terms of profit variables such as separation quality, 
conversion, yield, etc., instead of inferred variables such as 
pressure, temperature, flow, level, etc. Also, more consistent 
controls and surety of the respecting constraint observation 
result in the plant operating much closer to the real plant 
constraints as compared with the normal regulatory con-
trollers and manual operation by the operator.

14.2.2.1	 aPc	termInoloGIes
There are two major types of variables in a controller. In a 
given process that is to be controlled, independent variables 

tablE 14.2—typical control valve in refinery service (continued)
type of control valve units Equipment service

Double-acting	pneumatic	valve	
control	valve

fcc header slurry	oil

XV	actuating	on/off	valve	control	
valve

crude,	platformer,	DhDs,	lco	
cracker

fired	heater fuel	gas,	fuel	oil,	pilot	gas

XV	double-acting	pneumatic	
valve	control	valve

coker Pumps,	vessels Debut	feed

XV	isolating	valve	ball	control	
valve

coker,	DhDs Pumps,	headers cooling	water,	flushing	oil,	
off	gas

XV	isolating	valve	butterfly	
control	valve

coker,	DhDs fired	heater,	filter,	
fractionators,	pump

fuel	gas,	pilot	gas,	naphtha

XV	piston-operated	valve	control	
valve

PrU,	fcc,	VGo	ht Pump,	reboiler,	reactor,	
fractionators

ammonia,	wash	water,	
hydrocarbon

XV	power	actuated	valve	block	
control	valve

cfP,	atU Pumps,	KoD slop	oil

cfP,	clean	fuel	project;	DhDs,	diesel	hydrodesulfurization;	ht,	hydrotreater;	tGtU,	tail	gas	treating	unit.	VGoht,	vacuum	gas	oil	hydrotreating;	hnht,	
heavy	naphtha	hydrotreating;	lcGo,	light	coker	gas	oil;	fV,	flow	control	valve;	hV,	hand	valve;	ff,	field-bus	enabled	valve;	lV,	level	control	valve;	tV,	
temperature	control	valve;	moV,	motor	operated	valve;	XV,	shut-off	valve
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are input to the process and the dependent variables are 
output from the process [4].

The dependent variables are also known as controlled 
variables (CVs). These are the variables for which targets are 
defined, and the controller tries to maintain these variables 
to their targeted levels. The dynamic behavior of the CVs can 
be described totally in terms of specific independent vari-
able changes over time. These might include product stream 
properties, temperatures, pressures, differential pressures, 
valve positions, or other outputs from the process.

CVs are normally maintained at a constant value or 
between high and low limits, which allows the controller 
more room to optimize the process. 

An independent variable is a causal variable for which 
the value is not affected in any way by any other variable in 
the process and that, when changed, causes a correspond-
ing change in the process. Independent variables are fur-
ther classified as MVs and disturbance variables (DVs) or 
feed-forward variables (FFVs).

MVs
MVs are the independent variables that are moved (i.e., 

manipulated) by the controller to control the process. Two 
main criteria for qualifying a variable as an MV are
1. It should affect the CVs.
2. It can be set and manipulated by the controller.

Examples of MVs are SPs to regulatory controllers and 
valve positions.

FFVs
FFVs are the independent variables that have a signifi-

cant effect on the process but still cannot be manipulated 
by the controller. These may include ambient temperature, 
feed composition, and cooling water supply temperature.

14.2.2.2	 stePs	In	DeVeloPInG	an	aPc	
controller
• Functional design study (this includes a detailed study 

of process and determination of project cost and 
 benefits)

• Preliminary design 
• Review of process objectives
• Controller scope definition
• Preliminary process test
• Control specification report

• Plant step testing
• Detailed design and simulation

• Develop dynamic models
• Develop inferential property estimators
• Offline controller simulation and tuning
• Controller model review

• Integration and commissioning
• Closed-loop commissioning
• Final project documentation

• Develop inferential property estimators
• Postcommissioning sustained performance

• Controller monitoring
• Maintain ongoing training efforts

14.2.2.3	 fUnctIonInG	of	an	aPc	controller
Through the step testing and model identification package, 
all relationships between the CVs and MVs are obtained in 
the form of models. Once models are known, the controller 
can predict the CV values for given changes in the MVs or 
vice versa. To achieve the desired values of CVs, the MVs 

are moved such that the net response of changes in the MVs 
matches with the desired change in the CV values. Thus, 
more than one MV may be moved to satisfy the CV values. 
The controller follows certain rules while coming up with 
the required MV moves.
• Rate of change of MV moves (as defined by the control 

engineer)
• MV limits (as defined by the control engineer)
• Changes in CV values as a result of MV moves (no con-

straints are violated)
If all of the above conditions are satisfied, the control-

ler comes up with the best solution. If any of the above 
is likely to be violated, the controller considers that as an 
additional constraint and recalculates the MV moves. It 
tries to maintain all linear CVs to their target values and 
all constraints within limits. The moment it is not able to 
come up with the best solution it calculates the next-best 
solution based on the priorities set by the control engineer.

The controller also retains information of some of the 
immediate past runs and compares the predictions with the 
actual responses. On the basis of the differences observed, 
it generates “bias” factors that in turn are used to fine-tune 
the next outputs from the controller. This solution may be 
a MV move away from the ideal resting value (IRV), an 
offset in the linear CV, or to “give up” on less important con-
straints. To know the relative importance of constraints, all 
constants are given ranks that are assigned by the control 
engineer. Also, all CVs and MVs have a weightage factor 
assigned to them. This helps the controller in knowing the 
control hierarchy.

14.2.2.4	 BenefIts	of	aPc
Some of the benefits of APC are listed below [5].
• The given unit operation/unit process is directly con-

trolled in terms of profit variables such as separation 
quality, conversion, yield, etc., instead of inferred vari-
ables such as temperature, pressure, level, flow, etc.

• Improved and consistent controls and accurate obser-
vation of the constraints lead to plant operation being 
much closer to the real constraints as compared 
with manual operation. This leads to benefits such 
as throughput increase. APC considers the effects of 
changes on all CVs and finds the best overall solution. 
It reduces variations in process parameters.

• The control action is objective and is an optimal deci-
sion for a given change/situation. This is also ensured 
around the clock. Along with confidence of tighter, 
timely control, it leads to enhanced profitability in 
terms of improved/stable conversions, improved yields, 
reduced energy/utility consumption, etc.

• Smooth and consistent control operation and less manu-
al interference/manpower is required in the normal oper-
ation. The operator need not continuously monitor each 
and every process parameter and take manual action.

• Because the equipment constraints are always observed, 
it leads to higher equipment service factors. The con-
straints can be prioritized per operations philosophy 
and safety considerations.

• Tighter controls reduce the deviation in product qual-
ity, thus keeping the product quality parameters at the 
desired values. Incidents of product off-spec and qual-
ity giveaway can be avoided and hence prevent any loss 
of opportunity.
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14.2.3  Benchmark Information
In the hydrocarbon business, the refining sector in particu-
lar is challenged with many constraints relating to safety 
and environment, customer demands on cleaner products, 
need for sweating the assets to get the best from every 
drop of oil, spiraling energy costs, varying crude qual-
ity, etc. Understanding the crude oil is itself an art with 
complexities of issues such as compatibility; presence of 
corrosive species such as naphthenic acids, salts, sulfur, 
and chlorides; increasing heaviness as seen in drop in API; 
impediments in transportation in a few cases because of 
higher viscosity and pour point; and an ingress of undesired 
elements such as metals, solids, chemicals, additives, etc. 
Refiners pay immense attention into feedstock manage-
ment so as to ensure reliability of the processing units while 
endeavoring to maximize and sustain profitability.

Process control and optimization play a pivotal role 
in achieving the desired level of performance under such 
variances faced daily by refining industries. In fact, 
to get the best from APC/optimization strategies, it is 
mandatory that basic instrumentation (i.e., measuring 
elements, control valves, online analyzers, etc.) is well 
within the operable range with a desired accuracy of 
measurements. Further, the process automation team, 
multidisciplinary in nature (drawn from domain experts 
of operations, process engineering, instrumentation and 
computing capabilities), has full-time professionals for 
advanced control/optimizer upkeep. Benchmarking of 
the process control application facilitates raising the 
performance bar of a refinery. Some of the elements/key 
parameters used in the benchmarking of process control 
are given below. Each refiner can pick up the appropriate 
element depending on their business environment and 
work toward excellence.
• Uptime factor of control strategies
• Production plan versus actual closure 
• Number of process automation full-time employees per 

process unit to maintain the strategies
• Benefits from APC/optimizer in cents per barrel of feed 

to the unit
• Standard deviation of critical controlled process vari-

ables (yield, quality, or energy use)
• Sigma average error and time taken to reach steady 

state from a disturbance
• Tracking of out-of-service controllers on a daily basis
• Mean time to correct controller from off to on
• Time to implement fully functional APC/optimizers in 

processing unit
• Validation of SP given by APC/optimizer strategies 

through offline models
• System of embedding “live” business drivers into APC/

optimizer strategies
• Bias update frequency in inferential prediction
• Use of adaptive control
• Time to steady state between feed changes in a given 

unit
• Delta error in inferential prediction with laboratory 

referee method
• Early event detection capability
• 24 × 7 support to manufacturing onsite or through 

remote methods
• System of incorporating innovations in control 

 strategies

14.3  Quality mEasuring instrumEnts
Maintaining consistent product quality and minimizing the 
quality giveaway are the main tasks of all manufacturing 
industries. However, conventional frequent sample col-
lection, analysis of the sample in the laboratory, and then 
taking corrective actions is not a sufficient way to control 
the modern-day refining processes that are highly dynamic 
and economically demanding. Improvements in the sensor 
technology and availability of digital techniques based on 
signal processing have led to highly sophisticated, custom-
izable, ready-to-use online process analyzers to overcome 
the earlier conventional analog-type analyzers. Modern-day 
analyzers are highly configurable for satisfying various 
needs because they intelligently diagnose routine samples 
to minimize maintenance efforts.

Online analyzers are used for continuous monitoring 
of the feed, intermediate, and final product qualities. These 
analyzer values are further integrated with the process con-
trol systems to give feedback and control the process in real 
time. Typical applications of the online analyzers are given 
below.
• Feed/product stream quality monitoring such as sulfur 

content, density, endpoint, flash point, pour point, 
humidity, dew point, etc.

• Parameters pertaining to environmental regulations 
monitoring (i.e., oxygen, carbon monoxide, oxides of 
nitrogen and sulfur, opacity, etc.) in heater stack flue 
gas, etc. 

• Water quality parameters such as pH, silica, conductiv-
ity, dissolved oxygen, chlorine, etc. 

• Effluent monitoring parameters such as oil in water, 
total suspended solids, total organic content, etc.

• Gas chromatographs are widely used for quality moni-
toring and control of various hydrocarbon streams.
In addition to these online “wet” analyzers, near infra-

red (NIR)-spectroscopy-based “noncontact”-type analyzers 
are available for property predictions such as research 
octane number (RON), cetane number, density, and distilla-
tion of petroleum products. It is mainly used in the product 
blending loop to control various component streams for 
making a particular blend of product conforming to quality 
objectives dictated by the blend optimizer.

14.3.1  Introduction to NIR Spectroscopy
Infrared spectroscopy is one of the most important analyti-
cal techniques available today. One of the great advantages 
of infrared spectroscopy is that virtually any sample in any 
state can be analyzed. Infrared spectrometers have been 
commercially available since the 1940s. At that time, the 
instruments relied on prisms to act as dispersive elements, 
but later diffraction gratings were introduced into disper-
sive machines. However, the most significant advances in 
infrared spectroscopy have come about as a result of the 
introduction of Fourier-transform spectrometers. This type 
of instrument uses an interferometer and exploits the well-
established mathematical process of Fourier transforma-
tion. Fourier-transform infrared (FTIR) spectroscopy has 
dramatically improved the quality of infrared spectra and 
minimized the time required to obtain data. 

Infrared spectroscopy is a technique based on the 
vibrations of the atoms of a molecule. An infrared spec-
trum is commonly obtained by passing infrared radia-
tion through a sample and determining what fraction of 
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the incident radiation is absorbed at a particular energy. 
The energy at which any peak in an absorption spectrum 
appears corresponds to the frequency of vibration of a part 
of the sample molecule.

The presentation of spectral regions may be in terms 
of wavelength (λ) as nanometers (1 nm = 10−9 m). Another 
unit that is widely used in infrared spectroscopy is the wave 
number (ν) in cm−1. This is the number of waves in a length 
of 1 cm and is given by ν = 1/λ. This unit has the advantage 
of being linear with energy.

The infrared spectrum can be divided into three main 
regions:
1. Far-infrared (<400 cm−1)
2. Mid-infrared (4000–400 cm−1)
3. Near-infrared (13,000–4000 cm−1)

A typical gasoline NIR spectrum is shown in Figure 
14.2.

The x-axis shows the wavelength λ (nm) and the y-axis 
represents the absorbance in fraction. It is to be noted that 
the absorbance of the sample if irradiated with NIR varies 
at different wavelengths. This is because the absorbance of 
different species (molecules) in the sample gets pronounced 
at different wavelengths. The figure shows the different 
species and their active wavelength regimes for a typical 
gasoline spectrum.

The quantitative analysis method is used to predict the 
properties of various samples rather than analyzing indi-
vidual spectra. 

14.3.1.1	 hoW	Does	nIr	WorK?
Hydrocarbon molecules contained in refinery streams 
absorb NIR radiation because of C-H bond “movements.” 
This translates into a product “finger print” that can be 
recognized by means of chemometric techniques. The absor-
bance spectra can therefore be translated into performance 
properties. Those linked to PIONA (paraffins, isoparaffins, 

olefins, naphthenes, and aromatics) contents are more likely 
to be predictable (especially octane number, cetane number, 
benzene, cloud point, or aromatic content) than those linked 
with C-H, N-H, or O-H bonds, such as sulfur, which is pres-
ent in small amounts.

The improvement in computer technology associated 
with spectroscopy has led to the expansion of quantita-
tive infrared spectroscopy. The application of statistical 
methods to the analysis of experimental data is known 
as chemometrics. The most commonly used analytical 
methods in infrared spectroscopy are partial least-squares 
(PLS) and principal component regression (PCR). PLS is a 
least-squares method that involves matrix operations. The 
PLS method is very useful in investigating very complex 
mixtures such as petroleum products. This method is used 
to build a model as a function of the variance in the spectral 
data set.

14.3.1.2	 nIr	moDel	ImPlementatIon
The implementation of a model occurs in three steps [6]:
1. Model building (i.e., calibration)
2. Model validation
3. Online prediction.

Model building involves
• Calibration set specification to identify the properties 

and ranges for the model
• Data collection for calibration (laboratory primary 

analysis and the corresponding NIR spectra for each 
sample)

• Model building using a multivariate calibration tech-
nique

• Preliminary model validation using the same software
It is very important to note that the models are highly 

specific to refinery, the type of processes used, crude diet, 
product requirements, etc. Model validation is done by 
comparing the predicted values with the corresponding 

figure 14.2—typical	gasoline	nIr	spectra	[6].	
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laboratory primary data. A statistical quality control chart 
for each property is prepared and validated.

Online model prediction is done by
• Loading the model into an offline laboratory system 

and online system in the field.
• Configuring the factors, outlier limits, and ranges.
• Online predictions are continuously monitored through 

a plant historian.
• Periodic laboratory analysis for verification of model 

performance.

14.3.2  NIR Applications
The typical NIR applications for the refinery include the 
prediction of the following:
• Gasoline

• RON
• Motor octane number (MON)
• Vapor pressure
• Distillation

• Diesel
• Cetane number
• Cetane index

14.4  advancEmEnts in instrumEntation 
and ProcEss controls 
14.4.1  Distributed Control System
A distributed control system (DCS) in a modern refinery 
helps in plant-wide automation. DCS is functionally and 
geographically distributed with redundant control hard-
ware. The modular nature of the hardware and software 
provides easy expandability of the various DCS functional-
ities to new units in a seamless manner.

In a typical refinery, all plant measurements signals 
are terminated at plant interface buildings (PIBs), which 
contain all necessary signal conditioning units and control 
processors for executing more than 100 different software 
blocks for various functions such as analog and digital 
inputs, control algorithms, calculations, advanced controls, 
and analog and digital outputs. All analog and digital out-
put processes from control processors and other similar 
modules such as emergency shutdown systems are again 
routed to final control elements in the field. In short, all 
data acquisition and control functions are done at the PIB 
level. Signals from PIBs are routed to a refinery control cen-
ter for monitoring and control through operator consoles.

Other than normal data acquisition and control func-
tions, a DCS also provides a platform for real-time data-
bases such as InfoPlus.21 for collecting periodic plant data 
for maintaining history as well as performance calculation 
and monitoring of the units. A DCS also forms the basis for 
implementation of APC such as multivariable predictive 
controllers and real-time optimizers.

14.4.2  Process Alarm Management
In today’s advanced control systems, one can define vari-
ous alarms on I/O and various control blocks with different 
alarm types such as high, low, high-high, low-low, rate of 
change, deviation, etc. These kinds of messages entirely 
flood the operator station if not properly configured and are 
likely to divert the attention of the operators. Recently, most 
of the control system vendors have come up with alarm 
management software that can detect the total number of 
repetitive alarms and the number of I/O bad alarms, alarms 

per operator, disabled alarms, unacknowledged alarms, 
nuisance alarms, etc., which allows the operations and 
instrumentation and control team to prioritize and focus 
on major problems, thereby reducing the occurrence of the 
process upset alarms. A domain-specific alarm manage-
ment system with an expert system to analyze and diag-
nose the root cause of the problem is the next step toward 
healthy alarm management. Alarm rationalization exercises 
are being done in some operating units.

14.5  Poor ProcEss dEsign lEading to 
control ProblEms
During a recent grass-root start-up of a manufacturing 
unit, many issues arose because of poor process design, 
improper instrument selection, which led to different con-
trol issues. Some of the major implications were as follows:
• Complete process condition/parameter information 

not available and/or misunderstood by the design and 
vendor engineers, during selection of the instruments 
for various services, leading to failure in the opera-
tion of the instrument for that particular service (e.g., 
dielectic constant of the liquid hydrocarbon is neces-
sary for measurement using radar level transmitters). 
Also, clean and dirty services are to be mentioned at 
early stages for proper selection of the instrument.

• Most of the modern control valves are selected with 
antiflashing/anticavitation trim instead of conventional 
trim. This kind of selection without necessary study 
leads to chocking problem in the trim, subsequently 
calling for more maintenance.

• Only field-proven technologies should be selected 
for critical services, otherwise any plant emergency/
shutdown leading to the failure of the new technology 
instruments proves costlier.

• All emergency trip signals should be hardwired instead 
of serial link data communication, which causes a 
delay in tripping of the equipment and is less reliable.

• Wrong level transmitter tapping during the design, 
causing improper level measurement in the fraction-
ator pan tray, which causes the level control to be very 
difficult during a disturbance. 

• Inadequate number of trays between two pan trays 
in  the main fractionator leading to jet flooding, 
which causes a disturbance in the column differential 
pressure, making it difficult to control the column 
profile.

• Hydrogen blanketing of the feed surge drum causing 
more hydrogen solubility in the feed. Because of this, 
controlling hydrogen flow to the reactor becomes very 
difficult.

14.6  rEliability assurancE in ProcEss 
control and instrumEntation
Reliability-focused culture is catching up in every manu-
facturing business enterprise. The problems related to poor 
reliability can range from unplanned interruptions/shut-
downs, spurious trips, product becoming off-spec, excessive 
energy consumption, underutilization of assets, overfill or 
underfill in dispatches, increased lifecycle cost, or any com-
bination of these factors. Reliability implies availability of 
the  instrument for the intended purpose and precision of 
the measurement/control thereof close to the desired accu-
racy. Design for reliability is gaining importance because 
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lessons learned from past incidents/experiences show the 
need for improvement in equipment selection, ensuring 
operation within the accepted window and correct man-
ning. While aspects such as personal skill and level of moti-
vation are critical to reliability, they are outside the scope 
of this chapter. Other issues that enhance/provide assured 
reliability are dealt with in this section. 

Concepts such as quality function deployment (QFD), 
failure modes and effect analysis (FMEA), 5 Whys, etc., 
are typically deployed by refiners to improve the reliability 
factor. Pacesetter refiners are able to achieve a continuous 
run length of 9 or more years in all major processing areas 
such as crude distillation, fluid catalytic cracking, coker, 
platformer, etc. In other words, the process instrumenta-
tion and control system in pacesetting organizations must 
be robust enough with the necessary built-in redundancy to 
ensure safe and sustained operation. 

To elaborate on the above concepts, the process of 
coker furnace operation is taken as an example. This 
process involves heating of feed vacuum residue from 
600  °F at  the coker fractionator bottom to 930 °F at the 
coker furnace outlet. The furnace heat duty is supplied by 
coil outlet temperature control, which manipulates the 
amount of fuel fired. There is a lead-lag system to control 
fuel fired in the heater and an air preheater for preheating 
combustion air and balanced draft operation. The furnace 
outlet temperature is well under control within 1 ºC. In 
other words, the process looks robust; however, the run 
length of heater coils (i.e., between two decoking opera-
tions, which is critical to coker management because it 
affects refining margin) varies substantially from 120 to 
180 days. It shows that a few more operational controls 
are to be put in place, such as uniformity of heat flux 
across the length of the furnace, minimizing cracking 
within the heater coils, feed quality management, etc. 
With the coker unit increasing the refining margin by 
approximately $250–400/ton of feed, any downtime of 
the coker furnace for decoking (by pigging, spalling, or 
steam/air decoking) will erode the margins. In short, this 
is a clear case of higher requirements from the customer 
(business group is considered as an internal customer in 
this case) demanding additional input variables (vital Xs) 
to be culled out and controlled. 

Understanding each of the business-critical processes 
in a manufacturing setup and getting deeper into it to 
improve and sustain profitability are increasingly becom-
ing imperative in today’s competitive environment. From 
the erstwhile pneumatic system supported by audiovisual 
alarm, the instrumentation has migrated to an intelligent, 
self-diagnostic, and auto-tuning new-generation system. 
Digital magic has made immense advancements and pos-
sibilities in process control applications. Newer control 
algorithms such as nonlinear-level control, dead band, and 
adaptive controls are used, especially when a process is 
required to operate at different modes, varying regimes, or 
both for equipment performance curves. Smart controls, 
which take inputs from past heuristics and expert systems, 
fuzzy logics, inferential controls, global optimizer, etc., have 
been made feasible in recent times. Seamless integration 
of online/real-time applications and unit operations with 
offline processes (e.g., planning, scheduling, product test-
ing and certification, condition monitoring, and a model-
based approach for providing a “best operating  window,”) 

is another progression that facilitates a holistic view of the 
process so that reliability can be enhanced. 

Nevertheless, new challenges to process reliability have 
also cropped up in the form of spurious trips, communi-
cation errors, control board component failures, loss of 
power to the solenoid valve, and so on. For example, in the 
old pneumatic system, open loops seldom had any alarms 
and closed-loop alarms were minimal. A typical crude unit 
used to have approximately 20 audiovisual alarms. With the 
advent of the DCS, the number of alarms can be three per 
open loop (including the rate of change of process value 
as a deviation alarm) and nine per closed loop. In other 
words, a crude unit with 250 or more open-loop indications 
and 60 or more closed loops can have as many as 1200 or 
more alarms, which has made it necessary for reliability, 
process, control, and operations engineer teams to classify 
the alarm into “must” and “good-to-have” categories. Mod-
ern refineries undertake “alarm rationalization” tasks and 
optimize the number of alarms for effective monitoring. It 
is a good practice to review the last 24 h of alarms daily to 
take appropriate corrective/proactive actions. 

On many occasions it is seen that protection of equip-
ment overrides the importance of the whole process in 
which the specific equipment is just a part. To ensure equip-
ment reliability, the vendor provides several trip logics to 
prevent it from operating outside of the machine-specific 
window. However, in reality it is witnessed that such trips 
have indeed resulted in process upsets/plant shutdown 
because these have been provided in isolation. For example, 
it is advisable to operate any pump or compressor within 
its turndown limits, and to prevent it from being operated 
below turndown, recycle loops are provided by equipment 
vendors. Inadvertent/malfunctioning of opening of these 
spillbacks could result in tripping of heaters or loss of level/
pressure in downstream units. Hence, it is imperative that 
the process is looked at in totality to ensure that cascaded 
failures do not occur. 

There are instances that result in spurious tripping 
of the plant, especially when single instruments are not 
backed up for data integrity. To overcome this, the concept 
of “two-out-of-three” (2oo3) logic was brought in, with three 
independent field measuring devices to read the process 
conditions. Only when two of three such instruments read 
a deviation/error does the process abort and take to a safe 
shutdown position. Modern programmable logic controllers 
(operating at an every few millisecond span time) have the 
ability to display the alarm initially, which helps in failure 
diagnosis.

Solenoid valve burnout is a common phenomenon in 
refineries. Normally solenoid valves are energized, and any 
loss of power would result in activation of shutdown logic, 
leading to unit operation terminating at a respective safe 
position. Conversion from “de-energized to trip” to “ener-
gized to trip” is one such possibility to minimize/mitigate 
spurious trips. 

Human errors arising from lack of experience/training 
have been the cause for some of the reliability issues seen 
in operating units. Use of training simulators to understand 
the shutdown sequences and process intricacies would help 
to prevent such failures. In most cases it is even preferred to 
provide a few seconds delay in tripping if the process/equip-
ment allows such. Attending to boiler drum (three-element 
controller: steam flow, feed water flow, drum level) level 
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is a classical example for many spurious trips at several 
manufacturing sites. A systematic study on “instrumented 
protective function” by a multidisciplinary team (process, 
operation, and instrument) can also help to eliminate spuri-
ous trips by evaluating process dynamics at each phase of 
operation (i.e., starting, steady state, increasing/reducing 
throughput, and plant severity, etc.).

In summary, in a complex refinery there are over 
110,000 opportunities for defects/failures from a well 
designed and operated process control and instrumenta-
tion system. The refinery management deploys Six Sigma 
methodology to deliver highly safe and reliable operation. 
Although the efforts have raised the performance level to a 
Sigma level of 5.2 in totality, world-class reliability is being 
relentlessly pursued to attain still higher levels.

All process control and instrumentation is undergoing 
revamping to include the best of various emerging tech-
nologies such as smart sensors, wireless sensors, model-free 
adaptive control, miniature MPCs, and early event detec-
tion systems based on plant operating data.

14.7  Envisioning thE rEfinEry of thE 
futurE
There are several ways to visualize the “Refinery of the 
future,” which is gaining importance with hardened crude 
oil prices coupled with the fear of “oil-peaking.” For 
example, the future refinery will have its own inner ability 
to evaluate and select the crude within a couple of hours 
to buy ahead of competition and enjoy the initial market 
discounts. Refiners are stretching their limits to maximize 
the profitability (measured as gross/net margins in dollars 
per barrel) every single day, and yet the mean time between 
turnarounds must be as maximal as possible (say 9 or 
more years). There are people-related issues in terms of 
talent retention, nurturing innovations, cycle time reduc-
tion between idea and implementation, etc. However, the 
refinery of the future relating only to process control and 
optimization has been taken up further.

Communications technology has matured, and with 
increased bandwidth over wireless it is possible that the 
optical fibers and hardcore cables running between the 
plant and control center could be no longer needed.  Process 
intensification and nanotechnology have made strides into 
every manufacturing business, and it is feasible that the 
current system of producing different products from crude 
will pave the way to choosing/producing any product and 
converting the entire crude into that singular product. The 
role of services (process engineering, planning, scheduling, 
inspection, engineering, etc.) could be consolidated and 
remote access of plant operation for providing solutions 
could find roots to manage and provide the “best operating 
zones” for operation, which could be something similar to 
the current “global positioning system” that guides travel. 
In other words, the response time to intervene will reduce 
to seconds/minutes. “Carbon trading” could go live, and 
refineries in different parts of a country could increase or 
decrease their throughputs on the basis of overall green-
house gas “bubble” margin. With alternate power gaining 
impetus from most governments, the carbon trading link 
could also extend to all major industries. 

The refinery of the future will be fully automated from 
crude blending to product blending, with many intelligent 
sensors and knowledge databases to steer various real-

time control applications. Molecular-level analysis, using 
physical and inferential soft sensors, will dynamically 
optimize and allocate various plant loads. Refineries will 
be able to swing their production to operate at various 
demanding market conditions in a much faster and con-
trolled way. 

14.8  ProcEss control casE studiEs
14.8.1  Control of Crude Preheat Exchange 
Trains
14.8.1.1	 IntroDUctIon
Preheat train exchangers form an important part of 
any crude unit because they are the backbone of heat 
 integration in this unit of a refinery. Total heat require-
ment in the crude furnace can be offloaded if the preheat 
is optimum so the unit can be run efficiently with higher 
margins of throughput. Figure 14.3 depicts a typical crude 
unit preheat train related control configuration.

The crude received at the battery limit of the crude 
distiller unit must be preheated from ambient temperature 
to the temperature required for an efficient desalting opera-
tion. This preheating also helps to maximize heat recovery 
from the crude column outlet streams. 

The inlet crude stream is split into two streams with 
one stream entering on the shell side of the S01 heat 
exchanger and other stream entering on the shell side of the 
S02 heat exchanger. The crude is preheated in exchangers 
S01 and S02 by circulating naphtha, which is drawn from 
the crude column naphtha accumulator tray through the 
tube side of S01 and S02. A flow indicator controller (FIC) 
controls the naphtha flow to exchangers S01 and S02. The 
naphtha outlet stream from these exchangers is routed 
back to the crude column top tray. The flow of naphtha 
through these exchangers is always maximized to enhance 
heat recovery. 

Providing a split range ratio controller governs opening 
of control valves and ensures equal distribution. One of the 
control valves will be wide open (of the exchanger train, 
which exerts more pressure drop) and the other’s opening 
will be adjusted to maintain the same flow as that of the 
other train.

14.8.1.2	 control	scheme	for	PUmP	aroUnD	
heat	eXchanGers
The controls for the tube side of the S01 and S02 exchanger 
outlets are obtained by throttling of control valves FV1 
and FV2, respectively, by feedback controllers. At the same 
time, as a process requirement, the return temperature 
of the naphtha stream to the crude column also must be 
maintained. The temperature is controlled by TIC, the 
output of which goes to the control valve TV-1. Depending 
on the return temperature, the control valve TV-1 opening 
gets adjusted by directly passing naphtha flows through 
S01 and S02 to the crude column inlet stream (see Figure 
14.3). If the naphtha pump around the return temperature 
has to be increased, the control valve TV-1 will be wide 
open, limiting the flow through exchangers S01 and S02 
and vice versa.

14.8.2  Fired Heater Control
14.8.2.1	 IntroDUctIon
Lead-lag control is the mechanism used in fired heaters 
for  adjusting firing rates while ensuring safety of the 
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figure 14.3—crude	preheat	train	control.

 equipment. Complete combustion of fuel in the fired heater 
is ensured by sending an excess amount of combustion 
air against the required stoichiometric quantity. A normal 
air/fuel ratio is between 1.0 and 1.6. Figure 14.4 depicts a 
 typical fired heater lead-lag control configuration.

Incomplete combustion of fuel produces carbon 
 monoxide (CO), which travels along with flue gas from the 
radiation section to the convection section and to the heater 
stack via the induced draft (ID) fan. There is ample 
 probability that combustion reactions may occur in 
the convection section because CO formed is reactive and 
the energy required for triggering the reaction is  available 
in the form of heat in the flue gases. The  combustion 
 reaction being exothermic in nature liberates a lot of 
heat, thus increasing the chances of tube failure in the 
 convection section. 

14.8.2.2	 heater	oPeratIon	In	a		
hyDrotreater
During normal operation, adjusting heater firing is a nor-
mal routine for obtaining desired specifications for the 
products produced. Consider fired heater operation in a 
hydrotreater. To produce different batches of diesel (differ-
ent sulfur specifications), the reactor inlet temperature is 
varied accordingly. This is done by adjusting the firing in 
the heater, which is upstream of the reactor. 

This transition from one firing rate to the other is 
done by lead-lag control with prewritten logics, which 
ensures safety and efficiency of fired heater operation. 
The system ensures that when the fired duty demand 
increases, the air flow increases first, followed by an 
increase in fuel supply. Conversely, when demand falls, 
the total fuel consumption is reduced first, followed by 
a reduction in combustion air supply. In this manner 

complete combustion is always ensured with an excess 
combustion air available all of the time.

Heater operation is an optimal tradeoff between the 
thermal efficiency and safety of operation. This is done 
by maintaining an optimum quantity of excess oxygen at 
all times in the heater box. An analyzer measuring excess 
oxygen is used for this purpose and acts as an input to the 
lead-lag controller, which accordingly resets the combus-
tion air flow. Suppose it is decided to maintain an optimum 
air/fuel ratio of 1.1 (10 % excess air/2 % excess oxygen), 
and if oxygen analyzer shows a value of 1.5 %, then the 
combustion air is adjusted accordingly so as to maintain 
design value.

Case 1: TIC SP is increased and as a result the con-
troller calls for increasing the heat input to the process 
stream.

This higher signal will be ignored by the low signal 
selector TY1 but will pass through the high signal selector 
TY2 to the flow controller (FC) for manipulating the com-
bustion air control valve. The higher signal will open the 
damper more and increase the combustion air flow, which 
is measured by flow indicator (FI) available. Now this sig-
nal will be sent to the low signal selector TY1 via calcula-
tion block. The low signal selector TY1 will pass the lower 
of TIC and comb air FI. It selects signal from comb air FI.

This signal will be the new setpoint to the fuel FC and 
cause its output to increase, thereby increasing the fuel gas 
flow via the fuel gas control valve. The control system will 
now come to equilibrium according to the new TIC setpoint.

Case 2: TIC setpoint is decreased and as a result 
this controller calls for decreasing the heat input to the 
process stream.

This lower signal will be ignored by the high signal 
selector TY2 but will pass through the low signal selector 
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TY1 to the FC for manipulating the fuel gas control valve. 
The lower signal will close the fuel gas control valve and 
decrease the fuel gas flow, which is measured by the FI 
available. Now this signal will be sent to the high signal 
selector TY2 via calculation block. The high signal selector 
TY2 will pass the higher of TIC and fuel gas FI. It selects the 
signal from the fuel gas FI.

This signal will decrease the setpoint to the combustion 
air FC, which will cause this FC to close the combustion air 
control valve. The control system will now come to equilib-
rium according to the new TIC setpoint. 

In both of the cases, the heater outlet temperature 
controller has reset the setpoint to the fuel to control heat 
input to the heater. The use of the low signal selector and 
the high signal selector makes it possible for this output sig-
nal to adjust the air first in the case of higher heat demand 
and then to adjust the fuel first in the case of lower heat 
demand.

Safety of equipment is ensured by using lead-lag con-
trol. Transition between two firing rates is done in a smooth 
manner without compromising on product specifications 
and safety of the equipment. It reduces the excess consump-
tion of the combustion air/fuel and gas/fuel oil.

14.8.3  Fluidized Catalytic Reactor Control
14.8.3.1	 IntroDUctIon
The fluidized catalytic cracking unit is a margin booster 
unit in the refinery complex. This is meant for cracking 
the long-chained molecules to comparatively smaller chain 
molecules having more dollar value. Figure 14.5 depicts a 
typical FCC reactor-regenerator control configuration. The 
heavier feed enters the reactor and the cracking reaction 
takes place in the riser of the reactor with the help of a cata-
lyst in fluidized form. The valuable lighter products leave 
the reactor for separation in downstream fractionators. 
The coke gets deposited on the catalyst during the cracking 
process. Hence, the catalyst is sent to the regenerator where 
the coke is burnt off using air. The hot regenerated catalyst 
is circulated back to the reactor for cracking the fresh feed. 
This is a continuous process and the control systems should 
be designed in such a way that the integrity of reactor and 
the regenerator are always taken care of. It is a perfectly 
heat-balanced system because the heat of combustion is 
utilized in the reactor for providing the heat required for 
cracking the feed. The entire heat balance of the system 
is dependent on the total catalyst circulation through the 
system and the ratio of catalyst to oil (C/O)/feed being 

figure 14.4—fired	heater	lead-lag	control	diagram.
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maintained. (C/O) reactor-regenerator is the weight ratio of 
the catalyst circulated between the reactor and regenerator 
to the fresh feed to riser.

(C/O)	reactor-regenerator	=	
Weight	flow	of	regenerated	catalyst

Weight	flow	of	fresh	feed

(C/O) reactor-regenerator is not an independent variable; it 
will increase with an increase in reactor temperature and 
decrease with higher regenerator dense bed temperature or 
combined feed temperatures. When process conditions are 

changed so that an increase in C/O occurs, an increase in 
conversion and in coke yield will also be observed.

14.8.3.2	 reactor
The heart of the fluid catalytic cracker (FCC) unit is the 
riser where the reaction occurs. Hot regenerated catalyst 
flows to the riser bottom through the regenerated catalyst 
standpipe where lift streams (gas/oil) preaccelerate the cat-
alyst and transport it up the riser. The feed to the reactor is 
sprayed into fine droplets using specially designed nozzles 
and steam for atomizing it.

figure 14.5—fcc	reactor-regenerator	control	diagram.

(14.1)
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The hot catalyst vaporizes the feed and carries the 
catalyst upward. Cracking reactions take place within 2–3 s, 
which is the time required for the catalyst and hydrocarbon 
vapors to reach the top of the riser. Catalyst is quickly sepa-
rated from hydrocarbons in the reactor vessel to reduce 
overcracking.

14.8.3.3	 reGenerator
The regenerator is divided into two sections. The lower 
section is called the combustor, where the spent catalyst 
from the spent catalyst standpipe is distributed over the air 
distributor. Also, the hot catalyst from the upper section of 
the regenerator is recirculated back to the combustor to 
provide the necessary heat to start the combustion reaction 
and for shifting the reaction toward complete combus-
tion. The upper section is called the regenerator, where the 
combustion reaction is completed and from where the hot 
regenerated catalyst is sent back to the reactor.

14.8.3.4	 ImPortant	Process	Parameters
For economical running of an FCC unit, there are some 
important process parameters that need to be controlled 
effectively all of the time. The process parameters of inter-
est are [7]
• Reactor severity (reactor temperature)
• Catalyst level in the reactor
• Delta pressure (DP) across both slide valves opening
• Reactor and regenerator DP

14.8.3.5	 reactor-reGenerator	Process	
control
The yield of different products from the reactor greatly 
depends on the reactor temperature, which is controlled 
via a temperature recorder controller (TRC) located in the 
upper vapor space of the reactor vessel. Figure 14.6 depicts 
a typical FCC regenerated catalyst slide valve (RCSV) opera-
tion related control logic. The output signal from the reactor 
TRC controls the opening of the regenerated catalyst slide 
valve (RCSV), regulating the amount of hot regenerated 

catalyst flowing to the riser. While adjusting the opening of 
the RCSV, the DP across it should always be taken care of. 
Hence, a low selector switch (LSS) is provided to ensure that 
the DP across the slide valve is always positive.

The reactor catalyst level is controlled with a level 
recording controller (LRC) located on the reactor ves-
sel. Figure 14.7 depicts a typical FCC spent catalyst slide 
valve (SCSV) operation related control logic. The output 
of the LRC resets the spent catalyst slide valve (SCSV) 
opening, regulating the amount of catalyst flowing from 
the reactor to the regenerator. Here again, LSS is pro-
vided to take care of positive DP across the slide valve.

The reactor-regenerator differential pressure is con-
trolled by varying the regenerator pressure. This is a criti-
cal parameter to be maintained because it directly affects 
the differential pressure across the slide valves. The output 
from this controller resets the position of the flue gas valves 
at the expander inlet and bypass lines of the power recovery 
section to vary the regenerator pressure and maintain the 
constant reactor-regenerator DP.

The reactor pressure is not directly controlled because 
it is governed by the speed of the wet gas compressors in 
the gas concentration section that exert a back pressure on 
the main fractionator column and thereby the reactor.

The regenerator temperature is not directly controlled 
and is a function of several other process variables. In 
simple terms, the regenerator temperature depends on the 
percent delta coke on the catalyst (i.e., the coke on spent 
catalyst entering the regenerator minus the coke on the 
regenerated catalyst leaving the regenerator). Like many 
other variables in the reactor-regenerator system, this too 
depends on several factors and is a function of the total 
catalyst circulation, the amount of coke deposited, and the 
type of feed being cracked [7].

14.8.4  Extractive Distillation Control Scheme 
14.8.4.1	 Process	DescrIPtIon
Extractive distillation (ED) is used for the separation of 
substances with low relative volatility that otherwise  cannot 

figure 14.6—fcc	rcsV	operation	control	logic	diagram.
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be separated by normal distillation. A solvent that is rela-
tively nonvolatile and has a high boiling point is used. The 
component having a lower boiling point is separated out 
from the top of the distillation column whereas the higher 
boiling point component along with the solvent that it is 
extracted into is removed from the bottom. This mixture is 
quite easily separable in the subsequent distillation column 
otherwise called a recovery column.

For a typical benzene extraction system, the feed to the 
column may be a mixture of benzene and nonaromatics. The 
objective is to separate out benzene from the nonaromatics, 
maintaining the purity of benzene (in the extract) and at the 
same time minimizing the losses of benzene along with non-
aromatics (i.e., raffinate). The temperature at which the feed 
and the solvent enter the column is very important for the 
most effective separation. The feed has to enter at the bubble 
point, whereas the solvent has to be at a temperature to just 
vaporize the lighter component (nonaromatics) while extract-
ing the benzene component. The column bottom temperature 
should never exceed the solvent degradation temperature [8].

The benzene and solvent mixture from the ED column 
enters the recovery column, where the benzene is removed 
from the overhead while the lean solvent from the bottom 
is circulated back to the ED column.

14.8.4.2	 Process	VarIaBles
The important process variables that need to be controlled 
are [8]
• Column pressure for column stability
• Feed temperature and lean solvent temperature for 

effective separation between benzene and nonaromatics
• Benzene in ED raffinate and nonaromatics in extract
• ED column bottom temperature

14.8.4.3	 eD	Process	control
As indicated in the Figure 14.8 ED schematic diagram, the 
ED column pressure is controlled by an overhead pressure 
controller for which output goes to a split range controller. 
If the pressure is lower than the setpoint (output = 0–50 %), 
the inert gas valve opens. On the other hand, if the pres-
sure is higher (output = 50–100 %), then the vapors will be 
routed to the flare to maintain the system pressure.

The temperature controller installed in the feed line 
takes care of the feed inlet temperature by manipulating the 
bypass valve of the feed/solvent exchanger. Similarly, the 
solvent temperature is controlled by adjusting the bypass 
valve of the solvent cooler.

An APC scheme can be better utilized in an ED system 
for  simultaneously maintaining the benzene product purity 
and minimizing the losses of benzene. The scheme uses the 
ED column reboiler duty as a main handle to control the 
 following: 
• Tray “p” temperature, which is a good indication of 

how much benzene is lost in the raffinate.
• Recovery column overhead benzene purity analyzer 

(ppm of nonaromatics). For a given change in the ED 
column parameters, there is a significant dead time 
for the indication of nonaromatics in the recovery 
column overhead. Hence, the tray “r” temperature of 
the ED column, which again is a good indication of 
the amount of nonaromatics escaping along with the 
solvent, can be effectively controlled. 
Both of the temperatures mentioned above are main-

tained within limits to ensure the optimum performance 
of the column. The solvent temperature, the solvent flow 
rate, and the reflux flows are the other handles used in 
APC.

figure 14.7—fcc	scsV	operation	control	logic	diagram.
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15.1  IntroductIon
The period from 1960 to the present may be called the 
period of modern automatic control. This modern period 
follows the periods of primitive automatic control (1868 to 
early 1900s) and classical automatic control (early 1900s to 
1960) [1,2]. During this modern control period, there has 
been an ever-increasing growth of advanced process control 
(APC) applications such that APC has become a norm for 
refining and petrochemical units. APC technology has also 
evolved along the well-known pyramid path [3] of regula-
tory control to advanced regulatory control (ARC) to con-
ventional APC to multivariable predictive control (MVPC). 
Further higher in the APC hierarchical level, real-time opti-
mization (RTO) requires a magnitude change in engineer-
ing work and cost because it requires first-principle models 
and large-scale solution of nonlinear equations. Also, at 
this juncture of MVPC/RTO, other related technologies— 
advisory/expert systems, neural-networks-based inferential 
predictions, and fuzzy logic—have been introduced to 
improve the safety and reliability of the unit operation. The 
purpose of this chapter is to identify typical APC strategies 
for common refining processes and develop integrated con-
trol solutions for typical refining process units.

15.2  Modern Process control
With a historical base of nearly 30 years and with several 
thousand applications implemented, MVPC technology 
has not only been well established and proven but has also 
become the main workhorse of refinery process control 
and optimization. Despite this long history and a wide base 
of implementation, MVPC technology still typically takes 
between 4 and 6 months to implement and can cost several 
hundred thousand dollars per installation. This is mainly 
because site- and unit-specific empirical models of the pro-
cess have to be identified. 

Although a powerful technology in itself, MVPC 
requires a solid base of regulatory proportional integral 
derivative (PID) controls to work with. And, being reliant 
on accurate dynamic (empirical) models that are constantly 
adjusted via biasing to reconcile with actual process data, 
the service factor of MVPC applications is improved with 
the availability of online analyzers or inferential predic-
tions (often neural-network based). To design, implement, 
and commission a unit-wide control scheme for a refining 
unit requires the understanding of various technologies 
and their integration to meet the safety, operational, and 
economic objectives. 

15.3  control technology—coMParIson 
suMMary
Table 15.1 and Figure 15.1 summarize the differences 
between regulatory (PID) control, multivariable control 
(MVC), and MVPC [4]. In brief, the complexity not only 
increases in the number of variables being simultaneously 
controlled and influenced but also in past and predicted 
future behavior of process variables as the technology pro-
gresses from PID to MVC to MVPC.

One of the main differences between MVC and MVPC 
is that the MVC technology overlooks the transient behavior 
of dependent variables. Although many refining processes 
exhibit first-order monotonous-type dynamic response, a 
few reaction processes have a higher order nonmonotonous 
response that may be exhibited as an initial inverse response 
(like in a reactor ΔT control) or as an  overshoot-type 
dynamic response between an input variable and an  output 
variable. As shown in Figure 15.2, if the steady-state gain 
between these variables is 0.4, then to increase the output 
by 1 unit, the input will need to be changed by 2.5 units 
according to MVC control. However, such a large change in 
the input will cause a transient change of 2.5 units in the 
output, which may likely cause a quality violation. 

To avoid such a transitory upset, the input in this case can 
initially be changed by a maximum of 0.4 units only on the 
basis of MVPC control. Then, after the transient response has 
peaked and the output is steadying out with a change of 0.16 
units, the input can be changed by another increment of (1.0 
– 0.16)/2.5 = 0.336 units to avoid an overshoot in the output.

Essentially, by implementing time-deferred changes 
in the input on the basis of the dynamic response curve of 
Figure 15.2 and the history of changes already made, the 
MVC scheme is changed to an MVPC scheme as the tran-
sient predictive process behavior is also controlled within 
the desired quality limits.

15.4  MVPc technology—BrIef 
exPlanatIon
It is important to understand the basis of MVPC control 
because nearly all of the major refinery process units need 
this technology for process control. Although details of 
MVPC technology can be found elsewhere [5], in brief, an 
integrated matrix approach is utilized to simultaneously 
control all targets (also termed as controlled variables 
[CVs]) in the steady and transient states by
• Adjusting the manipulated variables (MVs)
• Monitoring and respecting process constraints 

15
Modern computer Process control 
refining units
Ravi Jaisinghani1

1 Intelligent Optimization Group, Inc., Houston, TX, USA
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Yi, t  = Gi1,ss . X1,t + Gi2,ss . X2,t + Gi3,ss . X3,t  + .......... Gim,ss . Xm,t

Yi, t  = Gi1(t) . X1,t + Gi2(t) . X2,t + Gi3(t) . X3,t  + .......... Gim,(t) . Xm,t

PID Control

X = Kp.(  + .  t / Ti  + ( ).TD / t)
= Ysp -  Y 

- Single Input, Single Output (SISO) 
- Works on Present Error Only

MVC Control 
- Multi Input, Multi Output (MIMO) 
- Uses Steady State Behavior  
   (Transients Ignored) 

PID versus MVPC Control

CV = Controlled variable 
DV = Disturbance Variable 
MV = Manipulated Variable 
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figure 15.1—PID,	MVC,	and	MVPC	comparison.

taBle 15.1—control technology comparison summary
Item regulatory (PId) control Multivariable control (MVc) Multivariable Predictive control (MVPc)

Number	of	variables Single	input,	single	
output	(SISO)

Multiple	input,	multiple	
output	(MIMO)

Multiple	input,	multiple	output	(MIMO)

Algorithm	basis	
and	time	behavior	
consideration

Mainly	present	error	
consideration

Present	error	and	steady-state	
gains	(when	transient	behavior	
control	is	not	important)

Previous	history,	present	error,	future	
prediction,	and	steady-state	gains

Integration	with	
optimization

Required	for	nearly	all	
levels	of	control	and	
optimization	as	a	base	
control

Can	be	integrated	with	simple	
constraint	pushing-type	
optimization	or	as	an	overall	
optimizer	for	multiple	MVPCs

Can	be	integrated	with	simple	constraint	
pushing-type	optimization

Implementation	
platform

DCS DCS	and	computer	based Mainly	computer	based
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• Incorporating the effect of measured process distur-
bances variables (DVs) [4]. 
MVPC relies on dynamic response models (see Fig-

ure 15.2 for an example) to predict the response of dependent 
(CVs) variables in terms of independent (MVs and measured 
DVs) variables. The control moves in the MVs are calculated 
to minimize the steady-state and transient response of CVs 
from their targets while observing the high, low, and rate-of-
change hard limits in the MVs. The control problem formu-
lation is also conducive to the integration of an optimization 
formulation, and this often leads to a least-cost solution in 
terms of MV costs. These concepts are shown in Figure 15.3.

15.4.1  MVPC—Linearity and Superposition
MVPC technology has two basic limitations—linearity and 
superposition. These limitations may require some adap-
tive techniques for dynamic models and tuning parameters 
to make the control implementation robust for a nonlin-
ear process and for changing operating regions (capacity 
changes, feed-type changes, ramping, etc.).

Linearity Assumption
• For a change in input X of ΔX, the process value Y 

changes by ΔY irrespective of the operating region.
• For a change in input X of 2(ΔX), the process value Y 

changes by 2(ΔY) irrespective of the operating region.
• The common transforms used are log and converting 

a ratio (Y1/Y2) into a difference (Y1 – Y2) to make the 
response appear more linear.
Note: Because most processes may not strictly follow 

linearity, the MVPC formulation includes a model update step 
as a part of its control execution cycle.

Superposition Assumption
• The effect of changes in inputs (Xs) are linearly additive 

in time and magnitude on the outputs (Ys).
• If DY(t) = a(t) · DX1 when X2 is constant, and DY(t) = 

b(t) · DX2 when X1 is constant, then by superposition, the 
effects are additive in time and magnitude:

  DY(t) = a(t) · DX1 + b(t) · DX2 (15.1)

15.4.2  MVPC—Algorithm Formulation
• Representation of responses between dependent vari-

ables (CVs) and independent variables (MVs and DVs) 
as numeric series until the longest dynamic model 
time (also known as horizon time or steady-state 
time).

• Superposition of all effects of changes in independent 
variables (including most recent ranges in the past 
steady-state time period) on CVs.

• This calculates the predicted (dynamic) responses of 
outputs (CVs) on the basis of the present and historical 
values of inputs. 

• Supplementing the above equations with constraint 
equations that restrict the variables between their lim-
its (for MVs) and targets (for CVs) and allowing tuning 
based on penalty parameters:

 Abs(ΔXi(t)) <= move sizei (15.2)

 Low limiti <= Σ(ΔXi(t)) <= High limiti (15.3)

Low targeti – Low slacki 

 <= Yi(t) <= High targeti + High slacki  (15.4)

• The MVs have hard limits of the type shown above. 
However, the CVs, which are dependent on the inde-
pendent variables, can only have soft limits:

 High slacki ≥ 0 (15.5)

 Low slacki ≥ 0 (15.6)

15.4.3  MVPC—Internal Calculation Sequence
At every online iteration cycle, the MVPC algorithm goes 
through a three-step process (there is also an initial identi-
fication step offline) as shown in Figure 15.4.

figure 15.1—PID,	MVC,	and	MVPC	comparison.
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figure 15.2—Dynamic	overshoot	process	response	(MVC	vs.	
MVPC).
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figure 15.3—MVPC	concepts.
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15.5  refInIng Processes—control 
PurPose and oBjectIVes
The main purposes of APC in the refining processes are
• To improve the profitability and operational stability 

of the unit by enforcing control objectives subject to 
equipment and process constraints

• To provide a stable and robust control platform for 
(future) unit online optimization.
The control objectives include safety, quality, and eco-

nomic considerations.
• Safety

• Maintain the process within operating and equip-
ment constraints

• Assist operators
• Monitor performance

• Quality
• Maintain product qualities within specifications
• Stabilize operations

• Economic (subject to safety and quality priorities)
• Maximize yield of more valuable products
• Maximize throughput
• Minimize energy consumption

15.5.1  APC Development Considerations
Although there are several different refining processes and 
units, some with chemical conversions and others with 
physical separation only, the development of integrated 
control schemes (covering many different physical equip-
ments pieces in one unit) can be simplified by considering 
the control requirements of each individual process equip-
ment. In this respect, aside from the blending unit, nearly 
all refining units have a combination of some of the follow-
ing process equipment:
• Accumulator
• Heat exchanger/condenser (energy source/sink)
• Heater (energy source)
• Compressor
• Fractionator
• Reactor
The individual equipment control schemes can then be 
combined by integrating them in one large matrix form 
or by linking them with common variables. Following 
the principle of lex parsimoniae (i.e., Occam’s razor)—
“All other things being equal, the simplest solution is the 
best,”—increasing the size of the control matrix does not 
always result in a better solution in the long term. Ease 
of maintenance, a ripple effect of tuning changes in a 
control matrix, and failure of one sensor affecting the 
whole unit application can sometimes result in a favorable 

 implementation of two or more smaller applications for 
the unit. For example, in a crude unit control, the heater 
pass balance and heater outlet temperature controls can 
be included in the fractionator MVPC matrix. An alternate 
approach would be to implement heater pass balancing 
and heater outlet temperature at the distributed control 
systems (DCS) level and then use the heater outlet temper-
ature as a MV and a high selection for heater tube metal 
temperature (TMT) as a CV. This can result in a simpler 
approach without loss of APC benefits. The integration of 
schemes and the platform for implementation quite often 
becomes a personal choice.

15.5.2  APC—Property Estimation
A common point in all advanced applications is the avail-
ability of analyzers or the development of inferential 
models for quality predictions. Neural networks (see sec-
tion 15.8 also) have been used successfully in building 
these real-time inferential property estimators. In addition, 
empirical equations based on flow, temperature, and pres-
sure have also been used. Both of these calculations require 
frequent reconciliation and model updating or model bias-
ing with laboratory updates.

During plant testing for dynamic model identifica-
tion, laboratory samples are also frequently collected 
such that dynamic prediction models for product quali-
ties [e.g., 5 % boiling point (BP), 95 % BP, flash point, 
pour point, and freeze point] can be identified. The 
MVPC controller uses these models for control, and when 
online analyzer results or laboratory results become 
available, the model bias correction inherent in MVPC 
calculations (see section 15.4.3) is performed. This pro-
vides continuity of control even when laboratory analysis 
is not immediately available or the online analyzer is not 
continuous. 

15.6  refInIng Processes—BasIc control 
scheMes
Only the basic control schemes for the process equipment 
listed in section 15.5.1 are listed in Table 15.2 because the 
control details can be found elsewhere [6,7]. Equations for 
heater pass balance include the following:

 F = ΣFi (material balance) (15.7)

 Ti = COT (required for all i) (15.8)

 ΣΔFi = 0 (required, for the total flow
   should remain unchanged) (15.9)

Calculation Sequence  Offline/Online Known Unknown

Identification    Offline       X, Y        G 
Prediction    Online        X, G              Ypred

Model Correction   Online        X, Y, Ypred       G   
Control    Online        G, Y                X

(G11 to Gmn)
Y1

YnXm

X2

X1

Y3

Y2

figure 15.4—MVPC	calculation	sequence.
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taBle 15.2—Basic control schemes for refining Process equipment
Process equipment control type control schemes

Accumulator Pressure	control Vent	or	purge	throttling
Make-up	flow	addition	rate
Gas	product	draw	flow	rate

Level	control Linear	or	nonlinear	control
Product	draw	flow	rate
Make-up	flow	addition	rate

Condensers Condensate	temperature,	or	condensing	pressure	
control

Via	coolant	throttling.	If	water	cooling,	limit	water	
velocity	to	achieve	sensitive	control	and	avoid	fouling.

Floating	pressure	control	via	valve	position	control	
affecting	coolant	throttling.	For	partial	condensers,	
floating	pressure	is	achieved	via	level	control	(to	
provide	flooding)	and	pressure	control.

Wetted	surface	area	control.	Results	in	differing	
degrees	of	condensate	subcooling	as	a	function	of	
residence	time	and	in	nonsymmetrical	dynamics.

Incondensable	build-up	resulting	in	loss	of	pressure	
control.

Removal	of	incondensable:

•	 Fixed	purge	rate	if	economically	possible

•	 Second	pressure	controller	to	modulate	purge	stream

high-speed	pressure	control:

•	hot	gas	bypass	control

Vacuum	column	pressure	control

•	Variable	load	or	surge	capacity	via	air	or	gas	bleed

Large	ejector	and	small	ejector	combination	to	
reduce	steam	wastage	if	load	variations	can	be	
anticipated

Reboiler Vapor	superheat	temperature	control	or
heat	duty	control

heat	media	flow	rate

heat	exchanger	
network

Parallel	exchanger	balancing Adjust	flow	rates	on	the	basis	of	temperature	
difference	between	passes	(total	flow	rate	remains	
same)—see	equation	15.10	below

Adjust	dead-band	limits	on	temperature	difference	
between	average	outlet	temperature	and	individual	
pass	temperature	to	avoid	oscillations.

heater Coil	outlet	temperature		(COt)	control Fuel	rate	feedback	control	based	on	outlet	temperature
Feed	rate	feed-forward	control
Feed	temperature	feed-forward	control
Fuel	heating	value	(Wobbe	index,	calorimeter,	
specific	gravity)	ratio	control

excess	stack	oxygen	control	(subject	to	draft	pressure	
constraint)

excess	oxygen	target	dependent	on	burner	
characteristics,	fuel	type,	heater	load,	etc.
excess	oxygen	maintained	at	target	via	stack	damper	
movement—damper	limits	based	on	forced/induced	
draft	type

tube	pass	balance	(coking	consideration	and	energy	
efficiency)

Adjust	flow	rates	on	the	basis	of	temperature	difference	
between	passes	(total	flow	rate	remains	same)

Adjust	dead-band	limits	to	avoid	oscillations

Compressor Surge	control See	compressor	vendors	information

Precise	throughput	control Directly	manipulate	the	driver	speed	(preferable)
Suction	pressure	throttling
Discharge	pressure	throttling

Simplify	start-up	and	shutdown Integration	of	speed	and	antisurge	controllers
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Then,   

 ΔFi = (Ti – COT)  * Fi/COT (15.10)

where:
 F = total flow rate
 Fi = flow rate through pass i 
 COT = combined outlet temperature 
 Ti = outlet temperature of pass i

15.7  refInIng Processes—adVanced 
control scheMes
Following the generic control objectives and the process 
equipment types listed in sections 15.5 and 15.5.1, and with 
the common control strategies mentioned in section 15.6, 
specific control objectives and control schemes for some of 
the main refining units are discussed below. Quite often, 
the advanced control strategies are divided, depending on 
control requirements and equipment integration, between 
conventional APC and MVPC to handle system constraints 
and loop interactions.

The need for MVPC technology in most refinery appli-
cations is multifold:
• Processes are of multiple-input, multiple-output 

(MIMO) type and interactive, making it difficult to tune 
and control with multiple PID loops.

• Dynamic response time is in hours, making it difficult 
to tune conventional PID loops.

• Nonmonotonous process response (in reactors) 
requires predictive technology.

• MVPC prediction models supplemented with labora-
tory analysis can often substitute for online analyzers.

• Control can be combined with cost optimization solu-
tion (e.g., side product yield maximization, energy sav-
ings, and constraints pushing) in a MVPC matrix.

15.7.1  Crude Unit—Atmospheric and Vacuum
Simplified Description

Crude feed is preheated via heat exchangers and then 
passes through a heater before the partially vaporized feed 
is fractionated in the atmospheric tower into wet gas, light 
or heavy straight run, naphtha, distillates, and atmospheric 
gas oil (AGO). The atmospheric bottoms (reduced crude) 
are heated through a vacuum heater and fractionated in the 
vacuum tower into light vacuum gas oil (LVGO), heavy vac-
uum gas oil (HVGO), and vacuum residue. For lube units, 
the vacuum tower feed is split into LVGO, lube stocks, 
and vacuum residue. Depending on market demands and 
product price structure, there is an economic incentive to 
produce more of certain products.

Control Objectives—Atmospheric Tower
• Sidestream quality control (5 % BP, 95 % BP, pour 

point, freeze point, etc.)
• Maximize feed rate against heater and column  constraints
• Maximize pumparound heat recovery subject to 

 product quality
• Maximize yield, or recovery, or both for more valuable 

products subject to column and product specification 
constraints
Control Objectives—Vacuum Tower 

• Sidestream quality control (5 % BP, 95 % BP)
• Maximize pumparound heat recovery subject to prod-

uct quality

• Maximize vacuum gas oil recovery subject to column 
and product specification constraints

The typical product qualities of interest are 90 % BP on 
gasoline and 95 % BP on naphtha, kerosene diesel, and 
AGO in addition to jet fuel flash point and diesel pour point. 
These product specifications and other derived properties 
are inferred from calculations based on measurements of 
temperature, pressure, and flow. If analyzers (or neural 
network models) are available, they can be used to provide 
feedback trim to the inferential results.

Conventional Control Strategies
• Parallel preheat exchanger balancing
• Crude flow ramp control
• Atmospheric heater pass temperature balancing
• Atmospheric heater stack excess oxygen control
• Atmospheric heater outlet temperature control
• Atmospheric tower nonlinear level control
• Vacuum heater pass temperature balancing
• Vacuum heater stack excess oxygen control
• Vacuum heater outlet temperature control
• Vacuum tower nonlinear level control
• Stripping steam/product ratio flow control  (the stripping 

steam flow rates can also be MVs in the MVPC matrix)
MVPC Schemes
Figures 15.5 and 15.6 summarize the MVPC control 

schemes for the crude atmospheric and vacuum tower, 
respectively. Similarly, a list of potential MVPC variables is 
shown in Tables 15.3 and 15.4.

Crude Feed-Type Change
This can be a major disturbance for the MVPC control-

ler. To reduce the transient time in achieving a new steady 
state, the MVPC models can be changed based on the crude 
feed. This requires more plant testing to develop dynamic 
models for major crude types. In addition, a crude change 
detector signal is required. Crude feed pump amperage or 
crude feed viscosity can be used as an indication of crude 
feed-type change.

Vacuum Tower Feed Cracking
To ensure low-pressure vacuum, the vacuum heater 

may need to be limited to avoid heater feed cracking. In 
some cases, the vacuum tower bottoms level may become 
erratic if feed cracking is taking place.

15.7.2  Fluid Catalytic Cracking Unit
Simplified Description

In this catalytic process, heavy oils (gas oils) are con-
verted into more valuable gasoline and lighter products. 
Preheated fresh feed and recycle streams enter the unit at 
the base of the feed riser where they are mixed with the 
hot regenerated catalyst. The cracking reactions start when 
the feed contacts the hot catalyst in the riser and continues 
until the oil vapors are separated from the catalyst in the 
reactor, with the control of the reaction being maintained 
by varying the catalyst circulation rate. The cracking pro-
cess produces coke, which remains on the catalyst particle. 
To maintain the catalyst activity, the catalyst is regenerated 
by burning off this coke with air in the regenerator, causing 
the catalyst to move continuously between the reactor and 
the regenerator. 

Control Objectives
The control objectives for the reactor/regenerator sec-

tion are designed to increase performance and enhance 
stability in operations:
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1. Top Reflux Flow Rate
2. Kerosene Product Flow Rate
3. Diesel Product Flow Rate
4. AGO Product Flow Rate
5. Upper Pump-Around Flow Rate
6. Lower Pump-Around Flow Rate
7. Crude Feed Rate
8. Heater Outlet Temperature
9. Stripping Steam Flow Rates

1. Gasoline 90 % point
2. Kerosene 95 % point
3. Jet Fuel Flash point
4. Diesel 95 % point
5. Diesel Pour point
6. AGO 95 % point
7. Tower Top Temperature
8. Tower Mid Temperature
9. Tower Bottom 

Temperature
10. Tower Flooding Limit
11. Stripping Steam/ Product 

Ratios
12. Heater Maximum Tube 

Temperature
13. Heater Maximum Duty
14. All relevant valve positions
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Potential Disturbance Variable

1. Crude Feed Type

figure 15.5—Crude	atmospheric	unit:	MVPC	control.

taBle 15.3—crude atmospheric tower: list of MVPc Variables
no. MVs cVs disturbance Variables

1 top	reflux	flow	rate Gasoline	90	%	BP Crude	type	(assay)

2 Kerosene	product	flow	rate Kerosene	95	%	BP

3 Diesel	product	flow	rate Jet	fuel	flash	point

4 AGO	product	flow	rate Diesel	95	%	BP

5 Upper	pumparound	flow	rate Diesel	pour	point

6 Lower	pumparound	flow	rate AGO	95	%	BP

7 Crude	feed	rate tower	top	temperature

8 heater	outlet	temperature tower	mid	temperature

9 Stripping	steam	flow	rates tower	bottom	temperature

10 tower	flooding	limit

11 Stripping	steam/product	ratios

12 heater	maximum	tube	temperature

13 heater	maximum	duty

14 All	relevant	valve	positions
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1. Overhead Vacuum Pressure
2. Top Reflux Flow Rate
3. LVGO Product Flow Rate
4. HVGO Product Flow Rate
5. Upper Pump-Around Flow Rate
6. Lower Pump-Around Flow Rate
7. Heater Outlet Temperature
8. Bottom Steam Flow Rate

1. LVGO/HVGO Cutpoint
2. HVGO/Resid Cutpoint 
3. Tower Top Temperature
4. Tower Mid Temperature
5. Tower Bottom Temperature
6. Heater Maximum Tube 

Temperature
7. Heater Maximum Duty

CV 7

Vacuum
FeedFrom Atm

Heater

Vacuum
Tower

Residue

Fuel Oil/
Gas

MV 7

CV 6

MV 5

MV 3

Vacuum
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Slop
Wash Oil

HVGO

To Vacuum
System

Steam

MV 4

MV 6

MV 8

LVGO

CV 1

CV 2

CV 3

CV 4

CV 5

Potential Manipulated Variables

Potential Controlled Variables

Potential Disturbance Variable

1. Atm Resid Feed Rate

MV 1

MV 2

figure 15.6—Crude	vacuum	unit:	MVPC	control.

taBle 15.4—crude Vacuum tower: list of MVPc Variables
no. MVs cVs disturbance Variables

1 Overhead	(vacuum)	pressure LVGO/hVGO	cutpoint Vacuum	tower	feed	rate

2 top	reflux	flow	rate hVGO/residual	cutpoint	

3 LVGO	product	flow	rate tower	top	temperature

4 hVGO	product	flow	rate tower	mid	temperature

5 Upper	pumparound	flow	rate tower	bottom	temperature

6 Lower	pumparound	flow	rate heater	maximum	tube	temperature

7 heater	outlet	temperature heater	maximum	duty

8 Bottom	steam	flow	rate All	relevant	valve	positions

9 100	N	product	flow	rate	(lubes	tower) 100	N	product	viscosity	(lubes	tower)

10 300	N	product	flow	rate	(lubes	tower) 300	N	product	viscosity	(lubes	tower)

11 Slop	product	flow	rate	(lubes	tower) Slop/residual	cutpoint	(lubes	tower)
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• Maximizing conversion (severity control) consistent 
with high yields of the valuable products (octane bar-
rels or specific octane number)

• Maximizing charge throughput
• Maintaining process stability and safety through con-

trol of process variables such as reactor temperature, 
regenerator pressure, slide valve positions, etc.

• Minimizing energy consumption 
Similarly, the main objectives for the fractionator are 

maintaining product quality within specifications and 
maximizing energy recovery subject to product qualities.

This conversion objective is achieved in a complex envi-
ronment of interacting combustion and severity  variables 
(e.g., reactor temperature, preheat temperature, catalyst/oil 
ratio, and regenerator temperature) along with equipment 
and process constraints (e.g., slide valve operating limits, 
metallurgical limits in the regenerator, combustion air 
blower capacity, wet gas compressor capacity, and cooling 
ability in the main fractionator overhead condensers) or 
column limitations in the gas plant.

Conventional Control Strategies
• Parallel preheat exchanger balancing
• Preheater stack excess oxygen control
• Preheater outlet temperature control
• Stripping steam/catalyst ratio control

• Riser dispersion steam control
MVPC

• Reactor/regenerator severity/combustion control
• Reactor/regenerator pressure balancing control 

(between wet gas compressor and air blower)
• Throughput maximization
• Fractionator product quality control—Typically, 95 % 

or endpoint on heavy naphtha, light cycle oil (LCO), 
and heavy cycle oil (HCO) 
Figure 15.7 summaries the MVPC control scheme for a 

fluid catalytic cracking (FCC) unit and Table 15.5 lists the 
potential MVPC variables.

FCC Online Optimization
In this first-principles model-based approach, the profit 

is maximized based on gas oil feed analysis and octane 
requirements. The results, in terms of fresh feed rate, riser 
temperature, etc., are sent to the MVPC controller. 

15.7.3  Catalytic Reforming Unit 
Simplified Description

In a typical fixed-bed semiregenerative process, 
low-octane naphtha feed is converted into high-octane 
reformate for gasoline blending by changing the molecu-
lar forms of the feedstock from long-chain naphthenes 
and paraffins to aromatics, which makes the catalytic 
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figure 15.7—FCC	unit:	MVPC	control.
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 reforming unit (CRU) a net exporter of hydrogen (H2) gas 
and a part of refinery H2 balance. The feed is mixed with 
the recycled H2, and the combined stream is brought to 
reaction temperature in a feed heater before entering into 
the first reactor. A typical semiregenerative CRU consists 
of three to four fixed-bed reactors in series and requires 
a batch-type  regeneration procedure on a periodic basis 
to restore the catalyst to fresh catalyst conditions. In the 
meantime, the decreased catalyst activity shows up as a 
loss of reformate yield or high inlet temperature condition. 
Because of this, the temperature profile across individual 
beds may be different. 

Control Objectives
The control objectives for the reforming reactor section 

are to
• Maintaining the product octane number target
• Maximizing charge throughput
• Maximizing stabilized reformate yield

• Minimizing energy consumption
Similar to most distillation towers, the objectives for 

the stabilizer are to
• Maintain reformate Reid vapor pressure (RVP)
• Minimize loss of benzene and pentanes in overhead
• Minimize butanes in the bottoms
• Maintain product composition and tower stability in 

presence of feed disturbances
• Minimize reboiler energy consumption

Catalytic reforming involves several interactive ele-
ments—achieving target octane and maximizing reformate 
yields in an environment of changing naphtha feed types, 
feed rate, catalyst activity, recycle H2 purity, and recycle 
compressor capacity. 

Aside from conventional control schemes and a MVPC 
scheme, a model-based octane prediction is often included. 
The inferential scheme calculates research octane number 
(RON) from reactor temperatures, feed analysis [paraffins, 

taBle 15.5—fccu: list of MVPc Variables
no. MVs cVs disturbance Variables

1 Feed	flow	rate Percent	oxygen	in	regenerator	flue	gas Stripping	steam	rate

2 Regenerator	air	flow	rate	(blower	vent	
or	stator	vane)

Regenerator	dense	bed	temperature

3 Riser	outlet	temperature	(or	
regenerator	catalyst	slide	valve)

Regenerator	dilute-phase	temperature

4 hCO	or	slurry	recycle	flow	rate Regenerator	delta	(dilute-dense)	
temperature

5 Regenerator	pressure Riser	outlet	temperature

6 Reactor/regenerator	differential	
pressure

Regenerated	catalyst	slide	valve	
differential	pressure

7 Charge	preheat	outlet	temperature Spent	catalyst	slide	valve	differential	
pressure

8 Wet	gas	compressor	suction	pressure Regenerator	superficial	velocity

9 Fractionator	overhead	temperature Combustion	air	blower	speed

10 LCO	product	flow	rate Wet	gas	compressor	speed/load/hP

11 hCO	product	flow	rate Catalyst	circulation	rate

12 heavy	naphtha	pumparound	flow	rate heater	constraints

13 hCO	pumparound	flow	rate heavy	naphtha	endpoint	or	AStM		
95	%	BP

14 Wash	oil	or	slip	stream	flow	rate	to	
bottoms

LCO	10	%	BP

15 LCO	sidestripping	steam LCO	90	%	BP

16 hCO	95	%	BP

17 Bottoms	temperature

18 heavy	naphtha	pumparound	duty/feed	
ratio

19 hCO	pumparound	duty/feed	ratio

20 Fractionator	flooding

21 LCO	sidestripping	steam/product	ratio

22 All	relevant	valve	limits
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olefins, napthanes, and aromatics (PONA)], liquid hourly 
space velocity, estimated catalyst activity, etc. 

Conventional Control Strategies
• Heater pass temperature balancing controls
• Heater stack excess oxygen controls
• Heater outlet temperature controls

MVPC
• Reactor weight average inlet temperature (WAIT) con-

trol, which is based on RON octane model prediction
• Reactor temperature profile control (important for 

fixed-bed CRU)
• Maximize feed rate subject to process and equipment 

constraints
• Hydrogen/hydrocarbon (HC) feed ratio control
• Stabilizer bottoms reformate RVP quality control

Figure 15.8 summarizes the MVPC control scheme 
for  a CRU unit and Table 15.6 lists the potential MVPC 
variables.

Refinery Hydrogen Balance
As refineries have both hydrogen-consuming units 

(hydrocracker/hydrotreater) and hydrogen-producing units 
(reformer, H2 plant), the objective is to minimize net 
hydrogen production costs. The reformer excess hydrogen 
production is increased by operating at lower pressure and 
higher temperature. 

15.7.4  Hydrocracker Unit
Simplified Description

In a single-stage unit, fresh feed and recycled hydrogen 
are preheated in their respective heaters and combined 
before entering the reactor. The unit may have one or more 
reactors in series and/or in parallel, depending on unit capac-
ity and desired yield characteristics. To control this exother-
mic temperature rise, cold hydrogen quenches are injected 
alongside the reactors. The reactor effluent is separated in a 
series of flash drums. Part of the vapor flash (hydrogen) is 
purged, and high-purity makeup hydrogen is added to main-
tain the desired hydrogen concentration. The liquid stream 
from the separator is fractionated and some of the liquid bot-
tom product is often recycled back to the reactor. 

Control Objectives
The control objectives for the reactor section are

• Maintaining conversion and severity via weighted aver-
age bed temperature (WABT)

• Maximizing throughput
• Minimizing energy consumption

The control objectives for the fractionator are
• Sidestream product purity
• Energy recovery controls

The hydrocracker conversion and severity control is a 
difficult task because it involves the interaction of several 
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figure 15.8—Catalyst	Reforming	Unit:	MVPC	control.
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process conditions, such as individual bed temperatures, 
recycled H2/HC feed ratio, quench rates, heat of reaction, 
and catalyst activity.

The conversion per pass control sets the ratio of gas 
oil recycle to fresh feed. Because this can affect the frac-
tionator bottoms level, the severity (WABT) is adjusted 
to maintain the fractionator bottoms level. If there is no 
recycle, then only the direct WABT severity setpoint control 
is implemented.

Conventional Control Strategies
• Heater pass temperature balance
• Heater stack oxygen control
• Heater outlet temperature control
• Recycled H2 purity control
• Makeup H2 flow rate control

MVPC
• Severity control via WABT
• Maximize feed rate subject to process and equipment 

constraints
• Recycled surge drum/fractionator bottoms level  

control
• Recycled H2/HC ratio control
• Fractionator product quality control—Typically, 95  % BP  

or endpoint on heavy naphtha, 95 % BP and freeze on 
kerosene, 95 % BP and cloud point for diesel
Figure 15.9 summarizes the MVPC control scheme for 

a hydrocracker unit and Table 15.7 lists the potential MVPC 
variables.

Refinery Hydrogen Balance
As refineries have both hydrogen-consuming units 

(hydrocracker/hydrotreater) and hydrogen-producing units 
(reformer, H2 plant), the objective is to minimize net hydro-
gen production costs. Operating at lower temperature, 
lower pressure, and higher space velocity decreases the 
hydrocracker hydrogen consumption.

15.7.5  Delayed Coker Unit
Simplified Description

Hot vacuum residue and thermal tar feed or both are 
fed into the fractionator a few trays above the bottom. The 
stripped feed and gasoil recycle are pumped from the bot-
tom of the fractionator to the coker heater. The vapor-liquid 
mixture then enters the coke drum where further cracking 
takes place as the vapor passes through the drum and the 
liquid experiences successive cracking and polymerization 
until it is converted to vapor and coke. The severe thermal 
cracking produces lighter HC fractions and hydrocracker 
feed stocks. The unvaporized portion of the heater effluent 
settles out in the coke drum where the combined effect of 
temperature and retention time causes the formation of 
coke; hence, the term “delayed coking.” The coke produced 
can be used in the steel and aluminum industries or as fuel.

The coke drum overhead vapor enters the base of the 
fractionator and is separated into gas, naphtha, light coker 
gas oil (LCGO), and heavy coker gas oil (HCGO), which are 
withdrawn as products.

Control Objectives
The control objectives for the delayed coker unit are to

• Maximize unit throughput
• Maximize liquid yield of feed
• Maintain product quality
• Minimize energy consumption
• Optimize volatile coke matter (VCM) quality
• Minimize the disturbances during the coker drum switch
• Minimize drum cycle time

Unlike other refining process units in which the pro-
cess is continuous, the delayed coking process has some 
batch characteristics when the coke drum gets full and is 
replaced with a new, empty cold drum. This requires some 
adaptation in the MVPC control scheme [8]. Also, coker 
throughput maximization requires adjustment of feed rate 

taBle 15.6—cru: list of MVPc Variables
no. MVs cVs disturbance Variables

1 Feed	flow	rate Octane	target Naphtha	feed	type

2 Recycle	hydrogen	flow	rate Weighted	average	inlet	temperature	
(WAIt)

Recycle	h2	purity

3 First	heater	outlet	temperature h2/feed	ratio

4 Second	heater	outlet	temperature Delta	temperature	(first	bed—second	
bed)

5 third	heater	outlet	temperature Delta	temperature	(second	bed—third	
bed)

6 Stabilizer	reflux	flow	rate Reformer	heater	constraints

7 Stabilizer	heater	temperature Recycle	compressor	limits

8 Stabilizer	top	temperature

9 Stabilizer	bottom	temperature

10 Stabilizer	top	C5+	or	benzene

11 Stabilizer	bottoms	RVP

Stabilizer	flooding

All	relevant	valve	limits
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figure 15.9—hydrocracker	unit:	MVPC	control.

in the presence of constraints and physical limits such as 
drum volume and heater TMTs so that the coke drums are 
full at the end of an operator-entered drum cycle time. 

Conventional Control Strategies
• Heater pass temperature balance
• Heater stack oxygen control
• Heater outlet temperature control
• Coke drum cycle time minimization by adjusting steam 

and cooling water closely for the warming and cooling 
of the drums

• Nonlinear level control
MVPC

• Coker charge maximization
• Coke quality control
• Recycle minimization
• Pressure minimization
• Product quality control
• Reduction of energy consumption
• Drum switch disturbance minimization

Figure 15.10 summarizes the MVPC control scheme 
for a delayed coker unit and Table 15.8 lists the potential 
MVPC variables.

15.7.6  Gas Plant
Simplified Description

Compressed gas feed is fed to an absorber-deethanizer. 
Lean oil is added in the top section of the absorber to absorb 

most of the C3 and heavier HCs. The rich oil is returned for 
stripping off the absorbed light ends to the column from 
which it was derived. Sufficient reboil heat is added to the 
bottom of the stripping section of the absorber-deethanizer to 
eliminate any absorbed ethane and methane as well as hydro-
gen sulfide from the bottom liquid product. The deethanized 
stream then flows to a debutanizer where C3 and C4 HCs are 
fractionated and taken off as overhead product. The bottom 
product from the debutanizer contains C5 and heavier HCs. 
The overhead C3 and C4 product from the debutanizer is fed 
to a depropanizer for separation into propane and butane.

Control Objectives
The control objectives for the gas plant unit are to

• Maximize recovery of valuable C3, C4, and C5+ products 
from the feed gas stream.

• Produce gas consisting mostly of methane and eth-
ane for use as a fuel gas or as feedstock for hydrogen  
production.

• Minimize loss of propylene in the deethanizer overhead.
• Maintain the C2 specifications of the deethanizer bot-

toms product as limited by the propylene product 
purity specifications.

• Maintain the debutanizer overhead C5+ specification as 
limited by the C4 product quality specification.

• Maintain the debutanizer bottom C4 specification as 
limited by the C5+ (gasoline) product purity (RVP) 
requirements.
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• Maintain the depropanizer overhead C3 specification 
with a minimum degree of overpurification.

• Minimize propylene losses in the depropanizer C4 
product.
Conventional Control Strategies

• Deethanizer bottoms nonlinear level control
• Debutanizer reflux drum nonlinear level control
• Debutanizer bottoms nonlinear level control
• Depropanizer reflux drum nonlinear level control
• Depropanizer bottoms nonlinear level control
• Feed drum to gas processing nonlinear level control

MVPC
• Lean oil circulation control
• Tower composition controls
• Energy minimization controls

Figure 15.11 summarizes the MVPC control scheme for 
a gas plant and Table 15.9 lists the potential MVPC variables.

15.8  neural networks—InferentIal 
PredIctIons
Artificial neural nets (ANN), also called neural networks, 
are models based on the parallel architecture of brains 
for computing. A neural network is essentially a form of 
 nonlinear regression, Y = f(x), which maps an “n dimen-
sion” input space into an “m dimension” output space with-
out the form of f(x) being known in advance. In practice, 
neural nets are especially useful for classification and func-
tion approximation/mapping problems that are tolerant of 
some imprecision and have lots of training data available.

A neural network topology is the shape of the layered 
computation structure. It is a combination of neurons, con-
nections, and nodes. For a typical feed-forward (back propa-
gation) neural network, the structure is (see Figure 15.12) [9]:
• An input layer for receiving data.
• One or more hidden layers for computation. The 

activity of a hidden neuron depends on the activity of 
the input neurons and the weight of the connection 
between the input and the hidden neurons. 

• An output layer for results (prediction). The behavior of 
the output neuron depends on the activity of the hidden 
neurons and the weight of the connection between the 
hidden and the output neurons.
The advantage of using neural networks for inferen-

tial predictions of product qualities is that detailed first- 
principles-based knowledge of the process is not required 
and the neural networks can be trained by making them 
learn from historical sets of data. Training usually requires 
a large amount of data. Depending on the number of input, 
hidden, and output units, 30–100 historical points for each 
output unit would not be uncommon to train the network. 
So, if flash point is being estimated, and the laboratory 
analysis is done once daily, then approximately 3 months of 
historical data would be required. However, once trained, 
neural networks are very fast in calculating the output from 
the inputs. As an example, to develop a neural net for pre-
dicting the 95 % BP of heavy naphtha,
• The input layer would have approximately nine input 

units for crude feed rate, crude properties (API and  

taBle 15.7—hydrocracker: list of MVPc Variables
no. MVs cVs disturbance Variables

1 Feed	flow	rate WABt Naphtha	feed	type

2 Reactor	feed	inlet	temperature First	bed	outlet	temperature Recycle	h2	purity

3 Second	bed	hydrogen	quench	flow Second	bed	outlet	temperature

4 third	bed	hydrogen	quench	flow third	bed	outlet	temperature

5 Recycle	gas	oil	rate First	bed	delta	temperature

6 Recycle	hydrogen	rate Second	bed	delta	temperature

7 Fractionator	heater	outlet	temperatures third	bed	delta	temperature

8 Bias	first	bed	to	second	

9 Bias	second	bed	to	third	

10 Recycle	surge	drum/fractionator	
bottoms	level

11 Recycle	gas	oil/feed	(conversion)

12 Gasoline	90	%	BP

13 Kerosene	95	%	BP

14 Jet	fuel	flash	point

15 Diesel	95	%	BP

16 Diesel	pour/cloud	point

17 heater	constraints

18 Quench	valve	limits

19 Compressor	limits
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figure 15.10—Delayed	coker	unit:	MVPC	control.

taBle 15.8—delayed coker: list of MVPc Variables
no. MVs cVs disturbance Variables

1 Fresh	feed	to	fractionator Naphtha	95	%	BP Coker	drum	effluent	temperature

2 heater	outlet	temperature LCGO	95	%	BP Feed	properties	(API,	viscosity)

3 Quench	flow	rate hCGO	95	%	BP Condensate	drum	temperature

4 Fractionator	top	temperature LCGO	flash	point	or	10	%	BP

5 Fractionator	overhead	pressure hCGO	initial	BP

6 LCGO	product	flow	rates LCGO	pumparound	duty/feed	ratio

7 hCGO	product	flow	rates hCGO	pumparound	duty/feed	ratio

8 LCGO	pumparound	flow	rate Bottoms	API	gravity

9 hCGO	pumparound	flow	rate Recycle	ratio	(constraint)

10 LCGO	stripping	steam	flow	rate Fractionator	flooding

11 hCGO	stripping	steam	flow	rate heater	constraints	(tMt,	duty,	firebox	
pressure)

12 hCGO	wash	oil	flow	rate
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taBle 15.9—gas Plant: list of MVPc Variables
no. MVs cVs disturbance Variables

1 Feed	rate	to	the	gas	processing	unit Deethanizer	top	temperature Lean	oil	temperature

2 Lean	oil	flow	rate Deethanizer	overhead	C3	composition Feed	rate	to	the	gas	processing	unit	(if	
not	a	MV)

3 Deethanizer	bottom	temperature Deethanizer	bottom	C2	composition Feed	rate	to	the	debutanizer

4 Deethanizer	overhead	pressure Deethanizer	top	delta	pressure	
(flooding)

Feed	rate	to	the	depropanizer

5 Debutanizer	top	temperature Deethanizer	bottom	delta	pressure	
(flooding)

Feed	composition	to	the	gas	unit

6 Debutanizer	overhead	pressure Debutanizer	overhead	C5	composition

7 Debutanizer	bottom	temperature Debutanizer	bottom	C4	composition	
(RVP)

8 Depropanizer	top	temperature Debutanizer	delta	pressure	(flooding)

9 Depropanizer	overhead	pressure Depropanizer	overhead	C5	composition

10 Depropanizer	bottom	temperature Depropanizer	bottom	C4	composition

11 Depropanizer	top	delta	pressure	
(flooding)

12 All	relevant	valve	positions

1. Feed Rate to the Gas Processing Unit
2. Lean Oil Flow Rate
3. Deethanizer Bottom Temperature
4. Deethanizer Overhead Pressure
5. Debutanizer Top Temperature
6. Debutanizer Overhead Pressure
7. Debutanizer Bottom Temperature
8. Depropanizer Top Temperature
9. Depropanizer Overhead Pressure

10. Depropanizer Bottom Temperature

Potential Manipulated Variables
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2. Deethanizer Overhead C3 Composition
3. Deethanizer Bottom C2 Composition
4. Deethanizer Top Delta Pressure (Flooding)
5. Deethanizer Bottom Delta Pressure (Flooding)
6. Debutanizer Overhead C5 Composition
7. Debutanizer Bottom C4 Composition (RVP)
8. Debutanizer Delta Pressure (Flooding)
9. Depropanizer Overhead C5 Composition

10. Depropanizer Bottom C4 Composition
11. Depropanizer Delta Pressure (Flooding)
12. All Relevant Valve Positions

Potential Controlled Variables

Potential Disturbance Variable

1.Lean Oil Temperature
2.Feed Rate to the Gas Processing 
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figure 15.11—Gas	plant:	MVPC	control.
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viscosity), crude feed temperature (heater outlet tem-
perature), column overhead temperature, column draw 
tray temperature, overhead reflux, top pumparound 
flow rate (or duty), and heavy naphtha draw rate.
Literature [9–12] mentions attempts at using neural 

networks for estimating the following properties:
• Preflash tower

• Heavy naphtha end BP
• Atmospheric tower

• Light naphtha end BP
• Kerosene initial BP
• Kerosene end BP
• Kerosene crystallization point
• Atmospheric diesel 50 % BP
• Atmospheric diesel 95 % BP

• Vacuum tower
• Low-viscosity vacuum gas oil (VGO) 95 % BP
• Medium-viscosity VGO flash point
• Medium-viscosity VGO viscosity
• High-viscosity VGO viscosity
• High-viscosity VGO color
• Vacuum diesel 95 % BP
• Residue viscosity

15.9  adVIsory systeMs
In addition to a strict mathematical approach for the con-
trol of refining and petrochemical units, advisory/expert 

systems offer a supporting way to improve the profitability 
of process unit by [13]
• Assisting operators and engineers in normal, start-up, 

shutdown, and emergency situations
• Smart alarm management
• Enhancing APC/MVPC

Advisory systems are a repository of knowledge and expe-
rience in many areas (operations, engineering, maintenance, 
laboratory analysis, planning, and management) collected via 
interviews, historical logs, incident reports, process manuals, 
seasonal events/sales, etc., and stored in knowledge base(s) as 
heuristics (rules of thumb) and event-based procedures.

Because of the uniqueness of the operation of each pro-
cess unit in terms of operating variables (flow,  pressure, tem-
perature, etc.), the advisory systems superimpose unit-specific 
knowledge on generic knowledge as shown in Figure 15.13.

15.10  fuzzy logIc
Fuzzy logic is widely used in machine control, but its 
application to chemical process control has been quite 
limited. However, there are processes and conditions (e.g., 
binary distillation columns, batch reactors, etc.) that can 
be conducive to the success of fuzzy logic applications 
without incurring the cost of engineering-extensive MVPC 
controllers.
• For processes in which mathematical models may not 

be known but in which rules that adequately describe 
control actions under various operating conditions are 
readily available via experience.

• Mathematical conventional control often assumes 
linear process, time-invariant behavior, and measure-
ment frequency being faster than control frequency. 
Fuzzy logic control is not limited by these constraints.
A fuzzy logic controller typically consists of four com-

ponents:
1. Fuzzifier: The process behavior is modeled as a matter 

of degree (in membership functions—see Figure  15.14) 
 rather than in precise discrete measurement. For example,

99°C = 0.3 (cold), 0.8 (normal), 0.0 (hot)
100°C = 0.0 (cold), 1.0 (normal), 0.0 (hot)

2. Rules: These are based on simple operating heuristics 
and engineering principles. For example:

Input
Layer

Hidden
Layer

Output
Layer

figure 15.12—Neural	network	architecture.

Generic Process
Knowledge

Unit Specific 
Process Knowledge

Operator
Advisory

If the Reactor Bed Delta Temp. rises then
Runaway suspected:
- Cut feed rate
- Depressurize the unit

If the Reactor Bed Delta Temp is xx°C
above its normal, then:
- Cut feed rate by xxx BPH using
FIC005

- Present Quench Valve position is
nn % open and the trend is +y % /min

If the Reactor Bed Delta Temp is zz°C
above its normal, then:
-Depressurize the Unit at mmm
psig/min  using the depressurizing 
system. DCS

figure 15.13—Advisory	system	sample	configuration.
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• If tray is cold, then decrease reflux by a small 
amount.

• If tray is very cold, then decrease reflux by a medium 
amount.

Here the small amount and large amount are quanti-
fied separately via membership functions.
3. Inference engine:

• On the basis of the values of the inputs (e.g. multiple 
tray temperatures), the fuzzy logic controller checks 
all of the rules and activates the subconditions to be 
made in the outputs (e.g. reflux flow, reboiler steam 
flow). 

• The output aggregation allows for a combination of 
multiple inferences (of a single rule) via aggregation 
operators (e.g., MIN, MAX, and PRODUCT) of active 
subconditions.

4. Defuzzifier: Similar, but opposite of fuzzification, the 
output membership function is converted into a practi-
cal number that can be implemented by a PID controller. 
Fuzzy logic can also be used to imitate the behavior 

of a PID controller (In fact, it has been shown that a clas-
sic PID controller can be matched exactly using specially 
selected fuzzy representations and methods [14]) in its 
simple implementation form. Then, by adding more rules 
and fuzzification, the desired nonlinear control action can 
be enforced in routine and ad hoc conditions.
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16.1  IntroductIon
Inspection of plant and machinery along with the associated 
facilities plays a pivotal role in reliable and safe refinery 
operations. Maintenance is the backbone of refinery opera-
tions because wear and tear in the components by way of 
mechanical rubbing, heat generation, fatigue, degradation 
of material quality, etc., is inevitable during operations, 
and we need to maintain the equipment/system in original 
health to the level of Ex-factory conditions by performing 
the necessary corrective actions from time to time. Any equip-
ment operating continuously or intermittently requires 
maintenance to achieve its design life. At the same time, 
it is essential that the equipment should not undergo over-
maintenance, which may result in increased maintenance 
costs and a change in the original settings and clearances 
(factory settings). This aspect is much more relevant in the 
case of mechanical and electrical equipment. 

For maintenance, the equipment needs to be opened/or 
dismantled for inspection, and repairs are performed based 
on visual and other examinations. Wherever required, 
equipment or its components are made ready for inspection 
by cleaning the surface by brushing, filing, grinding, etc. In 
certain cases suitable access is also provided using ladders, 
scaffolds, or hydraulic platforms. Inspection or observations 
are made either while the equipment is in operation or, if 
required, it should be stopped for inspection. In certain 
cases if there is a need to enter the equipment, such as with 
towers, vessels, or furnaces, the equipment needs to be 
made free of any foreign material, gases, etc., and brought 
to atmospheric conditions. 

There are four basic areas under which separate 
maintenance activities are performed in the refinery: 
mechanical, electrical, instrumentation, and civil.

16.1.1  Maintenance Parameters
• Man: Require proper education and training to mainte-

nance and inspection personnel.
• Machine: Establishment of strong facilities to cater to 

the maintenance demand.
• Management: Timely cooperation among concerned 

sections to meet the maintenance requirement. Strong 
facility management system-standards, manuals, diag-
nostic survey facilities, etc.

16.1.2  Need for Maintenance 
Refinery operations process varieties of crude oils at different 
total acid numbers (TANs) with several chemicals/catalysts 
as per operational and product demand. Hence, in-service 
exposure of equipment and facilities causes deterioration 

because of corrosion and environmental factors. Also, there is 
a normal process of wear and tear in the components by way 
of mechanical rubbing, heat generation, fatigue, degradation 
of material quality, etc. The combined effect of all of these 
factors is a lowering of equipment health and so equipment 
life, which results in low reliability. In the case that care is 
not taken at a predefined schedule, the poor equipment can 
result in unscheduled breakdowns, which causes a loss of 
production and increased maintenance costs. Maintenance 
is also essential to keep the machineries and workplace clean 
and tidy to avoid any mishaps or accidents. Untidy workplace 
or machinery conditions are often the cause of fire or other 
accidents due to slippages, etc.

16.2  MaIntenance
Oil refineries generally consist of two types of mechanical 
equipment: static and rotary. In addition, piping of various 
metallurgies and other utility systems such as boilers are 
also maintained by mechanical maintenance.

Maintenance activities are broadly classified into the 
following categories:
• Breakdown maintenance
• Preventive maintenance
• Predictive maintenance
• Shutdown maintenance.

16.2.1  Breakdown Maintenance
Per this practice, the equipment is allowed to run until it 
fails. This type of maintenance causes longer downtime of 
equipment as well as higher maintenance and inventory costs. 
The production schedule is disturbed because of unsched-
uled outage of equipment, which leads to significant loss to 
industry. This practice does not presently exist.

16.2.2  Preventive Maintenance
Preventive maintenance is an age-old practice to maintain 
equipment or facilities and is much more relevant to rotary 
equipment. The schedule is derived from the recommenda-
tion made by the original equipment manufacturer (OEM) 
as well as experience gained during operation. Generally the 
preventive maintenance schedule is timed as monthly, quar-
terly, half-yearly, or yearly. On the basis of the equipment 
characteristics, each refinery decides their own schedule of 
maintenance. Sample checklists for preventive maintenance 
can be found in Appendixes 1 and 2 at the end of this chapter.

Although preventive maintenance is generally one of the 
most acceptable norms in the industry, at times it can also 
lead to overmaintenance. The schedule is thereafter modi-
fied to avoid further overmaintenance for such equipment.
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16.2.3  Predictive Maintenance
Predictive maintenance was brought into practice in the 
late 1970s when gadgets and vibration monitoring tools were 
put into use. Predictive maintenance is a scientific method 
of knowing the health of equipment in advance. Measuring 
vibration, noise, lubricating oil condition, etc., of the equip-
ment has helped to diagnose problems well in advance, thus 
strengthening predictive maintenance. Use of simple tools 
such as screwdrivers or iron rods (noise probe) to listen to 
the noise that develops within equipment can detect problems 
in bearings components early. Once damage such as this 
increases in size, it can cause generation of heat, which can 
be felt during a routine check, and may also result in paint 
peeling off of the body of the bearing housing.

Predictive maintenance helps in assessing the health 
of equipment without stopping or dismantling. Signals/ 
indications received during vibration monitoring provide 
indication on likely causes of abnormality and in assessment 
of the remaining operational life of the equipment. Predic-
tive maintenance is basically online detection of a problem 
and is the most acceptable maintenance practice in any 
industry today.

16.2.3.1	 Benefits	of	Predictive	Maintenance
• Maintenance can be scheduled at a convenient time.
• Resources such as man-material can be arranged 

beforehand.
• Extensive damage to equipment due to forced failure/

breakdown can be avoided.
• Production schedule can be changed as required.
• Time to repair can be optimized, because there will not 

be any waiting time.
• Because predictive maintenance analysis is able to 

actually pinpoint the cause of problems, the trial and 
error method is avoided

• Maximal life can be achieved from the equipment 
because the equipment can continue to run until there 
is no sign of further deterioration.
Predictive maintenance comprises the following checks 

and analyses to investigate the cause of failure so that spe-
cific corrective actions can be planned and taken in time:
• Vibration monitoring and trending

• Amplitude demodulation
• Peak value analysis
• Real-time analysis
• Phase angle analysis
• Time waveform analysis

• Lubrication oil monitoring and its analysis 
• Wear particle analysis
• Ferrography
• Blot testing 

• Bearing spike energy monitoring and its analysis
• Infrared thermography
• Ultrasonic analysis
• Online monitoring of process parameters
• Motor current monitoring
• Casing/housing cooling water outlet temperature moni-

toring and trending in hot pumps/compressors.

16.2.3.2	 viBration	Monitoring	and	trending
Vibration in equipment is either caused by loosening/
damage of some part or the presence of an imbalance in 
the equipment. Whenever such phenomena take place, 

vibration is induced in the equipment. Three different 
parameters can be recorded for measuring vibrations: dis-
placement, velocity, and frequency. As a rule of thumb, it is 
said that if the machine is less than 600 r/min, displacement 
is measured. If the machine is between 600 and 60,000 r/
min, velocity is measured, and if it is more than 60,000 
r/min, frequency of the equipment is measured. On any 
rotary equipment, vibration is measured in three different 
directions—horizontal, vertical, and axial—at each of the 
equipment support locations (i.e., at bearings). For velocity, 
limits provided in Appendix 3 are used for their acceptance 
or rejection.

Vibrations are measured periodically at fixed intervals 
and plotted against location and direction, which over a 
period of time indicate the trend. If the trend is found to be 
increasing and approaching limits beyond acceptance, the 
equipment is subjected to vibration analysis. In such cases, 
advanced vibration analyzers are used and the probable 
cause of vibration is established. Reference charts and 
tables in Appendixes 4, 5, and 6 are used to decide what 
type of measurement is required and whether equipment is 
operating within acceptable vibration limits.

16.2.4  Lubricating Oil Monitoring and Its Analysis
The condition of lubricating oil in a bearing is yet another 
way of health assessment. On regular monitoring, when 
traces of metal particles are noticed in the lubricating 
oil with or without change in the color of lubricating oil, 
wear and tear in the bearing components are suspected. 
This indicates that the bearing needs replacement in the 
near future. This gives prior notice to plan for stoppage of 
equipment and arrange for requisite spares in the mean-
time. Sometimes a problem related to the oil itself may 
contribute to wear. To locate the source of wear particles in 
the lubricating oil, see the general guidelines in Table 16.1.

table 16.1—examples of Wear Metals and 
their origin
Wear Metal Possible origin

aluminum Bearings,	blocks,	blowers,	bushings,	
clutches,	pastors,	pumps,	rotors,	washers

chromium Bearings,	pumps,	rings,	rods

copper Bearings,	bushings,	clutches,	pistons,	
pumps,	washers

iron Bearings,	blocks,	crankshafts,	cylinders,	
discs,	gears,	pistons,	pumps,	shafts

Lead Bearings	(sleeve)

nickel Bearings,	shafts,	valves

silver	 Bearings,	bushings,	solder

tin Bearings,	bushings,	pistons

The following are some of the laboratory tests that help 
to identify wear:
• Spectrometric analysis 
• Particle counting 
• Direct reading ferrography
• Analytical ferrography.

The following physical and chemical tests are generally 
performed to ascertain the condition of lubricating oil and 
its future usability:
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• Viscosity—TAN
• Moisture content—total bas number (TBN)
• Dispersion—flash point

In addition, any other tests recommended by the OEM 
may be performed.

16.2.5  Monitoring of Spike Energy of 
Antifriction Bearings
Apart from various parameters that are measured/observed 
during a predictive maintenance program, it is also advisable 
to monitor the condition of antifriction bearings, which 
are prone to develop defects under adverse conditions and 
deteriorate fast.

The shock pulse monitoring technique is suitable for 
analyzing various defects of antifriction bearings. This 
technique provides early information about impending 
malfunctions. The shock pulse method monitors metal 
impacts and rolling noise such as those found in rolling 
element bearings and gears. When two pieces of metal in 
motion contact each other, two inter-related yet distinct 
processes occur. On the initial impact, a shock or pressure 
wave develops and quickly propagates through the metal. 
This shock pulse is in the ultrasonic frequency band and 
typically occurs around a center frequency of 36 kHz.

As the signal travels from its point of origin, it is dissi-
pated by carbon and other impurities in the metal. This shock 
or pressure wave is measured using the shock pulse method. 
After getting compressed, the metal regains its shape once the 
impact load is released. This phase of collision is vibration and 
the frequency depends on shape, mass, stiffness, and dampen-
ing of the metal. These shock pulse waves are measured using 
shock pulse meters. Shock pulse actually has two readings: 
carpet value and the maximum value.

Metal impacting metal always occurs in a rolling element 
bearing. When there is no damage to the bearing, the metal-
to-metal contact creates a background noise of shock pulse, 
which is referred to as the carpet value. When the lubrication 
begins to break down, there is more metal-to-metal contact and 
the carpet value increases. The most likely cause of increased 
carpet value is a decrease in the protective properties of bear-
ing lubrication, which indicates poor lubricating conditions.

When there is a defect in a bearing element, it is hit by 
another element in the bearing. For example, if there is a 
defect in the outer raceway of the bearing, the rolling element 
will hit each time it passes over the defective raceway. This 
impact creates a high-amplitude burst of shock pulse that 
is distinct from the carpet value. Thus, the shock pulse 
method helps in identifying the defects developed in an 
antifriction bearing. A similar philosophy is also true in the 
case of damage in a gear train.

16.2.6  Infrared Thermography
Infrared (IR) thermography is the process of generating ther-
mal images of the object. Objects of different materials and 
colors absorb and reflect electromagnetic radiation in the 
visible light spectrum (0.4–0.7 mm). Any object at a tempera-
ture greater than absolute zero emits IR energy (radiation) 
proportionate to its temperature. By using an IR ther-
mometer, a two-dimensional visual image reflective of the 
IR radiance from the surface of an object can be generated. 
Like other predictive maintenance technologies, IR tries to 
detect abnormality in the equipment in the form of generation 
of heat. For example, a loose or corroded electrical connection 

results in the generation of heat due to increased electrical 
resistance. Similarly, damaged refractory material on the 
casing of a furnace will lead to an increase in temperature, 
which if monitored regularly will help in the early detection 
and repair of damaged components.

16.2.7  Ultrasonic Analysis
Ultrasounds are the sound waves that have a frequency level 
above 20 kHz. Sound waves in this frequency spectrum are 
higher than what can normally be heard by humans. Non-
contact ultrasonic detectors detect airborne ultrasounds. 
The frequency spectrums of these ultrasounds fall in the 
range of 20–100 kHz. In contrast to IR emissions, ultrasounds 
travel in straight lines and will not penetrate solid surfaces. 
Most of the rotating equipment and many fluid system 
conditions emit sound patterns in the ultrasonic frequency 
spectrum. Changes in these ultrasonic wave emissions are 
reflective of equipment conditions. Ultrasonic detectors help 
in identifying problems related to component wear as well 
as fluid leaks, vacuum leaks, and steam trap failures. In 
addition, these ultrasounds also help in detecting sounds 
from abnormally working equipment.

16.2.8  Online Monitoring of Process 
Parameters
16.2.8.1	 teMPerature
The temperature of equipment, especially at bearing locations, 
can also indicate the health of equipment. When the tempera-
ture of bearing housing remains stable, it indicates that the 
equipment is running without any mechanical abnormality. 
On the other hand, a gradual increase in temperature is an 
indication of a developing problem in the equipment and is 
a hint to perform a detailed equipment check.

16.2.8.2	 Pressure	and	fLow
In the case of rotating equipment (e.g., centrifugal pumps, 
compressors, etc.), the discharge pressure must be monitored 
regularly. A fall in the pressure indicates an abnormality in 
the equipment, such as a loose impeller, broken shaft, etc., 
which can also cause a sharp reduction in amperage of a 
motor. There is also a probability of increase in internal 
clearances leading to internal circulation of fluid. Blockage 
of suction strainers causes reduction in flow and discharge 
pressure and results in starvation and abnormal noise.

16.2.8.3	 noise
Noise is another parameter that can indicate the health 
of any equipment. In normal circumstances, there is an 
acceptable level of noise in the equipment that is defined 
when the equipment is purchased. When the equipment 
remains in operation, generally noise remains more or less 
at the same level, but in the case of an abnormality, the noise 
gradually increases and goes to a level that is unacceptable. 
This is an indication that the equipment requires a thorough 
check. Generally 80 db of noise 1 m from the center of the 
equipment is acceptable unless stated otherwise.

16.2.9  Motor Current Monitoring
Regular monitoring of motor current is another tool that 
helps in detecting mechanical and electrical problems in 
motors or motor-driven equipment. The motor (acting as 
transducer) senses mechanical load variation and converts 
it into electrical current variation. The variation in current 

AST-MNL58-11-0801-016.indd   395 3/12/13   2:37 PM

 



396	 PetroleuM refInIng and natural gas ProcessIng

is reflective of machine condition. Analysis of these variations 
can provide an early warning of machine deterioration.

16.2.10  Need for Reliability
Reliability in equipment is envisaged and built right from 
the time it is conceived, designed, manufactured, operated, 
and maintained. Needless to say, even the best operation and 
maintenance practices cannot bring in reliability if there is 
a basic flaw in the design. Therefore, it is essential that all 
efforts must be put in place at each stage so that less effort 
is required during day-to-day activities and attention can 
be paid to further development and improvement in the 
equipment.

All equipment in a plant is generally divided into four 
categories: (1) supercritical, (2) critical, (3) semicritical, and 
(4) noncritical. Supercritical equipment is defined as that 
for which an outage will lead to a stoppage of the plant, 
thus affecting operation of a particular plant as well as 
other plants on the upstream and downstream side. Such 
equipment is very costly and does not have standby such as 
turbogenerator sets, centrifugal compressors, etc.

Critical equipment is that for which failure affects the 
production of the plant in terms of throughput and quality 
of output. This equipment is essential for plant operation 
and should not be allowed to go down unscheduled. Outage of 
critical equipment brings undue pressure on the maintenance 
and operation teams, resulting in urgency and higher cost 
of maintenance. Hence, it is important that critical equip-
ment receives special attention when planning predictive or 
preventive maintenance as well as daily vigil regarding its 
health. The required spares should be neatly maintained for 
easy accessibility.

Semicritical equipment is that for which breakdown 
does not directly affect plant operations, quality of pro-
duction, or jeopardize safety of man and machine. This 
class of equipment just needs care, and its frequency of 
vibration measurement is slightly less than that of critical 
equipment.

Noncritical equipment is equipment that does not affect 
plant operations, quality of product, or safety of man and 
machine. This type of equipment requires the least attention.

16.2.11  Factors and Methods of Improving 
Equipment Reliability
The basic objective of maintenance function is to improve 
the reliability of a plant at minimal cost. Reliability can be 
improved by various means, but the major contributors to 
improve reliability are
• The use of trained personal that have an extensive 

knowledge of the equipment,
• The proper design and selection of equipment depending 

on its intended use,
• Operating equipment within its designed parameters, and
• Regular and effective maintenance of equipment consid-

ering all aspects as recommended by the manufacturers.
It is highly desirable for the people who operate and 

maintain the equipment to be fully educated and trained 
for all of its features such as design details and limitation 
of equipment. While the equipment is in operation, regular 
checks must be performed and constant vigil must be 
maintained for any abnormality. The level and condition of 
lubricant, sound level, operating parameters, etc., should be 
checked and recorded. Reasons must be established for any 

abnormality and, if required, equipment should be stopped 
for checking and corrective action taken. No effort should 
be made to alter the basic design features of the equipment 
without consulting the manufacturer.

The performance of equipment greatly depends on 
whether the right equipment has been selected for the 
intended use and whether the conditions prevalent during 
operation have been considered while designing the equip-
ment. To understand the problem, let us consider a case. 
Suppose a centrifugal pump is required for the pumping 
of sewage, which generally has a lot of foreign material. 
If a conventional centrifugal pump with closed impeller is 
selected for this service, it may not function as designed. 
Because the liquid to be handled contains foreign material, 
which is likely to choke or clog the pump, an open or semi-
open type of impeller should be selected that will not cause 
chokage of the impeller. Similarly, if a very hot or very cold 
liquid needs to be handled, the metallurgy of the equipment 
should be selected accordingly. 

There are ample reasons for nonperformance of 
equipment, which is generally caused by an incorrect selec-
tion of equipment. In many cases there is change in the 
specification from when the equipment was purchased and 
actually put into service. Hence, whenever the equipment fails 
to operate as desired, one must check the design parameters 
vis-à-vis the operating parameters before initiating any 
corrective action.

It is also essential to keep the equipment as close to 
the original condition as possible by way of regular main-
tenance, including replacement of worn-out parts. The 
recommended maintenance schedule and procedure should 
be strictly followed to get the optimal performance and life 
of the equipment. It has been found that there is gener-
ally a tendency to postpone scheduled maintenance if the 
equipment is functioning normally. This can lead to gradual 
deterioration and breakdown of the equipment.

16.2.12  Failure Analysis Techniques
To minimize failures, it is very essential to diagnose the root 
cause of failure and take corrective actions to eliminate the 
same. Breakdowns are generally caused by the combined 
effects of several so-called minor defects. Some of the statis-
tical tools that are used to perform detailed failure analysis 
are why-why analysis, a fish-bone diagram, Pareto charts, 
and failure mode effects analysis (FMEA) charts. Of these 
four statistical tools, the first three are the basic methods 
to identify and eliminate the root cause of failure and do 
not need explanation. However, FMEA is a comparatively 
newer technique and is explained as follows.

FMEA and failure mode effects and critical analysis 
(FMECA) are methodologies designed to identify potential 
failure modes for a product or a process to assess the risks 
associated with those failure modes to rank the issues in 
terms of their importance and to identify and perform 
corrective actions to address the most serious concerns. 
The function of an asset or equipment is described as the 
level of performance expected out of it as designed by its 
designer. In general, FMEA/FMECA requires identification 
of the following basic information:
• Environment integrity
• Safety/structural integrity
• Control/containment/comfort
• Appearance
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• Protection
• Economy/efficiency
• Superfluous functions.

There are different modes when a failure may occur in 
equipment or an asset. Some of the common failure modes 
in rotating equipment are
• Bearing seizure
• Suction line chokage
• Lube oil leak
• Excess load
• Low discharge flow
• Low discharge pressure
• Worn-out wear rings
• Broken spring
• Bad insulation
• Sheared coupling
• Impeller jam
• Motor burnt

The failure effects describe the result of failure. The 
following steps may be recorded while describing the 
effect of a failure to establish a proactive maintenance 
strategy:
• Evidence that failure has occurred
• The threat it poses to safety and environment 
• The way it affects the operation and quality of products
• Physical damage caused by failure 
• The impact of failure on the overall operating cost in 

addition to direct repair cost
• The secondary damage, if any, caused by the failure 
• Action plan to repair the failure.

16.2.13  Maintenance Performance Indicators
Maintenance performance indicators evaluate the perfor-
mance of a plant in managing the maintenance systems. 
The following are the criteria to measure the performance 
of equipment:
• Mean time between failure (MTBF)—reliability
• Mean time to repair (MTTR)—maintainability
• Overall process effectiveness (OPE)—multiplication 

of availability, equipment performance efficiency, and 
operational efficiency.
Equipment performance measures are defined as

• Reliability (MTBF): Reliability is the measure of the 
frequency of downtime or the mean time between 
failures

 MTBF
Total operation time
Number of failures

=  (16.1)

 Maintainability: Maintainability is the measure of the 
ability to make equipment available after its failure, or 
the average time taken for its repair. It is determined by 
dividing the total downtime by the number of failures 
of a particular equipment.

 MTBF
Total downtime of failure

Number of failures
=  (16.2)

• Overall process effectiveness (OPE): OPE is the multiplica-
tion of availability, equipment performance efficiency, 
and operational efficiency. The three factors mentioned 
herein are defined as

 1.  Availability: A measure of uptime as well as the 
duration of downtime:

 Availability = Schedule time all planned delays
S

–
cchedule time

 (16.3)

 2.  Equipment performance efficiency: A measure of 
equipment condition to deliver the designed output:

 EPE
Maximum available capacity

Design capacity
=  (16.4)

 3.  Operational efficiency (OE): A measure of the utili-
zation of equipment:

 OE
Actual capacity

Maximum available capacity
=  (16.5)

Maintenance effectiveness measures are
• Compliance of PM/PDM schedule
• Planning efficiency (Planned jobs/Total jobs)
• Compliance of work orders generated (Completed 

orders/Notification generated)
• Maintenance quality performance measures [(Total 

jobs – Repeat jobs)/Total jobs]
• Maintenance cost measures such as actual mainte-

nance cost vis-à-vis benchmark cost.

16.2.14  Rotating Equipment Alignment 
In a hydrocarbon industry in which there is extensive deploy-
ment of rotating equipment such as pumps, compressors, 
fans, blowers, etc., it is very important to have the best pos-
sible alignment of two rotating pieces of equipment such as 
a pump and motor assembly. Shaft alignment is the position-
ing of rotational centers of two or more shafts such that they 
are in one line when the equipment is in operation. Proper 
shaft alignment is indicated by proper centers of rotation of 
the shaft-supporting members, such as bearings.

There are generally two basic types of misalignment: off-
set and angular. In the case of offset misalignment, shafts of 
two machines are parallel to each other but their shaft center 
is not in the same line. In angular misalignment, the shaft cen-
ter lines of both machines are not parallel to each other but 
form an angle. Misalignment primarily causes vibration in the 
machine, which may lead to failure of the machine, but there 
are other associated disadvantages of misalignment such as
• Increased energy loss.
• Increased load on bearings, seals, and other mechani-

cal components 
• Reduced productivity 
• Reduced product quality 
• Undesirable noise
• Unsafe operating conditions 
• Reduced equipment life.

Misalignment is the most common cause of rotary 
equipment failure, and it may be present when the machine 
is installed or it may develop during operation. Vibration 
analysis of rotary equipment helps to provide an initial 
indication if the misalignment has developed in the rotary 
equipment. To minimize such phenomena, it is essential 
to check and correct misalignment when the equipment is 
planned for preventive maintenance.

16.2.14.1	 aLignMent	Procedures
There are many ways of performing alignment of equip-
ment, which primarily depends on the criticality of equipment 
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and the comfort level of equipment users. The following are 
the methods generally followed for aligning equipment:
• Straight-edge method 
• Rim and face method
• Reverse dial method
• Laser beam method.

The plane where the prime mover meets the equipment 
to be moved is important. This is the plane, also known as 
the power plane, where the equipment should be checked for 
misalignment. Because the equipment such as pumps/com-
pressors are the fixed assembly, correction is generally made 
at the feet of the motor, which do not have rigid connections. 
The positions at the feet must be calculated to be able to 
make correct movements. This is the most important factor, 
as well as the skill of the person involved in performing the 
alignment to achieve the desired result in the shortest pos-
sible time. In all of the methods readings are taken at shafts 
or couplings and corrections are made at the machine feet.

16.2.14.2	 straight-edge	Method
In the straight-edge method, the offset is measured using a 
straight edge and a set of feeler gages (Figure 16.1).

First, the offset is measured as depicted in Figure 16.1. 
Angular misalignment is measured by using a feeler gage, 
taper gage, calipers, etc. The gap difference between two 
points 180° apart (Figure 16.2) is used to determine the 
direction and amount of relative slope between the shafts.

However, this method is no longer in use because of a 
lack of precision and because it is more dependent on the 
skill of the person involved in alignment.

16.2.14.3	 riM	and	face	Method
The rim and face method is an improvement over the straight-
edge method and is able to measure more accurately. This 
method has been in use for quite some time. In this method, 
one reading is taken on the rim of the coupling and the other 
reading is taken on the face of the coupling (Figure 16.3). Both 
dial gages are fixed on the shaft of the fixed machine (i.e., a 
pump) and readings of dial gages are taken on the movable 
machine (i.e., a motor). Shafts of both machines are rotated 
together and readings are observed on both the dial gages 
after rotating the shafts simultaneously by 90º, 180º, 270º and 
360º. Metal shims of suitable thickness are provided to achieve 
acceptable readings on dial gages in all four positions.

The main limitations of these methods are
• The sag of the bar limit distance over which the tech-

niques can be applied.
• The construction of coupling sometimes prevents 

access to the face.
• Correction is a multistage process, i.e., first eliminating 

parallelism error and then rectifying concentricity. 
• Re-measuring is required at each stage to see the 

effects of the corrections made.
• Axial movements of the shafts directly affect the result.

16.2.14.4	 reverse	riM	Method
In this method, two measurements are taken on the rims 
of the coupling to determine the shaft offset at two points 
(Figure 16.4). The two shafts are rotated simultaneously or, 

figure 16.1—Measure	offset	misalignment.

figure 16.2—Measure	angular	misalignment.

figure 16.3—rim	and	face	alignment	method.

figure 16.4—reverse	rim	alignment	method.

Source	(figures	16.1–16.7):	Maurya,	s.L.,	ghosh,	a.,	Paranjape,	d.B.,	and	Kacker	r.,	“indian	oil's	reliability	improvement	report	(refineries	division),”	indian	
oil	corporation	Ltd.,	new	delhi,	india,	2005.
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in some cases, the measurement is done in two stages with 
measurement taken from one clock but switching positions. 
Shaft angularity is the slope between the two offset mea-
surement points.

The main advantages are that it gives both offset and 
angle at the same time and provides for easy calculation 
and plotting of alignment and corrections. Increasing 
the distance between measuring points can increase the 
resolution of the angle. However, this may not be practi-
cal with clock gages because the sag of the bar requires 
compensation.

16.2.14.5	 Laser	BeaM	Method
Instead of steel bars and dial gages, this method uses laser 
beams and electronic defectors. Major advantages of this 
method are that there is no loss in measurement accuracy due 
to bar sag. The system includes a laser transmitter, a detector, 
and a computer that performs alignment calculations.

There are two common types of laser alignment systems 
available: (1) the single laser with a single target and (2) the 
twin laser using the reverse indicator technique. The single 
laser with a single or double target uses autocollimation to 
measure offset and angle with reflective prism (Figure 16.5). 
The target simultaneously measures vertical and horizontal 
components together with the angle.

This method is accurate in angular measurement over a 
short distance, but it is less easy to use for rough alignment. 
It cannot distinguish a side-to-side movement by itself or the 
independent rotation of each shaft. To overcome this limita-
tion, a way to couple the shaft to rotate in unison is required.

The twin laser reverse indication technique has the major 
benefits of the reverse indicator method. Two measurement 
systems are used with a laser and detector in each unit 
(Figure 16.6 and 16.7). This technique is used to display 
real-time alignment and continually updated corrections as 
the machine is moved.

The flexibility of the system comes in handy especially 
in rough alignment when aligning over long-distance cardan 
shafts or cooling tower fan drives.

16.2.15  Important Tools Used in Refineries
With the developments in the field of mechanical engineer-
ing and the continuous requirement of high-quality mainte-
nance work, several tools and gadgets have been brought up 
by various companies that provide safety and quality in the 

field of maintenance. Some of the important gadgets that 
are essential and used in day-to-day work are as follows.
• Flange spreaders: This tool provides a simple solution for 

separating matching flanges whenever there is a need to 
provide a spade or replacing the gaskets in a flange joint. 
This tool is a hydraulic device and uniformly spreads 
the flange without use of any impacting device, which 
may be a source of spark and fire. The movement of 
the flange spreader is controlled by application of the 
input force. The device avoids any kind of damage that 
is sometimes caused to the gasket seating face.

• Hydraulic torque wrenches: Hydraulic torque wrenches and 
console represent the most advanced technology available 
for bolting purposes. This technique imparts uniform and 
measured torque on each bolt. The pressure from the 
hydraulic console powers the hydraulic torque wrench to 
ratchet with a push of the power console button, thus loos-
ening or tightening the nut faster. Depending on the size 
of the nut and the pressure it requires to contain pressure, 
suitable torque is applied to each bolt of the joint. 

• Bolt tensioners: Application of hydraulics has allowed 
us to design both loading systems instead of relying on 
the inherent hit or miss inclined plane and layer (elon-
gation and torque) system. Designed bolt loads can be 
achieved by using these modern solutions. By applying 
a predetermined hydraulic pressure to the load cell of 
the bolt tensioners, the bolt will get stretched along 
its axis. Bolt tensioners are generally used in a high-
pressure system in which precise torque application is 
essential for making leak-proof joints.

• Hydraulic nut splitter: Sometimes old flange joints must 
be opened after many years of operation, when the nut 
has seized because of application of higher torque or figure 16.5—Laser	beam	alignment.

figure 16.6—twin	laser	reverse	indication	method.

figure 16.7—twin	laser	using	the	reverse	indictor	technique.
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because antiseize compounds have not been applied: 
therefore the nuts become difficult to open and pose 
a hazard if forcefully opened. Hydraulic nut splitters 
are a handy tool on such occasions. The device cuts 
through the larger sizes of seized nuts with no risk of 
injury or accident. The heads of the splitter along with 
a cutting tool is placed on the nut, and hydraulic pressure 
is applied to drive the wedge into the flat side of the 
nut and cut it.

16.2.16  Tools and Pullers for Mounting/
Dismounting of Bearing/Couplings
Premature bearing failures can result because of improper 
mounting. Such failure can typically result in
• Damage caused during the fitting procedure 
• Incorrect size of shafts and housing (i.e., too tight or 

too loose)
• Retainer lock nuts loosening during operation
• Burred and damaged shaft and housing seals 
• Incorrectly mounted bearing.

Tools and pullers designed for mounting/dismounting 
of bearing/couplings include
• Induction heaters: The force required to mount a bearing 

increases with bearing size. Also, the fits required for 
mounting of a bearing on a shaft or into housing prevent 
easy installation. Therefore, the bearings or couplings 
need to be heated uniformly. Induction heater or electric 
plates are used for this purpose. Sometimes using hot 
oil baths also fulfills this objective.

• Mechanical or hydraulic pullers: A wide range of pullers 
for mechanical dismounting of bearings and couplings 
are available. These pullers facilitate easy dismounting 
without much effort and without any damage to main 
equipment.

• Bearing fitting tool kit: Bearing fitting tool kits are 
available and are designed for quick and precise 
mounting of bearings, which minimizes the risk of 
bearing damage. The right combination of impact ring 
and sleeve allows for effective transmission of mount-
ing force to the bearing ring without damaging the 
bearing raceways or rolling elements. The kit contains 
various sizes of impact rings, impact sleeves, and a 
lead-blow hammer.

16.2.17  Shutdown Maintenance
In the refinery, it is not possible to monitor the health of all 
equipment while the plant is in operation. Although vari-
ous techniques have been developed to monitor the external 
health of equipment, assessment of internal equipment 
conditions requires stoppage. Small- to medium-sized rotary 
equipment that has a standby can be inspected while the 
plant is in operation, but major equipment such as furnaces, 
tanks, columns, vessels, centrifugal compressors and tur-
bines, etc., requires shutting down of the plant at a defined 
schedule. The shutdown facilitates access to all such equip-
ment for inspection and repair purposes.

16.2.17.1	 shutdown	frequency
Shutdown frequencies of a plant are decided based on the 
following aspects:
• Statutory requirements 
• Repair/replacement of the equipment/piping requiring 

plant shutdown

• Health assessment of the equipment for remaining life 
assessment, which cannot be done during operations

• Plant reliability-related issues/operational modifications/
catalyst changes, etc.
To minimize the duration of shutdown, several prepara-

tory actions such as procurement, fabrication, arrangement 
of resources, etc., are taken well in advance. All activities 
related to shutdown maintenance can be divided into pre-
shutdown activities, shutdown activities, and postshutdown 
activities.

16.2.17.1.1  Preshutdown Actions
Shutdowns are planned well in advance so that all prepara-
tory actions are initiated and resources are arranged. The 
shutdown calendar is prepared for all of the units on the 
basis of their frequencies, and the schedule is updated on 
a yearly basis. At least 1 year in advance the shutdown job 
list is prepared by taking feedback from all departments. 
The list comprises
• Inspection recommendations
• Maintenance (mechanical/electrical/instrumentation/

civil) related activities
• Operation/production requirements
• Process modifications for improvements in operations 

and safety
• Projects and modifications activities
• Materials and infrastructure required for timely and 

safe completions of shutdown
• Other miscellaneous activities 

On the basis of requirements and the time required 
for arrangement of all such materials/infrastructure/agency 
line-up/chemicals and catalyst procurement, etc., necessary 
actions are taken to facilitate all requirements at the site of 
activities of the unit. Prior to shutdown, meetings with all 
concerned departments are also arranged from time to time 
to avoid any lapses in preparatory activities.

Maintenance planning plays a major role for the fulfill-
ment of all shutdown requirements and timely completion 
of the shutdown. In certain cases there is requirement of 
generating “end of run” data at various places in the unit. 
The same data are recorded before shutdown to compare 
them with postshutdown operating conditions. It is impor-
tant to have a shutdown organogram showing detailed 
responsibilities for each person. All of the heavy and safety 
equipment should be tested and tagged before use. This is 
done before shutdown.

Maintenance planning prepares a detailed plan with 
a break-up of each activity along with estimated time and 
resources during the shutdown. This helps in identifying 
activities and resources required on a particular day and 
helps in minimizing idling of resources or overlapping 
of activities. Primavera or Microsoft project software are 
generally used for scheduling of activities and allocation of 
resources.

16.2.17.1.2  Shutdown
Unit shutdown is taken under close coordination with 
the operations, maintenance (civil/mechanical/electrical/
instrumentations), and safety and process departments. When 
various activities related to shutdown are undertaken, 
maintenance support is kept informed to avoid any time loss. 
Once the plant is safely shut down, all of the equipment and 
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piping circuits are flushed and made free of hydrocarbons. 
Clearances/work permits are issued to maintenance support 
functions. Once the gas/hydrocarbon-free equipment is 
handed over to maintenance, the following activities are 
performed:
• Isolation of the equipment by providing spades at the 

nearest flange joint. 
• Opening the manhole covers to check for the presence 

of hydrocarbons/gas. If found so, allow it to be gas-free/
cooled down.

• Providing safe lights for work inside of the equipment, 
along with access, if required.

• Cleaning the equipment of all foreign material and its 
removal wherever required.

• Offering the equipment for inspection. 
• Performing inspection/detailed investigation of the 

equipment.
• Recommendations by inspection for any repairs to be 

undertaken.
• Performing repairs as recommended and getting certi-

fied from inspection authorities.
• Performing hydraulic or pneumatic test of equipment, 

if required.
• Taking clearance from operating department before 

closing of the manhole.
• Removal of spades from the flange joints provided for 

isolation after obtaining clearance from the operating 
department.
During shutdown, progress is reviewed regularly 

(preferably twice in a day—one with management and 
another with working supervisors in the shutdown), which 
helps in redeploying resources, if required, as well as 
identifying areas of concern. Safety is always assigned top 
priority. Independent safety officers continuously look for 
any unsafe activities and report instantly to authorities for 
corrective measures. A daily progress report is prepared to 
keep key personnel updated. Spares and material are made 
available on short notice on an around-the-clock basis. Efforts 
are made to maintain the schedule by working around the 
clock for critical jobs and at least 14–16 h of work for less 
critical activities. All personnel involved in shutdown are 
briefed about safety in advance so that the lapses do not 
occur. Use of safety appliances and gadgets should be used 
by all personal entering a “hard-hat” area.

The following are some tools/gadgets used during shut-
down to reduce duration of shutdown as well as to obtain 
quality output (see Figures 16.8–16.10 in Appendix 18):
• Bolt tensioners 
• Torque wrenches 
• Nut splitters
• Flange spreaders 
• Portable lift for high-rise towers 
• Scissor lift to access overhead piping, etc.
• Gamma ray scanners
• Dehumidifiers
• High-pressure hydro jet clearing machine
• Tube extractors
• Plasma cutting machine
• Diamond cutting tools 
• Kit of hydrokinetic technology (for clearing of heavily 

fouled heater, heat exchange tubes)
• Kit for DDT (decoking decaling technology) for 

mechanical cleaning of furnace tubes.

16.2.17.1.3  Postshutdown Actions
After the shutdown of a plant is completed and the unit 
is commissioned satisfactorily, a review and analysis on 
the activities performed during shutdown is made to find 
the scope of further improvement. The activities that were 
planned but could not be performed and the activities that 
were not planned but needed to be completed are analyzed 
and planned for corrective actions. The leftover jobs in the 
shutdown are also reviewed and planned for early compli-
ance. This list is also known as the “zero-hour jobs list.” 
On the basis of this job list, if any long-term actions are 
required, actions are initiated to ensure availability of the 
required materials in time.

16.3  electrIcal systeMs
The electrical power system is the lifeline of any industrial 
plant. Good design, proper installation, quality assurance, 
and sound operating and maintenance practices provide 
the basic foundation for reliable and safe operation of 
electrical power systems. The expected reliable and safe 
performance of an electrical power system is dependent on 
the following fundamental elements:
• Reliability and safety considerations in system design, 

including maintenance, operation, and safety aspects
• Maintenance and operation strategy to ensure long-

term reliability and safety
• Development of recordkeeping and documentation 

systems
• Development and implementation of testing and 

inspection methods
• Development of procedures to ensure personnel 

safety 
• Development of procedures of auditing maintenance 

and operation performance
• The recommended practices provide constructive guid-

ance on the requirements considered essential for 
assessing the integrity of an electrical system/equipment.

16.3.1  Essential Reliability Requirements in 
Electrical System for Reliability
To establish a highly reliable electrical system, the design 
of the system should ensure that a single failure will not 
cause interruption. Various factors of reliability are related 
to man, machine, and management as follows:
• Man: Education and training
• Machine: 

• Establishment of strong facilities for zero inter-
ruption

• Well-designed and constructed facilities to avoid 
failures

• Individual facility reliability
• Management:

• Cooperation of sections 
• Facility management system (i.e., standards, 

manuals, diagnosis, etc.)

16.3.2  Inspection and Maintenance Practices 
for Electrical Equipment System 
In view of the large variety of electrical equipment in the 
refinery electrical system, the practices considered and 
indicated are those that are essential for assessing equipment 
and systems integrity from which more specific requirements 
are to be developed by the site engineers.
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16.3.2.1	 generaL	Practices/requireMents
• All fixed installations and temporarily fixed installations 

should be clearly and permanently identified. 
• A register should be compiled of all equipment requir-

ing regular test and inspection. Each item should be 
uniquely identified (tagged).

• A register of distribution system “fault levels,” including 
calculations, should be maintained. 

• For each plant, a dossier containing all relevant data 
for equipment should be compiled.

• For each circuit and component part, test and inspection 
programs, which include procedures, outlining the 
extent and frequency should be prepared.

• Safety rules and “permit to work” systems should be 
applied before any work is undertaken on electrical 
equipment.

• A permanent record should be established for all items/
circuits to be regularly tested/inspected. The system 
should contain a permanent operational history includ-
ing details of faults, repairs, modifications, and the 
results of tests and inspections performed.

16.3.2.2	 insPection	Practices/requireMents
• Scheduled thorough examinations (on a routine or 

planned basis) to identify those problems more likely 
to occur as a consequence of age, severity of duty, and 
environmental condition

• Intermediate inspections (i.e., intrusive visual inspection 
to assess the general condition of enclosures and inter-
connecting systems)

• The frequencies should be derived based on factors 
such as
• Legislative regulations, if any
• International/national codes and standards
• Manufacturer recommendations
• Severity of duty
• Deterioration rates
• Consequences of failure
• Availability of redundant feeders/systems and the 

specific requirements of the process units
• Environmental conditions
• Possibility of inadvertent damage
• Associated equipment’s scheduled examinations 

(e.g., pumps in the case of motors)
• Unit turnaround 

16.3.2.3	 condition	Monitoring	Practices
Specific methods that need to be practiced and are relevant 
to the operation of electrical equipment include
• Thermography, for identifying the condition of electri-

cal connections (e.g., busbar connections/breaker jaw 
contacts)

• Vibration analysis for assessing bearing condition
• Noise analysis (partial discharge) for assessing the 

condition of the switchgear 
• Oil analysis for monitoring the condition of transformer 

windings and phase current analysis for examining 
motor stator and rotor condition

16.3.3  Electrical Equipment/Systems
16.3.3.1	 switchgear	and	starters
The practices indicated below are applicable to LV/MV 
switchgears from simple isolators to VCBs, starters including 

the associated auxiliary devices, and the interconnecting 
circuits.

The switchgear structure and connections should be 
given the following overall maintenance. All maintenance 
work should be performed with the primary and control 
power circuits de-energized.
• Thorough cleaning of the equipment (panel, busbars, 

and circuit breakers), preferably using a heavy-
duty  vacuum cleaner to remove all dust and other 
accumulations.

• Checking and cleaning circuit breaker-racking mecha-
nism and lubrication of jackscrews and gears with 
lubricant.

• Checking of primary disconnecting device contacts for 
signs of abnormal wear or overheating. Discolorations of 
the silvered surfaces are not normally harmful unless 
an atmospheric condition causes deposits such as sul-
fides on the contacts. If necessary, deposits should be 
removed with a good grade of silver polish and a thin 
coat of contact lubricant should be applied. 

• Checking tightness and continuity of all control con-
nections and wirings.

• Insulation systems must be inspected closely for signs 
of overheating, cracking, tracking, and other defects. 
Insulation strength tests must be performed in accor-
dance with the IEEE guidelines.

• Inspection of the main contactors for excessive wear and 
overheating must be undertaken and the mechanisms 
checked for freedom of movement. It is important that 
manufacturer manuals are referenced for equipment-
specific detailed instructions.

• All terminals should be checked for firmness and signs 
of overheating.

• Power and control cables should be examined together 
with the connected equipment.

• The accuracy of protective devices should be checked 
against manufacturer’s characteristics and the recorded 
set points should be verified. For this purpose, low-
voltage secondary injection will be necessary. Primary 
injection should be performed during unit turnaround, 
when there has been some dismantling of the primary/
secondary circuits on current transformers, or when 
maloperation is suspected.

• Fuse type and ratings should be checked against design 
specification and records.

• The correct functionality of control/protection/
indication/interlocks/intertripping circuits should be 
checked against the relevant schematic diagrams as 
part of the inspection program. In addition to the 
examination checks, trip and closure controls should 
be operated wherever practicable at least once a year.

• Earthing conductors should be inspected and continuity 
assessed. All terminations must be checked for firmness. 

• Circuit breaker shutters and locking mechanisms 
should be checked for freedom of movement and correct 
function with the inhibiting mechanical and electrical 
interlocks proven.

• Many types of switchgears are used in widely vary-
ing conditions. The frequency for examinations can 
be expected to vary from one site to another. A 2- to 
3-year interval of inspection is desirable on the basis 
of the process unit run length. More frequent intervals 
(annually) are required for equipment having onerous 
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duties (e.g., motor starters subjected to frequent stop/
starting, duplicate transformer and radial feeder having 
redundancy). 

16.3.3.2	 BusBars
• A busbar system will require isolation, which can often 

affect the operating units. Therefore, their examination 
is normally performed during plant turnaround or after 
a severe fault fed by the system.

• Covers should be removed and the busbars and connec-
tions should be checked for evidence of overheating or 
weakening of the insulation.

• All bus mounting bolts and splice connection bolts 
should be checked for tightness.

• After cleaning, megger and record the resistance to 
ground and between phases of the insulation of buses 
and connections. Because definite limits cannot be given 
for satisfactory insulation resistance values, a record 
should be kept of the reading. Weakening of the insula-
tion from one maintenance period to the next can be 
recognized from the recorded readings. For MV systems 
with 2.5-kV megger, the desirable value should be 
above 5000 Mó.

• Bus-zone protection CTs should be examined as part of 
the busbar examination. Relay operability should be veri-
fied by primary injection and the trip setting proven.

16.3.3.3	 caBLes	and	accessories
• Insulation resistance tests between cores and from 

cores to earth should be performed on all power and 
control cables.

• Terminals should be examined for signs of overheating 
and confirmation of soundness.

• Glands should be examined to confirm mechanical 
condition and the electrical integrity of the earth conti-
nuity where appropriate. Glands fitted to equipment in 
hazardous areas must be checked and their suitability 
to the hazard zone confirmed 

• The examination of cables may be subject to scheduled 
inspection on an individual basis. However, it is a more 
appropriate and acceptable practice to include cable 
examinations as part of the connected equipment’s 
examination schedule.

16.3.3.4	 Power/distriBution	transforMers
• Inspections of transformers should be made on a regular 

basis. The frequency of inspection should be based on 
the importance of the transformer, the operating envi-
ronment, and the severity of the loading conditions. 
Typical regular inspection data can include load current, 
voltage, liquid level, liquid temperature, winding hot-
spot temperature, ambient temperature, leaks, and 
general conditions.

• Load currents are a very important part of the recom-
mended regular inspections. If the observed current 
in any phase exceeds the rated full-load value, and the 
rated maximal temperature is exceeded, steps should 
be taken to reduce the load.

• Overvoltages and undervoltages can be detrimental 
to the transformer and the load it serves. The cause 
should be investigated immediately and corrective 
action should be taken to bring the voltage within 
acceptable limits.

• Transformers are rated to carry their nameplate load in 
kilovolt-amperes/megavolt-amperes with a given heat 
rise when the ambient temperature is at a standard 
level. Exact values are stated on the nameplate.

• Temperature gages and readings should be regularly 
taken and recorded. If the gage is also equipped with 
a maximum temperature indicator, readings from both 
indicators should be recorded and the maximal temper-
ature indicator should be reset. Excessive temperature 
indicates an overload or perhaps some interference 
with the normal means of cooling.

• The liquid level should be checked regularly, especially 
after a long period of low load at low ambient tempera-
ture when the level should be at its lowest point. It is 
important that liquid be added before the level falls 
below the sight glass or bottom reading of the indicator.

• Pressure/vacuum gages are commonly found on sealed-
type transformers and are valuable indicators of the 
integrity of the sealed construction. The readings 
should be compared to the recommendations of the 
manufacturer as to the normal operating ranges.

• All connections should be inspected for signs of over-
heating and corrosion. Insulators and the insulating 
surfaces of bushings should be inspected for tracking, 
cracks, or chipped skirts, and the gasketed bases should 
be inspected for leaks. The insulating surfaces should 
be cleaned of any surface contamination. Damaged 
insulators or bushings should be replaced. Leaks 
should be repaired. Pressure-relief devices should be 
inspected to ensure that there are no leaks or corrosion 
and that the diaphragm or other pressure relief device 
is intact and ready to function. A cracked or leaking 
diaphragm should be replaced at once.

• The tank, cooling fins, tubes, radiators, tap changer, 
and all gasketed or other openings should be inspected 
for leaks, deposits of dirt, or corrosion. Leak repair, 
cleaning, and painting should be done as required. 
Infrared inspection can be used to detect fluid levels as 
well as flow restrictions in cooling tubes.

• The tank ground should be inspected for corrosion or 
loose connections. A grounding electrode resistance 
test should be made.

• The conservator tank, inert gas atmosphere, and dehy-
drating breather equipment should be inspected and 
tested according to the manufacturer’s instructions.

• If liquid is to be added, it should be given a dielectric 
breakdown test. The liquid to be added should be at 
least as warm as the liquid in the transformers.

• In addition to the primary and secondary insulation 
tests, an additional insulation test must be performed 
between the primary and secondary windings at the 
same test voltage as the low voltage side. For safety 
reasons the winding not under test must be earthed.

• For a conservator type oil insulated transformer, insu-
lating oils should be sampled and subjected to a water 
content and strength test. Oil levels must be checked 
and breather silica-gel changed as required.

• Gas analysis of large transformers is to be performed 
on critical duties to give an early indication of incipi-
ent winding failure. The frequency can vary from 1 to  
3 years depending on the criticality, loading, etc.

• Tap changers should be examined for signs of overheat-
ing and their operating mechanisms should be checked.
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• Buchholz relays should be tested and the trip and 
alarm functions proven. Oil and winding temperature 
indicators must also be inspected and calibrated.

• Fans/pumps and their drivers must be examined as 
part of the transformer program and in accordance with 
the motor and switchgear inspection and maintenance 
requirements.

• Transformer frame and neutral earthing must be 
closely examined with the mechanical and electrical 
integrity assessed.

• Because transformers are normally very reliable, exam-
inations need only be performed at intervals on the 
order of 3–4 years. However, nonintrusive intermediate 
inspections including oil sampling tests should be per-
formed at more frequent intervals (e.g., annually).

16.3.3.5	 rotating	eLectricaL	Machines
The various classes of rotating equipment have many com-
mon features in routine maintenance (i.e., electrical and 
mechanical). The practices indicated are of a general nature 
and are not intended to cover special applications.
• Evidence of dirt, dust, moisture, oil, and grease on 

the winding should be noted, and the winding should 
be cleaned thoroughly with the solvent solution. After 
a major cleaning, a drying process is to be done to 
restore the insulation to a safe level for operation. 

• Insulation systems must be periodically strength tested 
in line with IEEE 43 recommendations. For machines 
online of voltages greater than 440 V, where low insu-
lation values are apparent, a polarization index test 
should be performed and the extent of deterioration 
since the last test should be evaluated.

• Phase current analysis is an additional technique 
that may be considered as a noninvasive alternative 
to dielectric loss analysis (DLA) or partial discharge 
analysis (PDA). 

• On HV machines, during machine overhaul, the condi-
tion of windings including wedges and overhangs must 
be established.

• The terminals and cable/winding tails must be exam-
ined for signs of overheating and the soundness of the 
terminals must be confirmed. The condition of termi-
nal boxes, cables, and glands must also be examined.

• Compliance checks should be performed in accordance 
with requirements for equipment in hazardous areas.

• Bearings should be subject to monitoring in accor-
dance with the site’s condition monitoring policy. 
External inspection at the time of greasing will deter-
mine whether the bearings are operating quietly and 
without undue heating.

• The bearing housings can be opened to check the con-
dition of bearing and the grease as per the vibration 
analysis results. The bearing and housing part should 
be thoroughly cleaned and new grease should be 
added. Standard greasing practices should be strictly 
adhered to as per manufacturer recommendations.

• The general condition of the frames must be inspected 
with particular attention being given to the fan and 
couplings.

• Cooling systems must be examined to ensure airways 
and filters are free from debris and obstructions. Anti-
condensation heater insulation and continuity must be 
tested and the control function proven.

• Earthing bonds must be examined to confirm mechanical 
and electrical integrity.

• Where protection CTs are accessible, they must be 
examined and the soundness of the terminations 
checked.

• All machines should be subject to nonintrusive inspec-
tion at more frequent intervals to confirm the integrity 
of the machine’s external condition and compliance 
with Ex-certification. During normal operation, visual 
and physical monitoring of parameters such as tem-
perature, sound, and load current should be performed 
to enable identified potential abnormalities. 

16.3.3.6	 fixed	Lighting	instaLLations
In process plants, the light fittings and circuit cables are 
exposed to inadvertent damage in addition to general 
deterioration due to age and environmental conditions. To 
ensure their integrity, routine inspection is necessary with 
emphasis on the systems installed in hazardous areas.
• Inspection of luminaries should be included in the 

lamp-changing programs. Where block lamp-changing 
programs are undertaken, sampling can be considered. 

• The lighting system cables, junction boxes, and control 
switchgear examinations should also be undertaken 
during re-lamping. 

• Cables must be examined for proper glanding and 
signs of damage and overheating. Circuit breakers and 
switches must be examined in accordance with the 
requirements.

• Luminaries should be examined and their electrical 
and mechanical integrity should be confirmed. 

• Ex-certified equipment must be inspected in accor-
dance with the requirements of hazardous area 
equipment.

• Emergency fittings provided with integral batteries and 
associated electronic controllers should be examined in 
accordance with the requirements of power electronic 
equipment.

• Where emergency lighting installations are provided 
as total systems with central batteries and separate 
cabling and control equipment, the inspection and 
testing should take into consideration both the compo-
nents of the system individually and the total operation 
of the system.

16.3.3.7	 earthing	and	Bonding	systeMs
• Earthing bonds attached to all electrical equipment 

(e.g., switchgear and motors, etc.) must be exam-
ined with the mechanical and electrical integrity  
established.

• Earth electrodes must be closely examined. Where 
practical, they should be disconnected and the 
impedance should be measured. Note: This may only 
be performed when plant operating conditions permit.

• Earth nests must be closely examined and the mechani-
cal integrity assessed. Terminations should be broken 
and inspected to ensure that electrical continuity is not 
impaired.

• All connections to structures, tanks, vessels, and tow-
ers must be closely examined with the electrical and 
mechanical integrity assessed. Where practical, termi-
nations should be broken and inspected to ensure that 
continuity is not impaired.
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• The earth bonding system to the roof on floating roof 
tanks should be closely examined and the electrical and 
mechanical integrity assessed. Where practical, termi-
nations should be broken and inspected to ensure that 
continuity is assessed. Scraping earths must be closely 
examined and the integrity of the bonding assessed.

• Neutral earthing resistors must be inspected and the 
mechanical and electrical integrity confirmed. The 
resistance must be measured and the value assessed 
against the design specification.

• When the equipment or any part of the associated 
circuit is in a hazardous area, care must be taken to 
ensure that the testing does not in itself create a hazard.

• At loading terminals, flexible-bonding systems should 
be closely examined with the mechanical and electrical 
integrity established. Earth monitoring systems must 
be closely inspected with the functionality of monitor-
ing/interlocks and alarm functions proved.

• The earthing associated with electrical equipment 
should normally be included in the equipment’s routine 
examination schedule.

• For systems installed in hazardous areas, inspections 
should be performed at more frequent intervals on the 
basis of a site’s particular circumstances and environ-
ment. Typically, for loading gantries, flexible connec-
tions may need to be checked at weekly intervals.

• Tank and vessel earthing systems are to be normally 
included in their respective inspection schedule.

16.3.3.8	 PortaBLe	and	transPortaBLe	
eLectricaL	equiPMent
• All portable equipment including extension leads must 

be inspected and approved as suitable for the purpose 
intended. The equipment must be registered and a 
record maintained of subsequent inspection findings.

• Portable equipment for use in the field (plant) should 
be tagged with a label that clearly shows when the 
equipment must be re-examined.

• The plug, sockets, and the operating voltage should 
be examined to ensure compatibility with the systems 
onsite.

• For all equipment there must be a careful inspection 
for signs of damage or deterioration, including, for 
example, the casing, weatherproof seals, the plug/sock-
ets, terminals, cables, and anchoring devices.

• The special features of certified (Ex-equipment) should 
be checked for compliance. Certification labels must be 
firmly attached.

• Transforming equipment must be inspected and its 
electrical integrity checked. For isolating transformers, 
the insulation between primary and secondary wind-
ings must be verified and the output voltage checked 
for compliance with factory standards.

• Protective devices where fitted should be tested and 
their functionality should be confirmed.

• Equipment provided with basic insulation and hav-
ing an earthed metal frame for protection must have 
the earth conductor subjected to a substantial current 
continuity test. The insulation must also be measured. 
Note: For this purpose, a portable appliance tester may 
be useful.

• Portable generators must have
• Windings to frame the IR measured

• Controls examined and functionally tested
• Protection tested.

• The inspection of welding equipment should ensure 
that separate earth-free terminals have been provided.

• Portable testing equipment must be regularly inspected 
and calibrated against standard supplies. This is par-
ticularly important for equipment used to test at high 
voltage (i.e., phasing sticks). Leads used with test 
equipment must also be closely examined and their 
electrical and mechanical integrity established.

• As a guide, industrial equipment should be examined 
on an annual basis. 

16.3.3.9	 inverters	and	chargers/static	
devices	(incLusive	of	Batteries)
• Examination in accordance with manufacturer’s rec-

ommendations, including a proof test of protective 
devices, electrical integrity checks, and operational 
functionality, must be performed.

• Nonintrusive inspection shall include a check of any 
air filter and ventilation fans. Capacitor banks, chokes, 
transformers, and components generally must be 
checked for signs of overheating.

• Full examination may, depending on the arrangement, 
require the system to be taken out of service or put on 
bypass. This may inconvenience plants or jeopardize 
reliability of critical supplies. It is therefore common 
practice to include the full examinations in plant over-
haul programs.

• Nonintrusive inspections will depend to a large extent 
on the local operating and environmental conditions. 
However, as a general guide, a frequency on the order 
of 1 year would be appropriate.

• Routine operating checks should be performed on a 
weekly/monthly basis as per the criticality and environ-
ment conditions, with the critical parameters being 
• Checking of input voltage, output voltage, and out-

put current to be within limits
• Checking of battery trickle charge current
• Checking of diagnostic alarms and annunciation 
• Checking of abnormal heat and noise
• Checking status of boost charger “auto mode”

• Periodic inspection of battery banks should be per-
formed for ensuring the health of the batteries. For 
lead acid/nickel cadmium batteries, the routine visual 
inspections should include electrolyte levels, cracks 
in jars, evidence of corrosion at terminals/connectors, 
ambient temperature, ventilation, etc.

• Back-up battery systems must be regularly inspected 
and maintained in accordance with the manufacturer 
recommendations. It is important to ascertain that 
batteries can continue to support loads for the periods 
specified. Therefore, load tests (discharge) must be 
performed and the performance checked against the 
battery discharge characteristic.

16.3.3.10	 vaLve	actuators
• Integral motor and contractor insulation should be 

tested and inspected for signs of overheating on insula-
tion, terminations, and contacts.

• Control circuits must be verified against schematics. 
Integral torque and limit switches must be checked for 
correct settings.
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• The condition of the frame and cable glanding must be 
assessed and the compliance with the Ex-certification 
must be confirmed.

• Nonintrusive inspection of actuators, including Ex-
certification checks, should be performed at a frequency 
of 2 years. Major examinations, including limit and 
torque switch checks, should be performed at frequencies 
on the order of 4 years.

16.3.3.11	 hazardous	area	equiPMent
• The Ex-certification of all components and the methods 

of installation must be examined for compliance with 
the classification requirements of the area.

• Enclosures, glasses, seals, gland rotating elements, 
special flanges, etc., should be examined closely for 
defects that could impair the Ex-effectiveness.

• Weather proofing systems must be checked and effec-
tiveness established.

• Insulation of the equipment/systems must be measured. 
Terminations must be proven sound.

• Earth bonds should be checked for soundness and the 
earth resistance and loop impedance must be measured.

• An electrical apparatus must not be opened in a hazard-
ous area until it has been properly isolated (including 
the neutral from its source of supply and precautions 
taken against its reinstatement).

• For pressurized Ex “P” equipment, the special require-
ments are as follows:
• Protective gas must be sampled and proven to be 

free of contaminants.
• Pressure/flow must be checked for adequacy.
• Pressure/flow alarms, indicators, and interlocks 

must be tested and functionally must be checked.
• Start-up purge cycle equipment must be inspected 

and tested in accordance with specifications.
• The condition of ducting must be assessed and 

alarms must be tested.
• The condition of pressurized enclosures must be 

inspected.
• For increased safety (Ex “e”) & Type N protection 

(Ex “n”), the adequacy of motor air gaps and running 
clearances must be checked along with the condition of 
gasket healthiness.

16.4  InstruMentatIon MaIntenance
16.4.1  Objectives
• Higher availability and reliability
• Minimize downtime
• Prevent unscheduled interruption
• Ensure safety of equipment and people
• Minimize effect on environmental pollution.

Maintenance activities are classified into the following 
categories:
• Breakdown/corrective maintenance: Emergency/unsched-

uled maintenance driven by breakdown/failure.
• Preventive maintenance: Scheduled, periodic, fixed-interval 

maintenance program with thresholds established to 
indicate when potential problems could happen.

• Predictive maintenance: Maintenance program that is 
based on trend detection through data analysis that 
gives an insight into likely causes of impending failures. 
Advanced maintenance action is initiated accordingly, 
which prevents an impending failure.

• Shutdown maintenance: Scheduled, fixed-interval (based 
on plant shutdown schedule), preventive maintenance 
plan. Generally used with opportunity for reducing 
failures.

• Special repairs: Comprises modifications, retrofit, re-
design/corrective engineering, technology upgrades, 
software/release upgrades (in conjunction with hardware 
upgrade, if necessary).
An effective maintenance management should broadly 

encompass the following:
• Skilled personnel with commensurate technical  

qualifications/training.
• Availability of special tools and test equipment/facilities.
• Established work procedure and work instructions.
• Careful planning to minimize MTTR.
• Strategies toward increasing mean time between fail-

ures (MTBF).
• Effective failure analysis system/procedure, incorporat-

ing FMECA.
• Standards for calibration equipment. Standards should 

be derived from parameters established by the National 
Bureau of Standards (NBS).

• Realistic (on the basis of experience and OEM recom-
mendations) calibration and test frequencies.

• Use of recommended practices of OEMs on specialized 
systems/instruments/hardware.

• Coordinate spare parts management ensuring avail-
ability in time.

• Perform maintenance audit once every 3 years/as per 
experience or circumstances.

• Assess system obsolescence from time to time on the 
basis of technology trends/product releases and initiate 
upgrading plan.

• Conduct failure analysis of all failures to determine the 
root cause and ensure that the knowledge is put to use 
to prevent similar failures.

16.4.2  Control Measures for Improving 
Maintenance Effectiveness
• Ensure a mechanism is in place for authorization of 

programmable logic controller (PLC)/interlock logic 
bypassing and that the bypass has been removed 
subsequently and the logic/protection system is fully 
operational. 

• Maintain backup of all distributed control system 
(DCS)/PLC software, programs, logic/interlock ladder 
diagrams on CDs/pen-drives and create facility for 
proper preservation. Put in place a suitable responsi-
bility matrix for the same. Also, ensure that they are 
updated at quarterly intervals or per experience and 
circumstances. Updating should also be ensured after 
every modification/upgrade job.

• Recordkeeping: Maintain history and trend of equip-
ment performance. “As found” and “as calibrated” data 
should be made available through PC-based systems. 
Facility for “work order” information should also be 
incorporated.

• Documentation control: Document updating should 
be performed for all modifications, changes to loop 
schematics/hook-up drawings, piping and instrumenta-
tion diagrams (P&IDs), interlock logic/ladder diagrams, 
trip settings, calibration ranges, etc., immediately upon 
completion of the job
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• Test/calibration equipment traceability for accuracy, 
resolution, etc.

• Rodent control measure/treatment in and around 
control rooms housing DCS, PLC, and other electronic 
hardware and communication cables that are suscep-
tible to damage.

• Ensure positive pressurization of the control room to 
prevent ingress of airborne dust and gaseous contami-
nants. Air curtains and double doors at all entrances to 
control rooms should be maintained.

• Ensure presence of air handling unit (AHU) filters/
chemical filters as necessitated by control room ambi-
ence category. 

• Ensure presence of humidity control in control room 
air conditioning and that it is in operation. High 
humidity accelerates destructive corrosive effects. On 
the other hand, low humidity may cause electrostatic 
discharge problems with the electronic equipment.

• Ensure that a periodic survey is done to maintain and 
enhance the control room ambience.

• Perform an audit of DCS and PLC systems through 
the OEMs as necessitated after a reasonable period of 
operation and driven by failure trends or as per OEM 
recommendations vis-à-vis necessity for a stagewise 
upgrade to adopt the latest technology, facilities, and 
features.

• Implement online continuous monitoring of control 
room ambience.

• Ensure that coatings conforming to severity class on 
DCS/PLC hardware are applied on electronic modules 
and printed circuit boards.

16.4.3  Spares Philosophy
• In general, 5 % for all field instrumentation, subject to 

a minimum of one number of each size and type.
• DCS/PLC: Nonredundant cards/hardware should be 

5 % in general or at least one number of each type. 
Redundant cards/hardware should be at least one num-
ber against each type.

• Control valves: 
• One number plug and seat assembly and seal 

rings for each valve under cavitation/flashing/high-
pressure services.

• 5 % in general for
 ■ Diaphragm of actuators
 ■ Gland packings
 ■ Positioner spares
 ■ Bonnet gasket set

• Annubar/pitot tube: One set of gasket, “O” ring, packings, 
and needle valve.

• Rotameter/level troll: One number float, torque-tube 
assembly, PCB for each range, and set of packing for 
each size and type.

16.5  cIvIl MaIntenance PractIces
Civil maintenance is primarily associated with the main-
tenance of all buildings/structures, roads, environmental 
protection, sanitation, and drainage-system-inclusive general 
housekeeping in the refinery. In addition, repair of furnace 
refractory/castables/CF blankets, all paintings (normal/
epoxy-based), specialized paintings in the tanks/vessels, 
tank cleaning, fire proofing, etc., are also taken care of by 

civil maintenance. The following areas are broadly covered 
under civil maintenance.

16.5.1  Buildings
Office buildings, control rooms, workshops, the operator’s 
cabin, and other buildings in the refinery are repaired and 
maintained regularly. Scheduled visual inspection of the 
buildings is done every year. The designer’s specification 
of the materials and application procedure for repair is 
followed for maintenance.

16.5.2  Structures
The flare stack, chimneys, cooling tower, piping structures, 
equipment structures, etc., are included in this category. The 
inspection of these is performed along with maintenance 
and inspection shutdowns of the plant or related activities. 
The designer’s specification of the materials and application 
procedure for repair is followed for maintenance. The 
remaining life assessment of concrete stacks and chimneys is 
performed before the estimated design life or any remarkable 
deterioration is observed during routine visual inspections. 
The repair/rectification is only performed under consultation 
of designer, if required.

16.5.3  Roads and Culverts
All refinery and peripheral roads, culverts, hard surface 
areas under piping, tank dykes, etc., are maintained as per 
requirements. Annual maintenance after monsoon season 
is performed for all of the observations.

16.5.4  Environment Protection and Sanitation
A refinery primarily deals with crude oil and has various 
unwanted gases that are not environmentally friendly. 
Cooling water is used as a cooling media of the process 
and can become contaminated during refinery operations. 
Planting new trees and their regular maintenance and hor-
ticulture activities are done to preserve the environment 
and comply with legislative requirements. Water quality 
is also monitored regularly and the necessary treatment is 
done to meet legislative requirements.

16.5.5  Drainage System
Hydrocarbon and water waste are unavoidable in refin-
ery operations. These wastes are suitably drained to 
desired locations for further treatment and disposal as 
per the environmental norms. Repair and maintenance 
of all such drains are done on a regular annual basis in 
dry seasons.

16.5.6  Refractory and Insulation
Refinery operations require several furnaces, reactors, 
columns, vessels, and a vast network of process piping that 
requires application of various refractory and insulation 
jobs to meet the process requirements as well as to achieve 
reliable operation of the equipment. A similar requirement 
is also applicable for steam-generation systems. Selection, 
procurement, and application of all such refractory, cast-
able, and insulating materials are performed. Maintenance 
activities are normally done during the planned mainte-
nance and inspection activities of the equipment or during 
an available opportunity. The designer’s specification and 
manufacturer’s application procedures are applied for the 
maintenance activities.
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16.5.7  Paints and Epoxy Coating
Atmospheric corrosion of all external surfaces of steel/
concrete is inevitable because of climatic conditions and the 
refinery operational environment. Also, internal corrosion 
and deterioration of the equipment occurs because of various 
process conditions. Hence, suitable painting is done on 
such equipments/structures as per the corrosion expert’s 
advice. High-temperature aluminum paints are applied 
on the external surface of metallic stacks, chimneys, and 
the equipment/piping operating at higher temperatures. 
Epoxy painting is done at the internal surface of tanks, 
vessels, heat exchanger water-side components, etc., as per 
the advice of corrosion experts. The surface preparation 
required for normal painting, high-temperature aluminum 
painting, or epoxy painting is religiously maintained as per 
Swedish standards, and painting is done as per the applica-
tion procedure provided by the manufacturer.

16.5.8  Storage Tank Cleaning
Crude oil, intermediate products, and finished products 
are stored within the refinery premises itself. The storage 
is in tanks, vessels, and Horton spheres. The capacity of 
the storage tanks ranges between 1000 and 75,000 m3 and 
above. The quantity and quality of sludge generation varies 
depending on the products handled in the tank. The number 
of tanks is optimized and kept at a minimum because of 
space limitations and the cost of the product handling 
system through the tank. This necessitates the meticulous 
planning and tight cleaning and maintenance schedule of 
the tanks wherever required for maintenance. Cleaning 
of tanks containing varieties of sludge is also a skillful job 
and is generally handled by a mechanized system. The 
tank cleaning schedule is maintained as per the inspection 
schedule of the tanks.

16.6  InsPectIon PractIces
16.6.1  Scope
The inspection function in the refineries is to protect assets 
from deterioration and evaluation of equipment integrity for 
continued service. It provides technical support through trou-
bleshooting and condition monitoring. Inspection activities 
involves base data generation (design and operating data, 
metallurgy, thickness of the materials, metallurgical micro-
structure of critical high temperature equipment, etc.), health 
assessment of the equipment, corrosion study based on the 
operating conditions, failure analysis, development of repair/
welding procedures, metallurgical upgrade, and application 
of various nondestructive tests (NDTs)/destructive tests (DTs) 
for investigations, etc. Inspection is also responsible for 
remaining life assessments of equipment, decision of plant 
shutdown frequency, finalization of the inspection/equipment 
replacement plan, and upkeep of documentation systems. 
Inspection is to ensure that refinery operations are safe, 
smooth, and reliable for the intended company’s profit-
ability and that they meet all statutory obligations of the 
state/country. Inspection of equipment is usually performed in 
three stages, i.e., during manufacturing, precommissioning, 
and in-service inspection. The discussion in this chapter will 
be limited to in-service inspection.

16.6.2  Inspection Philosophy
The in-service exposure of equipment causes deteriora-
tion because of corrosion and environmental factors, and 
inspection is to ascertain that the physical/metallurgical 

condition during service is safe and reliable for plant 
operation. The inspection frequency and type of inspection 
depend on the nature of deterioration. Thickness loss, local-
ized corrosion, environmental cracking, and metallurgical 
degradation are the main considerations during inspection. 
To assess the health of the equipment, predict the life 
expectancy of the equipment, and decide plant/equipment 
shutdown for repair/replacement, inspection develops a 
systematic method for identifying the deteriorated compo-
nents, structures, and equipment in a cost-effective manner 
without compromising safety. It provides sound technical 
evaluation of equipment conditions by way of various mon-
itoring systems and suggests technoeconomical measures. 
Inspection develops and standardizes inspection frequencies, 
techniques, tools and instruments, documentation systems, 
spare management systems, etc. Quality assurance of all 
projects and modification activities, repair and maintenance 
activities, selection of materials, development of repair pro-
cedures, etc., is done within the framework of international 
codes and practices.

16.6.3  Inspection Methods
In general, two types of inspection methods are used for 
health assessment of equipment or material:
1. DT (destructive testing): This method is not used for an 

operating refinery.
2. NDT (nondestructive testing): Most commonly used in 

operating refineries. A brief description of the NDT 
used in refinery inspection follows.

16.6.3.1	 visuaL	insPection
Visual inspection is a nondestructive examination method 
used to evaluate an item by observation for surface conditions 
and deformity. Direct visual examination may usually be made 
when access is sufficient to place the eye within 24 in. of the 
surface to be examined and at an angle not less than 30° to 
the surface to be examined. Mirrors may be used to improve 
the angle of vision, and aids such as magnifying lenses may 
be used to assist examination. In some cases, remote visual 
examination using visual aids such as mirrors, telescopes, 
boroscopes, fiber optics, cameras, or other suitable instru-
ments may have to be substituted for direct examination.

16.6.3.2	 PhysicaL	MeasureMent
Physical measurement of equipment or its integral parts is 
done to evaluate any dimensional change during operations, 
fabrications, or installation. Normally, diameter [inner 
diameter (ID)/outer diameter (OD)], thickness, grooves or pits, 
cracks, etc., are measured using micrometers, calipers, pit 
gages, or such instruments. The measurement is compared 
with the desired specifications for further actions.

16.6.3.3	 dye	Penetrant	test
The liquid penetrant examination method is an effective 
means for detecting discontinuities, which are open to the 
surface of nonporous metals and other materials. Typical 
discontinuities detected by this method are cracks, laps, 
porosity, shrinkage areas, and laminations.

16.6.3.4	 Magnetic	ParticLe	testing
Magnetic particle inspection is a method for locating surface 
and subsurface discontinuities in ferromagnetic materials. 
While testing a piece with hidden defects the magnetic par-
ticles are sprayed over the area to be tested and the object 
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is magnetized. The fine magnetic particles are attracted and 
are held in a place to indicate the defects in true form and 
orientation.

16.6.3.5	 uLtrasonic	testing
Ultrasonic testing is a method that uses sound waves having a 
very high frequency beyond the audible range of the human 
ear. The properties of sound waves are very similar to light 
waves in that they can be focused, reflected, and refracted. 
This phenomenon is used in ultrasonic testing. Ultrasonic 
pulses are transmitted to the specimen under examination, 
and measurement is made of the time taken for the wave 
to reach the opposite surface or an intermediate flaw. This 
will locate the position of the flaw from the surface. This is 
of particular advantage when only one surface is accessible.

16.6.3.6	 eddy	current	exaMination
Eddy current inspection is based on the principles of 
electromagnetic induction and is used to identify or differ-
entiate between a wide variety of physical, structural, and 
metallurgical conditions in electrically conductive ferromag-
netic and nonferromagnetic metals and metal parts. The 
method uses attenuating currents in the radio frequency 
range (50–5000 kHz) of the electromagnetic spectrum for 
detection of surface and near-surface defects in the electri-
cally conducting materials.

16.6.3.7	 radiograPhy
Radiography uses the penetrating capacity of ionizing radi-
ation such as X rays and gamma rays to produce a shadow 
of the internal condition of a job on a recording medium. 
The recording of an area of interest on the film by ionizing 
radiation is known as radiography.

16.6.3.8	 creeP	MeasureMent
Gauging is a measurement of bulging within an allowable 
limit of furnace tubes to be decided for replacement beyond 
the permissible limit.

16.6.3.9	 therMograPhy
Infrared thermography is a temperature-based technique 
that produces thermal images of an object on the basis of 
the infrared radiation emitted by them. 

16.6.3.10	 aLLoy	anaLysis
Positive material identification of the different metallurgy 
used in the refinery is done by an alloy analyzer to confirm 
the actual materials used in the system against specifications. 
The check confirms the different grade of alloys with the per-
centage chemical compositions through assay. X-ray-based 
analyzers are currently used more than the previously used 
gamma ray isotope-based instruments.

16.6.3.11	 hardness	test
The hardness test is a measure of the ductility of CS/AS 
materials to confirm for intended use. It is used in alloy 
steel components after heat treatment for desired services, 
also in Carbon Steel for stressed services like caustic/high 
thickness (more than 19 mm) weldment etc. 

16.6.3.12	 LeaK	test
A leak test is the identification of a thorough defect in a wall 
of a tight assembly or component, pipe, or system using a 

liquid or gas under differential pressure. The test may be 
done from an inside compartment to outside or vice versa. 
A leak test is needed to check the integrity of fabricated 
components and the system for pressure vessels, nuclear 
reactors, electronic valves, vacuum equipment, gas contain-
ers at pressure, etc. It is always measured as the leak rate 
with units as cubic centimetre per second.

16.6.3.13	 hydrostatic	test
A hydrotest is the process of filling equipment such as a 
tank, vessel, exchanger tubes/shell, furnace/boiler tubes, and 
pipings with water/liquid at the appropriate pressure and 
checking for any leakage. The test confirms the strength of 
the equipment as well as the integrity. In this test, properly 
calibrated pressure gages are selected based on the complexi-
ties and size of the system/equipment as well as the pressure 
requirement. Normally, a minimum of two pressure gages 
are used that have ranges such that the pointer should 
approximately be showing at the center of the test pressure 
on the dial.

16.6.3.14	 in	situ	MetaLLograPhy
In situ metallography is an onsite evaluation of the metal-
lurgical degradation of high-temperature equipment. The 
metallographic kit contains a replica with portable hand 
tools for taking a microstructure of the area of interest. The 
sequential bank of the microstructure helps in deciding the 
remaining life of the equipment vis-à-vis its reliability for 
safe operation.

16.6.3.15	 thicKness	Loss	MeasureMent
Health of the equipment/piping is ascertained by wall thick-
ness measurement, and the operating life is decided based 
on the remaining thickness and derived corrosion rate.

16.6.3.16	 videoscoPic	insPection
Inspection at inaccessible areas is done with this instrument.

16.6.3.17	 BoroscoPic/fiBeroscoPic	insPection
Inspection at inaccessible areas is done with this instrument.

16.6.3.18	 equiPMent	for	heaLth	assessMent
The equipment for refinery operations are broadly classified 
into three categories.
1. Static equipment

• Furnace
• Power boiler
• Columns
• Reactors
• Vessels
• Heat exchangers
• Tankages
• Horton spheres
• Stack/chimney
• Pressure safety valves/temperature safety valves
• Tank-mounted safety reliefs
• Rupture discs
• Expansion bellow

2. Rotary equipment
• Compressors
• Pumps
• Blowers
• Turbines
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3. Piping
• Process piping
• Utility piping
• Valves and fittings
• Gaskets

16.6.4  Inspection Criteria, Frequency, and 
Schedule
16.6.4.1	 Broad	criteria	adoPted	for	
insPection	frequency
• Corrosion/erosion properties of process fluid, chemicals, 

and catalysts. Rate of deterioration, remaining corro-
sion allowances, deterioration pattern, etc.

• Criticality of the equipment (cost, size, operational 
criticality and dependency, material availability, etc.)

• Operational requirement
• Statutory requirement

The inspection frequency is decided based on the 
criticality of the equipment and facilities and the inspec-
tion requirement, whether in-service inspection is possible, 
or if equipment/system isolation is desired. The inspection 
schedule is prepared accordingly.

The following inspection programs are implemented in 
the refinery:
• Planned inspection: The equipment or system is inspected 

thoroughly after isolation from service during plant 
operation without compromising the plant efficiency.

• On-stream inspection: It is performed when the 
equipment/plant is in service. It helps in determin-
ing the extent of general damage and deterioration. It 
also helps in identification and rectification of unsafe 
conditions arising out of faulty operation. The observa-
tions form the basis to determine the extent of repairs/
further investigations to be performed during the 
shutdown. During on-stream inspection, monitoring of 
the critical operating parameters of rotary/static equip-
ment of process units and TPS/utilities is conducted, 
and immediate suggestions on corrective actions by 
operations, process, and maintenance teams is initiated. 
The monitoring points are as follows:
• Furnace: COT, pressure drop across each pass, 

skin temperature, presence of any hot spots, box 
temperature, burner flame condition, flue gas outlet 
temperature, draft, falling of refractory, casing plate 
temperature, stack temperature, etc.

• Column: Overhead temperature should be above 
dew point temperature.

• Exchangers: Pressure-temperature survey for iden-
tification of fouled exchangers/coolers affecting 
efficiency.

• Vessels/accumulator: Accumulator or reflux drum 
pH/chloride/iron/copper, desalter salt content 
upstream and downstream, adequacy of dosing 
systems such as ahuralan, ammonia, caustic, 
demulsifier, etc.

• Boiler: Boiler feed water pH/alkalinity/conductivity/
phosphate/silica/dissolved oxygen, superheater steam 
pH, superheater skin temperature, flue gas tempera-
ture, burner flame condition, etc.

• Cooling water quality: Flow, pressure tempera-
ture, pH, sulfur-reducing bacteria, Langlier index 
(contributes to fouling), etc.

• Crude analysis for presence of salt, sulfur, and TAN levels.

16.6.4.2	 unPLanned	insPection
• Breakdown inspection and failure analysis
• Special inspection
• Operational/process requirement inspection

16.6.4.3	 shutdown	(turnaround)	insPection
The inspection is performed when the equipment/plant 
is taken out of service during a planned unit shutdown. The 
thorough internal and external inspection of all equipment 
and piping systems is performed during the shutdown. All 
parts of the equipment are thoroughly inspected and cor-
rective action is taken for safe run until the next planned 
shutdown.

A schedule of on-stream inspection for equipment and 
facilities is given in Table 16.2.

table 16.2—on-stream Inspection schedule 
of equipment and facilities

daily Weekly  Quarterly annually

Heater routine		
as	per	
checklist

casing	
temperature

thermography

reactor/
column/
vessel

routine	as	
per	checklist.
temperature	
indicative	of	
paint.

skin	
temperature	
of	lined	
vessel

dosing 
system

dosing	at	
individual	
points

tanks Premonsoon	
inspection

Piping ph	of	
cooling	
water	
system

corrosion	
probe	in	
jacketed	
lines

impressed	
current	
measurement	
of	cathodic	
protected	
lines.
corrosion	
coupons.

general	
condition	of	
piping	with	
supports.

16.6.4.4	 heat	exchanger	insPection	
scheduLe
After the initial commissioning of the plant, the first 
inspection of the heat exchanger, cooler, and condenser 
shall be performed as per the designers/licensor’s rec-
ommendations or after 1 year of service, whichever is 
sooner. In general, the following frequency of inspection 
shall be adopted, which can be improved based on the 
equipment condition and inspection findings from time 
to time.
• Heat exchangers in corrosive service—2 years
• Heat exchangers in noncorrosive service—4 years
• Condensers—2 years
• Coolers—2 years

16.6.4.5	 unit	shutdown	scheduLe
The inspection schedule is prepared by a joint decision of 
process/production and maintenance/inspection considering 
all aspects as mentioned earlier and given in Table 16.3. 
Tools used for inspection are given in Table 16.4. Instru-
ments used for inspection are given in Table 16.5 and spe-
cial instruments used are given in Table 16.6.
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table 16.3—frequency of unit shutdown

sr. no. unit
Maintenance and Inspection 
frequency (years)

1. cdu/vdu/nsu 4

2. ohcu 4

3. hgu 4

4. rfccu 2

5. ccru 2

6. dhds 4

7. sru 2

8. swsu 2

9. aru 2

10. BBu 4

11. Merox 4

12. vBu 4

13. BoiLers 1

14. LuBe	Based	PLants 4

15. wax	PLant	
(deoiLing	unit)

4

table 16.4—tools used for Inspection
thermal 
chalks

Id/od calipers/
vernier calipers

go/no-go 
gage  screw gage

Measuring	
tape/scale

intrinsically	safe	
torch

nonwashable	
marking	
chalks

Marker	pens

Ball	pein	
hammer

files	and	emery	
papers

wire	brush inspection	
mirrors

illuminated	
mirror

dial	gage Magnifying	
glass

weld	gage

surface	
profile	gage

radiation	survey	
meter

radiography	
film	viewer

Personal	
radiation	
alarm	meter

Pocket	
dosimeter

hydrometer spirit	level wire	gage

Buffing	
tools

heavy-duty	
engraver

Light-duty	
drill

scraper

table 16.5—Instruments used for Inspection

ultrasonic 
thickness 
Meter

Portable High-
temperature 
Infrared 
thermometer thermo Hunter

low-
temperature 
Infrared 
thermometer

ph	meter Pit	gage ultrasonic	
hardness	tester

dye-
penetrant	kit

Magnetic	
particle	
inspection	
kit

radiography	
arrangements	
with	dark	room

Boroscope	and	
fibroscope

Paint	
thickness	
gage

holiday	
detector

optical	
densitometer

Microscope hardness	
tester

vacuum	
box	testing	
instrument

table 16.6—special Instruments

ferrite Meter
alloy 
analyzer digital camera binoculars

ultrasonic	leak	
detector

theodolite internal	rotary	
inspection	
system	(iris)

tank	bottom	
floor	scanner

Metallography	
kit

eddy	current	
tester/remote	
field	eddy	
current	tester

16.6.5  Major Inspection Points of Equipments
16.6.5.1	 unfired	Pressure	vesseLs	(coLuMns,	
reactors,	and	vesseLs)
Corrosion-prone areas in columns/reactors/vessels include
• Bottom head and shell of fractionators processing high-

sulfur crude oils are susceptible to sulfide corrosion. 
• Top heads and upper shell of distillation columns 

are prone to chloride attack in the form of pitting 
corrosion. 

• Fractionation and distillation column, knockout 
drums, and reflux drums in the presence of wet H2S 
or cyanides are prone to cracks in welds and their 
HAZ.

• Corrosion and erosion will take place in the shell 
directly opposite to the steam inlet and inlet streams.

• Corrosion occurs where two dissimilar metals are in 
close contact (cladded/uncladded zone).

16.6.5.2	 internaL	insPection	of	coLuMns
All parts of columns should be inspected for corrosion, 
erosion, hydrogen blistering, cracking, and lamination. 
Thickness measurements should be taken on heads, shells, 
and nozzles to know the extent of deterioration. The top 
dome and shell should be checked for pitting. The depth 
of pits/grooves is measured by a pit depth gage. For wet 
H2S, amine or caustic service, magnetic particle testing 
(WFMPT) is done in welded seams to detect surface cracks. 
Connected nozzles should be checked for internal corro-
sion. Supports for internals such as trays, baffles, screens, 
grids, piping, etc., should be visually checked. The general 
condition of internals such as trays and packing material 
should be checked for corrosion. The flash (feed) zone should 
be thoroughly checked for erosion/corrosion of an impinge-
ment plate attached with the shell. The bottom dome and 
shell near the draw-off nozzle are critically inspected for 
pitting corrosion. The shell opposite of the steam injection 
nozzle should be checked for impingement.

16.6.5.3	 insPection	of	cLadded	coLuMns/
reactors
Cladding protects the base metal from erosion/corrosion. 
SS 410S, SS 316L, and Monel are some of the cladding 
materials used. Careful visual inspection of the lining is 
required for checking corrosion, erosion, bulging, etc. Light 
hammer taps will identify corroded and cracked sections 
of lining. Thickness measurements at designated locations 
should be done to check the bonding of cladded metal with 
base metal. The junction of the cladded and uncladded zone 
should be checked for galvanic corrosion. Weld joints and 
HAZ should be checked for cracks. Pneumatic testing of 
nozzle liners should be done.
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16.6.5.4	 insPection	of	gunite/refractory	
Lined	vesseLs
Visually inspect gunite/refractory lined vessels to check for 
spalling and cracks. Hot-spot locations are to be carefully 
checked. The lining is to be checked for bulging and loose-
ness by light hammer tapping. The thickness of the shell is 
to be measured from outside.

16.6.5.5	 statutory	externaL	insPection	of	
vesseLs
• Inspection of all vessels should be done as per the existing 

rules of the country/state.
• External inspection should be conducted at least every 

5 years or whenever the opportunity is available.
• The frequency of inspection and hydrotest of boilers, 

pressure vessels, and Horton spheres should be reli-
giously performed per the Power Boiler Act and pressure 
vessel regulations of the country/state.

16.6.5.6	 fired	heaters
A fired heater is an internally insulated enclosure where the 
heat liberated by the combustion of fuels is transferred to 
fluid contained in tubular coils.

16.6.5.6.1  Inspection Points for Furnaces
• External inspection of heater tubes:

• Check for sagging, bowing, and bulging. Sagging 
and bowing should not exceed 0.5 times the diameter 
of the tube. Tubes should be checked for bulg-
ing, especially those that are subjected to flame 
impingement. If the increase in the diameter of 
the tube at the bulge is 5 % or more, the tube is 
rejected. In the case of reformer tubes, the increase 
in diameter is limited to 3 %.

• Check for oxidation, scaling, deposits, corrosion, 
cracks, and grooving.

• Check for roll leaks and plug leaks in the case of plug- 
and header-type heaters in heavy oil/coker units.

• All weld joints of heater tubes should be thoroughly 
inspected for any crack or serious defects.

• Magnetic particle inspection (MPI), DPT, radiog-
raphy, and ultrasonic flaw detection, etc., may be 
used as per requirement.

• Wear/grooving at all tube support locations should 
be checked.

• Ultrasonic thickness survey of tubes should be done 
along the length to determine the metal loss and rate 
of deterioration. The outermost curvature of bends, 
such as near the weld joint of the bend with tube, and 
upstream and downstream of tube weld joints, etc., 
are critical areas for corrosion/metal loss.

• In the convection section, the last few rows of 
tubes at the exit of flue gases should be checked 
for external corrosion due to the dew point of 
flue gases. The accessible studded tubes should be 
inspected for any sign of oxidation of studs due to 
overheating or corrosion due to sulfurous deposits.

• Tube supports: Tube supports are generally made of 
25Cr-20Ni (HK-40) material. Tube supports are prone to 
oxidation, corrosion, and cracking at high temperatures. 
Tube supports are prone to sigma phase formation due 
to prolonged exposure at high temperatures, which 

makes them brittle at room temperature. All supports 
should be inspected for cracks.

• Refractory lining (castables, CF blanket/module): The 
refractory lining should be visually inspected for 
breakage, crumbling, and open joints. The clearance 
in expansion joints of the lining should be checked 
for deterioration from heat/debris. Clearance should 
be filled with asbestos rope/ceramic fiber. After major 
refractory repairs, it should be dried/cured properly 
before commissioning.

• Furnace casing and accessories: Exposed parts of heater 
casing should be visually inspected for signs of any 
damage, paint peeloff, etc. Casing should be inspected 
for thinning/perforation due to acidic flue gas corrosion. 
Header boxes should be checked for warping because 
this leads to excess air in the heater resulting in addi-
tional fuel consumption. Proper alignment of burners is 
essential because misaligned burners will lead to flame 
impingement on radiation tubes and damage of burner 
housing. Burner tips should be checked for oxidation, 
corrosion, and choking.

• Thermocouple connections: Weldments of thermocouple 
tips on radiation and convection tubes often crack in 
service. The weld should be DP checked during every 
planned inspection. 

16.6.5.6.2  Hydrostatic Testing
A hydrostatic test should be performed in all heater tubes in 
every planned shutdown. Hydrostatic test pressure should 
be 1.5 times the maximum operating pressure (corrected for 
temperature or shutoff pressure of pump). Testing should also 
be done whenever tubes or fittings are replaced involving a 
hot job in the system. During the test, inspection should be 
done for the heater to locate any leak. Austenitic stainless 
steel tubes should be hydrotested with demineralized (DM) 
water or water having a chloride content less than 20 ppm.

16.6.6  Heat Exchanger
The heat exchanger is equipment that is used for the heating 
or cooling of a fluid without intermixing. 

16.6.6.1	 hydrotesting	of	exchangers
• All heat exchangers should be tested at 1.5 times the 

design pressure when the shell or tube is new or any 
major repair or replacement has been performed. The 
periodic test pressure is calculated on the basis of 1.5 
times the maximal operating pressure, pump shutoff 
pressure if directly connected to a pump, or safety valve 
test pressure mounted on the shell or tube side of the 
heat exchanger.

• Wherever tube-side pressure is higher than shell-side 
pressure then it should be preferably tested at the tube-
side test pressure, provided that the design condition 
of the shell permits or vice versa.

• Pressure gages used in the hydrotest should be freshly 
calibrated and two gages of the same range should be 
used. The range of the pressure gage should be generally 
double the intended maximal test pressure, but in no case 
should the range be less than 1.5 or more than 4 times 
the test pressure (30 % more than the test pressure).

• DM water should be used for hydraulic tests if material 
of construction is austenitic stainless steel.
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• The duration of the test should not be less than 30 min, 
and a pressure gage should be installed at the highest 
point.

16.6.6.2	 Procedure	for	testing
Testing of the shell and tube exchangers is normally done in 
three stages and with water as the test media. If the water 
ingress in the equipment is not desirable, other suitable test 
media should be selected (e.g., kerosine).
• Shell test: Shell tests facilitate detection of individual 

tube leaks, if any. Soundness of shell weld joints/gasket 
joints is confirmed. In the case of floating head types, a 
separate test ring is required to conduct the shell test. In 
the case of a roll leak, rerolling of the tube is done using 
suitable expander and taking due care for overexpan-
sion. In the case of a tube leak, both of the tube ends are 
plugged with tapered plugs. It is desirable to remove the 
test fluid from the shell by air before doing the tube test.

• Tube test: In this case tubes are pressurized and tested 
under tensile stress. Here floating head gasket/channel 
cover gaskets are also tested. Tube leaks are detected, but 
identification of individual tube tests is not possible here.

• Cover test: Pressurization of the shell side after boxing 
up of the shell cover is done. The test pressure should 
be equal to the shell test pressure. This facilitates total 
exchanger component integrity for operation.

• Individual tube test: This is done to discover the leaky 
tube in the bundle assembly by pressurizing each tube. 

• Testing of box coolers: The coil should be pressurized 
and checked for leaks from the pipe, bends, gasket 
joints, etc. The shell side should be tested by water fill.

16.6.6.3	 air	fin	fan	cooLers
The segment should be pressurized hydraulically and 
checked for leaks through plugs, rolls, and gasket joints and 
for any drop in pressure.

16.6.6.4	 Breech	LocK	exchangers
Having low alloy steel material of shell is susceptible to temper 
embrittlement. Hence, to avoid risk of brittle fracture due to 
pressurization at ambient temperature, the metal temperature 
of the shell side should be maintained at 93°C during test. The 
skin temperature of the shell should be maintained through-
out the test period. Pressure above 20 % of the design pres-
sure should not be exceeded before attaining a temperature 
of 93°C. Pressure should be raised to the shell side differential 
test pressure and maintained for 1 h. The shell side should be 
pressurized to the shell test pressure and the tube side should 
be simultaneously pressurized to the tube test pressure, ensur-
ing that at no time is the differential test pressure between the 
shell and tube exceeded. Depressurization after testing should 
be done similarly. Pressure should be held for a minimum 1 h 
before inspection.

16.6.6.5	 coMBined	feed	PLate	heat	exchangers
Because the metallurgy of construction is austenitic stainless 
steel, DM water is used for a hydrotest. Due consideration 
of maintaining differential test pressure is always simul-
taneously given during pressurization of the exchanger at 
both sides as indicated above.

16.6.6.6	 tuBe	PLugging
In the case of tube leaks, the tube is isolated with a plug at 
both ends. The metallurgy of the taper plug should be the 

same as the tube metallurgy to avoid galvanic corrosion. 
The taper plug should have an included angle of 5.5° or less. 
The plug dimension depends on the tube size and thickness. 
A maximum of 20 % plugging is recommended to meet the 
production efficiency.

16.6.7  Storage Tanks
16.6.7.1	 insPection	frequency	of	tanKs
Visual external inspection of all storage tanks should be 
performed once a year. The detailed external inspection 
along with a thickness survey of tanks should be conducted 
as per the following unless otherwise guided by state statutory 
requirements (see Table 16.7).

table 16.7—frequency of external 
Inspection of tanks

sr. no fluid stored

external Inspection 
Interval (years)

With 
corrosion-
rate-based 
assessment

Without 
corrosion-
rate-based 
assessment

1. crude	oils,	vacuum	gas	oil,	
cycle	oil,	sKo,	Mto,	atf,	
hsd,	gas	oil,	Ms,	naphtha,	
benzene,	toluene,	ethanol,	
MtBe,	Ldo,	JBo,	bitumen,	
lube	oil,	grease,	industrial	
water,	amines,	etc.

5 3

2. fuel	oil,	rco,	Lshs,	vacuum	
residue,	slops,	caustic

3 3

3. acids	(concentrated) 2 2

4. acids	(dilute) 1 1

16.6.7.2	 internaL	insPection
All storage tanks should be subjected to detailed inspection 
as per the following unless otherwise guided by state statu-
tory requirements (see Table 16.8).

table 16.8—frequency of Internal 
Inspection of tanks

sr. no fluid stored

Internal Inspection Interval 
(years)

With 
corrosion-
based 
assessment

Without 
corrosion-
based 
assessment

1. crude	oils,	fuel	oil,	rco,	
Lshs,	vacuum	residue,	
vacuum	gas	oils,	cycle	
oil,	sKo,	Mto,	atf,	hsd,	
gas	oil,	Ms,	naphtha,	
benzene,	toluene,	
ethanol,	MtBe,	Ldo,	
JBo,	bitumen,	lube	oil,	
grease,	industrial	water,	
caustic,	amines

years	
determined	
by	corrosion	
rate	and	
integrity	
assessment	
or	15	years,	
whichever	is	
lower

10

2. slops same	as	above 8

3. acids	(concentrated) same	as	above 4

4. acids	(dilute) same	as	above 1
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16.6.7.3	 insPection	of	tanK	roof		
Mountings
Tank mountings such as breather valves/P&V valves, relief 
valves, flame arresters, etc., should be ensured clean and 
operable after every monsoon. Floating roof drains, shell 
sealing, and emergency roof drains should be inspected 
before every monsoon. 

16.6.7.4	 testing	of	tanKs
Bottom vacuum testing is performed using a metal testing 
box 6 in. wide by 30 in. long with a glass window at the top. 
Suitable connections, valves, and gages should be provided 
to maintain a partial vacuum of 3–5 psi (g) on the box. With 
the help of a soap solution, the bottom plate weldment 
should be checked for any defect.

16.6.7.5	 hydrauLic	testing	of	the	tanK
Atmospheric tanks, which are designed to withstand less 
than 0.5 lb/ft2 (g) pressure over the static pressure of the 
liquid contained in the tanks, are normally tested only by 
filling the tanks with water up to the curb angle in a fixed 
roof and up to safe filling height in floating roof tanks. If 
water is not available, a carefully controlled air test using 
an air pressure not exceeding 2 in. of water pressure may be 
applied. In this case, a soap solution is applied on all sus-
pected areas of the tank for leak detection. Only fresh water 
or good quality water with a pH between 6 and 8.3 should 
be used for testing. In the case of a longer duration of water 
holding time in the tank, suitable corrosion in inhibitors 
should be used. The hydrotest should be performed at a 
temperature of 4°C and above. Water filling rates should be 
decided based on the soil condition and tank design. In the 
case of a stable foundation, the rate may be considered as 
1.5 m/h. Only an approved filling rate holding time should 
be applied during testing. In the case of floating roof tanks, 
a low filling rate of not more than 0.2 m/h should be used 
until the roof is floated. Thereafter, the filling rate may be 
increased to the specified filling rate. For roof drains, after 
inspection the pressure testing should be done at 3.5 kg/cm2. 
For heating coils, after thorough inspection and necessary 
repair/replacements, coils should be hydrotested at 1.5 times 
the operating pressure. 

16.6.7.6	 testing	of	roof
Fixed roof tanks are tested by applying internal air pressure 
not exceeding the weight of the roof plates and applying 
a soap solution to the weld joints. Alternatively, vacuum 
testing can be performed. A floating roof should be tested 
for a smooth up and down movement. Stability of the roof 
should be checked by pouring water on the floating roof 
equivalent to 10 in. of rainfall. The stability of the floating 
roof of the tank should be checked both for single deck/
double deck by puncturing any two adjacent pontoon com-
partments with no water or live load.

16.6.7.7	 nondestructive	exaMination	for	
tanK	insPection
• Ultrasonic thickness measurement
• Ultrasonic corrosion testing—automated ultrasonic 

scanning
• Ultrasonic shear wave testing to find out discrimination 

between lamination and inclusions

• Acoustic emissions testing for online assessment of 
storage tank floor

• Magnetic floor testing for detecting top-side pitting and 
under-side corrosion and holes on the tank floor

• Low-frequency electromagnetic technique to map cor-
rosion of tank bottom plate on product and soil sides

16.6.8  Off-Site Piping Types
• Above-ground—insulated/with heating coil/jacketed lines/

uninsulated 
• Underground

16.6.8.1	 internaL	corrosion
• Uniform corrosion due to low/high pH 
• Localized corrosion in crevices, bends, etc.
• Preferential attack on weld 
• Stagnant areas—in dead ends, etc. 
• Condensation/two-phase systems. 
• Internal lining damage 
• Stress corrosion cracking 
• High-temperature failures 
• Hydrogen attack 
• Areas downstream of chemical injection points 
• Naphthenic acid/polythionic acid corrosion

16.6.8.2	 externaL	corrosion
• Corrosion under insulation 
• Soil-side corrosion of underground lines 
• Atmospheric corrosion—sulfurous/acidic environment 
• Spillage/impingement 
• Corrosion at soil/air interface

16.6.8.3	 stress-reLated	faiLure
• Overpressurization 
• Vibration—as in pump connected piping 
• Support failures—inadequate supporting system or 

stuck up 
• Thermal stresses due to continuous wetting/drying in 

connected piping 
• Fatigue due to cyclic loading NDT techniques for 

piping 
• Ultrasonic thickness survey 

16.6.9  Safety Mountings/Devices
For equipment and process safety, the pressure vessels and 
storage tanks are provided with the following mounting:
• Pressure safety relief valve 
• Temperature safety valve 
• Rupture disc
• Pressure and vacuum relief valve

The routine testing and revision of these valves are 
performed as per the inspection schedule, which is prepared 
based on legal requirements, government acts, designer’s 
recommendations, and operational safety requirements.

16.6.10  Inspection Documentation
The following inspection recording and documentation 
should be generated:
• Drawings—one set of original as-built drawings.
• Equipment data card.
• Equipment data record card—to be prepared from 

equipment passport.
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• History sheets—to be maintained chronologically.
• Inspection checklists for all categories of equipment 

and piping (includes on-stream, shutdown inspec-
tion, and external and internal inspections as per the 
requirements). The checklist is to be religiously filled 
in for each equipment inspection.

• Inspection observation and record sheet—visual obser-
vations, dimensional checks, and thickness records are 
to be maintained.

• Radiography films—to be stored for 5 years.
• All test certificates. 
• Calibration chart. 

suggested readIng
 1. API Guide for Inspection of Refinery Equipment, Chap-

ter 7, “Exchangers, Condensers, and Cooler Boxes."

 2. Standards of Tubular Exchanger Manufacturers  
Association.

 3. ASME Pressure Vessel Code, Section 8.
 4. API 660, Shell and Tube Heat Exchanger for General 

Refinery Services.
 5. BS 3274, Specification for Tubular Heat Exchangers for 

General Purposes.
 6. API 653, Tank Inspection, Repair, Alteration, and 

 Reconstruction.
 7. API 510, Pressure Vessel Inspection Code.
 8. Indian Oil’s In-House Inspection Manual.
 9. ISO Standards for Vibration Measurement.
10. Vibration Charts from IRD Mechanalysis.
11. Indian Oil's Reliability Improvement Report, 2005.
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Recording of Parameters after Pump Commissioning

vibration
suction 
Pressure

discharge 
Pressure flow

Motor 
amp.  bearing temperature

casing temperature
noise level

v h a

special	observation	and	status	of	the	machine/online	recording	readings.

(Field Maintenance Engineer)

Special tools required: laser alignment tool, coupling spanner, set of cap screw keys, vibration meter, thermometer, 
noise level meter.

Spares/consumables required: lube oil SS46, oil cup, coupling Shim pack set.

aPPendIx 1—Preventive Maintenance checklist for centrifugal Pumps—Half-yearly

unit frequency Half-yearly

equipment type centrifugal Pump tag no.

sap order no. date

sr.
no. description of Job done not done

not applicable/
remarks

1. drain	bearing	oil,	flush,	and	refill.

2. examine	oil	bottle	for	leaks	and	proper	operation.

3. clean/replace	oil	filters	of	aoP	and	MoP.

4. check	gland	leak	and	adjust.

5. check	mechanical	seal	and	seal	pot	condition.	refill		
the	pot.

6. check	mechanical	seal	aPi	flushing/quenching	plan
condition.	if	required,	clean	the	orifice,	filter,	and	
cooler.

7. check	for	proper	locking	of	cartridge	seal	on	position.	

8. check	cooling	water	lines/lube	oil	lines	for	flow		
and	leaks.

9. decouple	and	check	coupling	condition.

10. check	alignment	and	rectify,	if	needed	(based	on	cM	
observations.

11. check	coupling	guard	condition.

12. check	foundation	bolts	and	tighten	if	necessary.

13. clean	suction	strainer	of	pump.	repair	if	any.

14. check	piping	and	support/rectify.

15. check	that	the	surrounding	area	is	clean.

16. remarks	(if	any)/safety	hazard.

AST-MNL58-11-0801-016.indd   416 3/12/13   2:37 PM

 



	 chaPter	16					n					refInery InsPectIon and MaIntenance	 417

aPPendIx 2—equipment checklist for Plunger Piston Pumps/diaphragm Pumps

unit frequency
Quarterly/Half-
yearly

tag no. sap order no.

sr.
no. description of Job done

not
done

not applicable/ 
remarks

1. check	crank	case	oil	condition;	replace	if	required.

2. check	gear	box	oil	condition;	replace	if	required.

3. check	gland	leak	of	slide	valve,	steam	cylinder,	and	fluid	
cylinder;	adjust	if	necessary.

4. check	for	any	looseness	and	leakage	of	crank		
case	oil	seal,	isolator,	deflector,	etc.

5. check	for	any	abnormal	sound/bearing	sound/	
valve	knocking	sound,	etc.

6. report	safety	hazard,	if	any.

7. check	alignment	and	rectify	if	needed.

8. check	function	of	nrv,	Psv,	pilot	and	slide	valve.

9. check	lubrication	of	cylinder/plunger.

10. in	addition	to	the	above,	the	following	checks	should	
also	be	performed	during	the	half-yearly	schedule:

11. check	cylinder	and	piston	for	wear.

12. check/tighten	or	replace	gland	package.

13. check	force	feed	lubricator	functioning

14. check	and	clean/repair/replace	suction	and	discharge	
valves/valve	seats.

15. check	foundation/foundation	bolts	for	tightening.

16. check	discharge	of	pump.

17. remarks	(if	any).

(Field Maintenance Engineer)

Special tools required: valve maintenance tool, DE spanner 80 mm, and gland tightening tool.
Spares required: Set of gland packaging, set of oil seals, stuffing box seal gasket.
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aPPendIx 3—vibration severity ranges in accordance with Iso 2372

range of vibration 
severity in velocity examples of Quality Judgment for separate classes of Machines

limits of range,
mm/s

small Machines class I
Medium
Machines class II large Machines class III turbo-Machines class IvPeak rMs

0.40 0.28
a

0.64 0.45
a

1.0 0.71
B

1.58 1.12
B

2.5 1.8
c B

4.0 2.8
c B

6.4 4.5

d

c
10.0 7.1

d

c
15.8 11.2

d
25 18

d40.0 28

64.0 45

a a

a	=	good
B	=	usable	(normal	working	condition)
c	=	still	acceptable
d	=	unacceptable
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aPPendIx 4—guidelines for types and locations of Measurements and Iso standards references 
for vibration

Machine type  evaluation Parameters sensor type Measurement locations direction
standard 
reference note

general	rotating	
machines	10–200	
revolutions/s		
(600–12,000	
revolutions/min)
	• electric	motors
	• Pumps
	• turbines

displacement noncontact	sensor shaft	at	each	bearing radial iso	7919	
Part	1
iso	10816	
Part	1 a

velocity velocity	sensor	or	
accelerometer

each	bearing	housing,
machine	main	structure

radial	x	
and	y,
axial	z

acceleration accelerometer each	bearing	housing radial	x	
and	y

enveloped	acceleration,	esP™ accelerometer rolling	element	bearings radial

spike	energy	™,	hfd™,	Bcu™ accelerometer rolling	element	bearings radial

Phase	angle	reference	and	
rPM

optical	or	
mechanical	sensor

shaft radial

Large	steam	
turbines	with	fluid	
film	bearings
	• Power	

generation
	• Mechanical	drive
	• Marine—usually	

two	separate	

relative	displacement noncontact	sensor shaft	at	each	bearing radial	±	45° iso	7919	
Part	2
iso	10816	
Part	2 b

velocity velocity	sensor	or	
accelerometer

each	bearing	housing radial	x	
and	y

shaft	axial	position noncontact		
sensor	or	shaft		
rider

thrust	collar axial	z

Phase	angle	reference	and	
rPM

optical	or	
mechanical	sensor

shaft radial

small	industrial	
steam	turbines	with	
fluid	film	bearings

relative	displacement noncontact	sensor shaft	at	each	bearing radial	±	45° iso	7919	
Part	3
iso	10816	
Part	3

velocity velocity	sensor	or	
accelerometer

each	bearing	housing	
and	turbine	hosing

radial	x	
and	y

shaft	axial	position noncontact		
sensor	or	shaft		
rider

thrust	collar axial	z

Phase	angle	reference	and	
rPM

optical	or	
mechanical	sensor

shaft radial

turbines	with	
rolling	element	
bearings

velocity velocity	sensor	or	
accelerometer

each	bearing	housing	
and	turbine	hosing

radial	x	
and	y

iso	10816	
Part	3

Phase	angle	reference	and	
rPM

optical	or	
mechanical	sensor

shaft radial	

Large	and	medium	
industrial	gas	
turbines	with	fluid	
film	bearings

relative	displacement noncontact	sensor shaft	at	each	bearing radial	±	45° iso	7919	
Part	4
iso	10816	
Part	4

velocity velocity	sensor	or	
accelerometer

each	bearing	housing	
and	turbine	hosing

radial	x	
and	y

shaft	axial	position noncontact	sensor	
or	shaft	rider

thrust	collar axial	z

Phase	angle	reference	and	
rPM

optical	or	
mechanical	sensor

shaft radial

Large	generator	
with	fluid	film	
bearings

relative	displacement noncontact	sensor shaft	at	each	bearing radial	±	45° iso	7919	
Part	2
iso	10816	
Part	2

c

velocity velocity	sensor	or	
accelerometer

generator	housing radial	x	
and	y

shaft	axial	position		
(if	not	rigidly	coupled	to	
deriver)

noncontact	sensor	
or	shaft	rider

shaft	end axial	z

Phase	angle	reference	and	
rPM

optical	or	
mechanical	sensor

shaft radial

Large	pumps	with	
fluid	film	bearings
	• Boiler	feed
	• circulating
	• Process

relative	displacement noncontact	sensor shaft	at	each	bearing radial	±	45° iso	7919	
Part	3	&	
Part	5
iso	10816	
Part	3	&	
Part	5

d

shaft	axial	position noncontact	sensor	
or	shaft	rider

axial	z

Phase	angle	reference	and	
rPM

optical	or	
mechanical	sensor

shaft radial

(Continued )
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Machine type  evaluation Parameters sensor type Measurement locations direction
standard 
reference note

Medium	and	small	
pumps	with	fluid	
film	bearings

relative	displacement noncontact	sensor shaft	at	each	bearing radial	±	45° iso	7919	
Part	3	
iso	10816	
Part	3

d

shaft	axial	position noncontact	sensor	
or	shaft	rider

thrust	collar axial	z

Phase	angle	reference	and	
rPM

optical	or	
mechanical	sensor

shaft radial

Medium	and	small	
pumps	with	rolling	
element	bearings

velocity velocity	sensor	or	
accelerometer

each	bearing	housing	
and	turbine	hosing

radial	x	
and	y

iso	10816	
Part	3

d

Phase	angle	reference	and	
rPM

optical	or	
mechanical	sensor

shaft radial	

vertically	mounted	
pumps
	• reactor	coolant

relative	displacement noncontact	sensor shaft	at	each	bearing radial	±	45° iso	7919	
Part	5
iso	10816	
Part	5

shaft	axial	position noncontact	sensor	
or	shaft	rider

thrust	collar axial	z

Phase	angle	reference	and	
rPM

optical	or	
mechanical	sensor

shaft radial

Large	electric	
motors	with	fluid	
film	bearings

relative	displacement noncontact	sensor shaft	at	each	bearing radial	±	45° iso	7919	
Part	3
iso	10816	
Part	3

shaft	axial	position noncontact	sensor	
or	shaft	rider

thrust	collar axial	z

Phase	angle	reference	and	
rPM

optical	or	
mechanical	sensor

shaft radial

Medium	and	small	
motors	with	rolling	
element	bearing

velocity velocity	sensor	or	
accelerometer

each	bearing	and	motor	
housing

radial	x	
and	y

iso	10816	
Part	3

Phase	angle	reference	and	
rPM

optical	or	
mechanical	sensor

shaft radial	

compressors
	• Package	

centrifugal		
(four-poster),	
with	fluid	film	
bearings	and	
rigid	housing

relative	displacement noncontact	sensor each	bearing,	pinion	
housing,	and	ball	gear	
shaft

radial	±	45° iso	7919	
Part	3
iso	10816	
Part	3velocity velocity	sensor	or	

accelerometer
at	each	gear	mesh radial	x	

and	y

Phase	angle	reference	and	
rPM

optical	or	
mechanical	sensor

each	shaft radial	

compressors
	• centrifugal	

process

relative	displacement noncontact	sensor shaft	at	each	bearing radial	±	45° iso	7919	
Part	3
10816	
Part	3

e

shaft	axial	position velocity	sensor	or	
accelerometer

thrust	collar	of	shaft	
end

radial	x	
and	y

Phase	angle	reference	and	
rPM	(if	driving	through	a	
gear	box)

optical	or	
mechanical	sensor

shaft radial	

compressors
	• reciprocating	

with	fluid	film	
bearings

relative	displacement noncontact	sensor Piston	rod	and	each	
bearing	housing

axial	z	and	
radial	±	45°

iso	7919	
Part	6
iso	10816	
Part	6

velocity velocity	sensor	or	
accelerometer

rod	housing radial	x	
and	y

Position	reference	 optical	or	
mechanical	sensor

one	drive	rod	or	piston	
at	tdc,	or	crank	shaft

radial	

compressors
	• screw	type	with	

two	interlocking	
shafts,	fluid	film	
bearings

relative	displacement noncontact	sensor shaft	at	each	bearing radial	±	45°

shaft	axial	position noncontact	sensor	
or	shaft	rider

thrust	collar axial	z	

Phase	angle	reference	each	
shaft

optical	or	
mechanical	sensor

each	shaft radial	

compressors
	• screw	type	with	

two	interlocking	
shafts,	rolling	
element	bearings

velocity velocity	sensor	or	
accelerometer

Bearing	caps	and	
compressor	housing

radial	x	
and	y

iso	10816	
Part	6

Phase	angle	reference	each	
shaft

optical	or	
mechanical	sensor

each	shaft radial	

aPPendIx 4—guidelines for types and locations of Measurements and Iso standards references 
for vibration (continued)
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Machine type  evaluation Parameters sensor type Measurement locations direction
standard 
reference note

ric	engines,
or	reciprocating	
internal	combustion	
machines,	rolling	
element	bearing

displacement noncontact	sensor,	
velocity	sensor,	or	
accelerometer

Bearing	caps,	main	
body,	attached	
components

axial	z	and	
radial	±	45°

iso	7919	
Part	6
iso	10816	
Part	6
	

velocity velocity	sensor	or	
accelerometer

Bearing	caps,	main	body	 radial	x	
and	y

acceleration accelerometer Bearing	caps,	main	
body,	cylindrical	heads

axial	or	
radial	

gears—large	with	
fluid	film	bearings

relative	displacement noncontact	sensor shaft	at	each	bearing radial	±	45°

velocity velocity	sensor	or	
accelerometer

Bearing	caps	and	gear	
case

radial	x	
and	y

shaft	axial	position noncontact	sensor	
or	shaft	rider

shaft	ends radial	z

gears—with	rolling	
element	bearing

velocity velocity	sensor	or	
accelerometer

Bearing	caps	and	gear	
housing

radial	x	
and	y

fans—large	radial	
with	fluid	film	
bearings
	• cooling	tower	

fans

relative	displacement noncontact	sensor Bearing	housing	casing radial	±	45° iso	7919	
Part	3
iso	10816	
Part	3

fshaft	axial	position noncontact	sensor	
or	shaft	rider

thrust	collar	of	shaft	
end

radial	z

Phase	angle	reference	and	
rPM

optical	or	
mechanical	sensor

shaft radial	

fans—medium	and	
small	with	rolling	
element	bearing

velocity velocity	sensor	or	
accelerometer

each	bearing	cap	and	
fan	housing

radial	x	
and	y

iso	10816	
Part	1
iso	10816	
Part	1centrifuge relative	displacement noncontact	sensor shaft	at	each	bearing		

(if	accessible)
radial	±	45°

velocity velocity	sensor	or	
accelerometer

housing radial	x	
and	y

shaft	axial	position noncontact	sensor	
or	shaft	rider

thrust	collar	 axial	z

Phase	angle	reference	and	
rPM

optical	or	
mechanical	sensor

shaft radial	

Pulp	refiners relative	displacement noncontact	sensor shaft	at	each	bearing radial	x	
and	y

velocity velocity	sensor	or	
accelerometer

Bearing	caps radial	x	
and	y

Phase	angle	reference	and	
rPM

noncontact	sensor	
or	shaft	rider

on	shaft	ends radial	z

Notes:	aalso	refer	to	specific	machine	entry	in	table.
borthogonal	measurements	at	45°	are	recommended	for	condition	monitoring.	x	and	y	locations	are	acceptable.
cMeasuring	both	the	dc	displacement	and	the	dynamic	displacement	is	always	a	recommended	practice.	it	is	more	important	for	hydroelectric	turbines	
because	of	the	relatively	larger	radial	bearing	clearances.
dPump	vibration	varies	significantly	with	operating	condition,	and	ideal	operation	at	the	best	efficiency	point	(BeP)	will	have	the	least	vibrations.	
operating	continuously	at	a	point	other	than	the	BeP	will	produce	increased	vibrations.	
eif	not	directly	coupled,	two	key	references	are	required.
fon	large	axial	flow	fans,	if	the	bearing	housings	and	drive	shafts	are	not	accessible,	accelerometer	vibrations	on	the	housing,	x	and	y	direction,	are	required.

The above appendix gives guidelines for types and locations of measurement with respect to ISO standards. Depending 
on the level of vibration present in the equipment and its characteristics, it is possible to indicate likely reasons that might 
be inducing vibration. The following are the major factors that induce vibration in equipment:
• Unbalance
• Misalignment
• Mechanical looseness
• Bearing problems
• Gear problems
• Resonance problems
• Rotor rubbing
• Flow-induced vibration
• Electrical problems
• Belt drive problems

AST-MNL58-11-0801-016.indd   421 3/12/13   2:37 PM

 



422	 PetroleuM refInIng and natural gas ProcessIng

aPPendIx 5—fired Heater Inspection checklist
Unit: Date:
Equipment no.:
1. TUBE AND FITTINGS INSPECTION
 a) RADIATION
  Visual inspection
  i) Tube condition:
  ii) Fittings condition:
  iii) Weld joint:
  iv) Tubes seating on support:
  Thickness check
   i) Tube:
   ii) Fittings:
 b) CONVECTION
  Visual inspection
  i) Tube condition:
  ii) Fittings condition:
  iii) Weld joint:
  iv) Tubes seating on support:
  Thickness check
   i) Tube:
   ii) Fittings:
 c) SUPERHEATER COILS
  Visual inspection
   i) Tube condition:
   ii) Fittings condition:
   iii) Weld joint:
   iv) Tubes seating on support:
  Thickness check
   i) Tube:
   ii) Fittings:
2. TUBE SUPPORTS INSPECTION
 a) RADIATION
   i) Tube hangers:
   ii) Guides:
   iii) Spigots:
 b) CONVECTION AND STEAM COILS
   i) Tube sheets:
3. THERMOCOUPLES
 a) Radiation
  i) Number of thermocouples:
  ii) Visual inspection of welding:
  iii) DP of weld joint:
 b) Convection
   i) Number of thermocouples:

   ii) Visual inspection of welding:
   iii) DP of weld joint:

4. REFRACTORY LINING INSPECTION
 a) RADIATION
  i) CF lining:
  ii) Castable:
 b) CONVECTION
  i) CF lining:
  ii) Castable:
 c) FLOOR
  i) Castable:
  ii) Bricks:
 d) Stack
  i) Castable:
 5) MISCELLANEOUS ATTACHMENTS
 a) Explosion doors:
 b) Dampers:
 c) Flue gas ducts:
 d) Header box:
 e) Peephole (field of view):
 f) Inspection doors:
 6) BURNERS
 a) Numbers installed:
 b) Condition:
 7) AIR PREHEATER
 a) Duct lining and insulation:
 b) Glass module:
 c) Cast module:
 8) SOOT BLOWERS
 9) EXTERNAL PAINTING
10) FOUNDATION
11) STRUCTURES 
12) HYDROTEST
 a) Date:
 b) Media:
 c) Pressure
13) STRESS RELIEVING
14) RADIOGRAPHY
15) REMARKS

INSPECTED BY:
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aPPendIx 6—Pressure vessels Inspection checklist
Unit: Date:
Equipment no.:
Service:
REASON FOR INSPECTION
Shutdown
On-stream
Breakdown
1) INTERNAL INSPECTION
 a) Top zone
  i) Scaling nature
  ii) Dome
  iii) Shell
  iv) Welding
  v) Nozzle welding
  vi) Internals
  vii) Spouts and counterspouts
 b) Middle zone
  i) Scaling nature
  ii) Shell
  iii) Welding
  iv) Nozzle welding
  v) Internals
  vi) Spouts and counterspouts
  vii) Impingement plate
 c) Bottom zone
  i) Scaling nature
  ii) Shell
  iii) Welding
  iv) Nozzle welding
  v) Steam coils
2) EXTERNAL INSPECTION
 a) Foundation and foundation bolts
 b) Insulation
 c) External corrosion
 d) Ladder and staircase
 e) Nozzle flanges
 f) Bosses and nipples
 g) Grounding connections
 h) Testing nipple and liners on nozzle
3) THICKNESS SURVEY OF EQUIPMENT
 INCLUDING ALL NOZZLES Yes/No
4) CONDITION OF INTERNAL LINING
5) REPAIR, IF ANY
6) CORROSION COUPONS Yes/No
7) REMARKS

INSPECTED BY:
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aPPendIx 7—Heat exchanger Inspection checklist
Date:
Unit:  Equipment no.: Service:
Brief description of last inspection
Whose requirement IP/PN
Bundle pullout Yes/No
Agency Contractor/MRS
Cleaning  Mechanical/chemical/both mechanical and chemical
No. of tube Total
 Already plugged
 Recent plugging
 Total plugging 
Shell
Shell nozzles
Channel
Channel nozzles
Painting
Tubes
Baffle
Floating head
FH seat
Anodes
Hydraulic testing
Shell (kg/cm2): Tube (kg/cm2):
Recommendations

INSPECTED BY:
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1.0 tank Pad foundation y/n observations

1.1 foundation	pad	is	free	from	
cracks	settlements/erosion/
vegetation	growth	etc.

1.2 no	voids	found	between	annular	
plate	extensions	and	foundation	
surface.

1.3 foundation	slope	is	satisfactory	to	
avoid	water	stagnation.

1.4 tank	is	free	from	abnormal/
uneven	settlement.

2.0 annular Plate extension y/n observations

2.1 annular	plate	extensions	are	
free	from	corrosion,	pitting,	and	
scales,	and	the	painting	condition	
is	satisfactory.

2.2 annular	plate	thickness	readings	
are	satisfactory.

3.0 shell Plates (external) y/n observations

3.1 shell	plates	are	found	free	from	
corrosion	patches,	pitting,	and	
scales,	and	the	painting	condition	
is	satisfactory.

3.2 shell	plates	are	free	from	
abnormal	dents/buckles.

3.3 shell	plates	are	free	from	
sweating/leaks/cold	weld/repairs/
patch	plates.

3.4 reinforcement	pads	are	in	
satisfactory	condition	at		
nozzles.

3.5 wind	girders	are	found	in	
satisfactory	condition	without	
corrosion	patches	and	sagging.

3.6 supports	for	connected	piping/
nozzles	are	in	satisfactory	
condition	without	unduly	
stressing	the	shell	plates.

3.7 shell	plates,	nozzles,	steam	coil	
nozzles,	manholes,	cleanout	
doors,	etc.,	thickness	readings	are	
satisfactory.

3.8 condition	of	foam/sprinkler	lines	
and	foam	deflectors	plates	was	
satisfactory.

4.0 cone roof Plates (fixed roof) y/n observations

4.1 roof	is	free	from	corrosion	
patches	and	painting	condition	is	
satisfactory.

4.2 thickness	readings	of	roof	plates	
are	satisfactory.

4.3 flame	arrestor	condition	(if	
provided)	is	satisfactory.

4.4 roof	vents	condition	is	
satisfactory.

4.5 foam	system/hydrant	lines	
condition	is	satisfactory.

5.0 floating roof  y/n observations

5.1 roof	is	free	from	corrosion	
patches	and	painting	condition	is	
satisfactory.

5.2 roof	plates	weld	joints	are	found	
satisfactory	without	any	sweating/
leaks.

5.3 roof	is	free	from	patch	plates/cold	
weld	repairs.

5.4 thickness	readings	of	roof	plates	
are	satisfactory.

5.5 Pontoon	compartments	are	free	
from	leaks/sweating/corrosion	and	
painting	condition	is	satisfactory.

5.6 Primary	seals	are	in	satisfactory	
condition	(neoprene	sheet	and	
foam).

5.7 condition	of	weather	shrouds	was	
satisfactory.

5.8 deck	support	legs	and	pipe	sleeves	
are	in	satisfactory	condition.

5.9 Main	drain	including	sump	
and	nrv/emergency	drains	are	
checked	and	conditions	are	okay.

5.10 roof	drain	valve	was	found	
opened.

5.11 condition	of	rim	vents/Pv	valves/
breather	valves	was	satisfactory.

5.12 sample/dip	hatch	pipe	condition	
and	rollers/brass	sleeves	are	in	
satisfactory	condition.

5.13 rolling	ladder	and	its	runway	
condition	are	satisfactory.

5.14 condition	of	foam	dam	plates	are	
satisfactory.

6.0 appurtenances/attachments y/n observations

6.1 condition	of	earthing	are	
satisfactory.
	• Between	floating	roof	and	

ladder
	• Between	rolling	ladder	and		

shell
	• Between	shell	and	earth

6.2 condition	of	insulation	and	
claddings	are	checked	and	found	
satisfactory	in	insulated	tanks.

6.3 sealing	of	insulation	around	
manways	and	nozzles	are	
satisfactory.

aPPendIx 8—storage tank Inspection checklist
Tank No. Service: Inspection Date:
Type of inspection: External/internal

OBSERVATIONS OF EXTERNAL INSPECTION

(Continued )
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aPPendIx 8—storage tank Inspection checklist (continued)
OBSERVATIONS OF INTERNAL INSPECTION

6.4 condition	of	staircase,	handrails,	
etc.,	and	paintings	are	satisfactory.

6.5 condition	of	siphon	drains	was	
satisfactory.

6.6 condition	of	cleanout	doors	was	
satisfactory.

7.0 bottom Plates and Internals y/n observations

7.1 Bottom	plates’	painting	condition	
is	satisfactory.

7.2 shell	plates’	painting	condition	is	
satisfactory.

7.3 roof	plates	and	structure	painting	
condition	is	satisfactory.

7.4 condition	of	outer	rim	of	
pontoons	including	painting	(in	
fixed	roof	tanks)	was	satisfactory	
and	no	appreciable	corrosion/
pitting	was	observed.	

7.5 condition	of	weld	seams	in	first	
two	courses	(horizontal	and	vertical	
joints)	is	found	satisfactory	without	
grooving,	pinholes,	and	cracks.

7.6 shell	plates	are	free	from	closely	
located	deep	pitting.

7.7 shell	plates	are	free	from	patch	
plates/cold	weld	repairs.

7.8 shell	to	bottom	plate	joint	is	
found	satisfactory.

7.9 edge	settlement	is	within	the	
reasonable	limit.

7.10 Bottom	plate	weld	seams	are	in	
satisfactory	condition.

7.11 no	appreciable	corrosion/pitting	
on	bottom	plates	was	observed.

7.12 Bottom	plates	are	found	without	
patch	pipes/cold	weld	repairs.

7.13 Bottom	plate	thickness	readings	
were	satisfactory	and	no	appreciable	
thickness	loss	was	observed.

7.14 swivel	joints	and	their	piping	
conditions	were	satisfactory.	swivel	
joint	revisioning	and	hydrostatic	
testing	was	done	at	3.5	kg/cm2	and	
was	found	to	be	satisfactory.

7.15 roof	support	column	and	its	
reinforcement	pad	(if	provided)	
are	in	satisfactory	condition.

7.16 structural	under	roof	plates	viz.	
rafters,	fasteners,	gussets,	etc.,	
are	checked	and	found	to	be	
satisfactory.

7.17 condition	of	sacony	mixture	
(nozzles/supports/pipe)	is	
satisfactory.

7.18 steam	coils	(if	any)	are	surveyed	
for	thickness,	supports,	and	
hydraulically	tested	at	13.5	kg/cm2.	
condition	found	satisfactory.

8.0 details of tanks nozzles/Manholes/clean outdoors 

nozzle Identity sIZe/nb observed thickness

8.1 inlet

8.2 outlet

8.3 roof	drain

8.4 siphon	drain	 1.
	 2.

8.5 shell	manway	 1.
	 2.

8.6 recirculation	line

8.7 Jet	mixture	 1.
	 2.

8.8 temperature	gage

8.9 foam	connections	 1.
	 2.	

8.10 steam	coils	 1.
	 2.	

8.11 cleanout	doors	 1.
	 2.

8.12 any	other	nozzles

9.0 any other specific observations, If any

INSPECTED BY:
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aPPendIx 9—High-Pressure boilers checklist
Date:
VISual INSPECTION
 1) STEAM DRUM

• Internal:
• External:

 2) MUD DRUM
• Internal:
• External:

 3) ECONOMIZER COILS
 4) SUPERHEATER ASSEMBLIES

• Platen superheater
• Final superheater

 5) DESUPERHEATER (DESH)
 6) SUPPLY TUBES
 7) WATER WALL TUBES
 8) WATER WALL HEADERS
 9) RISER TUBES
10) SATURATED LINKS
11) REGENERATIVE PREHEATER
12) STEAM COIL PREHEATER
13) DUCT EXPANSION BELLOWS
14) SOOT BLOWERS
15) SAFETY VALVES
16) SKIN THERMOCOUPLES
17) BURNERS
18) ALLOY ANALYSIS
19) RADIOGRAPHY
20) STRESS RELIEVING
21) REFRACTORY
22) THICKNESS SURVEY
23) PAINTING
24) SAFETY VALVE FLOATING
25) HYDROTESTING

INSPECTED BY:
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sn checklist Points y/n observations

PHysIcal condItIon

1.1 ground	clearance	of	the	piping	
is	adequate.

1.2 Pipeline	is	free	from	any	visible	
sweating/leakage.	

1.3 Pipeline	is	free	from	
dents,	cracks,	scratches,	
impingements,	and	any	
mechanical	damages.

1.4 Pipe	is	accessible	for	inspection	
under	the	culvert.

1.5 Pipeline	route	is	clear	without	
vegetation	in	aboveground	
portion.

tHIcKness survey

2.1 thickness	survey	conducted	
for	aboveground	portion.	
the	results	are	satisfactory	
to	continue	to	operate	the	
pipeline	(attach	thickness	
survey).

2.2 thickness	survey	conducted	
in	underground	piping	on	
sample	basis	after	removal	of	
wrapping/coating	and	found	
satisfactory.

suPPorts

3.1 condition	of	supports	(with	
respect	to	damage/distortion	
in	concrete	pedestal,	roller	gi	
pipe,	sinking	of	support,	etc.)	is	
satisfactory.

3.2 saddle	plates	provided	at	the	
pipe	supports	are	welded	all	
along	the	periphery	to	prevent	
water	ingress.

3.3 Piping	is	anchored	properly	
near	the	expansion	loops.

sn checklist Points y/n observations

corrosIon and Its ProtectIon

4.1 Painting	condition	of	the	
aboveground	pipeline	
throughout	its	length	found	
satisfactory.

4.2 Pipeline	outer	surface	are	
found	without	deep	pitting/
corrosion	attack,	etc.

4.3 check	for	wrapping/coating	of	
pipelines	crossing	roads/dykes/
boundary	walls	and	also	for	
proper	sealing	of	the	sleeve	
pipes	at	ends.

tHerMal InsulatIon

5.1 insulation/cladding	of	pipe	is	
found	satisfactory.	

5.2 steam	tracer	lines	are	free	
from	leakage.	

lPds & otHer taP-off fIttIngs

6.1 all	branch	pipelines	including	
tap-off	points	for	instruments	
and	sampling	points	are	
surveyed	and	general	
conditions	found	satisfactory	
without	cracks/leakage.

6.2 Blinds	used	at	the	dead	ends	
are	satisfactory.

6.4 all	flange	joints	are	leak		
free.

6.5 expansion	joints	are	found	to	
be	free	of	leaks.

7.0 any	other	observations

INSPECTED BY:

aPPendIx 10—Pipeline Inspection checklist
PIPElINE IDENTITY:
Inspection Date:
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furnace
design limit
0c

Maximum skin 
temperature (0c)

visual 
condition of 
furnace

crude	
heater

vacuum	
heater

nsu	
heater

Heater Draft: (mm of WC): CDu heater:
VDu heater: NSu heater:
COLUMN TOP TEMPERATURE
ATMOSPHERIC COLUMN TOP TEMPERATURE–
 LIMIT: —/— °C (Min)
VACUUM COLUMN TOP TEMPERATURE–
 LIMIT: —/— °C (Min)
 pH AND CHLORIDE OF SOUR WATER

overhead 
accumulator

pH (limit: 
5.5–6.5)

chloride (limit: 
<20 ppm)
(Previous day’s 
result)

fe (limit:  
<1 ppm)
(Previous day’s 
result)

-vv-01

DESALTER Yes/No Water injection  m3/hr
OPERATING:
DPC 1201/1202  kg/cm2   Temperature: °C
SALT CONTENT OF CRUDE:
Pre-Desalter: Post-Desalter (Limit: < 0.5 ptb):
CHEMICAL DOSING PUMPS:
CORROSION INHIBITOR: Yes/No
AMMONIA: Yes/No
NEUT. AMINE: Yes/No
DEMULSIFIER: Yes/No 
CAUSTIC: Yes/No
TSP: Yes/No 

INSPECTED BY:

aPPendIx 11—on-stream Inspection format of cdu/vdu/nsu
DaTE: 
THROuGHPuT: m3/hr
TYPE OF CRuDE: LS/HS
REMARKS/AREAS OF CONCERN:
SKIN TEMPERATURE.
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A) HEATERS

Heater 
no.

cot
°c

skin temperature (°c)

arch. 
temperature
°c

flame  
condition

Pass
1

Pass
2

Pass
3

Pass
4

design 
limit

-f-101

-f-102

-f-204

STACK TEMPERATURE 1. IFP HEATERS:
2. NON-IFP HEATERS:
B) COLUMNS

column no.

top temperature °c Inhibitor dosing
(y/n)observed  limit

-c-101

-c-201

C) pH VALUES

vessel no. Ph values remarks

observed  limit

-v-102

-v-104

-v-701

D) STATIC EQUIPMENT UNDER MAINTENANCE:
E) REMARKS/AREAS OF CONCERN:

INSPECTED BY:

aPPendIx 12—on-stream Inspection format of ccru
DaTE:
THROUGHPUT, m3/h (HYD./REFORMER):

A) HEATER

tag no. cot

skin temperature °c

flame Imp.
(y/n)

observed
(Max) limit

-f-01

B) COLUMN

tag no.

top temperature °c Inhibitor dosing
(y/n)observed limit

-c-01

C) Ph VALUE

tag no.

Ph values

remarksrecorded limit

-v-01

D) STATIC EQUIPMENT UNDER MAINTENANCE:
E) REMARKS:

INSPECTED BY:

aPPendIx 13—on-stream Inspection format of vbu
THROUGHPUT (m3/h): DATE:
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1. FEED HEATER

skin temperature, °c box temperature, °c

t. no.  Pass 1 Pass 2  limit  radiation

arch

stack

flame	condition: cot:	 	 draft:	 	 mm	wc

2. RR–SECTION TEMPERATURE

equipment limit, °c dense bed, °c dilute Phase, °c

rg-1

rg-2

3. MAIN FRACTIONATING COLUMN 

top temperature (°c): overhead pH:

4. FLUE GAS COOLER (07-LW-00-001): Generation: T/h

bfw blowdown

Parameter limit observed Parameter limit observed

ph	 	>	9 condition	
(mmho/cm)

<2500

silica	
(ppm)

<.02	 silica	
(ppm)

<10	

residual	
n2h4

>0 Po4	(ppm) <15	

CHEMICAL DOSING:

Morpholene: y/n Hydrazine: y/n
trisodium 
Phosphate: y/n

1. STATIC EQUIPMENT UNDER MAINTENANCE:
2. REMARKS:

INSPECTED BY:

aPPendIx 14—on-stream Inspection format rfccu
THROUGHPUT (m3/h) DATE:
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1. FURNACE

furnace f-01 f-501 f-502 f-503

Max	skin	temperature

2. COLUMN TOP TEMPERATURE

fractionator  stripper

3. AHURALAN INJECTION/WATER INJECTION (YES/NO)

debutanizer 
column stripper column

dM Water In reaction 
system 

4. STATIONARY EQUIPMENT UNDER MAINTENANCE:
REMARKS
B. HGU
1. REFORMER HEATER

cell

skin temperature (Max limit– °c)

t# 1 t#15 t#30 t#45 t#60 t#75

south-aB

north-cd

2. COLD COLLECTOR SKIN TEMPERATURE (MAX 
LIMIT– °C):

3. CHEMICAL DOSING (MORPHOLINE/HYDRAZINE/
TSP) YES/NO

4. pH (LIMIT): STEAM DRUM 
 DEAREATOR 
5. STATIONARY EQUIPMENT UNDER MAINTENANCE:

REMARKS
C. DHDS
1. FEED HEATER SKIN TEMPERATURE (MAX 

LIMIT– °C):
2. CHEMICAL DOSING (CORROSION INHIBITOR) 

YES/NO

stripper column stabilizer column 

3. STATIONARY EQUIPMENT UNDER MAINTENANCE:

REMARKS:

INSPECTED BY:

aPPendIx 15—on-stream Inspection format (oHcu/Hgu/dHds)
a. OHCu DATE:
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aPPendIx 16—cPP on-stream Inspection report format
Date:

unit
load 
(t/H)

flame 
condition

raph air raph f gas

remarks

B#1

B#2

B#3

hrsg

equipment/
stream Parameter limit observed remarks

ph 8.8–9.2

dissolved	o2 5	ppb	(max)

silica 0.01	ppm	
(max)

conductivity 0.3	μó/cm	
(max)

residual	
hydrazine

0.01–0.02	
ppm

drum	water
B1/B2/B3

ph 9.2–10.0

silica 2.0	ppm	
(max)

conductivity 200	μó/cm	
(max)

residual	
phosphate

5–20	ppm

superheated	
steam

silica 0.02	ppm	
(max)

chemical	
dosing

hydrazine
Morpholine
Phosphate	

yes/no
yes/no
yes/no

Note:	any	static	equipment	failure/under	maintenance:

INSPECTED BY:
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A) BBU (U-10)
HEATER (10-F-001)

Max skin temperature
(limit–°c)

box temperature 
(°c)

cot 
(°c)

flame 
condition

Static equipment under maintenance:
B) BBU (U-10)
COLUMNS

top temperature °c remarks

limit observed

-c-01

-c-02

• pH VALUES

refinery sWs
limit (6.0–7.0)

oHcu sWs 
limit (6.0–7.0)

-v-01	sour	
water

-c-01	stripped	
water

-v-02	sour	
water

-c-03	stripped	
water

Static equipment under maintenance:
C) ARU (U-21)
COLUMN (21-C-02)

top temperature (°c)
Inhibitor dosing 
(yes/no) remarks

Limit observed

Static equipment under maintenance:
D) SSRU (U-44)
• MCC Box
• Stack Top Temperature (Limit > 190 °C)
E) SRU (U-22)

INSPECTED BY:

aPPendIx 17—on-stream Inspection format of sru block
 Date:
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figure 16.8—hydraulic	torque	wrench.

figure 16.9—scissor	lift.

figure 16.10—the	bundle	puller.

aPPendIx 18—special tools/gadgets used In Mechanical Maintenance

Source	(figures	16.8–16.10):	Maurya,	s.L.,	ghosh,	a.,	Paranjape,	d.B.,	and	Kacker	r.,	“indian	oil's	reliability	improvement	report	(refineries	division),”	indian	
oil	corporation	Ltd.,	new	delhi,	india,	2005.
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17.1  IntroductIon
Crude oil by itself should not be corrosive to metals, but when 
extracted, it contains water, sulfur-organic compounds, nitro-
gen compounds, salts, organic acids, and other contaminants 
that make it corrosive to metals and alloys used to manufac-
ture equipment and piping. The use of high temperatures 
and pressures in oil refining processes can create particular 
corrosive environments. Additions made to the process as 
raw material or as catalysts can also create particular cor-
rosive environments to these metallic materials. Thus, the 
materials of construction of pressure vessels, heat exchangers 
shell and tube bundles, air coolers, piping, piping acces-
sories, column trays, packing material, and other pieces 
of equipment can be subjected to a rather large variety of 
corrosion and other damage mechanisms. If not properly 
recognized and managed, they can lead to increased risk 
of material failures. Successfully and safely operating the 
petroleum refining industry is thus the challenge facing 
corrosion engineers in this industry. This chapter provides 
a brief overview of the topic of refining industry corrosion 
and, to a lesser extent, corrosion control and inspection. 
This topic is very extensive so readers are encouraged to 
refer to other books related to the subject [1–4].

Understanding the petroleum refining process is of 
paramount importance to material engineers, corrosion 
engineers, and inspection personnel involved in this industry. 
Descriptions of these processes are found elsewhere in this 
manual. In this chapter, the unified numbering system (UNS) 
is used to refer to corrosion resistant metals and alloys; 
more generic names are used for most common materials. 

17.2  Wet corrosIon
The crude oil is fed to the crude distillation unit where 
steam is injected into the distillation tower to aid fraction-
ation. Steam is also used in ejectors to create vacuum in 
vacuum distillation units, sometimes in the coils of furnaces 
as velocity steam to reduce residence time and internal coke 
formation, and as stripping or heating medium in many 
parts of the oil refining processes. Thus, steam and water 
are necessary parts of the refining petroleum process but, 
at the same time, they represent a source of wet corrosion. 

17.2.1  Crude Unit Overhead Corrosion
The corrosion that is the subject of this section includes 
the top trays or packing, the overhead piping of the atmo-
spheric distillation tower, the reflux line at the top of the 
distillation tower, the heat exchangers, and the condensers, 
pumps, and drums in the overhead system. Because of the 
high temperatures used in atmospheric and vacuum distillation 

units, calcium and magnesium chloride salts present in 
the crude oil hydrolyze to form hydrogen chloride (HCl) 
gas, which, in the presence of moisture and water, forms 
corrosive hydrochloric acid. Sulfur and organic acids also 
thermally decompose in the furnace and form hydrogen 
sulfide (H2S) and carbon dioxide (CO2). It has been stated 
that organic acids can also form by thermal degradation of 
crude oil components such as naphthenic acids. All these 
acid gases separate from the liquid and go to the top of the 
distillation tower and the overhead system, together with 
steam, naphtha, and light end products (butanes, propane, 
ethane, and methane). At the typical crude unit overhead 
temperatures of 90 °C to 180 °C, the overhead stream 
becomes corrosive when water condenses and dissolves 
these acid gases. Presence of other contaminants such as 
oxygen, ammonia (NH3), amines, and other chemicals, adds 
to the species contributing to corrosion problems in the 
overhead system. Most of the corrosion and other damage 
mechanisms affecting metallic materials in oil refining are 
described in API RP 571 [5].

Crude unit overhead corrosion is widely described in 
the literature [6–8]. Amine-based products unintentionally 
or intentionally added to the crude oil can also separate 
from the crude oil during distillation and move upward in 
the tower. The amines, NH3, or both can combine with HCl 
and form ammonium chloride salts (NH4Cl), amine hydro-
chloric salts, or both and become a source of fouling and 
severe corrosion for the upper trays or packing beds in the 
distillation tower. 

Some units have a preflash column where light naph-
tha and lighter components are removed from the feed and 
either sent directly to the crude overhead system or pro-
cessed separately in downstream units. A preflash column 
overhead may operate at a temperature low enough that 
it can face similar corrosion problems as the atmospheric 
tower overhead system. Because this corrosion depends on 
water condensation, the overhead system temperature is 
a determining factor. The tower top temperature in some 
units is near or below the water dew point and hence water 
starts condensing within the top of the tower. Naphtha 
is raw gasoline that does not condense within the atmo-
spheric column but goes overhead as vapors together with 
water vapor. Units with a two-stage overhead system are 
designed so that the first stage does not condense water 
but only naphtha; the remaining naphtha and water con-
dense in the second stage. The corrosion problems in these 
systems occur in the second stage and are similar to those 
in single-stage overhead systems. Thus, depending on the 
unit design and operation, the tower top temperature may 

17
corrosion Inspection and control in refineries
Jorge L. Hau1

1 Shell Projects and Technology, Shell Global Solutions (U.S.), Inc., Westhollow Technology Center, Houston, TX, USA
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vary and water condensation is expected to occur when the 
temperature of the overhead vapor stream reaches the dew 
point that depends also on the pressure in the system and 
the water vapor content. However, condensation can also 
occur upstream of the initial condensation point in cold 
spots caused by loss of insulation on the tower and over-
head piping, cold weather, or even by cold reflux entering 
the column. This is referred to as shock condensation. 

In spite of the several mitigation methods used for crude 
overhead corrosion control, the corrosion and fouling prob-
lems persist in many refineries. There have been problems 
with desalting [9], tower top temperature variation, spot 
or shock condensation, and presence of tramp bases or 
other uninvited contaminants. There have also been con-
cerns about the presence of no extractable chlorides [10] 
because of reported problems. These are usually non-water-
soluble organic chloride compounds that are not removed 
by desalting. They only partially hydrolyze in the crude 
heaters and the HCl thus produced joins the HCl normally 
produced by inorganic chloride salts. The remaining non-
hydrolyzed portion of the organic chlorides is carried away 
with the naphtha and upper side streams. Attempts have 
been made to identify the impact of amine contaminants 
[11] and amine-based H2S scavengers [12] on the corrosion 
in crude distillation units. All these factors may cause loss 
of pH control, loss of corrosion inhibition, increased initial 
condensate corrosion, increased fouling by hydrochloric 
neutralization salts and increased pitting or localized corro-
sion under deposit. When water separation is inefficient, 
the naphtha reflux may carry some of the neutralized water 
to the tower and once there, salts may deposit on trays 
and packing as this water evaporates. If these salts form or 
fall on draw-off trays, they can also be taken with the side 
stream to downstream units. 

17.2.1.1	 Corrosion-resistant	Materials	for	
Crude	overhead	Corrosion
Carbon steel is still the most common metallurgy used for 
heat exchanger tubes in the crude distillation unit over-
head systems. Some units have crude feed/overhead vapor 
exchangers to start heating the feed with the overhead 
vapor stream. Most crude units have overhead condensers 
that could be of the shell/tube bundle type or fin fan air cool-
ers. In the case of cooling water condensers, this water is nor-
mally oxygenated and the life of carbon steel bundles may 
be limited because the tubes suffer corrosion on the cooling 
waterside and the process side as well. Standard austenitic 
stainless steels of the series 300 could resist the general cor-
rosion, but because of their susceptibility to chloride SCC 
(Cl SCC), they are not normally used. Austenitic stainless 
steels of the series 300 are also susceptible to under-deposit 
chloride-induced pitting on both the cooling waterside and 
process side. Duplex stainless steel S31803/S32205 and super 
duplex stainless steel S32750 can be used instead of 300 series 
stainless steels. Cu-Ni alloys C70600, C71500, and N04400 
have been used. Admiralty brass metals C44300, C44400, and 
C44500 are used, but they are susceptible to NH3 stress cor-
rosion cracking (NH3 SCC). 

Alloy N04400 has traditionally been used as clad mate-
rial, trays, packing, and other internal components in the 
crude distillation tower top. It is resistant to the HCl corro-
sion prevailing in the crude distillation unit overhead for 
most conditions but it has also failed by severe corrosion. 

The corrosion of trays, packing, and demister made of alloy 
N04400 and trays made of super austenitic stainless steel 
alloy N08367 have been attributed to amine hydrochloric 
or NH4Cl salt corrosion. The environment developed under 
these deposits is aggressive enough to completely dissolve 
these alloys, particularly if the components are made of 
thin metal sheets. Alloy N06625, N10276, grade 2 titanium, 
or grade 12 titanium may offer better corrosion resistance 
but when there are problems related to fouling and corro-
sion with these salts inside the distillation tower, it is best 
to treat the source and thus prevent salt deposition from 
occurring. Grade 2 is commercially pure unalloyed tita-
nium; grade 12 titanium (Ti 0.8Ni-0.3Mo) is alloyed with 
nickel and molybdenum. Alloy Ti-0.3Mo-0.8Ni (grade 12) 
has applications similar to those for unalloyed titanium 
(grade 2) but has better strength and corrosion resistance. 
Changing the metallurgy of the internal components at the 
top of the tower should be the last resort.

17.2.1.2	 vaCuuM	unit	overhead	Corrosion
Most of the subject of overhead corrosion and control is 
devoted to atmospheric crude units, but vacuum distillation 
column overhead can also suffer similar corrosion problems 
even though most vacuum units operate without added 
steam and are therefore drier. Even if there were steam 
in the vacuum distillation tower, it would not condense 
because of the vacuum in the overhead system; this is until 
the overhead stream reaches the condenser shells. Some 
salts do not hydrolyze in the atmospheric crude distillation 
furnaces but in the vacuum distillation furnaces. The result-
ing hydrogen chloride vapor moves to the top of the vacuum 
distillation column and vacuum column overhead system. 
HCl corrosion can hence occur in the condenser shells, the 
outside surface of the tubes in these condensers, and in the 
receiver drum (the hot well). Because of the higher tem-
peratures normally used in the furnaces of vacuum units, 
as compared with crude distillation unit furnaces, further 
decomposition of sulfur species occurs that produces H2S 
that travels to the vacuum tower overhead. Organic nitrogen 
compounds can also decompose and produce NH3. Some 
refineries inject amine neutralizer and filmer inhibitor into 
the overhead system of the vacuum distillation unit to con-
trol corrosion. Oxygen can enter the vacuum system with 
air leaking connections and accelerate corrosion. Some cor-
rosive organic acids may form because of this oxygen and 
contribute to the corrosion of carbon steel. In general, how-
ever, vacuum overhead system corrosion is far less severe 
than corrosion in crude unit overhead systems.

17.2.2 Wet H2S Corrosion and Cracking
There is a considerable amount of published literature 
on the subject of wet H2S cracking of steels [13]. The wet 
H2S environment is defined as that having a total sulfide 
concentration greater than 50 ppmw in the aqueous phase 
or even at least 1 ppmw if the pH is lower than 4.0. In the 
gas phase, when handling only gases, the requirement is to 
have more than 0.0003 MPa partial pressure of H2S [14]. It 
is not uncommon to have 50 ppmw or more total sulfide in 
the water collected in the overhead systems of both atmo-
spheric and vacuum distillation. The pH of this water is 
usually higher than 4.0, but without neutralization the pH 
can certainly decrease to less than 4.0. Therefore, if these 
 definitions are applied, the carbon steel equipment in the 
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overhead systems of both atmospheric and vacuum distilla-
tion units would have to be considered in wet H2S service. 
This means that pressure vessels in this service should 
comply with certain requirements when newly fabricated 
[15–17] and the refinery should comply with certain inspec-
tion practices for pressure vessels in service [18]. These 
actions add cost to the construction of new equipment and 
to the maintenance of existing equipment because of the 
special inspection required for crack detection and other 
wet H2S-related damage mechanisms.

The required pressure and stress level to activate wet 
H2S SCC is not addressed in these recommended practices 
and standards dealing with this topic. If the pressure is vac-
uum or near atmospheric in the overhead systems, there is 
no driving force for cracks to propagate through thickness, 
except for the residual stresses. Residual stresses may be as 
high as the yield strength of the steel but are confined to a 
small area beyond which crack growth will arrest. The typi-
cal operating pressure at the overhead system of crude dis-
tillation columns is 0.10–0.21 MPa so the required design 
for pressure vessels, piping, heat exchanger shells, and fin 
fan cooler header boxes can be thin-wall construction. The 
wall thickness is a determining factor for the hardness and 
the residual stress of carbon steel weldments. Welding thin 
wall vessels may neither result in hard heat-affected zone 
(HAZ) nor in high residual stresses in common carbon 
steels used to fabricate refinery equipment using standard 
welding methods and procedures. However, shallow single 
pass welds used as internal attachment welds or to fill pits 
may result in hard HAZ and welds susceptible to wet H2S 
SCC, and these should be avoided. These attachment welds 
should be made using at least two passes and high heat 
input for welding. Equipment with pitting damage should 
be evaluated to determine whether they need to be repaired 
or left as they are. If repairs are required, proper repair proce-
dures should be used. 

It is found that some refineries include their crude and 
vacuum overhead system equipment in wet H2S service 
and some do not. A risk-based inspection approach [19] is 
recommended to deal with these inspection issues. A strat-
egy is often adopted to remove items from the special wet 
H2S cracking inspection list when two or three separated 
inspections have already been performed, each after at least 
one unit run, and no indications are found. This would be 
valid provided the operating conditions remain unchanged.

The wet H2S damage mechanisms are more relevant 
in refinery process units that handle higher H2S concentra-
tions than crude distillation. The high temperatures used 
in processes like visbreaking, fluidized catalytic cracking 
unit (FCCU), delayed coker, and other thermal cracking 
processes produce significant amount of H2S. In hydropro-
cessing the desulfurization occurs by converting organic 
sulfur compounds into H2S that is then removed from the 
treated product. 

The wet H2S phenomenon involves the corrosion reac-
tion of H2S with the steel and the generation of hydrogen, 
which, rather than combining with another hydrogen atom 
and evolving as gas that moves away from the steel, it enters 
and diffuses into it. Just by being inside the steel, if this is 
harder than about 22 HRC (Rockwell hardness, scale C), this 
dissolved hydrogen can cause H2S SCC. The phenomenon is 
dependent on hydrogen flux, but it will not occur if the steel 
is not hard enough, the stress is not high enough, or both.

Susceptibility to wet H2S damage not only depends on 
the corrosive environment but also on the carbon steel type. 
Hydrogen-induced cracking (HIC) and hydrogen blisters (H2 
blisters) depend on cleanliness of the steel. Even if the steel is 
not harder than 22 HRC, as hydrogen atoms diffuse through 
the steel, they can be trapped in nonmetallic inclusions, 
combine with another hydrogen atom to form hydrogen 
gas within these defects, and build up enough H2 pressure 
to create a HIC. If the HIC were well inside the wall thick-
ness, the crack would not be apparent from the surface and 
would be detectable only by ultrasonic inspection means. If 
the HIC is close enough to the steel surface, the build-up of 
H2 pressure at the defect can cause a bulge on the surface 
and thus it produces a H2 blister. HIC can occur isolated, 
randomly distributed, or aligned in a step-like form, in 
which case it is referred to as step-wise cracking. In the 
presence of high-tensile stress, several HICs can form aligned 
in the through-wall direction, one form of which becomes 
SOHIC (stress-oriented hydrogen-induced cracking). The 
most critical wet H2S damage is SCC followed by SOHIC, 
HIC, and H2 blisters.

HIC and H2 blistering can form a single and large crack 
extending parallel to the vessel wall or numerous and rather 
small cracks. If there is concern with the integrity of the 
vessel due to widespread H2 blistering, HIC, or both, a window 
is sometimes cut to remove the most affected area and an 
insert plate is welded in place. The usual recommendation 
is to post-weld heat treat (PWHT) after weld repair, but if 
H2 blisters or HIC are left in the steel that is not replaced 
the H2 trapped will cause high-temperature hydrogen attack 
at the temperatures and times typically used in PWHT 
[20]. There have also been instances where residual HIC 
has developed into very large bulges during post-weld heat 
treatment as the steel softens and the hydrogen pressure 
inside these existing HIC greatly increase with increasing 
temperature during this heat treatment.

The concern about wet H2S corrosion service is mainly 
with pressure vessels. Most refineries do not specify post-
weld heat treatment or inspection for wet H2S SCC for car-
bon steel piping made of seamless fully killed low strength 
carbon steel (e.g., ASTM A-106, grades A and B). Seamless 
pipe circuits have only circumferential welds to join pipe 
with pipe, and branch connection and attachment welds. 
Butt welds in these piping circuits are made with multipass 
welding where subsequent weld beads soften the weld pass 
and associated heat affected zone underneath. It was once 
stated that welding piping from outside only would leave a 
compressive residual stress system that does not favor SCC. 
However, occurrence of stress cracking in alkaline media, 
such as caustic and amine, has demonstrated that this is not 
true; there is a residual tensile stress system at the welds of 
these piping circuits; otherwise caustic or amine SCC would 
not occur. Thus, hardness is most likely the reason wet H2S 
stress cracking does not occur in seamless low strength 
carbon steel type ASTM A-106 grades A and B. Also, the 
threshold level of the tensile stress required to cause SCC is 
believed to be much lower for alkaline SCC than for wet H2S 
stress cracking. The presence of cyanides (HCN) is known 
to considerably increase hydrogen flux because they destroy 
the protective iron sulfide layer. Carbon steels exposed to 
hydrofluoric acid (HF) may experience damage [21] in a 
very similar manner as in wet H2S environment. The HF 
environment is present in the HF alkylation process.

AST-MNL58-11-0801-017.indd   439 3/12/13   2:45 PM

 



440	 Petroleum refInIng and natural gas ProcessIng

17.2.3 Ammonium Bisulfide Corrosion
H2S and NH3 react to form ammonium bisulfide (NH4HS). 
The concentration of NH4HS is not very high in visbreaker, 
FCC, delayed coker, and fluidized coker units, which is why 
carbon steel is still suitable for most equipment and piping 
used in the recovery units where light end products from 
these units are fractionated. 

NH4HS corrosion is a well-known concern in hydro-
processing units. The reactor effluent stream is cooled from 
about 120 °C–200 °C to 37 °C–66 °C using fin fan coolers. 
This system has been known as the reactor effluent air 
cooler (REAC), although shell/tube bundle cooling water 
exchangers are also used. The main problem is fouling due to 
the presence of NH4HS [22]. To avoid NH4HS salt deposition 
water wash is necessary to dissolve and wash away this salt, 
but in doing so water is introduced that becomes corrosive 
itself. Thus, the corrosion is associated with salt deposition 
and concentrated NH4HS solution. High fluid velocities 
have the effect of removing the protective iron sulfide layer 
that forms on the metal surface and thus greatly accelerate 
the corrosion. 

Oxygen introduced by the water injected into the hydro-
carbon stream can accelerate corrosion. Chloride present in 
the feed or introduced by the use of catalytic reformer hydro-
gen does not seem to make NH4HS corrosion any worse but 
NH4Cl salt can start precipitating at a temperature higher 
than that for NH4HSI. NH4Cl salts formed upstream of the 
wash-water injection point can cause fouling and severe 
under deposit corrosion if these salts absorb moisture.

The problems with REAC corrosion have persisted [23] 
in otherwise noncorrosive conditions for unfavorable fluid 
distribution to the condenser system. The cause of corrosion 
is reasonably well understood, but it is recognized that is a 
complex phenomenon that depends on a larger number of 
variables, other than just the presence of H2S/NH3, NH4HS 
concentration, and velocity. There is usually a bank of air 
coolers, several cooling water shell/bundle exchangers, or 
both in the REAC. The design of the incoming piping to 
these condensers is a significant variable, a balanced design 
being preferred because of equal distribution of hydrocar-
bon and wash water and minimum differences in velocity 
among the several condensers. 

Recent research results were published [24] that 
depart from rules of thumb previously applied to these 
systems. The statement that corrosion is low at NH4HS 
concentration of 2 wt % or less still seems valid, with 
the added information that the effect of velocity at this 
concentration is only marginal. At intermediate NH4HS 
concentration of 2 to 8 wt %, low to moderate corrosion 
was observed, significantly increasing with velocity. At 
intermediate NH4HS concentration greater than 8 wt %, 
moderate to high corrosion was observed, significantly 
increasing with velocity. The H2S partial pressure was 
found to be a major factor that was deemed necessary 
to consider when predicting corrosion rate. The velocity 
limit of 6.1 m/s was found to be too conservative at low 
NH4HS concentration and low H2S partial pressure and too 
liberal at high NH4HS concentration and high H2S partial 
pressure. The presence of hydrocarbon mixed with the 
sour water resulted in significant reduction of corrosion, 
as compared with sour water without it. Super duplex 
stainless steel S32750 and super austenitic stainless steel 
N08367 exhibited far more corrosion resistance than 

duplex stainless steel S31803/S32205. Alloy N10276 was 
the most corrosion resistant of all the alloys tested.

In the field, there are additional factors that may play 
important roles on the NH4HS corrosion. The wash water 
is usually injected into a 100 % vapor stream and, as this 
stream cools down, hydrocarbon starts condensing either 
in a fin fan cooler bank or cooling water exchangers. Part 
of the injected wash water may vaporize to condense back 
into water when it cools down. Thus the water quality and 
source, wash water rate, the location of the injection point, 
whether it is multiple or single, if it has quill or a spray nozzle, 
will all matter. Among all these factors, the flow regime 
plays a major role [25]. Best practices for water washing in 
hydroprocessing units have been described [26] to address 
some of these topics.

In the inlet or outlet piping of the REAC system, 
NH4HS corrosion is expected to be more pronounced at the 
extrados of elbows, the impingement side of the tee and, in 
general, where there is high turbulence or a change in the 
direction of flow in single liquid phase flow condition. 

17.2.4 Ammonium Chloride Corrosion
When present, chlorides from HCl in hydroprocessing reac-
tors can combine with NH3 and produce NH4Cl. Several 
cases of NH4Cl corrosion have been reported in the REAC 
system [27], the fractionator feed preheat exchangers [28], 
and also in the stripper column overhead [29]. NH4Cl cor-
rosion could be very aggressive to carbon steel and other 
alloys. Its presence can also encourage chloride SCC (Cl 
SCC) [30] in austenitic stainless steels. The catalyst in cata-
lytic reformer units is activated with addition of chloride 
compounds that may become the source of HCl that is 
carried with the H2 that is used in hydroprocessing. Nickel 
base alloys N06625 or N08825 may be required to resist this 
aggressive corrosive environment. However, as mentioned 
earlier, the remedy actions should first attempt to eliminate 
the source of chloride whenever possible, rather than to go 
directly for upgrading the metallurgy. Catalytic reformer H2 
is often passed through chloride traps, absorbers, or pres-
sure swing adsorption to remove the HCl before using it in 
hydroprocessing plants.

17.2.5 Acid Corrosion
There are other process units in the oil refining industry that 
are corrosive because of the process itself. For instance, the 
catalyst in alkylation is pure HF [31] or sulfuric acid [32], 
both very corrosive to metals and alloys. The materials used 
in HF and sulfuric acid service have been fully described 
elsewhere [33,34]. Polymerization unit is a different process 
in that solid phosphoric acid catalyst is used. Because this 
catalyst is fragile, fine catalyst particles may break and be 
carried away downstream. At the normal reactor temperature 
and pressure, there is no concern of corrosion, but these 
fine particles may be carried away downstream of the reac-
tors, where they may react with water or moisture and form 
phosphoric acid that may corrode both piping and vessel 
walls where the wet material deposits on the surface. 

17.2.6 Dead Legs and Injection Points
The corrosion rate in dead legs can vary significantly from 
adjacent active piping and hence, they represent places 
demanding special attention. Dead legs include points 
both at the stagnant end and the end at the connection to 
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an active line. Several corrosion mechanisms associated 
with injection points have become apparent to refineries 
over the years. Many of these problems have resulted in 
highly localized deterioration and even piping failures. The 
approach has been to also treat them as separate inspec-
tion circuits that demand special attention and thorough 
inspection on a regular basis. Both topics, dead legs and 
injection points, have been covered in piping inspection 
code [35], and inspection practices for piping system 
components [36]. There is a technical committee report by 
NACE International on the subject of refinery injection and 
process mixing points [37]. The use of quills or injectors 
is always advisable. There are many design considerations 
and aspects that need to be taken into account to achieve 
trouble-free injection points. 

17.2.7 Sensitization
Solution annealing is a heat treatment used in 300 series 
stainless steels and it consists of heating the material up 
to a temperature above 1066 °C and holding it long enough 
for the carbon to go into solution. After this, the material 
is quickly cooled to prevent the carbon from coming out 
of solution. Solution annealed material is in its most 
corrosion-resistant and ductile condition. Sensitization in 
the steel occurs from chromium depletion along austenite 
grain boundaries due to chromium carbide precipitation 
during welding these types of austenitic stainless steels or 
during high-temperature operations, higher than 370 °C. 

In certain corrosive environments, sensitized austenitic 
stainless steels may suffer intergranular corrosion or even 
intergranular SCC. Because of this, low carbon grade or 
stabilized grade S32100 and S34700 are used. Stabilizing heat 
treatment performed after the material has been solution 
annealed enhances the sensitization resistance of these stabi-
lized grades. The stabilizing heat treatment is to tie up the 
carbon with the stabilizing elements (either Ti or Nb) and 
thus leave no carbon available for sensitization. Sensitization 
is more likely in the presence of coke at temperatures high 
enough for carburization to occur; this would provide more 
carbon to the steel for the sensitization phenomenon.

17.3  scc
There are a number of SCC mechanisms that may affect 
the materials in oil refining equipment and piping. The 
SCC mechanism caused by wet H2S and HF corrosion was 
already described. This mechanism is basically delayed 
cracking due to hydrogen embrittlement. In the more 
general cases of SCC, the cracks form and grow by anodic 
dissolution, which is the typical mechanism that does not 
depend on the material hardness or strength level, although 
cold working usually has an adverse effect. The cracking 
process in this case involves the direct action of corrosion 
on the cracking formation and growth mechanism. In all 
cases of SCC, three contributing factors are required, the 
presence of tensile stress, the wet corrosive medium, and 
the susceptible material or metallurgical condition.

17.3.1 Polythionic Acid SCC (PTA SCC)
PTA SCC refers to a branched intergranular SCC that can 
occur in sensitized austenitic stainless steels. PTA refers 
to the family of acids that can form by the oxidation and 
hydrolysis of iron sulfide films that formed on the austenitic 
stainless steel surface during service. This sulfide film 

formation cannot be avoided because these steels, under 
high-temperature sulfidic corrosion conditions, will natu-
rally form it; moisture and air are naturally present in the 
environment as soon as the equipment or piping is opened 
to the atmosphere for maintenance or inspection. The 
required material condition is being sensitized. Because the 
sulfide scale forms on the inside surface, PTA SCC starts on 
the inside surface and propagates through wall thickness 
toward the outside surface.

Soda ash neutralization procedure is used to prevent 
PTA SCC. Decoking furnace tubes is often done by mechan-
ical means, using coke cutting “pigs” pushed with water, 
which should also contain similar amount of soda ash for 
neutralization purpose. The aqueous soda ash solution is 
also recommended for hydrotesting austenitic stainless 
steel heater coils, pressure vessels and piping in this service 
likely to produce PTAs. After using this alkaline water, it is 
of paramount importance that all the remaining solution is 
drained, particularly the low points in the system that can 
concentrate carbonate and chlorides that can cause either 
chloride SCC or caustic type SCC upon heating.

Applying all these measures to prevent PTA SCC is time 
consuming and costly. Thus, determining when they are 
really required or not can be gainful. There is an increasing 
amount of austenitic stainless steel being used to deal with 
high-temperature sulfidic corrosion, naphthenic acid corro-
sion, or both in crude and vacuum distillation units. The 
furnaces heat the feed to about 370 °C in atmospheric 
distillation and up to 400 °C in vacuum distillation. This 
sets the temperature the metals will be exposed to outside 
the furnaces. Thus, in the case of crude units, the tempera-
ture may be below the range required for sensitization. 
However, furnace tubes can be exposed to at least a 50 °C to 
100 °C higher temperature than the fluid inside the tubes; 
thus, they are expected to be more susceptible to sensitization 
and, hence, to PTA SCC. Only a few instances of PTA SCC 
have actually been reported to occur in crude and vacuum 
distillation units. 

PTA SCC occurs when there is not operating pres-
sure. The stress causing it is the residual stress present in 
weldments or that arising from lack of flexibility in piping 
circuits and piping-to-equipment connections. If it occurs 
and propagates through thickness, the cracking is detected 
during the start-up procedure or soon after the unit returns 
to service, requiring a new shutdown for inspection, repair, 
and replacement. Thus, it can be a costly event, not only 
because of the maintenance cost involved in the repair job 
but also due to the loss of production.

The reported sensitization temperature ranges for 
stabilized grade S32100 and S34700 steels is 400 °C–815 °C. 
Operating temperature for hydroprocessing units may vary 
from 300 °C to 450 °C. Thus, in some low-severity hydro-
processing units, the piping and feed/effluent exchanger 
temperature would be below the sensitization range but, 
as mentioned earlier, furnace tubes can experience higher 
temperature and are hence more likely to sensitize in 
 service. 

The most established corrosive environment leading 
to high PTA SCC potential is that containing hydrogen 
with significant amount of H

2S. Some hydroprocessing 
units use sweet hydrogen (with no H2S), so this corrosive 
environment would not form but at the reactor where the 
conversion of organic sulfurs species to H2S occurs and is 
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carried downstream. Some other hydroprocessing units use 
sour recycle hydrogen (with H2S) so this H2/H2S corrosive 
environment would be present at the hydrogen injection 
point and downstream.

Hydroprocessing reactors usually have their internal 
surfaces protected by a layer of austenitic stainless steel 
to provide for the necessary corrosion resistance to high-
temperature sulfidic corrosion in the presence of a H2/H2S 
environment. The protective layer of austenitic stainless 
steel may be a weld overlaid layer or clad. The clad mate-
rial is applied to the base metal by hot rolling or explosion. 
Hot-rolled clad forms a metallurgical bonding with the base 
metal, while the explosion bonding is a solid-state welding 
process that uses the forces of controlled detonations to 
accelerate one metal plate onto another and thus create 
a diffusionless bonding. Because of the problem with 
hydrogen-induced clad disbonding during service, weld 
overlay is preferred, with the added beneficial effect 
that low carbon and chemically stabilized weld overlays 
appear very resistant to PTA SCC if the operating tempera-
ture is below 455 °C. 

The PTA SCC concern should be limited to austenitic 
stainless steel exposed to high-temperature sulfidic corro-
sion with and without H2. Extending the practices to prevent 
PTA SCC in austenitic stainless steels exposed only to H2S 
or NH4HS wet service may be overly conservative. 

17.3.2 Chloride SCC
Chloride SCC refers to a branched cracking that can occur 
in austenitic stainless steels independently of whether they 
are sensitized or not. Usually in nonsensitized austenitic 
stainless steels the cracking is transgranular, but if the steel 
is sensitized it can also occur intergranularly. The chloride 
SCC has been a potential damage mechanism for austenitic 
stainless steels used in oil refineries. The potential for 
external chloride SCC under thermal insulation has been 
recognized and recommended practices have been issued 
[38] to address this potential problem. The problem occurs 
when water and chloride enter the insulation material. The 
chlorides can be from the insulation material itself or exter-
nal sources, more frequently coastal atmospheres, nearby 
chloride-containing chemical processes, wash water, fire 
protection deluge systems, and process spillage. The hot 
metal surface concentrates the chlorides by evaporation. 
Equipment that cycles through the water dew point is 
particularly susceptible because of chloride concentration.

Most external chloride SCC failures occur when the 
metal temperature is in the hot water range, 50 °C to 
150  °C, and less frequently when the temperature is out-
side this range. Water is usually necessary and it is gener-
ally believed that it will not occur at temperatures where 
water cannot exist in liquid form. An apparent temperature 
threshold of about 50 °C–60 °C has been observed, below 
which cracking probability becomes very low. Sufficient 
tensile stress must be present for chloride SCC to occur. 
Protective coating systems have been recommended for 
austenitic stainless steels under insulation.

Chloride SCC can also occur due to presence of chlorides 
in the process environment inside equipment and piping. 
Oxygen is usually necessary, but this may vary with the 
nature of the aqueous solution. For instance, dilute aque-
ous solutions do not cause chloride SCC if completely free 
of oxygen [39]. The simultaneous presence of H2S and 

chlorides has a synergistic effect even causing chloride SCC 
in the absence of oxygen. The presence of molybdenum, as 
an alloying element, tends to inhibit chloride SCC. Low pH 
aggravates chloride SCC at least until cracking is initiated; 
thereafter, the pH conditions within cracks become acidic 
and do not necessarily coincide with those of the bulk 
environment. Although it has not been possible to find a 
safe low-chloride concentration, it has been customary to 
specify a maximum of about 50 ppmw chlorides for water 
that is used for hydrotesting, washing, or flushing austenitic 
stainless steel equipment and piping. Kerosene or naphtha 
has been used instead of water to perform hydrotesting in 
heater tubes.

Because of the concern of chloride SCC, corrosion and 
material engineers are sometimes forced to select alloys 
other than austenitic stainless steels for equipment and 
piping in the oil refining industry. Duplex stainless steels 
have become popular [40] in this respect, but these steels 
have temperature limitations. It is not recommended to 
use duplex stainless steels beyond about 280 °C–340 °C. 
Prolonged exposure to temperatures exceeding these limits 
may cause undesirable metallurgical changes in duplex 
stainless steels. Nickel-based alloy N08800 and N088250 
are resistant to chloride SCC. In general, nickel-base alloys 
are often used under wet operating conditions because of 
their resistance to chloride SCC. 

17.3.3 Caustic SCC
Caustic sodium hydroxide (NaOH) is used in many petro-
leum refinery applications in a wide range of concentrations 
and temperatures. Caustic SCC of carbon steel equip-
ment and piping has been a well-known phenomenon. It 
is an intergranular SCC mechanism producing multiple 
branched cracking. The caustic soda service chart [41] is 
still used today to determine the temperature and concen-
tration, beyond which carbon steel may become susceptible 
to caustic SCC. Post-weld heat treatment is effectively used 
to mitigate the problem because it significantly reduces the 
residual stress. However, above certain temperature level 
and given caustic concentration, even low stresses may still 
result in cracking, in which case not even post-weld heat-
treated carbon steel is suitable for hot caustic service. 

Austenitic stainless steels [42] and even nickel-based 
alloys may become susceptible to caustic SCC at relatively 
high temperatures. With austenitic stainless steels, the 
morphology of cracking is often transgranular and indistin-
guishable from chloride SCC but intergranular cracking is 
also observed. Because chloride is a common contaminant 
in caustic, SCC failures in caustic environment may not be 
conclusively ascribed to either chloride or caustic. Also, 
although caustic is the most common SCC encountered, 
other alkali metal compounds may cause similar SCC 
problems. For instance, carbonate SCC has occurred in low 
points that have not been properly drained after alkaline 
washing done with soda ash to protect austenitic stainless 
steel piping systems in hydroprocessing units from PTA 
SCC. These pockets of alkaline water tend to dry out and 
thus significantly increase the alkaline concentration; SCC 
may then occur in hours when warming up the unit for 
start up. Because of this potential problem, some refiner-
ies have selected nickel-based alloy N08800 or N088250 
for small-bore connections at low points in these austenitic 
stainless steel piping systems to reduce the SCC problem.
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Duplex stainless steels and alloy N04400 may also 
experience SCC under certain conditions of concentra-
tions and temperatures. Alloy N06600 is preferred to alloys 
N08800 and N088250, which may crack by caustic SCC 
more easily than alloy N06600. The technically correct 
metal for the greatest immunity to caustic SCC is nickel, 
either N02200 or N02201 sometimes used as clad material.

17.3.4 Alkaline SCC
There are other common substances that can cause inter-
granular SCC in carbon steels, usually with multiple 
fine-branched cracks. A list of the most common alkaline 
environmental cracking mechanisms affecting carbon steels 
in oil refining services is given in the literature [15]. These 
are caustic; alkanolamine-containing CO2, H2S, or both; and 
alkaline sour waters containing carbonates. Alkanolamine 
solutions are widely used in oil refineries and gas plants to 
remove H2S, CO2, or both from hydrocarbon streams in the 
liquid or vapor phase, in plants referred to as amine units. 
Amine SCC is dealt with in the API RP 945 [43]. There is a 
dependence of the amine SCC and the metal temperature 
above which cracking is most likely. Thus, post-weld heat 
treatment is recommended for carbon steels in amine units 
depending on the type of amine used and the operating tem-
perature. The temperature limit varies from 60 °C to 88 °C. 
There is no temperature limit for monoethanolamine.

Not only the normal operating temperatures should be 
considered, but also the effects of heat tracing and steam-
out on the metal temperature of carbon steels in contact 
with the amine or caustic solution. Equipment and piping 
have been known to crack during steam-out due to the pres-
ence of amine. The same concern arises when performing 
any kind of hot work on existing carbon steel equipment and 
piping in amine units. These should be thoroughly cleaned 
before attempting steam-out or before conducting repairs 
or alterations involving welding. Washing and flushing 
the equipment and piping with copious amounts of water 
to remove any residual amine or caustic contamination 
achieve this. As a conservative precautionary measure, 
refineries may apply post-weld heat treatment to every 
carbon steel equipment and piping in amine and caustic 
units, irrespective of the operating temperature. This is 
usually the case for carbon steel piping and equipment 
handling lean amine.

Intergranular SCC in carbon steels has been reported 
in the FCC main fractionator overhead systems [44] and 
attributed to carbonate SCC. It has been recently noticed that 
as the FCC feed is hydrotreated to reduce its sulfur content, 
new conditions are created that favor carbonate SCC [45]. 
The Task Group 347 of NACE International recently issued 
a technical committee report on this subject [46]. When 
metallographic cross-sections of damaged carbon steels are 
examined, the damage consists of intergranular oxide-filled 
branched cracks, indistinguishable from caustic and amine 
SCC. Similar type of damage has been found in buried 
pipelines in certain soil environment [47]. Post-weld heat 
treatment is normally applied to prevent carbonate SCC in 
oil refineries. 

Alkaline SCC also can occur in carbon and low-alloy 
steels in anhydrous ammonia service [48]. The list of all 
possible cracking mechanisms that could affect metals and 
alloys commonly used in the oil refining industry has not 
been exhausted here, but the description of each of them is 

outside the scope of this chapter; a description was given 
for most common ones.

17.4  dry corrosIon
Like high-temperature oxidation of metals, dry corrosion 
occurs in the absence of water. It is attributed to sulfur, 
naphthenic acids, or both. Once the temperature of the 
crude oil feed reaches or exceeds about 230 °C, problems 
with high-temperature sulfidic corrosion and naphthenic 
acid corrosion may begin. Both corrosion mechanisms are 
temperature/velocity dependent; therefore, the most critical 
parts are the places and locations where the temperature 
and the velocity or turbulence is the highest. These locations 
are typically furnace tubes, furnace outlet piping, transfer 
line (from the furnace to the distillation tower), pumps, 
and downstream control or pressure let down valves. The 
internal components and wall of the distillation towers can 
also be affected. 

Depending on the amounts and aggressiveness of the 
sulfur species and naphthenic acids present, the potential 
for corrosion could continue to occur in the side stream 
piping circuits and bottom lines of distillation towers, includ-
ing the associated heat exchangers, drums, and pumps. The 
atmospheric bottoms are fed to the vacuum unit where 
the potential for high-temperature sulfidic corrosion and 
naphthenic acid corrosion continues. Actually, naphthenic 
acid corrosion is typically more critical in vacuum distil-
lation units than in crude distillation units. The vacuum 
tower bottoms are fed to visbreaker, delayed coker, or fluid-
ized coker units, but the corrosion concern in these units 
is more high-temperature sulfidic corrosion rather than 
naphthenic acid corrosion. For side streams, the potential 
for these two corrosion mechanisms continues in all the 
downstream units for as long as the operating temperature 
reaches or exceeds about 230 °C. 

17.4.1 High-Temperature Sulfidic Corrosion in 
the Absence of Hydrogen
The modified McConomy curves have been generally use-
ful for predicting corrosion rates for various steel alloys 
in refining process streams based on total sulfur present 
[49,50]. The original McConomy curves were published in 
1963 by the API Subcommittee on Corrosion [51]. They 
were hand-fitted curves through widely scattered points 
obtained by industrial surveys containing field and labora-
tory corrosion rates. The predicted corrosion rates were 
those on the curves, and these were found to be overly con-
servative and were later modified. A corrosion rate multi-
plier factor was then provided to account for sulfur content 
from 0.05 to 5 wt %. The curves show increasing corrosion 
rate in a logarithmic scale from practically 0 mm/year to 
about 2.54 mm/year, at increasing temperature on a lineal 
scale, from about 260 °C to 400 °C. There are seven roughly 
parallel curves from top to bottom corresponding to car-
bon steels, 1–3 wt % Cr steel, 4–6 wt % Cr steel, 7 wt % 
Cr steel, 9 wt % Cr steel, 12 wt % Cr steel (S40500, S41000, 
S41008), and 18Cr/8Ni austenitic stainless steel.

Crude oils having less than about 0.6 to 1.0 wt % sulfur 
are usually referred to as sweet and those having higher 
sulfur content are known as sour. The definition is arbitrary 
but has been the basis for making material selection. When 
high-temperature sulfidic corrosion becomes significant, 
upgrading the metallurgy from carbon steel to 5Cr–½Mo 
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steel is preferred, rather than to 1¼Cr–1½Mo and 2¼Cr–1Mo 
steels that would not offer significant corrosion resistance 
over carbon steel. Higher alloyed steels 7Cr–½Mo and 
9Cr–1Mo do offer further resistance to sulfidic corrosion 
and are also used. Ferritic stainless steel type S40500 or 
martensitic stainless steel type S41000 or S41008 is even 
better but these steels are not often used as solid plates to 
fabricate pressure vessels or piping because of difficulties of 
welding. These 12 wt % Cr steels are widely used for distil-
lation trays, packing material, and clad though. All of the 
austenitic stainless steels of the series 300 have excellent 
resistance to high-temperature sulfidic corrosion. 

Crude distillation units designed for processing sweet 
crude oils are basically constructed with carbon steel, with 
limited use of 5Cr–½Mo steel, usually located in the tubes 
in the furnace, and stainless steel type 12 wt % Cr steel for 
trays and other internal components in the atmospheric 
and vacuum distillation towers, as well as side stream strip-
pers. As the potential of high-temperature sulfidic corrosion 
increases, so does the use of 5Cr–½Mo, 9Cr–1Mo, and 
S40500, S41000, or S41008. Thus, crude units designed to 
process sour crude oils are recognized because they contain 
appreciable amounts of these alloyed steels. The tubes in 
the furnaces are of particular concern because the metal 
temperature is higher than in piping and equipment. The 
furnace outlet piping, transfer line piping, and flash zone 
where the feed enters the distillation columns can also be a 
concern because of high velocities, particularly in vacuum 
unit transfer lines where velocities may be 60–140 m/s or 
higher.

Many refineries were originally designed and constructed 
to process sweet crude oils. As sweet crude oils become scarce 
and more expensive, the trend has been to process sourer and 
more acidic crude oils. Thus, it is not uncommon to find 
refineries that have and are processing these sourer crude 
oils in units that still have carbon and 5Cr–½Mo steels in 
places where the modified McConomy curves would predict 
higher corrosion rates than they are actually experiencing. 
This is not to say that the modified McConomy curves are not 
correctly predicting the corrosion because in cases of pip-
ing failures or early detection of corrosion during on-stream 
inspection programs, it is often found that the measured 
corrosion rates coincide reasonably well with those predicted 
by the modified McConomy curves. In this sense, they could 
be considered upper bound predictions. 

Although it is still the practice to specify the total sulfur 
content, it is now known that certain organic sulfur com-
pounds, referred to as reactive sulfur, are mostly responsible 
for high-temperature sulfidic corrosion. These are the organic 
sulfides, disulfides, polysulfides, and mercaptans. Noncorro-
sive sulfur compounds are the nonreactive compounds, and 
they are mainly the various thiophenes. Although it seems 
obvious that the correlation between sulfidic corrosion and 
corrosion rate should be based on the amount of reactive 
sulfur content, most laboratories are equipped only to deter-
mine the total sulfur content and thus this is still widely used 
today. 

Higher corrosion rates than those predicted by the mod-
ified McConomy curves have also been reported in cases 
where significant concentrations of mercaptans are present 
[52]. An industrial survey [53] recently showed that corro-
sion rates could be higher than predicted by these curves in 
the hydrogen-free portion of desulfurizing units, specifically 

the fractionation and distillation facilities downstream of 
hydrotreaters and hydrocrackers. They reported that some 
hydroprocessing units experienced aggressive corrosion 
rates, while many did not. In some cases, hydrocarbon 
streams with low sulfur content, in the order of ppm 
(weight), caused significant corrosion. 

On the other end, there are well-known cases of corrosion 
being lower than those predicted by the modified McCo-
nomy curves in distillation units processing heavy and 
extra heavy crude oils. Some of these units are processing 
sourer crude oils than those for which they were originally 
designed and have shown corrosion rates lower than those 
predicted by the modified McConomy curves. Clearly, this 
indicates that oil refineries cannot rely on these curves 
alone and that the reliability of the plant still depends much 
on inspection, with particular attention being paid to steels 
that are supposed to be experiencing higher corrosion rate.

17.4.2 H2S/ H2 High-Temperature Sulfidic 
Corrosion
Hydroprocessing units require the use of hydrogen that, 
together with H2S, creates special high-temperature sulfidic 
corrosion environments that are much more aggressive 
than sulfidation in the absence of hydrogen. The corrosion 
rate predictions are made using the Couper-Gorman curves 
[54] where the correlation was established with the pres-
ence of H2, temperature, and mole % of H2S, starting with 
less than 0.002 (20 ppm by volume) to higher than 1.0 %. 
There are two categories for the prediction of the corro-
sion rate, naphtha, used for naphtha and light distillates 
such as kerosene and diesel, and gas oil, used for all other 
hydrocarbons and H2 without hydrocarbon present. The 
latter refers to the handling of hot recycle hydrogen that 
can contain significant amount of H2S with only traces of 
hydrocarbons.

Carbon steel is the most susceptible steel to H2S/H2 high-
temperature sulfidic corrosion; increasing chromium content 
to 5 wt % or less provides only a marginal improvement. 
Corrosion resistance is modest with increasing chromium 
content up to 9 wt %; a minimum of 12 wt % Cr steel is 
required to see a more significant increase in corrosion 
resistance. In general, most units processing gas oils or 
heavier hydrocarbon streams make use of austenitic stain-
less steels in the feed/effluent heat exchangers, the piping in 
and out of the furnace, the furnace tubes, the reactor, and 
the reactor effluent piping back to the feed/effluent heat 
exchangers. Some units processing naphtha or even diesel 
do not extensively use austenitic stainless steels but Cr-Mo 
or even carbon steels. As in the case of sulfidic corrosion 
without H2, actual corrosion rates measured in the field 
are sometimes lower than predicted by the Couper-Gorman 
curves. Thus, these could also be considered upper bound 
predictions. Austenitic stainless steels have performed well 
and usually experience negligible corrosion rates in this 
service.

17.4.3 Naphthenic Acid Corrosion
Even though naphthenic acid corrosion has been recog-
nized for many years [55], it is still the subject of research 
and publications [56,57]. The rule of thumb has tradition-
ally been to consider a neutralization number (or total acid 
number [TAN]) of 0.5 mg KOH/g as the threshold beyond 
which naphthenic acid corrosion may begin occurring and 
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therefore when it is required to use more corrosion-resistant 
steels. 

As the severity of naphthenic acid corrosion increases, 
the problem starts occurring in the vacuum furnace tubes, 
the vacuum furnace outlet piping, the vacuum transfer 
line, as well as the piping circuits handling heavy vacuum 
gas oil (HVGO) and the overflash in the vacuum tower. At 
this stage, problems with naphthenic acid corrosion may 
also start appearing in the atmospheric distillation unit. 
The places most likely to suffer naphthenic acid corrosion 
are again the furnace tubes, furnace outlet piping, transfer 
line, and the flash zone where the feed enters the distillation 
column. There are usually fewer problems with naphthenic 
acid corrosion in the diesel and kerosene sections of the 
crude units, although there have been recent reports claim-
ing naphthenic acid corrosion in the kerosene section [58]. 
Likewise, there are usually fewer problems with naphthenic 
acid corrosion in the LVGO section of vacuum distillation 
units. In most cases, the bottom stream from the crude 
and vacuum distillation towers appeared less corrosive 
than the crude itself and the gas oil streams. In the case 
of atmospheric bottoms, naphthenic acid corrosion typi-
cally becomes a problem only at the vacuum furnace and 
downstream. 

Naphthenic acid content in naphtha, kerosene, and die-
sel streams going to hydrotreater units has not yet been of 
concern with regard to naphthenic acid corrosion. Gas oils 
may have the potential to cause naphthenic acid corrosion 
in these units, but it has been a concern only upstream of 
the injection point of hydrogen and where the temperature 
is higher than about 230 °C–250 °C. Experience has shown 
that naphthenic acid corrosion does not occur or it is neg-
ligible downstream of the hydrogen injection point [59]. 
It does not occur downstream of heaters in delayed coker 
units either, but in this case it is because the naphthenic 
acids decompose at the outlet temperatures of about 500 °C.

Recognizing that there is a complex interaction between 
two competing corrosion mechanisms, the corrosion rate 
determination tables found in API Publication 581 contem-
plate both sulfidation and naphthenic acid corrosion but 
are still based on total sulfur (wt %) and TAN. In any case, 
the tables tend to reflect the observed phenomenon that low 
sulfur produces higher naphthenic acid corrosion and that 
sulfur inhibits naphthenic acid corrosion and thus reduces 
the corrosion rate with increasing sulfur. The fact is that 
simple ways of accurately predicting corrosiveness have not 
yet been found. 

17.5  other damage mechanIsms
17.5.1 High-Temperature Hydrogen Attack
The use of hydrogen at high temperature and pressure 
creates conditions for high-temperature hydrogen attack. 
Thus, this material degradation mechanism applies to 
hydrogen reformer, catalytic reformer, and hydroprocessing 
units. Recommended practices for the selection of materials 
in high-temperature hydrogen attack service is described in 
detail in API RP 941 [60]. Material selection is based on the 
so-called Nelson curves. These are curves with a temperature 
scale on the vertical axis versus partial pressure of hydrogen 
on a horizontal axis. There are empirical curves for carbon 
steel, 1Cr–1½Mo, 1¼Cr–½Mo, 2¼Cr–1Mo, 2¼Cr–1Mo–V, 
3Cr–1Mo, and 6Cr–½Mo steels. Conditions of temperature 
and hydrogen partial pressure below the curve delineate 

the safe zone of no attack; the zone of high-temperature 
hydrogen attack is on and above the curve. There used to be 
a C–½Mo steel curve located between the carbon steel and 
1Cr–1½Mo curve but this was deleted because of reported 
cases of hydrogen attack in C–½Mo steel under this curve. 
Currently, the applicable curve for C–½Mo steel is the carbon 
steel curve. 

The API has issued a document that describes the 
technical basis for this recommended practice. The validity 
of the Nelson curves as currently published in API RP 941 
is confirmed in this document and the presence of stainless 
steel clad material, even for ferritic stainless steel clad, 
is given a credit, while currently this is not the case. In 
general, hydroprocessing units use either Cr-Mo steel or 
austenitic stainless steels in all the hot areas of the process 
because of the H2S/H2 sulfidic corrosion potential. Because 
of this, there is no concern of hydrogen attack; all these 
steels offered sufficient resistance to it, except for old reac-
tors and feed/effluent exchangers that were built in C−½Mo 
steel. The most common areas of hydrogen attack concern 
are those that were originally fabricated in carbon steel or 
C−½Mo steel and that are close or slightly exceed the limit 
condition for hydrogen attack, because of the downgrading 
of C−½Mo steel or operational changes made in the units 
or the process after they were designed and commissioned. 

Even though there have been no reported instances 
of high-temperature hydrogen attack in Mn–½Mo steels, 
the API RP 941 makes no distinction between this and the 
conventional C−½Mo steel. Experiments led by the author 
with one-side accelerated test suggested that Mn–½Mo was 
superior to C−½Mo steel. Manganese is a noncarbide-form-
ing element, and the argument has been that not enough 
information has been gathered to support this claim. This is 
an area that certainly requires confirmation because there 
are still some old Mn−½ Mo steel reactors in hydropro-
cessing units that have been treated just as C−½Mo steel. 
The results of these one-side accelerated tests conducted 
with both C−½Mo and Mn−½Mo steel in the normalized 
and annealed condition using 1 °C/min cooling rate are 
shown in Figure 17.1. The best hydrogen attack resistance 
was observed in the normalized heat treatment condition. 
C−½Mo steel in the annealed condition exhibited the same 
resistance to hydrogen attack as carbon steel. Similar trend 
was obtained for Mn−½Mo steel, but in this case the resis-
tance of Mn−½Mo in the annealed condition (its worst heat 
treatment condition) was superior to C−½Mo steel in the 
normalized condition (its best heat treatment condition). Tests 
were also conducted to assess the effect that the cladding has 
on increasing the hydrogen attack resistance. Calculation 
was made so that the hydrogen partial pressure at the 
clad-base metal interface was the same as the hydrogen 
pressure used in the test for the sample without clad and 
yet, hydrogen attack proceeded 7.5 times faster without 
clad. This finding confirmed a protection effect of having 
an austenitic stainless steel layer on the C−½Mo steel. Tests 
were not conducted with ferritic or martensitic stainless 
steel clad.

Existing C−½Mo steel equipment operating above the 
carbon steel Nelson curve is subject to regular and costly 
inspection for hydrogen attack. This kind of inspection poses 
problems in that the clad or weld overlay does not allow 
access to the internal surface and the damage in the form 
of intergranular fissuring is not detectable by conventional 
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inspection methods. The API RP 941 includes a summary 
of the available inspection methods used, emphasizing the 
limitations and detection capabilities.

17.5.2 Creep
Creep is a well-known damage mechanism affecting metals 
and alloys operating at high temperatures. Creep rupture 
and cracking develop relatively slowly with time at stress 
levels that are lower to those necessary to cause plastic 
yielding. Some construction and design codes establish 
adequate design stress based on creep strength. If the 
design temperature is below the limits where these metals 
and alloys are known to suffer creep, the design is then 
done in the elastic range, as it would at room or ambient 
temperature.

In the absence of corrosion or other damage mecha-
nisms, alloys operating below the creep regime will provide 
unlimited useful life. Even within the creep regime, if the 
temperature is on the low side of the range, the time to 
rupture may be so large that it is practical to consider 
unlimited useful creep life. The approach has been to 
establish allowable stresses as the stress required to cause 
creep rupture or a given amount of creep strain at the end 
of so many hours of exposure. In practice, because the 
values used in the design are higher than the operating 
temperature and pressure, equipment, piping, and tubes 
usually exceed the designed life and still may have signifi-
cant amounts of remaining life after many years of service. 
Creep damage can still occur in places of excessive stress 
concentration or arising because of lack of flexibility in pip-
ing but, in general, pressure vessels and piping in oil refin-
eries are designed with overly conservative safety margins.

Furnace tubes pose a different problem in that the 
temperature of the metal is higher than the fluid temperature. 
In cases such as a hydrogen manufacturing unit, the 
temperatures are so high that special alloys are used and 
even so, the tubes have limited life because of creep damage. 
In general, however, in most common oil-refining pro-
cesses, the use of alloy steels is determined more on the 

basis of sulfidic corrosion, naphthenic acid corrosion, or 
both. In cases where these corrosion mechanisms do not 
apply, it is common to use carbon steel, 1¼Cr–½Mo, or 
2¼Cr–1Mo steels, depending on the design pressure and 
expected maximum metal temperature. API Standard 530 
[61] provides the method most commonly used to calcu-
late heater-tube thickness in petroleum refineries. Both 
API Standard 530 and RP 579 [62] provide methods for 
assessing the remaining life of heater tubes. The predic-
tions of remaining life are as good as the historical data 
on which they are based; oversimplifying the assumed 
conditions may lead to under- or overestimations [63] 
that render the approach useless. 

Heater tubes in petroleum refineries are also designed 
with enough safety margins for prolonged service, and most 
tube failures in refineries can be attributed to overheating 
by  flame impingement, coke build-up inside the tubes, 
irregular flow, and operational upsets. Excessive overheat-
ing of the heater tubes under internal pressure may consume 
a large proportion of the available remaining creep life, and 
if this is not properly recorded in the history, it will be over-
looked in remaining life assessments. The API RP 573 [64] 
describes the recommended practices to inspect heaters 
and heater tubes and also provides more detailed descrip-
tions of the causes of deterioration. 

17.5.3 Carburization, Metal Dusting, Sigma 
Phase Embrittlement, and Oxidation
Metals and alloys are generally susceptible to carburization 
when exposed to carbon-rich environment at high tempera-
tures [65]. Carburization attack is a process whereby the 
carbon enters and diffuses into the metal and form internal 
carbides. This is possible because of the high tempera-
tures that favor the diffusion process. As a consequence of 
carburization, the alloy suffers embrittlement and other 
mechanical property degradation. The carburizing environ-
ment in oil refineries is due to the crude oil, its distillates 
and hydrocarbon gases. Coke formed adjacent to the metal 
surface of tubes is the main source of carbon. 

There are two main families of steels, namely ferritic and 
austenitic. Carbon steel, 1Cr–½Mo, 1¼Cr–½Mo, 2¼Cr–1Mo, 
5Cr–½Mo, 7Cr–½Mo, and 9Cr–1Mo are ferritic steels. The 
solubility of carbon in ferrite is very limited (≤0.02 wt %). 
These steels begin to undergo a phase transformation from 
ferrite to austenite when reaching and exceeding the lower 
critical temperature, which varies from about 720 °C to 
825 °C, depending on the alloy content. These steels are not 
used at or near the lower critical temperatures. The limiting 
design metal temperature given by API Standard 530 for 
heater tubes alloys is 540 °C, 595 °C, 650 °C, and 705 °C, for 
carbon steel, 1¼Cr–½Mo, 5Cr–½Mo, and 9Cr–1Mo steels, 
respectively. These limits set the alloy about 120 °C–180 °C 
below the lower critical temperatures. 

Carburization may start being significant in these 
ferritic steels only above 650 °C–700 °C, but at these high-
temperature levels the main concern should be strength 
and creep, rather than carburization, except under metal 
dusting conditions. Metal dusting is another form of carbu-
rization that generally results in pitting and wall thinning. 
It has been reported in catalytic reforming heater tubes, 
[66] but it is more commonly seen in chemical process 
plants [67]. Carburization is expected to significantly 
increase when ferritic steels reach or exceed the lower 
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critical temperature, but when this happens they would 
soften significantly to the extent that they may have insuf-
ficient strength to withstand normal operating pressure or 
even its own weight.

Austenitic stainless steel can be used for temperatures 
higher than those allowed for ferritic steels. Typical appli-
cation in the oil-refining industry is in furnaces as heater 
tubes. The internals of fluidized crack cracker unit (FCCU) 
regenerators are usually made of type S30409 steel, operat-
ing at about 730 °C, and this selection is made on the basis 
of strength as well as resistance to sigma phase formation. 
Although carburization does occur in this FCCU service, 
it is usually shallow. The main degradation mechanism of 
S30409 steel in FCCU regenerator service is sigma phase 
embrittlement [68]. Sigma phase is a nonmagnetic inter-
metallic phase composed mainly of iron and chromium 
that forms in ferritic and austenitic stainless steels during 
exposure at 560ºC–980ºC. It causes loss of ductility, tough-
ness, and is generally strain intolerant at temperatures under 
120ºC–150ºC, but it is believed it has little effect on properties 
in the temperature range where it forms. If this were so, it 
would appear that there should be little consequence as long 
as the affected components continuously operate at the ele-
vated temperature. However, cracking could occur if the com-
ponents were impact loaded or excessively stressed during 
maintenance work. Sigma phase formation competes with 
carburization. Sigma phase is usually observed in the bulk of 
the steel and carburization on the surface where the source of 
carbon is located. Excessive carburization depletes the aus-
tenitic matrix of chromium and thus weakens its resistance to 
sulfidic corrosion. Excessive wall thinning has thus resulted 
because of severe carburization followed by sulfidation. 

17.6  detectIon and measurIng 
technIques
The techniques and methods used for the detection and 
measuring of degradation of materials depends on the 
mechanism and the oil-refining process. In the case of crude 
tower overhead corrosion, common corrosion monitor-
ing techniques used are the measurement of pH, chemical 
analysis of the water for chloride and metal content, corro-
sion rate measurements on weight-loss coupons or corrosion 
probes (e.g., electrical resistance probes known as ER 
probes), and periodic ultrasonic thickness measurements. 
Process simulation [69] has been used to predict where 
water condensation and salt precipitation will start occur-
ring and thus better define the corrosion control strategy. 
The whole process of controlling and measuring the crude 
distillation overhead corrosion is often under the respon-
sibility of the vendors of the chemicals that are used for 
corrosion control.

In addition to the corrosion control programs, there 
should be an inspection strategy that regularly measures 
wall thickness by ultrasonic devices and, when possible, 
profile radiography, to detect and measure corrosion on 
selected places commonly referred to as thickness measure-
ment locations or corrosion monitoring locations. These 
should include all dead legs, injection points, elbows, reduc-
ers, and tees. Equipment and piping in the crude distillation 
tower overhead system should be inspected at every avail-
able opportunity. Useful lives of tube bundles and tubes in 
fin fan coolers in this system should be noted, and replace-
ment or retubing should be planned proactively, before the 

time to failure is reached. The alternative to achieve longer 
lives would be to upgrade to higher alloyed materials.

Inspection for the detection of wet H2S SCC has tradi-
tionally been performed by wet fluorescent magnetic particle 
testing (WFMT), but more recently there is an increased use 
of alternating current field measurement (ACFM). WFMT 
requires cleaning the surface on both sides of the welds 
on the inside of the equipment and consists in applying 
a fine fluorescent magnetic powder in a liquid medium 
on the steel surface while also applying a magnetic field. 
Surface breaking cracks accumulate this fine powder that 
can be revealed with “black light.” It is a highly sensitive 
inspection technique for crack detection. In fact, experience 
has shown that it often detects shallow indications that 
disappear fairly easy with light superficial grinding. These 
scratch-like indications should well be defined as nonrel-
evant. If this is not done or properly clarified, the inspection 
files would give the impression that the wet H2S cracking 
problem is more critical than it really is because they will 
contain records of inspections performed and indications 
found, without qualifying if they were relevant or not. The 
ACFM is an electromagnetic noncontacting technique that 
applies an alternating current flow in the skin near the 
surface. A magnetic field forms above the surface associ-
ated with this uniform current, and this will be disturbed 
if a surface-breaking crack is present. It is claimed that it 
requires less surface preparation than WFMT.

Shear wave ultrasonic inspection is used to size and 
learn more about crack indications. Automatic ultrasonic 
inspection (AUT) is also being used with the options of 
examining B-scan and C-scan for HIC damage. C-scan is a 
top internal ultrasonic view image of the metal; B-scan is a 
through-thickness ultrasonic side image. Visual inspection 
is still the most effective way to detect H2 blistering.

The prediction, detection, and measuring of naphthenic 
acid corrosion have been a challenge. The TAN has tradition-
ally been used to indicate the corrosion potential and acid 
content, and although it seems there is general agreement 
that it does not always work to indicate corrosiveness to oil 
refining equipment, it is still being widely used today. This 
is basically because there is not anything else universally 
accepted to use in its place. Alternative methods have been 
used where sulfur compounds are extracted first before 
measuring TAN in the sample or where the naphthenic 
acids are first extracted from the oil sample and then 
analyzed [70]. New approaches have been suggested to 
measure the naphthenic acid corrosion potential based on 
corrosivity tests to obtain an index known as “naphthenic 
acid corrosion index” or NACI [71] or the concentration 
of iron dissolved in the oil sample after exposure to naph-
thenic acid corrosion in Fe powder tests [72]. These two 
latter methods deal with the complex interaction between 
naphthenic acid corrosion and high-temperature sulfidic 
corrosion. In the former, the corrosion product film is indi-
rectly measured and the naphthenic acid corrosion index is 
obtained by dividing corrosion rate by this corrosion prod-
uct film weight. The method is based on the premise that 
naphthenic acid corrosion and high-temperature sulfidic 
corrosion are competing processes and that pure naphthenic 
acid corrosion would produce no corrosion product film while 
pure high-temperature sulfidic corrosion would produce a 
corrosion product film. Thus, a low naphthenic acid corro-
sion index would indicate that sulfidic corrosion dominates, 
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a high naphthenic acid corrosion index would indicate that 
naphthenic acid corrosion dominates, and an intermediate 
naphthenic acid corrosion index would indicate inhibited 
naphthenic acid corrosion. 

Conventional weight loss coupons are used in 48-h 
tests at 260 °C (500 °F) to determine the naphthenic acid 
corrosion index. In the Fe powder test, fine and pure iron 
powder is used in 1-h tests conducted at temperatures 
beginning at 140 °C, then at 40 °C increments through 
380 °C. Some of the tests in the middle of this temperature 
range are duplicated to increase accuracy in the light of rela-
tively large data scatter encountered. The amount of dis-
solved iron is determined for each test. These experimental 
points are plotted and curve fitted, usually with a third or 
fourth order polynomial equation within the temperature 
range 140 °C–380 °C. Examples are given in Figure 17.2 
for two heavy crude oils. The maximum iron concentration 

obtained by the fitted curve is taken as the outcome of the 
test, about 33 and 220 ppmw for the crude oil in Figure 17.2, 
a and b, respectively.

This method is based on the premise that naphthenic 
acid corrosion produces soluble iron naphthenates while 
sulfidation would produce an insoluble corrosion product. 
Therefore, by filtering out all solids in the oil sample after 
the 1-h test and measuring the iron concentration only in 
the liquid oil sample, before and after the test, a number 
is provided that indicates the naphthenic acid corrosion 
potential. Zero amount of dissolved iron would imply no 
naphthenic acid corrosion in the Fe powder test, regardless 
of the extent of sulfidation that may have occurred and of 
the amount of iron consumed by its conversion to iron 
sulfide corrosion products. 

It was found that the H2S that evolves when heating 
a sample of sour crude oils and sour distillates during the 
iron powder test can react with at least part of the iron 
naphthenates that resulted from naphthenic acid corrosion, 
introducing an error since it reduced the amount of dis-
solved iron that was originally produced by naphthenic 
acid corrosion. To assess the phenomenon without the 
interference of sulfidation, pure liquid paraffin was used 
together with commercially available pure naphthenic acid. 
Extensive laboratory testing and research was conducted 
and to confirm previous findings made by the Fe powder 
tests, conventional autoclave weight-loss coupon tests were 
performed. Thus, adding 0.2, 0.5, 1.0, 2.0, and 4 wt % naph-
thenic acid to this clear mineral oil, the TAN increased from 
zero to roughly 0.5, 1.4, 2.7, 5.6, and 11.4 mg KOH/g, respec-
tively. Fe powder tests were performed with these synthetic 
oil samples and the results were 7, 17, 192, 654, and 3350 
ppmw dissolved iron, respectively. The standard weight loss 
coupon tests (48 h each) were conducted using these same 
synthetic oil samples. It was confirmed that corrosion rate 
increases with increasing TAN, but the additions of reactive 
sulfur species greatly inhibited naphthenic acid corrosion 
and modified this apparent TAN-corrosiveness correlation. 
Adding elemental sulfur and nonreactive sulfur species did 
not have any naphthenic acid corrosion inhibiting effect. 
The inhibiting effect of the reactive sulfur species started to 
become evident only at temperatures above 200 °C, when 
sulfidation was suspected to start occurring. A great number 
of sulfur species were tested and, although not expected to 
be found naturally in crude oils, butyl and methyl sulfoxide 
displaced the point of maximum iron dissolution from 
about 280 °C–290 °C to 140 °C. This finding was confirmed 
by weight-loss coupon tests. At 280 °C, pure liquid paraffin 
with 4 wt % naphthenic acid resulted in a corrosion rate 
range of 2.5–3.0 mm/y, in coupons made of carbon steel, 
5Cr–½Mo, 9Cr–1Mo, and 12 wt % Cr steel. At 140 °C the 
amount of dissolved iron in the Fe powder test and the cor-
rosion rate measured in weight loss coupon tests were neg-
ligible using this same synthetic oil sample. Adding 0.28 M 
(Molar) sulfoxide to this synthetic oil reduced the corrosion 
rate to 0.8 mm/year, 0.4 mm/year, 0.3 mm/year, and 0.03 
mm/year at 280 °C, in carbon steel, 5Cr–½Mo, 9Cr–1Mo, 
and 12 wt % Cr steel, respectively. Thus, at this temperature 
they also experienced a naphthenic acid corrosion inhibiting 
effect. But at 140 °C, the corrosion rate range increased from 
practically zero to 1.3–8.7 mm/year for these four different 
steel coupons. That is, as high or higher corrosion than 
before adding any sulfur species but occurring at half the 
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figure 17.2—fe-powder	test	results	of	about	33	ppmw	for	
(a)	heavy	crude	oil	15.7	°api,	2.7	wt	%	sulfur,	and	tan	1.3–1.5,	
and	220	ppmw	for	(b)	heavy	crude	oil	10.8	°api,	2.7	wt	%	
sulfur,	and	tan	4.6–6.5.

AST-MNL58-11-0801-017.indd   448 3/12/13   2:45 PM

 



	 Chapter	17					n					corrosIon InsPectIon and control In refInerIes	 449

temperature level. This finding, originally made by the Fe 
powder test, demonstrated the complexity of the interac-
tion effect between sulfidic and naphthenic acid corrosion, 
which makes prediction rather difficult. 

The corrosion could then be attributed entirely to 
naphthenic acid corrosion when these synthetic oil samples 
with naphthenic acid doses did not have any intentionally 
added sulfur species. It was thus found that 5Cr-½Mo and 
9Cr-1Mo steels offer some useful resistance to naphthenic 
acid corrosion when the TAN is relatively low (<1.5 mg 
KOH/g). For higher TAN, however, they start experiencing 
unacceptably high corrosion rates. When using the syn-
thetic oil sample with TAN = 5.6 mg KOH/g and no sulfur at 
the same testing temperature of 340 °C, the corrosion rate 
for 12 wt % Cr steel was 0.5 mm/year. A corrosion rate of 0.5 
mm/year would be unacceptable for a 12 wt % Cr steel tray 
component about 3 mm thick. If naphthenic acid corrosion 
occurs on both sides, the tray would disintegrate in 3 years 
of service. When using the synthetic oil sample with TAN = 
2.7 mg KOH/g and no sulfur at the testing temperature of 
280 °C and 340 °C, the corrosion rate for 12 wt % Cr steel 
decreased to 0.1 mm/year. This would also be unacceptable 
for packing material that is usually about 0.5 mm thick 
or less and would therefore disintegrate in 2 to 3 years of 
service. Based on these tests performed by using the same 
synthetic oil samples for Fe powder and autoclave tests, it 
was possible to establish a correlation between the amount 
of dissolved iron obtained at any given TAN and the corro-
sion rate obtained for the same TAN. This is illustrated in 
Figure 17.3. There was a significant difference in corrosion 
rate for a carbon steel tested at 280 °C and 340 °C, but the 
difference was insignificant for 12 wt % Cr steels. This type 
of correlation allowed translating Fe-Powder results into 
corrosion rates. For instance, 33 and 220 ppmw dissolved 
iron in the Fe-Powder tests in Figure 17.2 would translate 
into 0.28–0.60 mm/year and 10–20 mm/year, respectively, 
for carbon steel. In the case of 12 wt % Cr steel, the cor-
responding corrosion rate would be 0.2 mm/year for 220 
ppmw dissolved iron. 

Several other methods have been proposed to study or 
measure naphthenic acid corrosion where the emphasis is 
placed on the velocity or shear stress [73] exerted by the 

oil sample on the metal surface and on refreshing the oil 
sample to overcome the loss of TAN that occurred when the 
naphthenic acids decompose and are consumed during the 
48-h test [74]. The nature, concentration, and composition 
of the naphthenic acids differ among different crude oils 
with different origins so adding commercially available 
naphthenic acids to these crude oils would change this 
and render the test useless for the purpose of determining 
which one is more or less corrosive than the other. Velocity or 
shear stress is one of the factors that play a role on naph-
thenic acid corrosion in piping and piping accessories, but 
to determine which crude is more or less corrosive than 
another, the velocity or shear stress factor should be kept 
constant in comparative tests. The longer the test dura-
tion the more likely the oil sample will degrade with time 
since naphthenic acids and sulfur compounds decompose. 
Lighter products (methane, propane, butane, light gasoline, 
and others) may also separate from the oil sample as they 
leave the solution and vaporize with increasing tempera-
ture during the tests. To overcome this, some autoclave 
tests are performed with a condenser that condenses the 
lighter products and returns them to the autoclave. How-
ever, the basic issue of being able to discriminate between 
sulfidation and naphthenic acid corrosion is not addressed 
by any of these methods and for any given amount of dam-
age or corrosion there would not be an easy way to assert 
if it is sulfidation or naphthenic acid corrosion. Tests have 
been run to determine by how much the TAN is reduced 
because of the test exposure conditions, but KOH is found 
to also react with iron naphthenates so even if the acids had 
been completely consumed or destroyed, a TAN of zero will 
not be obtained.

It should also be mentioned that corrosion rate mea-
sured in weight-loss coupons has shown a dependence 
on exposure time. The corrosion rate is high with short 
exposure time and tends to decrease as the exposure time 
increases up to a point where it is believed it stabilizes and 
remains constant. Usually the exposure times are 8, 24, 48, 
72, or longer. In comparison, corrosion rate in the field 
on actual equipment and piping is obtained after one or 
more years in service. Unlike autoclave tests, where the oil 
sample remains the same during the entire exposure time 
and their corrosive species may be consumed, degraded, or 
both, in the field the materials are exposed to the oil that is 
continuously replenished. So reproducing corrosion rates 
measured in the field by conducting autoclave tests with 
weight-loss coupons may not always be successful.

C–½Mo steel used to be selected for some high-
temperature high-pressure hydrogen service, but this is 
not currently allowed. This created a special challenge in 
that many refineries and chemical process plants still have 
C–½Mo steel equipment operating within high-temperature 
hydrogen attack conditions above the carbon steel Nelson 
curve. The recommendation has been to regularly inspect 
these assets to make sure they remain free from hydrogen 
attack and replace if damage is found. The API RP 941 
describes the most common inspection methods used to 
detect high-temperature hydrogen attack. Advanced ultra-
sonic backscatter technique has found increasing use in 
this respect [75]. 

The task of developing techniques and methods 
that would allow determining if C−½Mo steel can stay 
in service or needs to be removed and replaced is very 
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attractive. The concept of “bad M23C6 carbide” was introduced 
in 1996 [76] and carbide extraction replication was then 
used to analyze the type of carbide in an attempt to be 
able to tell if that particular C−½Mo steel has high-tem-
perature hydrogen attack resistance that resembles the 
old C−½Mo steel curve or the existing carbon steel Nelson 
curve. The presence of bad carbides was supposed to 
indicate similar hydrogen attack resistance than carbon 
steel and those not having this bad carbide were likely 
to still comply with the former Nelson curve for C−½Mo 
steel. This approach has been abandoned because it 
could not been confirmed and because of contradictory 
results obtained elsewhere. 

17.7  PreventIon methods
The techniques and methods used for the prevention of the 
degradation of the material also depend on the mechanism 
and the oil refining process. Water wash is often used in 
oil-refining processes to dissolve contaminants and wash 
hydrocarbon streams. In the case of crude distillation 
units, the first step used to prevent corrosion is to desalt 
the feed and use caustic NaOH injection downstream the 
last desalter. Desalters remove the salts together with solids 
and sediments from the crude oil but the process is not 
100 % efficient. Typical target is to reduce the salts to about 
3 ppmw (weight). The injection of caustic into the desalted 
crude oil feed stream is called primary neutralization and 
it is to reduce the effect of these hydrolyzable salts by con-
verting them to sodium chloride (NaCl) that is more stable, 
does not hydrolyze as much, and stays with the liquid that 
falls and collects at the bottom of the distillation column 
that is usually fed to the vacuum distillation unit. Some 
refineries do not use it because Na tends to increase the 
fouling tendency by coke formation in the tubes of furnaces 
in downstream units.

Chemicals are added to the crude oil at the desalting 
stage to aid the operation, which uses wash water that is 
then removed as brine. Stripped sour water is usually used 
as desalter wash water but if excess NH3 is still left in this 
water, it may make its way to the crude oil and ends up 
in the tower overhead system. Sour water is the process 
water that is collected in refining process units, commonly 
containing H2S and NH3, and is routed to the sour water 
stripper to remove these contaminants and thus become 
stripped sour water.

Secondary neutralization is achieved by injecting a 
neutralizer in the crude tower overhead system. Without 
this neutralization, the pH of the water that condenses in 
the overhead system may be as low as 1.0 at spots where 
water starts condensing. At these low pH values, HCl cor-
rosion can occur at high rates in carbon steel (one or more 
mm/year). Either NH3 or neutralizing amines may be used 
to adjust the pH to about 5.5 to 6.5. The neutralization 
product is a solid or molten salt that can cause severe 
under-deposit corrosion in carbon steel and some corro-
sion resistant alloys. Water wash is often used to wash out 
any salt deposit from the overhead system, in particular 
the tubes in the exchangers used to condense the crude 
overhead vapors. A filming amine is often used as corro-
sion inhibitor [77]. Ideally, the salt deposition point should 
be found downstream the injection point of wash water, 
and in principle, there should be no direct injection of NH3 
or other amine neutralizer into the tower top, the naphtha 

reflux or both, because of the potential to form these 
neutralization salts inside the tower.

In case of encountering wet H2S stress cracking, the 
indications are usually removed by grinding and if the exca-
vation is deep weld repair is usually necessary. If the damage 
is only in the form of HIC and H2 blisters, a fitness-for-
service (FFS) [78] evaluation is normally required to first 
determine if they can be left without removal and repaired. 
HIC-resistant carbon steel is often specified, but there have 
been doubts with increased susceptibility to SOHIC [79]. 
Also, HIC-resistant carbon steel equipment still requires 
the same kind of inspection for HSC as conventional steel. 
HIC-resistant steels are specially manufactured to have 
extremely low sulfur content (typically less than 0.003 wt %), 
plus the addition of a small amount of calcium (used to 
scavenge residual sulfur into a harmless non-planar inclu-
sion) and hence less inclusions and nucleation sites for 
HIC but they can have marked pearlite banding, indicative 
of segregation along which HIC may still form. Carbon 
steel purchased as HIC resistant steel but not certified by 
HIC testing has also suffered HIC in severe service along 
the central segregation line. Some refineries prefer to use 
standard carbon steel clad with austenitic stainless steel 
for severe wet H2S service because of the saving realized by 
not having to perform any inspection for wet H2S cracking.

Corrosion in wet H2S environment does not necessar-
ily have to be high for the damage to develop. Carbon steel 
forms a protective iron sulfide layer that keeps corrosion 
rates low. Therefore, traditional on-stream inspection 
programs based on periodic ultrasonic wall thickness mea-
surements to estimate corrosion rates will not give any 
indication of lower or higher potential for wet H2S damage. 
The same precautionary measures to prevent cracking and 
damage in carbon steels as in wet H2S service are applied in 
this HF alky service.

Organic thin-film coatings are not normally used to 
prevent corrosion and hence the wet H2S environment 
because they are susceptible to become damaged by steam 
out procedures. Thermal spraying metals (e.g., Al) on the 
surface of the vessels could also be used. The success of both 
organic thin-film coating and thermal spraying methods is 
highly dependent on surface preparation and application; 
failures have been encountered where the coating or the 
thermal sprayed skin failed and exposed the base metal to 
corrosion.

Water washing is often used in the fractionation side of 
in visbreaker, FCC, delayed coker, and fluidized coker units 
to avoid fouling by NH4HS salts, and this is also beneficial 
to reduce corrosion. In cases where the cyanide content 
exceeds 20 ppmw, polysulfide injection is also used to con-
trol its adverse effect on wet H2S corrosion.

Historically, NH4HS concentration has been measured 
at the downstream water separator and the values used to 
measure corrosiveness of the stream; concentration of 2 wt 
% or less is found to be noncorrosive to carbon steel. Piehl 
[80] referred to the Kp factor, which is the product of mole 
% NH3 × mole % H2S, and found that Kp values of 0.1 to 
0.5 could be handled with carbon steel, provided the fluid 
velocities did not exceed 4.6 to 6.1 m/s. The rule of thumb 
has been to assume 6.1 m/s as the upper velocity limit for 
carbon steel. Because low velocity could also be detrimental, 
in that it could allow deposit formation, a lower limit has 
also been set at 3 m/s.
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The measure used to prevent PTA SCC is standard 
practice in the petroleum refining industry [81]. The most 
common protection method is to use alkaline washing 
involving water with 1 to 5 wt % soda ash (Na2CO3), before 
opening the equipment and piping to the atmosphere. 
Some refineries follow these practices of protecting their 
austenitic stainless steels in their atmospheric and vac-
uum distillation units and some do not. In hydroprocess-
ing units there is no question that PTA SCC can become 
active so soda ash washing the units prior to being opened 
is a common practice in these units. Most refineries apply 
the neutralization procedure in their hydroprocessing 
units, irrespective of the operating temperatures, the use 
of chemically stabilized or low-carbon austenitic stainless 
steels, and the feed quality. In the case of furnace tubes, it 
is based on the premise that all austenitic stainless steels 
will eventually sensitize and that there is the risk of PTA 
SCC failure. In the case of piping, reactors, heat exchang-
ers, and other pressure vessels operating at temperatures 
below the known temperature range for sensitization, 
the concern has been the welds and heat-affected zones 
(HAZ). Here again, determining if soda ash wash is still 
required on chemically stabilized austenitic stainless steel 
grades can be gainful.

If materials other than austenitic stainless steels 
are used in hydroprocessing units in the regions where 
there is H2S and H2 at operating temperature exceeding 
230 °C–250 °C, they should be inspected periodically to 
detect high corrosion rates and take the corresponding 
measures to avoid failures. This is usually done by ultra-
sonic thickness measurements or profile radiography, 
when applicable.

Many refineries were originally designed and con-
structed to process either sweet or only sour crude oils, 
and to begin processing naphthenic acid containing crude 
oils with these units that are not fully equipped with the 
proper corrosion resistance metallurgy for naphthenic 
acid corrosion has become a challenge. Under modern 
conditions when refineries start processing crude oils or 
blends for which they have not yet gathered sufficient field 
data about corrosion, it is necessary to implement and 
maintain an inspection program to determine the condi-
tion of all lines and equipment operating at temperatures 
above 230 °C–250 °C where high temperature corrosion 
could occur. This is intended to identify any locations 
that may suffer high corrosion rates and thus ensure the 
integrity of these assets. In cases where corrosion rates 
higher than normally experienced in the past are detected, 
the forecasted lives should be adjusted accordingly so 
opportune repairs or replacement can be planned and, 
in case the corrosion is excessively high, consideration 
should be given to metallurgically upgrading to more 
corrosion resistant materials. In the past, S31600 used to 
suffice, but under certain conditions it also corrodes by 
naphthenic acid corrosion, if the Mo content is lower than 
about 2.3–2.5 wt %. It still offers an excellent corrosion 
resistance to high-temperature sulfidic corrosion, but if 
there is the potential for severe naphthenic acid corro-
sion, the current practice is to use S31700 that should 
contain 3.0 to 4.0 wt % Mo. If there is potential for any 
naphthenic acid corrosion for thin packing material in 
crude and vacuum distillation units, the recommenda-
tion is to use S31700.

17.8  case study refInery materIal 
Problems
17.8.1 Vacuum Distillation Unit
The upper packing bed in a vacuum tower severely corroded 
by NH4Cl salts, indicating the presence of NH3 in the feed. 
The tower was being operated with excessively low temper-
ature at the top. The source of NH3 could not be accurately 
determined, but the problem was resolved by increasing 
the temperature at the top of the tower to displace the salt 
deposition point outside the vacuum column.

At least two refineries have experienced high-temperature 
sulfidic corrosion in 9Cr–1Mo steel vacuum bottom lines 
when processing a particular heavy (22° API) sour (3.3 wt %) 
and low or nonacidic (TAN <0.5 mg KOH/g) crude oil. The 
metallurgical upgrading was made to S31600 to resist it. 
The indication was that this corrosion was not naphthenic 
acid corrosion but a rather aggressive sulfidic corrosion, 
and this was confirmed by laboratory tests. Aggressive 
high-temperature sulfidic corrosion can cause significant 
corrosion in 5Cr–½Mo and 9Cr–1Mo steels when process-
ing nonacidic crude oils.

Cases of naphthenic acid corrosion have occurred 
when processing crude oil slates made to meet a TAN of 
0.5 mg KOH/g or less. Certain West African sweet and light 
crude oils [82] are well known in this respect, but some 
sweet and light crude oils from South America have also 
been reported to have caused naphthenic acid corrosion 
[83] at these rather low TAN values. In the light of these 
experiences, some refineries have lowered the limit to 0.3 mg 
KOH/g. These cases of corrosion caused by processing 
low TAN crude oils have been identified because 5Cr–½Mo, 
9Cr–1Mo, and 12 wt % Cr steel have suffered corrosion 
with features consistent with what is expected from naph-
thenic acid corrosion. These steels are known not to resist 
naphthenic acid corrosion but are commonly used to resist 
high-temperature sulfidic corrosion.

The most critical areas for naphthenic acid corro-
sion are the HVGO section of the vacuum tower, where 
12 wt % Cr steel random and structural packing material 
has dissolved; and 12 wt % Cr steel trays, structural sup-
port beams for trays and packing, and 12 wt % Cr steel 
clad have been severely attacked. Likewise, 12 wt % Cr 
steel vane type vapor distributors, vapor horns, or other 
inlet devices have also been affected in atmospheric and 
vacuum distillation towers. The corrosion occurring 
in the internal components of the distillation tower in 
crude and vacuum units seems to be the first stage of 
manifestation of naphthenic acid corrosion problems. 
Vacuum tower design appears to have an effect in that 
12 wt % Cr steel can suffer severe corrosion in vacuum 
columns designed with packing beds and high wash oil 
rates while in older vacuum towers processing exactly 
the same feed, 12 wt % Cr steel trays and clad survived 
without suffering naphthenic acid corrosion [84]. HVGO 
withdrawn from the tower is normally used as wash oil 
for the lower packing bed when it is still hot and also for 
the HVGO packing bed, after the stream is cooled in heat 
exchangers. Naphthenic acids distill in the vacuum tower 
and partition into the different streams, depending on 
their boiling point. The HVGO is usually the stream that 
takes more of the naphthenic acids or the more corrosive 
ones. Thus, recycling it back into the tower may actually 
increase the amount of naphthenic acids in the column. 
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Also, naphthenic acids vaporize and when they condense 
directly on the metal surface of packing, trays, structural 
beams, or clad material in distillation columns, they 
have a TAN that greatly differs from the TAN of the feed 
that enters the crude unit. Under these circumstances, 
attempts to establish a correlation between TAN and 
actual naphthenic acid corrosion is pointless. The TAN 
of condensing naphthenic acids must be very high and 
probably has little correlation with the TAN of the crude 
oil from which it originated. Thus, the naphthenic acid 
corrosion occurring in distillation tower internal com-
ponents differs from that occurring in fully liquid phase 
flow in piping, piping accessories, heat exchanger and 
heater tubes, pumps, and valves.

17.8.2 Hydroprocessing
A pipe failure occurred by excessive wall thinning 
occurring only at the top while at the bottom the corro-
sion was practically zero. This occurred in a distillates 
hydrotreater unit. The pipe material was carbon steel 
ASME SA-106 Grade B. There was a single wash water 
injection point too far upstream of the (REAC) system 
inlet. The long distance existing between the injection 
point and the condensers in a horizontal pipe section 
allowed enough residence time for the stream to form a 
wavy stratified two-phase (gas-liquid) flow with the wash 
water occupying the bottom part of the pipe and the NH3/
H2S laden hydrocarbon gases moving faster on top. The 
flow pattern intermittently maintained the upper surface 
of the pipe in wet condition while at the same time the sur-
face was subjected to the higher wall shear stress of the 
much faster vapor phase flowing on the top half of the 
pipe. There was thus a perfectly uniform wall thinning 
along the horizontal pipe section upstream of the reac-
tor effluent condensers, including a 90° elbow that also 
exhibited wall thinning only on the top half. There was 
no localized and rough corroded surface that could sug-
gest salt deposition on the top half of the pipe. The failure 
demonstrated the large influence the flow regime could 
have on the corrosion of a pipe with two-phase flow in 
NH4HS corrosive environment. Had the flow regime been 
single phase, or nonstratified or annular during service, 
there would be no reason why the corrosion occurred 
mainly at the top of the pipe, while at the bottom there 
was no corrosion. Injecting wash water that far upstream 
of the air coolers created this damaging two-phase flow.

Naphthenic acid corrosion produced iron naphthe-
nates that reacted with H2S present in the recycle hydrogen 
and thus produced iron sulfide that precipitates and were 
trapped in the reactor [85] of a mild hydrocracker unit, 
resulting in premature reactor plugging. The iron naphthe-
nates were not produced in the hydroprocessing unit itself 
but came dissolved in the feed from the crude or vacuum 
unit where the feed stream was produced. There the corro-
sion rate was not high, less than 0.13 mm/year, but this 
relatively low corrosion rate occurring in long piping circuit 
transported enough iron naphthenates to cause this pre-
mature reactor plugging. Thus, under these circumstances, 
although the corrosion rates were relatively low, the piping 
handling the untreated feed was upgraded to naphthenic 
acid corrosion resistant steels, S31600 or S31700 steel, not 
because of excessive wall thinning but to prevent this 
premature plugging of the reactor.

17.8.3 Catalytic Reformer
The first reactor of a fixed-bed catalytic reforming unit 
experienced premature plugging in several occasions, 
detected by increased pressure drop across the reactor. 
It was found that the reactor was fouled with a blackish 
fine powder. This powder was strongly magnetic and was 
identified to consist of mainly iron oxide. The possibility 
of H2S corrosion in the upstream equipment and piping 
was considered; the resulting iron sulfide could decompose 
into iron oxide during the regeneration process. A filter 
system was then installed to trap any corrosion product 
from the feed, but the reactor plugging problem persisted. 
The problem was attributed to oxidation of 1¼Cr–½Mo 
steel piping occurring during the regeneration cycles, with 
possibilities of high-temperature excursions causing fur-
ther oxidation on the 1¼Cr–½Mo steel surface. The inlet 
piping to the reactor as well as the large and tall feed/efflu-
ent exchanger (often referred to as the Texas Tower) was 
covered with high-temperature oxide scale that detached 
relatively easy from the surface. Several oxide scale pieces 
were seen inside this exchanger having the exact shape of 
the tube outside surface, together with large quantities of 
iron oxide fine particles. Although not enough to cause 
significant wall loss over time, this oxidation occurring over 
large surface area of the piping and feed/effluent exchanger 
tubes was able to produce enough oxide scale to plug the 
reactor. The catalyst was dumped to remove this fine black-
ish powder; the amount collected was weighed and it varied 
from 108 to 426 kg. The oxide scale did not necessarily 
detach from the steel surface during the regeneration but 
mainly during subsequent operation, which is why it took 
from 6 to 18 months of operation to see the pressure drop 
increase from 0.34 to 2.41 bar. At the time, the regeneration 
process was changed from using only air to oxygen, but 
whether this change was responsible for the problem could 
not be accurately determined. Metallographic evidence was 
found to indicate that the metal temperatures have greatly 
exceeded the normal temperature levels of the regeneration 
process. High-temperature excursion during regeneration 
was thus suspected to have caused this excessive oxidation of 
the 1¼Cr–½Mo steel.

17.8.4 Furnace Tubes Melting from Inside
In three separate and independent occasions, tube samples 
were submitted to failure analyses in which the tube 
showed melting from inside. Metallographic examination 
of the solidified metal layer or pieces found inside these 
failed tube showed microstructure similar to gray cast iron, 
in the case of a carbon steel heater tube, and white iron, 
in the case of 2¼Cr–1Mo and 9Cr–1Mo steel heater tubes 
[86]. At first, it seemed inconceivable that melting occurred 
inside the tubes while on the outside the tube was still solid. 
The source of heat is located outside the tubes and the tem-
perature across the wall thickness should be the same or 
slightly higher on the outside than the inside surface of the 
tubes. This assumption is still valid. What occurred was that 
the melting point of the steel adjacent to the ID decreased 
significantly because it was first transformed to austenite 
and then this austenite absorbed so much carbon from the 
coke formed inside the tube that it melted and transformed 
to either cast iron or white iron when solidified.

During normal operation, the metal temperature of 
 ferritic heater tubes should never reach the lower critical 
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temperature. When the flow through the inside of heater 
tubes is interrupted, due to plugging (e.g., coke) or opera-
tional upset (e.g., interrupting the flow), the metal tempera-
ture increases significantly and the ferritic steels may then 
transform to austenite under these very abnormal condi-
tions. At these temperature levels of overheating, the remain-
ing hydrocarbon inside the tubes quickly turned into coke 
that became the major source of carbon and severe carburi-
zation. Carbon solubility in austenite is much greater than in 
ferrite. Under conditions imposed by an interruption of the 
flow, the internal pressure in the tubes is absent or fairly low, 
so none of these tubes ruptured. Once in the austenitic state, 
the carbon enrichment process occurred fast in the steel, and 
the increase in carbon content reduced the melting point in a 
manner similar to that described by the iron-carbon or iron-
chromium-carbon equilibrium phase diagrams.
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18.1  Quality ManageMent in RefineRy 
and PetRocheMicals—an oveRview 
The hydrocarbon industry is more than a century old, and 
in the past refineries were built with domestic socioeco-
nomic considerations in mind rather than creating “world-
class assets” and competing to achieve the best from the 
bottom of the barrel. Technology incorporations in the 
refineries were again to reduce energy consumption or to 
comply with statutory/clean fuel needs. In bygone days, 
crude oil refining was confined mostly to fewer process-
ing configurations, stated on a scale of Nelson’s complex-
ity factor, with operations largely routine and refiners 
content with lower margins ($/bbl). With successive oil 
shocks in the last 4 decades, refiners have been left with no 
option but to try “newer”/tough crudes, which are mostly 
sour (high sulfur) or have high acidity and added impuri-
ties such as high nitrogen, high metals, high chlorides, 
etc. These tough crudes, although termed “opportunity 
crudes,” bring in new challenges such as mitigating corro-
sion, sustaining/enhancing product quality, keeping pace 
through plant changes to manage process integrity and 
handle varying yields, controlling pollution/emissions, etc. 
New secondary processing units were added to the refin-
ing configuration to process such tough crudes. In short, 
manufacturing needs “engineering precision” to monitor 
and control operations to get the best from any given 
crude. Operations needs a “knowledge partner” to perform 
to its full potential and close to its capability. All of these 
imply a greater emphasis on stream testing/analysis and 
quality control. 

With soaring oil prices and worldwide recession cou-
pled with the need to restrict/reduce greenhouse emissions, 
there is a paradigm shift taking place in the product mix 
from refineries. Furthermore, the cyclic nature of the petro-
chemical business shrinks margins of the integrated refin-
ing complex. Hence, the cost of quality is being increasingly 
brought under focus to improve the bottom line, and to this 
end an extensive use of online quality measurements and 
information technology are being leveraged by refiners. A 
typical block flow diagram of a modern refinery and petro-
chemical plant is given in Figure 18.1. 

Refiners are coming under extreme pressure to evalu-
ate, accept, and process newer feedstocks successfully or 
with the least effect on plant/process reliability. The key 
in this is the response time, and as such several advance-
ments are being tried by refiners to shrink the sampling/
testing/analysis of feedstock, which is the single largest 
time-consuming factor. In fact, a few oil majors are invest-
ing substantially to reduce crude oil testing duration from 

months to a few hours under the concept of the “refinery of 
the future.” This is a seamless integration of all functions 
across supply chain management in which feed/product 
analysis and quality control will play a pivotal role in deci-
sion process and timely interventions are essential to obtain 
the best from given assets. 

Most oil majors have their own research and technology 
wing to support business improvement plans such as testing 
of new-generation catalysts; pilot testing of feedstocks to 
understand/predict the effects in actual operations; engine 
laboratories to replicate performance of automobile fuels 
in automobiles with respect to durability, comfort, energy 
efficiency, and emissions; product application evaluation 
especially for polymers; and laboratory simulation to assess 
behaviors such as fouling, coking propensity, compatibility 
from likely precipitation of asphaltenes, etc. Furthermore, 
a few leading oil companies are pursuing next-generation 
technology in the areas of deep hydroprocessing to upgrade 
residues and tar sand oil; maximize olefins, especially 
propylene and ethylene; convert C

10+ aromatics into para-
xylene; and recover 2,6-dimethylnaphthalene (DMN) from 
light-cycle oil for production of plasticizers, etc. All of these 
green field research techniques need several designs of 
experiments at a laboratory scale that involve testing, analy-
ses, and quality-control procedures for ensuring technology 
reproducibility. 

Clean fuels and biofuels are yet other dimensions to the 
refining complexity today. The drives for sustainable mobil-
ity and, if needed, smoother changeover of energy sources 
are equally compelling refiners to adopt best practices in 
analysis and quality control. The repeatability and repro-
ducibility values are diminishing with the introduction 
of newer/smarter techniques by leading institutes such as 
ASTM. Today, refiners are blessed with test methods that 
can detect at the parts per billion (ppb) level. Most test 
methods are automated to minimize human errors. Fur-
thermore, nonintrusion techniques are gaining acceptance 
because of the robustness in analysis over a wide spectrum 
of quality parameters with inherent precision. Refiners in 
the last 2 decades have maximized online spectroscopy 
techniques. 

“Quality giveaway,” a phrase used widely in refineries, 
is one of the components of cost of quality. It is the extent 
of “quality overkill” above the stipulated specification. It 
depends on the confidence level in product certification 
that is based on the competency of the laboratory in testing 
a given product with a high degree of precision and close to 
accurate values. It is measured in cents per barrel of crude 
processed and can vary from 2 to 10 cents/bbl depending 
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on the best practices adopted in the field and laboratory 
for quality measurements and control. Unlike petrochemi-
cal products, which are predominantly pure components, 
petroleum products are a mixture of several hydrocarbons. 
Hence, to ensure customers, repeatability and reproducibil-
ity values are defined for each test method. Refiners stretch 
their “release specification” of products, which provides 
their customers confidence so that there is minimal prod-
uct quality giveaway. 

A quality-control laboratory in a pacesetter refin-
ery will have the capability to test crude and products. 
In most refineries and petrochemicals complexes, the 
central laboratory operates on a 24/7 basis guiding 

operations to exploit the asset’s capability. The central 
laboratory  undertakes developmental studies in the for-
mulation of “niche products,” newer blend recipes, etc. 
It has become an integral part of the refining and petro-
chemical operations and also plays an important role in 
troubleshooting. It renders active support by analyzing 
trace components, identification of species, diagnosing 
molecular structures of corrosion products, yield loss, 
etc. In some refineries the central laboratory undertakes 
statutory requirements of testing and conforming treated 
effluent quality, assisting air quality monitoring, validat-
ing safe disposal of solid wastes, etc. Furthermore, to 
ensure customers of product quality, most quality-control 

figure 18.1—Block	flow	diagram	of	modern	refinery.	Source:	Refinery	Block	flow	from	http://en.wikipedia.org/wiki/Refinery.
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laboratories undertake “round-robin” tests of a given 
sample to assess the performance in  accurate testing 
ability. The time spent on various activities in a modern 
laboratory is as follows: 
• Safety compliance and continual learning—5 %
• Certification of products—30 %
• Customer relations management—5 %
• In-process testing—40 %
• Crude quality tracking and assay generation—10 %
• Operation guide and QMI certification—10 %
In short, the central laboratory facilitates refinery and 
petrochemical business management to select and buy the 
“best” (value for the money on crude oil/feedstock pur-
chase), operate assets to the “best,” and make customers 
feel the “best.” Appendix 18.1 provides a “bird’s-eye” view of 
a performance comparison of a quality-control laboratory.

18.2  PRoduct analysis
Fuel quality is important in today’s competitive markets. 
Delivery of products to the customer that are free from any 
contamination or adulteration is the key to maintaining 
customer confidence and increasing fuel sales. Fuel quality 
compliance does not stop at the refinery gate where fuel is 
tested to ensure that manufacturing specifications are met. 
After manufacture, fuel is moved to bulk storage depots by 
rail, sea, or pipe line and from there on to services stations 
by road tankers. At each stage in the distribution chain 
there is ample opportunity for fuel quality to deviate. Key 
tests are therefore routinely performed throughout the 
delivery chain to ensure that product quality is preserved 
and “fit-for-purpose” product reaches customers. 

Refiners today are preparing to meet newer stipula-
tions by way of cleaner fuels and ever-increasingly strin-
gent environmental regulatory requirements. The cost of 
testing to sustain business can be a double-edged sword. 
State-of-the-art technology can provide improved measure-
ments but at the same time costs in terms of dollars and 
staff expertise. However, to create a competitive edge in the 
market, precise product testing by the business is essential 
and it has proved to pay rich dividends because of increased 
awareness by consumers. Clearly, the best analytical tech-
nology in a laboratory for product testing supported by 
online analyzers is necessary in modern times. 

Laboratories have been taking a holistic view on mod-
ernization to support manufacturing and the market. Ana-
lytically, the testing laboratories face new challenges with 
ever-changing performance goals (raise the bar) to optimize 
operation and the supply chain. As a result, reduction of 
quality cost demands better methods with improved preci-
sion and detection limits. At a very low level of detection, 
even sample handling to prevent contamination or loss of 
the trace analysis has become a concern. For example, with 
the world migrating to ultralow-level sulfur diesel at less 
than 10 ppm, the testing ability within accepted criteria is 
continuously driving the need for new or improved analyti-
cal testing methodology.

To control production, analytical methods must be fast, 
accurate, and reliable. The demand for robust process control 
to get the best from a given barrel of crude drives the induc-
tion of better testing methods in the laboratory or online 
quality measurements directly in the plant. Further, there are 
instances when even an alternative method has better reli-
ability and accuracy, because of peer pressure or customer 

choice, and the given test has to be performed for contrac-
tual agreement with the compliance method. For example, a 
refinery may choose an alternative method over the regula-
tory method because the alternative method may be more 
precise or avoid duplication of testing and in the process 
better assists production control. As an example, a correlative 
spectroscopic method may provide more precise olefin data 
in a few minutes than the labor-intensive liquid chromatogra-
phy ASTM D1319 can in 2 hrs or most automated, time-con-
suming, multidimensional gas chromatographic techniques. 
The same correlative analysis might also include benzene, 
aromatics, oxygenates, and distillation points. ASTM D6708-
07 defines how to assess the agreement between two stan-
dard test methods that purport to measure the same property 
of a material and how to determine if a simple linear bias 
correction can further improve the expected agreement. 

From a holistic perspective, product analysis provides 
proof of a fuel’s performance on use so as to control the 
expected effect on the environment. Most developed coun-
tries are already using ultralow-sulfur fuels and have estab-
lished work processes to test forecourt fuel samples for 
parameters influencing exhaust emissions. Hence, the abil-
ity for precise testing of fuels is critical to control potential 
adulteration between refinery and the point of sale. 

The process of error-free product testing starts from 
the initial sample collection, through analysis, to the final 
reporting and sample retention for checking in case of dis-
putes later. First, a representative sample must be obtained 
from the process. Care must be taken to prevent loss of 
lighter components, avoid contamination, and preserve the 
sample for testing. This sample must then be transported to 
the laboratory for preparation. For efficiency, a laboratory 
may break down the sample into smaller portions that can 
be tested concurrently in different sections. 

Once a particular method is chosen, it must be cali-
brated. For many of the fuel quality parameters (olefins, 
distillation), gravimetric standards are rarely available and 
may not be up to the desired requirements. ASTM D6299, 
standard practice for applying statistical quality assurance 
to evaluate analytical measurement system performance, 
provides information for using various statistical tools to 
monitor and control a measurement system, including how 
to establish reference materials.

It is good practice to validate the calibration robustness 
against vagaries seen in sample quality. A change in refinery 
feedstocks would affect the sample matrix, invalidating the 
results from a matrix-dependent method. 

Although over a dozen test parameters may be moni-
tored during a batch formation through blending of several 
streams that go into the production of diesel or gasoline, the 
challenge is compliance with the sulfur specification of less 
than 10 ppm. Most refiners use online quality measuring 
instruments (QMIs) for such compliance, and a laboratory 
plays the role of certifying the QMIs. Successful blending 
depends on (1) selection of a reliable online analyzer, an 
appropriate sample tap, and a debugged sample loop that 
gives stable and connected signals; (2) operators monitoring 
instantaneous, integrated values, keeping the overall manu-
facturing targets in mind; (3) regular spot samples analyzed 
at the refinery laboratory; (4) laboratory specialists perform-
ing the analysis and communicating results to operations; 
and (5) accumulated blending experience and wisdom 
to interpret the delta (difference of online minus offline 
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 values), and after a thorough analysis, determining if actions 
are needed. With good laboratory statistical  quality-control 
practices in place, the blending process then can be kept on 
track by statistical process control of these deltas over many 
blends. In total, with a dedicated team, online analyzers can 
help the blender face up to the following challenges and 
successfully add up to the refinery’s bottom line by way of
• Real-time information and feedback that permits 

reduction in re-blends and touch-ups and tighter con-
trol for key variables.

• Management of quality giveaway for the specification, 
which costs the refiners money during blend.

• Accurate and reliable online analyzer performance will 
build the eventual case for a performance-based mea-
surement system (PBMS).

An effective product testing/analysis program must also 
ensure a reliable documentation system, which facilitates 
quality tracking. Most pacesetting organizations deploy 
LIMS (Laboratory Information Management System). For 
regulatory compliance, records must be retained for 5 years 
from the date of creation (40CFR 80.74—a code of federal 
regulations for housekeeping requirements). There could 
be special needs requested by customers. Aviation stan-
dards require monitoring of the particulate specification at 
each step in the supply chain (from refinery units to fuel 
in delivery to aircraft) so as to improve product hygiene. 
In such cases, records and retention samples need to be 

maintained by all players (refinery, marketing, common 
carriers, intermediates, etc). The sample retention require-
ment for a normal shipment certification sample is 30 days. 
To preserve sample integrity and prevent loss of light ends, 
the samples must be sealed and chilled (10°F below ambi-
ent temperature). 

18.2.1  Product Specification Development  
and Significance of Analysis 
The petroleum industry is a century old, and product speci-
fications have been formulated and continually improved 
upon with decades of experience. Developments in engine 
technology, newer processes, emphasis of creating value 
from waste, newer products especially in the petrochemical 
field, ecofriendly mandates, higher conversion/yields from a 
given feed, deeper understanding of raw materials, etc. have 
facilitated product specification developments. Develop-
ments of infrastructure such as the express highway, where 
speed and stability are the critical requirements, have also 
added to defining newer specifications such as drivability 
index, lubricity, etc., in automobile fuels. Further, several 
calculated parameters such as the calculated carbon aro-
maticity index, combustion ignition index, Watson K factor, 
etc., have been put to use to specify product characteristics. 

The significance of each of the properties that must be 
tested under fuel specification is briefly described in Table 
18.1. The conventional test methods for each property 

table 18.1—significance and test Method of various Product specifications
fuel Properties and significance test Methods astM/iP

appearance	is	visually	assessed	in	a	qualitative	fail/pass	test	for	cleanliness,	to	preclude	free	water,	
sediments,	and	suspended	matter.

D4176

total acidity	of	combined	organic	and	inorganic	acids	indicates	the	corrosive	potential	of	fuel	to	metals.	
trace	organic	acids	can	affect	the	water	separation	properties.

D3242/Ip354

aromatic content	relates	directly	to	flame	radiation,	carbon	deposition,	and	smoke.	also	affects	swelling	of	
elastomer	in	the	fuel	system.

D1319/Ip156
D6379/Ip436

hydrogen content contributes	to	combustion	cleanliness	and	is	broadly	related	to	aromatic	content. D3701/Ip338

olefins	are	unsaturated	hydrocarbons	that	are	potential	contributors	to	instability	during	fuel	storage. D1319/Ip156

total sulfur	is	controlled	because	sulfur	oxides	formed	during	combustion	can	cause	corrosion	to	turbine	
blades.

D4294,	D5453/Ip336

Mercaptan sulfur	compounds	are	limited	because	they	have	a	very	unpleasant	odor	and	attack	certain	
elastomer	material.

D3227/Ip342

doctor test	detects	the	presence	of	reactive	sulfur	compounds—alternative	method	to	qualitatively	
ascertain	mercaptan	sulfur.	

D4952/Ip30

distillation	curves	define	the	boiling	range,	which	needs	to	be	appropriate	for	balanced	vaporization	of	the	
whole	fuel	volume.

D86,	D2887/Ip123

flash point	is	related	to	volatility	and	therefore	affects	combustibility.	It	is	a	leading	factor	determining	the	
safety	in	fuel	handling.

D3828,	D56/Ip170,	
Ip523,	Ip303

density	must	be	known	for	weight-loading	calculations	because	fuel	is	customarily	metered	in	volumes.	
also	relates	to	specific	energy.

D1298,	D4052/Ip365

vapor pressure	is	significant	for	wide	cut	fuels	and	indicates	venting	losses	of	light	ends	at	altitudes	and	in	
hot	climates.	also	relates	to	cold	starting.

D5191/Ip69

freezing point	limits	higher	molecular-weight	hydrocarbons	that	crystallize	at	low	temperatures;	it	
therefore	influences	low-temperature	pumpability	during	flight.

D2386/Ip16

viscosity	affects	fuel	pumpability	over	the	operating	temperature	range	and	relates	to	droplet	size	in	sprays	
produced	by	burner	nozzles.

D445/Ip71
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table 18.1—significance and test Method of various Product specifications (continued)
fuel Properties and significance test Methods astM/iP

specific energy	(net	heat	of	combustion)	denotes	the	amount	of	heat	energy	obtainable	from	a	fuel	to	
provide	power	(value	is	calculated).

D3338,	D4809/Ip12,	
Ip355

smoke point	indicates	the	tendency	of	a	fuel	to	form	soot,	which	is	related	to	the	type	of	hydrocarbons	
making	up	the	composition.

D1322/Ip57

naphthalenes are	polycyclic	hydrocarbons	and	high	in	carbon	content,	exacerbating	the	problems	of	carbon	
formation,	flame	radiation,	and	smoke.

D1840

copper strip corrosion	test	pass	ensures	that	organic	sulfur	compounds	will	not	corrode	copper	components	
in	the	fuel	system.

D130/Ip154

thermal stability (Jftot)	measurements	relate	to	the	amount	of	deposits	formed	at	high	temperature	in	
the	engine	fuel	system.

D3241/Ip323

existent gums	are	nonvolatile	residues	left	on	evaporation	of	a	fuel	and	serve	as	a	check	for	contamination	
within	a	product	distribution	system.

D381/Ip540

Particulates such	as	dirt,	adsorbent,	and	rust	fines	are	undesirable	and	are	detected	by	fine	filtration	
through	a	membrane	filter.

D5452/Ip423

filtration time	is	measured	by	the	same	test	procedure	as	indicated	for	particulates. D5452/Ip423

water reaction	determines	the	presence	of	materials	that	react	with	water	and	affect	the	stability	of	the	
fuel	water	interface.

D1094/Ip289

water separation (MseP) index	rates	the	stability	of	the	fuel	to	release	entrained	or	emulsified	water	when	
passed	through	a	fiber	glass	filter	coalescer.

D3948

electrical conductivity	needs	to	be	reasonably	in	line	to	specification	to	dissipate	electrostatic	charges	
generated	during	fuel	handling	operations	so	as	to	prevent	fire	or	explosion	hazards.

D2624/Ip274

lubricity (bocle) refers	to	the	effectiveness	of	the	lubricating	moving	parts	in	engine	fuel	system	
components	such	as	pumps	and	control	units	where	boundary	lubrication	is	a	factor	in	the	operation	of	the	
component,	thus	minimizing	wear	scar	diameter.

D5001

lubricity (slbocle and hfRR)	is	the	ability	to	reduce	friction	between	solid	surfaces	in	relative	motion	
through	a	combination	of	hydrodynamic	and	boundary	lubrication,	thus	minimizing	wear	scar	diameter.

D6078,	D6079

cloud point	of	a	fuel	is	a	guide	to	the	temperature	at	which	it	may	clog	the	filter	system	and	restrict	flow;	
this	is	increasingly	important	for	fuels	used	in	high-speed	diesel	engines.

D2500,	D3117/Ip219

Pour point	is	an	indication	of	the	lowest	temperature	at	which	the	fuel	can	be	used/pumped.	 D97/Ip15

cold filter plugging point (cfPP) indicates	the	highest	temperature	at	which	a	given	volume	of	fuel	fails	to	
pass	through	a	standardized	filtration	device	in	a	specified	time,	thus	providing	an	insight	for	estimating	
the	lowest	temperature	at	which	a	fuel	will	give	trouble-free	flow	in	a	certain	fuel	system.

D6317/Ip309

carbon residues are	values	of	a	burner	fuel	that	serves	as	a	rough	approximation	of	the	tendency	of	the	
fuel	to	form	deposits	in	vaporizing	pot-	and	sleeve-type	burners.

D189,	D524

carbon residues (micro method)	values of	the	various	petroleum	materials	serve	as	an	approximation	of	the	
tendency	of	the	material	to	form	deposits	under	degradation	conditions	and	can	be	useful	as	a	guide	in	the	
manufacturing	of	certain	stocks.

D4530

oxidation stability—distillate fuel oil (accelerated method) values	obtained	through	this	test	provide	a	
basis	for	the	estimation	of	storage	stability	of	the	middle	distillate	fuel	such	as	No.	2	fuel	oil.

D2274

oxidation stability—gasoline (induction period method)	values	obtained	through	this	test	provide	an	
indication	of	the	tendency	to	form	gums	in	storage.

D525

cetane number (diesel fuel oil)	provides	a	measure	of	the	ignition	characteristics	of	diesel	in	compression	
ignition	engines.

D613

Research octane number is	used	by	engine	manufacturers,	petroleum	refiners,	and	marketers	as	a	primary	
specification	measurement	related	to	the	matching	of	fuels	and	engines.

D2699

Motor octane number is	used	by	engine	manufacturers,	petroleum	refiners,	and	marketers	as	a	primary	
specification	measurement	related	to	the	matching	of	fuels	and	engines.

D2700
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are shown and do not take into account any extra margin 
needed to cover handling losses or repeat determinations. 
The fuel from a nondestructive test (e.g., from the appear-
ance test) can generally be reused for a different test if 
the sample quantities are limited for conducting product 
analysis.

18.2.2  Test Method Development 
ASTM will not adopt a requirement for a property until 
a “standard” test method has been developed to measure 
that property. The test method development process starts 
with a technical review of the proposed method. Next, an 
interlaboratory test protocol (round-robin—an oil industry 
practice followed by Shell, IP, and customers) is conducted 
in which a common set of samples are sent to a group 
of laboratories, which independently analyze them. The 
results of the participating laboratories are compiled and 
statistically reviewed. If the agreement among the par-
ticipating laboratories is acceptable, a precision statement 
is developed that gives the acceptable difference among 
results obtained by different laboratories on the same 
sample (reproducibility). 

Many of the ASTM test methods were developed from 
the 1920s until now; however, the test methods that are 
based on advancement in new technologies are continu-
ally being renewed and adopted. To be sure they remain 
up to date, ASTM requires each test method to be reviewed 
promptly and reapproved, revised, or cancelled.

ASTM Committee D02 on Petroleum Products and 
Lubricants meets twice a year—in June and December. The 
committee, with a current membership of approximately 
1500 industry professionals and experts, currently has 
jurisdiction over 500 standards. These standards play an 
important role in all aspects relating to the standardization 
of petroleum products and lubricants. 

ASTM Committee D02 consists of the following sub-
committees:
1. Property subcommittees, promoting the knowledge and 

development of test methods for specified properties 
and standard practice, guides, and terminology.

2. Product subcommittees, promoting the knowledge of 
the product(s) in the scope. Only product subcommit-
tees may develop specifications and classifications.

3. Coordinating subcommittees, which perform functions 
that are not covered in the scopes of product and prop-
erty subcommittees.

D02 Subcommittees meeting December 2007 has reflected 
the following outcome/changes.

18.2.2.1	 pRopeRty	SuBCommItteeS
• ASTM D909 (Standard Test Method for Knock Char-

acteristics of Aviation Gasoline by the Supercharge 
Method; F-4 engine) is rewritten to align it with form 
and style nongeneric equipment guidelines. The method 
is also updated to include the new engine control equip-
ment that is available and to remove references for parts 
that are no longer available. 

• ASTM D7170 (Standard Test Method for Derived Cetane 
Number by Fuel Ignition Tester) now includes a full 
precision statement after the finalization of the round 
robin. Also, between-method reproducibility (differ-
ences between bias-corrected results from ASTM D7170 
and Test Method ASTM D613) is defined.

• ASTM D2699 [Standard Test Method for Research 
Octane Number (RON) of Spark Ignition Engine Fuel] 
and ASTM D2700 [Standard Test Method for Motor 
Octane Number (MON) of Spark Ignition Engine Fuel]: 
Changes have been made and published to allow for 
the use of automatic octane equipment in conjunction 
with the standard Cooperative Fuel Research engine to 
produce a research/motor octane number. The octane 
analyzer is a fuel delivery system that varies the fuel 
delivered to the vertical jet to produce a maximal knock 
intensity reading. ASTM research report RR-D02-1549 
has concluded that the octane ratings obtained with the 
current test procedures and the proposed new autoana-
lyzer procedure are statistically equivalent.

• Several test methods, i.e., ASTM D482, D1266, D1552, 
D3348, D5059, D6334, and D6920, including D6299 
(Practice for Applying Statistical Quality Assurance 
Techniques to Evaluate Analytical System Measurement 
Performance) and D6792 (Practice for Quality System 
in Petroleum Products & Lubricating Testing Laborato-
ries) under quality control.

• Significant revisions to ASTM D4294 (Sulfur by ED-
XRF) accorded.

• ASTM D5453 (Sulfur by Ultraviolet Fluorescence) has 
been revised and published as ASTM D5453-08a with 
the following changes:
• Added note 3 regarding the working standard.
• Scope extended to include ethanol and biodiesel 

fuel blends.
• Deleted precision information appearing previously 

against 15.1.1.1 and 15.1.2.1
• New method ASTM D7398 [Test Method for Boiling 

Range Distribution of Fatty Acid Methyl Esters (FAME) 
boiling between 100 and 600°C by Gas-Chromatography] 
introduced.

• New method ASTM D7215 (Standard Test Method for 
Calculating Flash Points from Simulated Distillation 
Analysis of Distillate Fuels) introduced.

• New method ASTM D7371 (Standard Test Method for 
Biodiesel “Fatty Acid Methyl Esters content” in Die-
sel Using Mid-Infrared Spectroscopy, FTIR-ATR-PLS) 
introduced. 

• ASTM D97 (Pour Point) sections 6.7 and 8.3.2 have been 
revised and published.

• ASTM D5773 (Cloud Point by Auto Constant Method) 
sections 7.3, 11.1, 11.2, 11.3, 11.7, and 11.10 have been 
revised and published.

• New method ASTM D7397 Standard Test Method for 
Cloud Point of Petroleum Products (Miniaturized Opti-
cal Method) introduced.

• ASTM D2533 (Standard Test Method for Vapor-Liquid 
Ratio of Spark Engine Ignition Fuels) is no longer used 
and was therefore withdrawn.

• ASTM D445 (Kinematic Viscosity) Grand Design Task 
Group rewrites the method and precision section to 
include manual and automatic instruments. Prelimi-
nary data do not suggest any acceptable bias between 
automated and manual data sets.

• ASTM D86 (Atmospheric Distillation) has been revised 
and published. The main changes are the revision of 
section 13 with a new precision and bias statement. 
Other changes include revision to Annex A1 (new pre-
cision charts); revision to A4.9; revision to 10.2, 10.3, 
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and X 2.2.2 (reference correct tables); and revision to 
note 19.

• A new method is being developed to measure the oxi-
dation stability of gasoline. The method is based on 
Petrotest’s PetroOxy (test method to rapidly reduce test-
ing time for oxygen stability) equipment and received 
several negatives that will be addressed during the next 
subcommittee meetings.

• A generic method is being developed to use a particle 
counter for gasoline.

• A new method is under development for particulate 
contamination of biodiesel.

• A new practice is being developed that provides infor-
mation on sampling methods that are useful when vali-
dating the performance of process analyzers according 
to ASTM standard D3764. The new practice also applies 
to analyzers covered by ASTM D6122.

18.2.2.2	 pRoDuCt	SuBCommItteeS
The main topic dealt with keeping the specifications for 
motor gasoline (ASTM D4814-11b) upto date with state and 
federal regulations and ensuring that current and relevant 
test methods are listed. The effect of oxygenates on fuel vola-
tility and vehicle drivability is always under careful scrutiny. 
To do this effectively, it is crucial that committee members 
represent the various industries, from fuel suppliers, ethanol 
producers, supply and distribution, and automotive original 
equipment manufacturers (OEMs).

Progress on biodiesel continues to generate some positive 
momentum as work continues against pressure from regula-
tory agencies. Work on the B5 specification under ASTM D975 
remains tabled, and the attempt for a B6-B20 stand-alone 
specification now moves to D02 level for balloting.

18.2.2.3	 CooRDINatINg	SuBCommItteeS
The activities of this subcommittee are important in 
the context of development of standard with respect to 
product release through QMIs. For ASTM D6299 “Stan-
dard Practice for Applying Statistical Quality Assurance 
Techniques to Evaluate Analytical Measurement System 
Performance,” several proposals for change were discussed 
related to run rules of control charts and expressing pre-
cision as standard deviation of the mean in addition to 
expressing precision as a moving range of two. The main 
changes are as follows:
• Control charts are based on series of 20 data points 

instead of 15 data points.
• Run rules are to be treated as mandatory instead of 

optional.
• One run rule was modified, now saying that nine or 

more data points falling on the same side of the central 
line are an indication for an out-of-control situation.

• One new rule was added (i.e., seven data points steadily 
increasing or decreasing is indicative of an out-of-
control situation).

ASTM D6708 “Standard Practice for Statistical Assessment 
and Improvement of Expected Agreement between Two Test 
Methods That Purport to Measure the Same Property of a 
Material: Revision” were approved and published as ASTM 
D6708-07 with the main updates being a more robust equa-
tion for estimating “between-methods” reproducibility and 
the term “between-method reproducibility” replaces “cross-
method” reproducibility. 

18.2.3  Comparison of Test Methods
Like ASTM, there are other industry standards in petroleum 
testing used by various customers in different countries, 
including test methods by IP (Institute of Petroleum), DIN 
(Deutsches Institut Fur Normung), ISO (International Orga-
nization for Standardization), GOST (Gosstandart of Rus-
sia), EN (European), etc. In addition, some of the oil majors 
and leading process licensors have developed their own 
proprietary test methods for the purpose of better under-
standing the refining operations. It is a good practice for 
pacesetting laboratories and refiners who sell their products 
anywhere in the world to have a ready comparison table for 
most test methods with widely used ASTM method. This 
helps refiners to serve the customers even if the customer-
specified test method and associated laboratory equipment 
are not readily available. On a few occasions it is seen that 
equivalent test methods may not truly represent customers’ 
needs, and it is worth taking up such issues upfront before 
entering into a sale agreement. Furthermore, making labo-
ratory personnel aware of intricacies between test methods 
is vital for preventing postsale clarifications/litigations. 

Table 18.2 provides an illustration of test methods 
typically used in oil industries. Please note that it is not 
an exhaustive comparison table. However, the most com-
monly used test methods for fuel products are listed. It is 
imperative that the laboratories work in tandem with the 
marketing/sales team to understand the customers’ desired 
test methods and prepare the laboratory testing accordingly. 

18.2.4  Accuracy, Repeatability, and 
Reproducibility in Test Methods
The “terms and definitions” related to test methods are 
more frequently used to validate the final results. A value 
that serves as an agreed-upon reference for comparison is 
derived as:
1. A theoretical or established value that is based on sci-

entific principles;
2. An assigned or certified value that is based on experi-

mental work;
3. A consensus or certified value that is based on col-

laborative experimental work under the auspices of a 
scientific/engineering group; and

4. When 1, 2, and 3 are not available, the expectation of 
(measurable) quantity (i.e., the mean of a specified 
population of measurements).

• Accuracy: The closeness of an agreement between a test 
result and the accepted reference value. When applied 
to a set of test results, the term accuracy involves a 
combination of random components and a common 
systematic error or bias component.

• Bias: The difference between the expectation of the test 
results and the accepted reference value. Bias is the 
total systematic error as contrasted to random error.

• Intermediate precision: Precision under conditions in 
between repeatability and reproducibility; most often 
used for long-term precision in one laboratory and dif-
ferent operators using the same equipment.

• Precision: The closeness of agreement between indepen-
dent test results obtained under stipulated conditions. 
Precision depends mainly on the distribution of random 
error and does not relate to the true value or the speci-
fied value. Precision is usually expressed in terms of 
standard deviation.
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• Repeatability conditions: Conditions in which independent 
test results are obtained with the same method on identi-
cal test items in the same laboratory by the same operator 
using the same equipment within short intervals of time.

• Repeatability limits: The value less than or equal to which 
the absolute difference between two test results obtained 

under repeatability conditions may be expected to be 
within a probability of 95 %. The symbol is designated by r.

• Reproducibility conditions: Conditions in which inde-
pendent test results are obtained with the same method 
on identical test items in different laboratories with dif-
ferent operators using different equipment.

table 18.2—Product specifications: various test Methods

tests

Jet a-1
defense 
standard 
91-91

aviation 
turbine fuel
d-1655

diesel
en-590

diesel
d-975

Motor gasoline
en-228

Motor gasoline
d-4814

Density D4052 D1298 ISo3675 ISo3675 D1298

Ip365 Ip160 Ip160

Flash	point	 Ip170 D56 ISo2719 D93

D3828 Ip34

Distillation Ip123 D86 ISo3405 D86 ISo3405 D86

D86 Ip123 D2887 Ip123

Sulfur Ip336 D1266 D5453 D1266

D4294 D5453 D2622 D5453

D5453 D3294 D129 D2622

Freeze	point Ip16 D2386

D2386

Cloud	point eN23015 D2500

Ip219

CFpp eN116 D6371

Viscosity Ip71 D445 ISo3104 D445

D445 Ip71

Smoke	point Ip57 D1322

D1322

Cu	corrosion Ip154 D130 ISo2160 D130 ISo2160 D130

D130 Ip154 Ip154

existing	gum Ip540 D381 ISo6246 ISo6246 D381

D381 Ip540 Ip131 Ip131

aromatics Ip156 D1319 D1319 Ip156

D1319 D1319

CCR ISo10370

Ip398

CN eN15195 D613

Ip498

Vapor	pressure eN13016 D5191

Ip394

oxidation	stability	 ISo7536 D525

Ip40

CCI D976

Lubricity D5001 D6079
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• Reproducibility limits: The value less than or equal 
to which the absolute difference between two test 
results obtained under reproducibility conditions may 
be expected to be with a probability of 95 %. The symbol 
is designated by R.

• Root mean square error prediction: This is an accuracy 
measure and it is expressed in the same unit as the 
variable y to which it relates. The abbreviation used is 
RMSEP or RMSP.

• Standard deviation: A measure for the deviation from 
the mean (i.e., it is a precision measure and is the 
square root of the variance), it is expressed in the same 
units as the variable y to which it relates. The symbol 
is designated by s. The precision of a measurement 
method can be characterized by several different stan-
dard deviations (e.g., the repeatability standard devia-
tion), the reproducibility standard deviation, and the 
between-day standard deviation.

• Standard error prediction: The standard deviation of the 
prediction residuals (difference between reference value 
and predicted values); it does not include the bias. The 
abbreviation used is SEP. (Note that SEP is frequently 
confused with RMSEP.)

• Trueness: The closeness of agreement between a test 
result and the accepted reference value. The measure of 
trueness is usually expressed in terms of bias.

• Variance: Termed as a measure for precision. Usually 
the standard deviation, which is the square root of the 
variance, is used. The symbol is designated by s2.

18.2.5  Release Specification of Products
Because all hydrocarbon product testing involves a bit of 
uncertainty owing to limitations in the methods deployed 
(in the form of repeatability and reproducibility values of 
test standards), refiners try to stretch their testing capa-
bilities closer to specification limits within their own 
 laboratory-ascertained repeatability value. Selling the prod-
ucts closer to specification limits improves the bottom line; 
however, the confidence level in testing products and “releas-
ing” closer to specification limits requires close scrutiny. 
Many refiners take a conservative approach of releasing 
products at specification value plus or minus reproducibility 
limit (depending upon if the specification is the minimum or 
maximum limit) so that there is the least chance of the prod-
uct failing/crossing limits at the destination. Other refineries 
may choose their release specification as the specification 
value plus or minus repeatability in consultation with their 
customers. As such, not all specifications are critical to end-
use need and hence such “pushing” close to limits can be 
accepted. Few other refiners perform quarterly weighted 
average of supplies and ensure that the average value is 
within the specification limit. In short, the release margin 
is decided by every refinery and other confidence-building 
measures such as round-robin tests, visits to customers’ 
premises, arranging a walk-through of facilities by custom-
ers, etc., are done to minimize the cost of delivered products. 

18.2.6  Laboratory Correlation Programs
Ensuring the quality of test and calibration results requires 
that laboratories must have quality-control procedures 
for monitoring the validity of test results and calibrations 
performed. The resulting data are recorded in such a way 
that trends are detectable and, where practicable, statistical  

techniques are applied for reviewing the final results. There-
fore participation in interlaboratory comparison or profi-
ciency testing programs is considered important to validate 
performance of the laboratories.

The laboratory correlation programs in accordance 
with ISO guide 43 are aimed at helping the participating 
member laboratories to improve their testing performance 
in reducing the product quality incidents and being best in 
class regarding product quality giveaway (QGA). The cur-
rent benefits of this program are in providing laboratories 
with a quality assurance tool for measuring and improv-
ing the precision of their test results. In turn, this leads to 
increased confidence in the integrity of product quality data 
produced by the laboratory. Other benefits include influenc-
ing standardization bodies to write more realistic and prac-
tical methods and to build in accuracy and quality control 
into laboratory operations by using well-characterized sec-
ondary reference material. However, the potential customers 
to laboratory correlation program where providing leverage 
to the efficiency and effectiveness can enhance added val-
ues in the product quality management distribution chain. 
These include production of reference samples for quality 
measuring instrument (QMI) implementation and applica-
tion, especially with the more modern applications such as 
near infrared (NIR) and nuclear magnetic resonance (NMR) 
that rely on modeling with real and well-characterized refer-
ence material.

Testing accuracies with a high degree of precision 
lead to the minimization of product QGA, which in turn 
improves the bottom line of the operating units. 

Laboratories are considered excellent provided they 
remain within (±) twice the standard deviation (R/2.77)2 of 
the prime method over the mean values for each test result 
calculated from the participating laboratories. In a well-
balanced analytical system, z scores should fall outside of 
the following ranges:
• –2 to +2 in 5 % of instances
• –3 to +3 in 0.3 % of instances.
In short, the correlation program is used as a quality 
improvement tool to add to the bottom line.

18.2.7  Testing Productivity 
A high-performing laboratory is essential if refineries wish 
to achieve best-in-class status. However, in addition to oper-
ating to a high standard with regard to the integrity of test 
results, it is equally important that the laboratory service is 
delivered in an efficient and cost-effective manner. Technol-
ogy pace and ongoing automation has required great effort 
associated with laboratory benchmarking and overall pro-
ductivity for better comparison with peers/technical service/
consultancy providers with the objective of gaining more 
insight into the factors that influence laboratory manpower 
and efficiency. 

Broadly speaking, two main factors that determine the 
manpower in the laboratory are the volume of work (i.e., 
number of samples, test parameters for routine/nonroutine 
sample specimen) and the efficiency with which the analyti-
cal function is executed. Laboratory automation has resulted 
in executing unscheduled requirements, such as operational 
adjustment, test runs, troubleshooting needs, QMI perfor-
mance check in addition to maintaining in-house compliance, 

2R is reproducibility and R/2.77 is 1s.  standard deviation.
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etc., with much faster pace and with the limited manpower 
set for optimized sample schedules around the clock.

In an ideal refinery, all laboratory testing would be 
scheduled and routine, with minimal check samples and 
no troubleshooting exercises required. However, in the real 
world this is far from the case. The percentage of nonroutine 
analytical requirement may vary from 5 to 30 % of the total 
testing.

The relatively high manhours per normal shift position 
may indicate a significant scope for manpower efficiency 
improvements; on the other hand, inclusion of a high level 
of overtime hours may exacerbate the situation. It is most 
likely that high staff numbers in the testing laboratory are 
mainly due to a high number of samples/nonoptimized 
schedules being analyzed on a yearly basis rather than just 
laboratory inefficiency.  

The key indicator for the efficiency of the work execution 
is the number of tests performed per hour, per person; this 
should demonstrate productivity of the analyst staff when 
comparing with other laboratories of similar magnitude. 
Again, this would suggest that the laboratory is not over-
staffed compared with the volume of work it has to handle. 
There is no doubt that laboratory efficiency can be improved 
by increased automation and adoption of new technologies. 

18.2.8  Case Studies from Customer Relations 
Management
The sayings “the customer is always right,” “customer loy-
alty,” etc., are always an integral part of business and are 
even more critical in this period of low returns and intense 
competition. It is a reality that users on most occasions 
have not learned the “best” use of products supplied. It is 
applicable to any products including fuels from a refinery. 
On many an occasion there is a tendency to use a same qual-
ity product for different end applications and in the process 
customers do not “see” the money going down with no 
returns. Although most off-shelf tools on customer relations 
management (CRM) capture the buying pattern, price sensi-
tivity, just-in-time inventory, payment options, etc., there is 
hardly any mention or drive on the “right fuel for given end 
application.” With soaring oil prices, it is imperative that 
the CRM initiatives also probe these aspects and increase 
value to customers. This can be effectively done through 
development of “niche” fuels for a given market segment. 
Few fuel specifications in different parts of the world vary 
substantially, including the developed world, although the 
end use is the same. For example, diesel is widely used in 
internal combustion (IC) engines (automotive and station-
ary), gas turbines, boilers/furnace, etc. Although diesel for 
automotive engines needs to be at prime quality with high 
Cetane, lowest sulfur, better stability, and a higher degree of 
hygiene, etc., the same are not essential for other applica-
tions. In other words, understanding the end application at 
the customer premises is as important as having an excellent 
relationship with customers. On several occasions, “chal-
lenging” conventional wisdom or out-of-the-box thinking 
has helped to assess the critical properties in fuels, which 
could then be optimized within the logistic capabilities. 

To illustrate the gains realized through customer inter-
action, a refinery was supplying the same grade of furnace 
oil for 10 years that was used as fuel in boilers of various 
industries and as feedstock to manufacture fertilizers in 
other industries. Although the carbon/hydrogen ratio is 

critical to the fertilizer industry, the parameters such as vis-
cosity, caloric value, metals, sulfur, pour point, etc., are of 
importance to boiler fuels. With poor interactions between 
refineries and marketing in turn with customers, the same 
grade of furnace oil was being delivered to both market 
segments. Because viscosity became the controlling speci-
fication, substantial cutter stock (middle distillate such as 
kerosine, jet fuel, and diesel) was getting diverted to meet 
specification limits. Subsequently, the refiner started mak-
ing two grades of furnace oil: one for fertilizer units and 
another for boiler fuel for industries. This small act alone 
resulted in a saving of over $7 million per annum by way of 
cutter-stock saving. 

Inviting customers and walking through the quality- 
control/assurance system provide greater confidence to cus-
tomers. A transparent approach always delivers results. There 
are instances of asphaltene control requirements in carbon 
black feedstock (CBFS). The asphaltenes in CBFS render 
hard spots in tires, making them vulnerable to developing 
cracks during runs. In fact, unusual demands make refiners 
look into “best operating days” in the fluid catalytic cracking 
process to meet the newer specifications. In short, customers 
having the requisite knowledge of manufacturing processes 
by which a given product is made and refiners knowing the 
critical attributes of a product in its end application are vital 
to creating value to customers and suppliers. 

18.2.9  For Extended Learning in Product Testing 
Governments worldwide continue to take action to address 
the major environmental and human health problems 
caused by sulfur emissions. For the petroleum industry, this 
has meant the introduction of stringent legislation to limit 
the allowed levels of sulfur in automotive fuels. Because 
these regulations are set to become even more rigorous 
in the future, accurate and precise measurement of sulfur in 
petroleum products has never been more important.

Ultralow sulfur diesel (ULSD) is a standard term that 
describes diesel fuel with significantly lower sulfur content. 
Petroleum products constitute a significant source of sulfur 
dioxides (SOx) in air. As a result, sulfur content has been 
subject to increasingly challenging controls over the last few 
decades, resulting on one hand in continuous improvements 
in hydrotreatment technologies and on the other hand in 
analytical techniques to assess the effectiveness of the desul-
furization processes used. 

Such measures have helped in achieving a dramatic 
reduction in sulfur deposition worldwide—a 71 % decrease 
in SOx emissions from 1987 to 2001 was reported by the 
World Mineral Exchange. In parallel, automobile manufac-
turers the world over are developing engines with advanced 
emissions control system that require ultralow sulfur fuels 
to sustain reliability.

Today, government regulations impose extremely low 
limits for sulfur in fuel. For example, in the United States, 
the U.S. Environmental Protection Agency (EPA) has man-
dated the use of ULSD from the model year 2007. The allow-
able sulfur content for ULSD in the United States is now set 
at 15 ppm, down from 500 ppm. The same has been done 
in Europe, and the sulfur specification in European diesel 
that was previously less than 50 ppm was lowered to 10 ppm 
since October 2009. In Asia, many national environmental 
bodies (e.g., those in Taiwan and Singapore) have adopted 
the Euro V standard.
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Benchtop analytical instrumentation such as energy- 
dispersive X-ray fluorescence (EDXRF), wavelength- dispersive 
X-ray fluorescence (WDXRF), and ultraviolet fluorescence 
measurement technologies, with their increased resolution, 
detector sensitivity, and precision margins, have provided 
much relief for measurement of sulfur to the desired level of 
accuracy in product certification and in satisfying contractual 
agreement and legislation. The technology is ideal for quality 
control and to ensure compliance with international norms, 
including ASTM, IP, ISO, DIN, and EPA. Customized/traceable 
standards supplied by leading manufacturers and correlation 
samples in the expected sulfur range assist in making the use 
of technology more robust and user-friendly. 

18.3  Quality contRol
The process of quality control in a modern refinery/ 
petrochemical complex can adopt either the Six Sigma 
methodology of DMAIC (Define, Measure, Analyze, 
Improve, and Control) or the guidelines of total quality 
management involving steps of PDCA (Plan, Do, Check, 
and Act). Although both approaches could lead to similar 
end results, the robustness of the designed process and the 
set of key performance indicators to monitor the efficiency 
and effectiveness of the process are the main differen-
tiators between a quality-control program in a world-class 
organization and the rest. The process of quality control in 
best-in-class refineries will encompass the facets given in 
Figure 18.2.

The various elements of the quality-control process are 
elaborated further for the purpose of giving insight into the 
salient activities that go beneath. Most IT-savvy refiners 

and petrochemical units deploy a laboratory information 
management system (LIMS) to facilitate an effective quality 
management system. A well-defined and implemented LIMS 
provides an online audit of sample tracking, test bench 
occupancy, quality control by way of exceptional report-
ing, stream quality variations over time, quality traceability 
of finished products, testing performance of laboratory 
personnel, tracking of laboratory equipment calibration 
frequency/bias update records, tracking of stored refer-
ence sample, etc. A world-class quality system begins with 
having a dedicated setup for quality management directly 
under the head of the complex and is an independent func-
tion having  single-point accountability to ensure quality to 
customers. The quality-control cell interacts with all stake-
holders through operations, process engineering, planning/
scheduling and shipping, the reliability team of inspection 
and maintenance, statutory bodies, the environmental team, 
the marketing and customer relations team, etc. The key 
features of different subsets of the quality-control process 
are outlined in the following subsections.

18.3.1  Quality-Control Organization
This team in a refinery/petrochemical complex is responsible 
for providing timely and precise test results, managing labo-
ratory facilities, supporting the manufacturing processes by 
way of inputs at a fundamental level of basic science, facili-
tating customers’ requirements with product performance 
features, demonstrating testing methods, participating in 
national and international forums of specification and test 
method development, performing product benchmark-
ing, undertaking round-robin tests with peer  laboratories, 

figure 18.2—activities	involved	in	quality	control	in	a	typical	refinery.

Quality-Control Process

1. Set up quality-control
organization & define
role & responsibility

5. Establish/follow test
equipment induction/

calibration process

6.2 Report exceptions,
conduct special tests,

assist newer needs

6.3 Analyze through
inferential data/QMI &

control operation

9.1 Establish/facilitate
customer relations

management
9.2 Certify products

as per market/
customers’ need

8. Establish procedure
for/post production
correction, if any

6.1 Conduct test,
validate results,

& provide feedback

7.1 Conduct proficiency
test at set frequency &

avoid human error

7.2 Conduct round-robin
tests to improve testing

accuracy

4. Evaluate & train on
variables affecting test

accuracy

2. Define testing needs
(parameter, method,
frequency, limits)

3. Train stakeholders on
significance of tests to

business

Unit Operations
& Stream Quality

10. Conduct quality audit to verify process effectiveness
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 developing and being the custodian of  modeling, certifying 
online QMIs, etc. In short, this team does the “overseer” 
function for the quality value chain across the entire manu-
facturing process. 

Some of the high-level key performance indicators 
(KPIs) routinely monitored under this segment of the 
 quality-control process are laboratory safety and envi-
ronmental aspects; customer feedback and redressal; 
accomplishment rating in industry round-robin tests; 
implementation status of audit (internal and external) rec-
ommendations; LIMS uptime factor, laboratory equipment 
reliability; personnel productivity and training; market 
development with respect to competitive performance of 
products; induction of new tests; initiatives relating to 
research; improvement in testing and service delivery using 
quality improvement techniques such as Six Sigma, 5S, and 
Lean; new crude assays, etc. 

Modern laboratories in the refining and petrochemi-
cal industry will have the capability to test crude oil, 
hydrocarbon streams, and products with most interna-
tional test methods through ASTM, IP, DIN, UOP, ISO, etc. 
This is essential because different customers have their 
own unique needs in testing. Furthermore, having a clear 
understanding of product acceptability criteria by differ-
ent customers is vital to ensuring the quality of products 
delivered. 

Induction of state-of-the-art QMIs has placed consid-
erable resource demand on ensuring the availability and 
reliability of a given sophisticated laboratory test appli-
ance. Some of the advanced test equipment that was hith-
erto only seen in research laboratories but is now being 
inducted in refining and petrochemical units includes 
inductively coupled plasma detection, wide-angle X-ray 
diffraction, gas chromatography-pulsed flame photomet-
ric detection, crude true boiling point testing, low oxy-
genate gas chromatography, hot liquid process simulator, 
etc. With the incorporation of electronics in laboratory 
testing, a reliable source of power is another prerequisite. 
In short, progressive laboratory management has become 
versatile in dealing with multiple challenges from the sup-
plier (for all inputs) and customer (for all outputs) end to 
control quality. 

18.3.2  Testing Needs Identification  
and Acceptance 
Quality control begins with having an in-depth knowledge 
of the refining/petrochemical manufacturing processes, 
listing measurement parameters that are “critical to qual-
ity” (here quality is in wider spectrum and is inclusive of 
stream specifications, processing units’ efficiency and effec-
tiveness, KPIs, and people supporting the unit operation/
maintenance/rendering services), and assessing Cp—the 
process capability in statistical terms of control variables 
so as to achieve business objectives throughout the lifecycle 
of the manufacturing complex. Further, defining the inter-
action through testing needs, test methods to be adopted, 
frequency of testing, data archiving, control limits, sample 
conditioning, etc., between manufacturing and labora-
tory services takes into consideration past experience both 
within and elsewhere for the similar unit operation. An 
illustration of statistical means to establish the optimal and 
effective testing needs for any given manufacturing unit is 
given in Figure 18.3.

Defining test needs, setting up minimal and maximal 
limits, etc., requires considerable expertise from operations, 
laboratory services, process engineering, licensor inputs, 
factors likely to affect plant reliability, etc. There will be a 
tendency to state “overkill” on the requirements in the ini-
tial setting-up phase, which can be tailored to optimum by 
addition of new requirements and reducing the frequency 
of testing on the basis of steady-state operation. In other 
words, testing needs identification and implementation will 
be dynamic and calls for periodic review (at least once every 
6 months) to keep the business needs focused. 

Tracking the quality of crude oil is another important 
activity of a laboratory because 90 % of refiner input cost is 
only on purchased crude. Every refiner attempts to widen the 
crude choice so that there is adequate flexibility to exploit 
the delta in crude price between low and high API crudes. 
Because crude wells do get depleted, there are variations 
between batches supplied. When the actual API of supplied 
crude goes down from that used at the time of selection/ 
purchase, there is a substantial penalty. Hence, refiners 
either update the crude database once every 2–3 years with 
the latest assays or track quality so as to take up with the 
supplier to appropriately protect refining margins. There are 
several test parameters [such as recovery at 1050°F, total sul-
fur, total acid number, bottom sediment and water (BS&W), 
etc.] that are tracked for each lot of supply, which is then 
compared with an assay database for the extent of variation 
and subsequent resolution/claims, if any, with suppliers. 

Reliability is another “watch word” repeatedly brought 
under focus in refinery and petrochemical plants. The extent 
of degradation of the unit operations requiring periodic 
downtime to repair/correct/replace equipment, pipelines, 
machines, etc., to bring back to “fit for purpose” is critical 

figure 18.3—process	capability	assessment	through	measures	
of	precision/tolerance	[1].

mfg.	Spec,	manufacturing	specification	for	any	given	
measurement	parameter;	Cp,	the	process	capability,	is	
calculated	from	measurement	of	mean,	LSL/uSL	(lower	
specification	and	upper	specification	limits),	and	standard	
deviation	of	the	measured	parameter;	p,	precision	of	
measuring	instrument	being	used	to	measure	the	parameter;	
t,	tolerance	of	measured	value	within	which	the	process	is	to	
be	operated	and	controlled	i.e.	within	LSL/uSL.
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to monitor to avoid incidents. Here again, the material sci-
ence team under inspection as well as conditioning moni-
toring engineers for rotary equipment play a pivotal role 
in  assigning laboratory test supports in consultation with 
process engineering team and operations. 

Most petroleum products are a blend of different 
streams. The planning and scheduling department that 
 oversees the day to day intake and offtake movements in 
consultation with a logistics and inventory management 
team set up laboratory testing needs. At times when a com-
mon dispatch line is used, monitoring of the interaction 
between successive products being transshipped will also 
be critical to avoid quality degradation/product failures at 
load points. Hence, laboratory management undertakes a 
comprehensive testing requirement study, evaluates the past 
results for optimizing the load, and gets the acceptance of 
stakeholders to ensure quality control. 

The bottom line for effective quality control is the 
need for collating an adequate understanding of refining/
petrochemical processing schemes by a laboratory manage-
ment team so as to deliver precise test results to its internal/ 
external customers. 

18.3.3  Significance of Testing to Business [2]
It is imperative that laboratory personnel are given an 
orientation to the effect of testing on business. It is one 
of the best practices to develop a business environment in 
laboratories because delays/errors in testing could cost the 
organization millions of dollars. Throughout the petroleum 
business, products are sold in volume, and the sensitivity of 
a volumetric correction factor involves representative sam-
pling, accuracy of density determination, and reporting by 
the laboratory. Similarly, the BS&W test on crude, especially 
heavier crudes (with API less than 15), is tedious and could 
lead to errors, which can result in lower value realization 
from crude being processed. Further, with the cleaner fuel 
campaign around the world, there is price parity that is 
based on the sulfur levels of diesel. Hence, determination 
of sulfur by most modern methods is critical to business. 
Examples of other quality parameters of products that are 
linked to price are the research and/motor octane numbers 
of gasoline, the viscosity of fuel oil, the Bureau of Mines 
correlation index of CBFS, the viscosity index of lube base 
stocks, the purity level of petrochemical products, the total 
paraffins of naphtha, etc. 

Appendix 18.2 provides an illustration of improvements 
of repeatability (r) and the reproducibility (R) of some of the 
tests important to business. In fact, test standards are con-
tinually updated by global standards agencies such as ASTM, 
IP, etc. The scientific community works in liaison with labo-
ratory tests equipment manufacturers and conducts tests 
with newer generation methods, and r and R values are cap-
tured to verify the test robustness before acceptance.

As can be seen from Appendix 18.2, the quality of mea-
surements has improved over the years with the incorpora-
tion of newer and better test methods. This improved quality 
has benefited suppliers and customers. At the suppliers’ 
(refiners) end, lower r and R in a test method help to improve 
the bottom line by way of reduced QGA in sale and the “cor-
rect” value for the money paid in crude purchased. Refiners 
have their own in-house program to evaluate the extent of 
quality overkill in supplies such as cents per barrel of prod-
uct/unit of measure in a given specification. For example, 

refiners typically incur erosion of margins when there is 
QGA in products dispatched, as given in Appendix 18.3. 

Improvement in the accuracy of quality measurements 
will also benefit the customers in terms of “true value” on 
the assured quality of products, avoiding complaints and 
even at times litigations, allocating useful time to work 
with suppliers for obtaining a higher degree of quality 
consistency in product delivered, etc. Because “zero toler-
ance” on product quality is a business imperative, labora-
tory personnel also need to be aware of the commercial 
implications. 

18.3.4  Parameters Affecting Testing 
Accuracy—6M Methodology
Because testing effectiveness is very critical to quality 
control, most businesses look for factors that could lead 
to errors in testing. To approach the identification of 
parameters that influence testing, one of the best tools is 
the Ishikawa cause-and-effect matrix or 6M methodology. 
An illustration of potential causes that could result in test-
ing error is given in Figure 18.4. Setting up proper control 
plans for each of the subgroups through mother nature, 
man, machine, measurement, method, and material and 
effective training of stakeholders in the quality testing pro-
cess will enable an error-free testing, in other words, quality 
control. 

On the basis of the complexity of manufacturing units 
and implications/consequences of test errors, each organiza-
tion can prioritize the mitigation measures from the causes as 
indicated in Figure 18.4. Getting the quality system accredited 
to ISO 7025 is another effective way of ensuring testing effec-
tiveness. Refiners perform round-robin tests on a common 
sample to assess the extent of deviation among laboratories, 
and this will assist laboratory management in setting the 
corrective plans. A few companies participate in Deming or 
Malcolm Baldrige award programs as testimony to exhibit 
the precision in product testing leading to lasting customer 
satisfaction. 

18.3.5  Test Equipment Induction and Calibration
Most modern laboratories are designed and constructed 
keeping safety and workflow for better productivity in mind. 
Sample entry, segregation, conditioning, sequence of test-
ing (destructive and nonintrusive), archiving of samples to 
comply with contractual obligations, and safe disposal of 
used samples follow a preset path in laboratories. Because 
the laboratory environment should be conducive for bet-
ter productivity, the quality management team emphasizes 
good layout of laboratory testing equipment, incorporation 
of a 5S concept right from the design stage, adherence of 
ambient air quality in testing areas, well-defined sample 
container movement, display of supercritical test equip-
ment operating/calibrating procedures as a ready reference, 
online tracking of samples, data warehousing, environmen-
tally friendly disposal of laboratory wastes, fire prevention 
and proofing features, emergency safe exit, etc. 

Each country sets its own standards/codes and best 
practices for safety in petroleum laboratories. Hence, any 
new tests being introduced go through a systematic protocol 
of series of actions to be taken through space assessment, 
power and utility requirements, sample conditioning need, 
reference sample, post-test cleanup, LIMS connectivity, fail-
ure modes and effects analysis to handle potential  incidents, 
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operating spares and consumables, customer confidence 
enhancement plan, setting up calibration frequency, statu-
tory clearances, if any, etc. In short, every activity in a labo-
ratory has a bearing on quality control and it is done after a 
good conceptualization starting from “critical to quality.” It 
is again a best practice to have an operating manual written 
by users so that the nitty-gritty in effective use of test equip-
ment is well documented and consistently used. 

With regard to calibration of any test equipment, some 
of the traits of a good laboratory are display of acceptance 
criteria (normally it is within ±1 standard deviation) and 
trends of past calibration just over the test equipment, time 
stamp of the next calibration due, having master/reference 
laboratory instruments wherever applicable to calibrate the 
rest, assisting calibration by proven/skilled laboratory pro-
fessionals, tracking of calibration status, etc. Depending on 
the manufacturing process needs (wherein the test is being 
performed), the calibration frequency can be optimized. 

18.3.6  Testing, Validating, Reporting, and 
Ensuring Quality Control
Apart from standard calibration of test equipment, a few 
pacesetting laboratories have a system of validation of test 
results through an inferential method of manufacturing 
plant data. It is a routine practice in hydrocarbon indus-
tries to correlate the operating parameters with laboratory 
data and formulate a statistical equation to predict stream 
critical properties such as density, distillation/cutpoints, key 
component strength, sulfur, freezing point, flash point, etc. 
[3] Online computing has grown versatile with the enormous 
capability in servers and a greater understanding of process 
dynamics. Validation of laboratory tests has become an 
integral part of the checks before making changes in plant 
conditions. Refiners and petrochemical units are exploiting 
advancements in process automation and taking it to the 
next level of real-time process simulation and monitoring 
using a model-based approach. These models predict for a 
given feed the properties of product streams under varying 
operating conditions. Thus, laboratory tests are validated 

and feedback is provided. It is a common practice to retest 
through a check sample for correctness of the tests. 

To obtain precise validation, it is imperative that the 
time of the sample is correlated with the then operating con-
ditions of the unit with due adjustment to process lag in the 
system. The concept of using a barcode has become the boon 
to quality control because exact timing of sample collection 
can be placed, setting aside potential human error in the vali-
dation of laboratory tests. Further, the new-generation LIMS 
has the provision to “lock” test results entering into the LIMS 
database out of “calibration overdue” instruments. These are 
some of the ways to ensure better validation of test results.

Some refineries extensively use online QMIs/analyzers; 
even product certification and dispatch is conducted based 
on such instruments. In such a setup, the role of the labora-
tory is predominantly to move from certification of products 
to certification of QMIs. Here again the principles of good 
upkeep, calibration of QMIs, performance auditing, etc., are 
followed rigorously to ensure quality control. 

18.3.7  Proficiency Tests and Round-Robin 
Evaluation
Proficiency tests and round-robin evaluation are the two crit-
ical parameters required for quality control and have been 
dealt with in great detail in the previous section. Because 
the strength of any process is determined by its weakest link, 
laboratory personnel proficiency in testing “accurate” on a 
sustained basis is very important for assuring internal and 
external customers on quality inputs. Compliance with ISO 
17025 systems will assist development of the required overall 
proficiency of a laboratory team. Few refiners have a techni-
cal services agreement with some of the oil majors, which 
again shall facilitate laboratory productivity, a key to quality 
control. In addition, participating in national and interna-
tional forums on test development, continuous update of 
testing capability with new-generation methods, interaction 
with test equipment vendors, refresher courses, etc., are 
some of the traits used by pacesetting laboratories to stay 
ahead and provide impeccable services in quality control. 

Error in testing
accuracy

Incorrect method
Outdated method

Poor sample conditioning
Poor repeatability of tests

Improper calibration
Testing sequence of a sample

Poor cleaning of strips, balls, etc.

Use of correct units/factors in calculations
Precision of stop watch

Counting errors
Tests based on smell & visuals

Drift during calibration cycle
Laboratory correlation to get inherent bias

Nonavailability of correct spares
Components malfunctioning (thermostat, spectrum, etc.)

Exhausted columns (in GCs)
Use of incorrect or wrong reference samples for calibration

Error in reference method itself
Upkeep of laboratory equipment

Machine

Process engineering
Reliability maintenance
Inspection
Research & development

Operations
Marketing including forecourts
Planning & scheduling
Supply & trading

Stakeholders

ManMother Nature

Failure of P&U during testing
Software bug in laboratory equipment Level of motivation

Level of trainingInterference by unknown species
Atmospheric correction

Shelf life of laboratory chemicals

Material

Wrong samples
Contaminated sample

Sample weathered
Hygiene of laboratory instruments

Wrong time stamp

C & E fish bone-diagram of factors influencing laboratory testing

Outdated sample

MeasurementMethod

figure 18.4—potential	error	possibility	in	quality	testing.
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18.3.8  Quality Cost
The quality cost is critical to the hydrocarbon business and 
every refiner tries to reduce the delivered cost to customers. 
Quality cost is one such component and it can typically vary 
from 2 to 25 cents/bbl of crude processed. The elements of 
quality cost are reblending, reprocessing, downgrading to a 
lower-value product, yield realized versus potential planned, 
QGA or quality overkill, in-process inventory due to delays 
in batch formation/certification time, rework, pilferage, 
evaporation loss, underfreighting, discounted offer to cus-
tomer due to being off specification in one or more param-
eters, and product return from customer. 

Pacesetter refining companies monitor each and every 
batch to minimize quality cost and undertake several initia-
tives for performance improvement. Some of the exemplary 
work done by refiners to reduce quality cost are online 
blending and certification, deployment of Lean Sigma to 
streamline the certification process, use of the Kano model3 
in creating “value” to customers for the given product; per-
forming quality chain audits to preempt failure potential 
and take proactive actions such as additional field tests, 
inferential predictions, product quality tracking across the 
delivery chain, etc.

The quality cost with respect to yield versus potential is 
routinely assessed, and a variance report is critically moni-
tored for bridging the gap. This is often one of the major 
elements in the overall cost of quality. Leading refinery 
houses use model-based software tools to verify the plant 
behavior and take appropriate corrective measures. In short, 
the pacesetting quality-control program that is to sustain 
the business also encompasses quality cost aspects so as to 
reduce the delivered cost of products supplied to customers. 

18.3.9  Customer Relations Management
Although the importance of CRM and a couple of case stud-
ies have been already dealt with in previous chapters, the 
different facets of CRM are outlined here. An effective CRM 
program begins with customer enrollment and continues 
until the supplier and customer are engaged in business 
transactions. Every business process for its effective deploy-
ment requires KPIs that are measurable and well understood 
by each stakeholder of the process. Because quality control 
is the primary focus, customer engagement relating to it 
is dealt with specifically. A pacesetting organization first 
prioritizes customer engagement considering aspects such 
as the degree of importance to business volume; competitor 
strength in making inroads into its own customers; alterna-
tives available to the customers (e.g., a gas turbine can be 
run on different fuels starting from natural gas, naphtha, 
kerosine, diesel, light cycle oil, etc.); criticality of product 
quality to the customers’ business, and the size of sale vol-
ume per transaction, which helps to optimize logistics cost. 
Furthermore, defining the product specification parameters 
critical to quality, agreed test methods to measure quality 
norms, sequencing of product upliftment, in-transit quality-
control needs, tracking of quality over time, complaint 
handling procedure, etc., are well documented as part of the 
agreed-upon business transaction. 

3The Kano model is a theory of product development and customer 
satisfaction developed in the 1980s by Professor Noriaki Kano that 
classifies customer preferences into five categories: attractive, one-
dimensional, must-be, indifferent, and reverse.

It is normally the onus of the supplier to ensure qual-
ity delivered right up to the customers’ premises. In other 
words, the best practice is to ensure quality until the door of 
the customer. In short, effective CRM will also alert product 
quality practitioners to look at systemic failures and thus 
improve the overall business.

A modern quality management system will comprise 
documented quality policy, quality control in the manu-
facturing process, product safety features and handling 
practices, customer engagement practices, laboratory 
accreditation process, etc. Although no business house 
could afford conflicts with customers, having a quality 
complaint-handling procedure as part of a quality manage-
ment system is essential and is shared with customers. The 
main objectives of a complaints procedure are to satisfy 
the customer and not to prove them wrong. However, there 
are instances of no real problem, and a simple education 
in testing procedures has resolved many conflicts. Further, 
increased processing of opportunity crudes in the refining 
diet, use of chemicals for enhanced oil recovery in oil fields, 
handling of different products in similar containers to opti-
mize shipping cost, etc., add to contaminants in products 
(even at parts-per-million levels), which requires newer ways 
to mitigate complaints.

Additionally, complaints do not relate only to the speci-
fication; many complaints relate to understanding different 
parameters of the specifications. Hence, it is imperative that 
the frontline staff are provided with adequate information 
on the product features, inputs on frequently asked ques-
tions, product manufacturing process, in-process quality 
control, and the quality management system in place to 
ensure and protect the customer’s interests.

An effective CRM program must include visits to the 
customer site as required, and potential actions should be 
taken to resolve the problem in one visit. Frequent visits 
to resolve a problem project a poor image of the techni-
cal problem-solving ability of the organization. Samples 
should only be taken for evaluation as a last resort. The 
taking of samples adds complexities and a certain degree 
of uncertainty associated with the interpretation of results. 
Where the complaint relates purely to a measured quality 
or quantity, consideration must be given for application 
of ISO4259, a complaint resolution procedure. One of the 
best practices is to regularly review complaints and, when 
necessary, use tripartite (manufacturing including labora-
tory personnel, marketing, and the customer) investigation 
to avoid recurring failures. The customer is generally not 
interested in internal changes or corrective actions taken, 
but they should be reassured that the incident will not occur 
again. In short, refiners and petrochemical manufactur-
ing teams have much to learn through effective customer 
engagement. 

18.3.10  Quality Audit
A quality audit is one of the provisions in the quality man-
agement system to assure the management on a proactive 
basis of the effectiveness of the internal processes delivering 
value to customers. Typically, the audit scope covers each 
and every element of the quality delivery chain starting from 
the formulation of an agreed-upon specification between the 
supplier and customer with appropriate test methods, inter-
nal checks and balances to produce and deliver on-grade 
quality products all of the time, interaction with customers 
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on a preset cycle to enhance value in the business transac-
tions, prearranged visits between the two, training and 
refresher courses, participating in round-robin tests with 
peer laboratories and lesson deployment from feedback, 
conflict resolution methodology, etc. Further, the quality 
audit must examine the understanding of the importance of 
quality control and its implications at a grass-root level of 
production. The audit should also look into the effectiveness 
in handling customers’ complaints. Pacesetting organiza-
tions conduct two to three quality audits to assure manage-
ment of the overall excellence in quality delivery.
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aPPendixes

aPPendix 18.1—Performance comparison of Quality-control laboratories

attributes

categorization of Quality-control laboratory

good Pacesetter world class

Number	of	tests	per	hour	per	person 2–3 3.5 4+

test	precision	in	standard	deviationa ~ <1s <1s

Support	to	operations	on	product	quality/
certification

Limited	feed-forward	
inputs

+	Build	blend	models +	migrate	to	QmI	
certification

Quality	management	system ISo9001,	17025 +	track	pQ	through	LImS +	mostly	automated	
laboratory

Compliance	to	specification participate	in	round-robin	
tests

+	take	customer	care	
program

+	use	Kano	model	to	add	
spec

product	certification	time ~ 2–3s 4+s

LImS	uptime ~ 99+ 100

athe	standard	deviation	represents	1	divided	by	2.77	of	reproducibility	
i.e.,	1s	=	R/2.77

aPPendix 18.2—illustration on test Method Precision improvement 

Product/test specification year Published Method

Repeatability Reproducibility

r % R %

Jet/sulfur 0.3	%	wt	max – –

2003 D4294 ±0.014 ±0.043

Diesel/sulfur 50	ppm	max 2006 D3120 ±4.3 – ±26.1 –

2008 D5453 ±2.2 49 ±19.1 27

Diesel/Cetane	index 46	min – –

2004 D4737 ±0.3 ±0.7

gasoline/benzene 1	%	vol	max – –

2007 D3606 ±0.04 ±0.18

Naphtha/total	paraffin 74	%	wt	min 2003 D6293 ±0.97 – ±3.9 –

2004 D5443 ±0.55 43 ±1.46 63

Crude	oil/density as
o	apI

– –

1999 D1298 ±0.2 ±0.5
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aPPendix 18.3—typical cost of Quality 
giveaway

attributes unit
u.s. cents/bbl/
unit change

Diesel	cloud deg	C 30.5

Diesel	of	50	ppm	sulfur ppm 6.2

Diesel	10	ppm	sulfur ppm 98.6

Diesel	CFpp deg	C 0.8

Diesel	CN Number 6.6

Diesel	t	95	%	(50	ppm) %	 52.5

the	data	presented	above	can	vary	between	refineries	because	they	
depend	on	refining	configuration	and	delivered	cost	of	crude	oil.	
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19.1  IntroductIon
A typical crude oil refinery produces 100 or more different 
product grades, and only a few of them are sold directly as 
they are produced by the various process units. Most of the 
products sold by a refinery are the blended products made 
by mixing several refinery intermediate products to meet 
the end-user specifications and demands. Refineries earn 
as much as 60% of their revenues from the blended prod-
ucts. Examples of blended products are gasoline (Mogas), 
diesel (middle distillate), fuel oil, jet fuel, bitumen, etc. In 
fact, a refinery produces approximately 65–85% of its end 
products by blending 6–12 components or stocks of differ-
ent monetary and quality values to meet 6–10 end-product 
specifications. Figure 19.1 shows that a barrel of oil gener-
ates products that constitute approximately 40–50% gaso-
line, 20–25% diesel, 5–10% fuel oil, and the remaining of 
other light- and heavy-end products. 

These blended products are made in “offsite” areas of 
the refinery and hence are a part of offsite operations, com-
pared with process units, which are a part of “onsite” opera-
tions. As simple as it may seem, the blending operation is 
technically complex; time-consuming; manpower intensive; 
and, last but not the least, can affect the refinery’s bottom 
line because of inefficient operation, excessive quality 
giveaways, reblends of products to meet the specifications, 
poor quality and inventory data, and lack of coordination 
between the planned and actual blend lifting schedule.

This chapter is devoted entirely to all aspects of fuel 
blending and will discuss blending configurations; blend 
models; and integration of blending equipment, software, 
hardware, and analyzers, etc., from the design consider-
ation points of view. The chapter will also discuss the eco-
nomic justification of a blending project and methodology 
to assess the current state of blending operations and suc-
cessful phase-wise implementation of a blending project.

19.2  overvIew and Fundamentals 
19.2.1  Modes of Blending
There are two types of blending operations, usually referred 
to as sequential blending and inline blending, in the refin-
ing industry. Inline blending is further divided into batch 
blending and run-down blending. Unfortunately, these 
terms are used interchangeably in the industry; therefore, 
we will clarify them here because they will be used repeat-
edly throughout this chapter. In sequential blending, com-
ponents are blended one at a time, whereas inline blending 
simultaneously mixes all components. Batch blending is 
referred to as blending in which the sources of components 
are tanks, and run-down blending mixes the components 
coming directly from process units. It is also possible to 

operate blending in a hybrid mode, for example, combining 
run-down blending with component tanks to debottleneck 
the limiting constraints on one or two components. Exam-
ples of batch blending are gasoline, fuel oil, and bitumen, 
whereas kerosine and diesel blending are usually done in 
run-down blending mode.

Sequential blending is time-consuming, manually oper-
ated, and often results into reblends or quality giveaways. 
Batch blending, if properly designed and operated, can be 
very flexible, efficient, and improves refinery profitability. 
On the other hand, run-down blending is a continuous 
process and can be very interactive, complex, and less 
flexible in terms of the manipulation of component ratios. 
Table  19.1 shows the detailed comparison of sequential, 
batch blending, and run-down blending.

Figures 19.2 and 19.3 show examples of inline batch 
blending (tank to tank) for gasoline and multiheader run-
down blending (process units to tanks) for distillate or 
diesel fuels.

19.2.2  Fuel Properties
Although the properties of petroleum products are dis-
cussed in detail in an earlier chapter, we will just list the 
major properties of fuels in this chapter for the sake of 
completeness.

19.2.2.1  Gasoline Fuels
This section discusses the major properties of gasoline fuels 
and their effect on gasoline engine performance and emis-
sion considerations.
• Octane number: A measure of a fuel’s resistance to an 

abnormal combustion condition called knocking that 
is determined by a simple mixture of n-heptane and 
isooctane. For example, a 90–10% mixture of isooctane 
and n-heptane has an octane number of 90, and any 
gasoline fuel knocking at the same compression ratio 
has the same octane value. The antiknocking property 
is represented by three numbers: RON (research octane 
number), MON (motor octane number), and PON 
(pump octane number). RON measures performance 
at normal road conditions, MON is indicative of high-
speed performance, and PON is the arithmetic average 
of RON and MON. PON is also sometimes referred as 
AKI (antiknocking index) or RDOI (Road Octane Index).

• RVP (Reid vapor pressure): A measure of the vapor pres-
sure that fuel exerts at 100ºF and can pressure up a gas 
tank in summer at high temperature and can boil in 
an open container and create air pollution problems. 
In winter, it must have minimum value for proper fuel 
vapor pressure.

19
Fuel Blending technology and management 
Suresh S. Agrawal1

1 Offsite Management Systems, LLC, Sugar Land, Texas, USA
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taBle 19.1 comParIson oF varIous BlendIng conFIguratIons
design aspect gasoline diesel Kerosene Fuel oil

mode of 
blending

sequential or inline batch sequential, inline batch, or 
run-down

sequential, inline 
batch, or run-down

sequential, inline 
batch, or run-down

multiheader 
blending 
configurations

Rarely single grade (inline batch), 
multiproducts (run-down 
blending)

Multiproducts (run-
down blending)

single grade (inline 
batch), multiproducts 
(not common)

typical numbers 
and types of 
components

6–10 (naphtha, reformate, 
FCC, HDs, isomerate, 
alkylate, butane, isopentane, 
Merox, MTBe, etc.)

6–8 (CDu middle distillates, 
hydrocracking streams)

3–4 (CDu kerosine, 
hydrocracker 
kerosine, light diesel)

4–6 (light cycle oil, 
slurry, base fuel oil, 
etc.)

types of products Regular (78–82 Ron), 
premium (83-90), super 
premium (91–98)

light and heavy diesel, 
marine diesel, low- and high-
sulfur diesel

aviation fuels  
(Jet, JP)

lsFo, HsFo, Marine Fo, 
bunker Fo

number and 
types of 
specifications

Ron, Mon, RDoi, RVP, 
distillation points (10%, 30%, 
50%, 70%, 90%), sulfur, aPi 
gravity, aromatics, olefins, 
benzene, Tox, nox, VoCs

Cetane index, pour point, 
cloud point, freeze point, 
flash point, sulfur, viscosity, 
90% distillation point, CFPP, 
aPi gravity, aniline point

Freeze point, flash 
point

Viscosity, aPi gravity, 
sulfur, flash point, pour 
point

end uses Cars, small vehicles Commercial vehicles, 
construction equipment

aviation industry Boiler, furnaces, ships

Figure 19.1—Representative product distribution from a barrel of oil. Source: Reproduced with permission from [1].

• Distillation points: The ASTM distillation point curve 
governs the ease of starting, warm-up, mileage econ-
omy, and performance. The distillation point curve 
values are different for common vehicles versus high-
speed racing cars. 

• Sulfur: This signifies the importance of vehicle emis-
sions for lower air pollution of sulfur dioxide (SO2) by 
burning sulfur (S) and also affects the emissions of car-
bon monoxide (CO), hydrocarbons (HCs), and oxides 
of nitrogen (NOx).

• Aromatics and olefins: Although they are desirable for 
their octane value, they lead to engine deposits and 
increased emissions of ozone, forming HCs and toxic 
and carcinogenic benzene in the exhaust.

19.2.2.2  Diesel Fuels
• Flash point: The minimum temperature at which the 

fuel will ignite; its minimum requirement is essential 
for proper safety and handling.

• Low-temperature operability: Two properties—cloud 
point and cold filter plugging point (CFPP)—character-
ize the operability of diesel fuel. Cloud point is more 
important for a refinery’s quality-control test, and 
CFPP is for the low-temperature performance of an 
engine without plugging its filters.

• Cetane number/cetane index: The relative measure of 
delay in engine starting, rough operation, noise, and 
exhaust smoke. Engines operate better with higher 
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Figure 19.2—inline gasoline batch blender. Source: Reproduced with permission from [1].

Figure 19.3—Multiheader distillate run-down blender. Source: Reproduced with permission from [1].
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cetane number. The cetane index is another indication 
of what the base cetane number represents.

• Sulfur: Important for reducing the particulate matter 
and toxic gas in the exhaust emissions.

• Distillation: The ASTM distillation curve measures the 
range of temperatures over which the fuel will turn to 
vapor. It indicates the lower toxic emissions at idling 
conditions and better engine performance at driving 
conditions.
There are also other important properties such as kine-

matic viscosity, ash content, water and sediment, lubricity, 
detergency, etc., that are included in fuel specifications.

19.2.3  Typical Fuel Specifications
Fuel specifications have evolved and tightened over the last 
several years in the United States and around the world to 
cut down on toxic gas emissions to minimize the damage to 
the environment we all live in. The biggest changes in the 
fuels specifications are the elimination of lead and methyl 
tertiary butyl ether (MTBE) and reduction in sulfur con-
tents and toxic emissions around the world.

The discussion and the history of the evolutions and 
current specifications around the world is a chapter in 
itself. In this chapter we will discuss major fuel properties 
and their typical specifications.

19.2.3.1  Gasoline Fuel
Figure 19.4 shows the typical minimum/maximum range of 
specifications for gasoline fuels.

19.2.3.2  Diesel Fuel
Figure 19.5 shows the typical minimum/maximum range of 
specifications for diesel fuels.

19.2.4  Fuel Additives
Additives are soluble chemicals mixed with fuel to enhance 
certain performance characteristics or to provide charac-

teristics not inherent in the fuel. They are typically derived 
from petroleum-based raw materials and their function and 
chemistry are highly specialized. They produce the desired 
effect at the parts-per-million concentration range (1 ppm is 
0.0001 mass percent or 1 mg/kg). The following subsections 
describe the classifications of fuel additives.

19.2.4.1  Gasoline aDDiTiVes
• Oxidation inhibitors (antioxidants are aromatic amines 

and hindered phenols): Prevent formation of gums by 
stopping gasoline’s reaction with oxygen.

• Corrosion inhibitors (carboxylic acids and carboxylates): 
Prevent corrosion of tanks and pipelines by water.

• Metal deactivators (chelating agents): Prevent active 
metal ions from catalyzing gasoline oxidation.

• Demulsifiers: Polyglycol derivatives that prevent gaso-
line water emulsion in the high shear field of a cen-
trifugal pump.

• Antiknock compounds: Tetraethyl lead or methylcyclo-
pentadienyl manganese tricarbonyl no longer used.

• Deposit-control additives: Protect carburetor and fuel-
injection system.

• Anti-icing additives: Used to avoid icing on aircraft 
exteriors.

• Dyes: Used to distinguish product grades.
• Markers: Added to gasoline to track its movement 

through the supply chain.
• Drag reducers: Reduce the pumping cost.

19.2.4.2  Diesel aDDiTiVes
• Cold-flow improver: This additive lowers the CFPP and 

pour point temperatures to avoid blocking filters. The 
additive has a lower wax content similar to heating oil 
and similar products and works by changing the size 
and shape of wax crystals. Cold-flow improvers do not 
change the cloud point.

• Detergents: Keep fuel injectors clean.
• Cetane improver: Improves cold temperature and idling 

of engines and boosts the cetane nonlinearly higher 
for low-cetane diesel fuels and lower for higher-cetane-
number diesel fuels.

• Thermal stability improver: Improves the fuel’s resis-
tance to form particles as it circulates from tank to 
engine and back again. Such particles clog filters and 
injectors.

Specification Unit Minimum Maximum Range
RON X 83-98
MON x 76-85
(MON+RON)/2, min 84-96
Density @ 15°C kg/m3 710-780
Reid Vapor Pressure @ 37.8°C kPa x 35-100
IBP °C x
T10 °C x 50-70
T50 °C x x 70-120
T90 °C x x 150-190
FBP °C x 190-225
Drivability Index 20-50
E70 % vol
E100 % vol
E150 % vol
E180 % vol
E300 % vol
Lead g/l x 0-0.0026
Sulfur ppm x 10-1000
Phosphorous g/l x 0-0.0004
Benzene % vol x 0-3.5
Aromatics % vol x 25-60
Olefins % vol x 10-45
Oxygen % vol x 0-3.5

Calculated

Calculated

Specified only in few countries

Figure 19.4—Typical gasoline specifications.

Figure 19.5—Typical diesel fuel specifications.

Specification Unit Minimum Maximum Range
API Gravity x x 33-44
Flash Point °C x 35-55
CFPP °C 309
T10 °C 190-225
T50 °C 425-530
T90 °C x 260-330
Cetane Number x 43-55
Cetane Index x 40-45
Sulphur ppm x 15-5000
Viscosity cST @40 °C x x 1.3-4.5
Lubricity Microns 520
PNA wt% 3.5
Nitrogen ppm 500
ASH % Mass x 0.01-0.03
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• Lubricity improver: Low-sulfur fuel has less lubricity or 
lubricating property and absorbs water more readily, 
and water is an abrasive. Untreated fuel often causes 
excessive wear on fuel pumps and injector tips.

19.3  Blend models 
19.3.1  Linear Blend Models
Let us assume that we want to blend three components, X1, 
X2, and X3, with qualities Q1, Q2, and Q3 to make a product 
of quality QB. A simple mathematical equation will deter-
mine the quality of the final blend.

 QB = X1 * Q1 + X2 * Q2 + X3 * Q3 (19.1)

Because the qualities (Qi) of the components are known, 
one can use a simple calculator or Excel spreadsheet to esti-
mate the recipe fraction (Xi) of the components to produce 
the specified quality of the blend product. This is called the 
linear blend model and can be safely used for fuel quali-
ties such as API gravity, sulfur, aromatics, olefins, benzene, 
bromine number, oxygen, etc. The recipe fraction (Xi) can 
be either volumetric or weight depending on the property. 
However, equation 19.1 cannot be used for other qualities 
such as octane numbers (RON/MON), RVP, distillation 
points, pour point, flash point, freeze points, cloud point, 
cetane number, CFPP, etc., for the following reasons:
• Qualities are highly nonlinear in nature and do not pro-

duce acceptable results. However, the blended qualities 
of components depend only on some nonlinear func-
tion of the same quality (e.g., RVP, pour point, flash 
point, freeze point, cetane number, etc.).

• Blended qualities of components may depend on the 
same qualities of other components (e.g., pour point, 
flash point, freeze point, etc.).

• Components are highly interactive; that is, their effec-
tive qualities in the blend change and depend on the 
same and other qualities of other components pres-
ent in the blend. For example, octane numbers (RON/
MON) depend on the olefin, aromatic, and benzene 
contents of all of the other components in the pool.

19.3.2  Nonlinear Blend Models
19.3.2.1  TyPe 1 nonlineaR BlenD MoDels
This type of model linearizes the component qualities using 
an index method. The indexed quality then can be blended 
linearly using equation 19.1 and converted back to quality 
by using reverse transformation. An example of this is RVP, 
as shown in equation 19.2.

 RVPI RVPi i
x=  (19.2)

Component and heel RVP values, along with the product 
specifications, are first transformed to blending indices 
(RVPi) using a user-supplied exponential factor (x) obtained 
by nonlinear regression of historical refinery blend data. 
The component and heel indices are blended volumetrically 
and then transformed back to yield a predicted RVP for the 
blend:

 RVP v RVPIB i i
i

n x

=










=
∑

1

1

 (19.3)

where:
vi = volumetric fraction of component i, and
n = number of components in the mixture.

The exponential factor is very specific to each refinery 
and component type and is usually obtained by nonlinear 
regression of historical blend data.

19.3.2.2  TyPe 2 nonlineaR BlenD MoDels
This type of model is a further extension of the type 1 model. 
It depends on the range of the same quality of other com-
ponents present in the blend before its transformation into 
a linearized index. Cloud, flash, and freeze points are exam-
ples of type 2 nonlinear models and are illustrated below 
for cloud point blending calculations as published by Ethyl 
Corporation in 1981 [2]. Cloud point is predicted using a 
scaling algorithm to prevent the generation of index values 
that would be otherwise difficult to manage by the solver. 

 
Scale

MinQuality MaxQuality
x x

= ++ +273
0 5

273
0 5. .







( )0 5.  (19.4)

where:
MinQuality is the lowest quality found in the component pool, 
MaxQuality is the highest quality found in the component 
pool, and X is the user-supplied exponent from the nonlin-
ear regression of the refinery data.

A blending index for each stock (IDXi) is calculated from 
component and heel quality values. The user defines the 
exponent (x), which is obtained by the nonlinear regression 
of the historical blend data.

 IDX
Quality

Scalei
i

x

=
+( )









( )
273

1/

 (19.5)

Next, index values are combined volumetrically to yield a 
predicted indexed quality value for the blend (IDXB).

 IDX v IDXB i i
i

n

=
=
∑

1

 (19.6)

Finally, this value is transformed back to yield a predicted 
quality value of the blend.

 Quality IDX ScaleB B
x= ( ) ( ) – 273 (19.7)

Please note that the temperature value for the flash, cloud, 
and freeze points used in the above type 2 blend models is 
in degrees Celsius. If degrees Fahrenheit are desired as the 
temperature units, then replace the factor 273 by 460 for 
their conversion to the absolute temperature units.

Another example of a type 2 blending model is the 
calculation of the ASTM D86 distillation points by the ethyl 
equation [2]:

 D v BVXB i xi
i

n

86
1

=
=
∑  (19.8)

where:
D86XB = predicted temperature at a given point X, 
BVxi = temperature blending value of component, i, at a 
desired point X, calculated based on the Ethyl S-curve model:
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where
Ai = the average boiling point (based on the selected VABP 
method) of component i (°F or C),
Gi = component i ASTM severity (T90–T10) (°F or C), and
C0x–C7x = coefficients for each included D86 distillation 
point that are regressed from the historical blend data to 
customize for a specific refinery.

The volumetric average boiling point (VABP) is calcu-
lated by the ASTM or Texaco method as follows:

ASTM: VABP
T T T

B =
+ ( ) +10 2 50 90

4
 (19.10)

Texaco: VABP
T T T T T

B = + + + +10 30 50 70 90
5

 (19.11)

19.3.2.3  TyPe 3 nonlineaR MoDels
This type of model is the most complex and does not fall 
into the above categories because the models are highly 
interactive in nature, dependent on other qualities of the 
components in the pool, and are very difficult to solve by 
ordinary methods such as a calculator or simple Excel cal-
culations.

The generalized equation of this type of nonlinear 
model consists of two parts: a linear term and a nonlinear 
term to represent the interaction between components and 
their qualities in the pool, as shown in equation 19.12.

 Qb,1 = X1 * Q1,1 + X2 * Q2,1 + X3 * Q3,1  
 + ………Xn * Qm,n + f(X1,X2,X3,,…..Xn,  
 Q1,1,Q1,2, Q1,n,…….Qm,1,Qm,2, Qm,n) (19.12)

The entire effort in the design and implementation of a 
blending system centers around how to best estimate the 
second nonlinear term, a nonlinear function of the compo-
nent mixture and its qualities, in equation 19.12 because 
it depends on the specific refinery and its component pool 
mixture for fuel blending. We will later discuss various 
methods to estimate this nonlinear term to use in the blend-
ing equations.

An example of the type 3 blending model is the octane 
numbers (RON/MON) and is illustrated in equation 19.13 
for RON:
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where constants A, B, C, and D are given by Ethyl Corpora-
tion [2] as
A = 0.003361,
B = 0.001138,

C = 0.003932, and
D = 0.006761.

In equation 19.13, the RON of the blended product 
depends nonlinearly on the RON and the olefin and satu-
rates contents of the components in the pool. The constants 
A, B, C, and D depend on the types of product grades (e.g., 
regular, midgrade, and premium), are given by Ethyl Cor-
poration [2], and can be used with a bias term in equation 
19.13 to customize for a specific refinery. Alternatively, the 
constants can also be obtained by regression of historical 
blend data for the same type of blend grades.

Similar and more complex equations involving addi-
tional aromatic contents of the components in the pool 
also exist in the literature and are developed by individual 
refineries and used in their blending system. However, it is 
outside of the scope of this chapter to discuss in detail all 
existing nonlinear blend models for the gasoline octane.

There are also other variations of the blend nonlinear 
models that do not fall in any of the above three types 
because they are in the form of dependency of the final 
blend qualities. Examples are illustrated as follows:
• Volatility index

 VLI RVP T TB B B B= ( ) + ( ) + ( )114 6 4 1 0 2 10 0 17 50. – . . .  (19.14)

• Reformulated gasoline equations

 TOX= ~ a + b * O2 + c * S + d * RVP + e * E200 
 + f * E300 + g * Ar + h * Ole + i * Bz (19.15)

 NOX = ~ j + k * O2 + l * S + m * RVP + n * E200 
 + o * E300 + p * Ar + q * Ole + r * Bz (19.16)

 VOC= ~ s + t * O2 + u * S + v * RVP + w * E200 
 + x * E300 + y * Ar + z * Ole + aa * Bz (19.17)

Please note that the equations 19.1–19.17 mentioned in this 
chapter are only for illustration purposes and should not be 
taken as absolute correlations; hence, they should be used 
with caution for your refinery only after consultation with 
a blending consultant. 

19.3.3  Effects of Nonlinearity on Blend Quality
The effects of nonlinearity due to interaction of components 
are illustrated in the penalization and bonus of the blend 
octane using a two-component system. Let us examine the 
effect of blending fluid catalytic cracking (FCC) (RON = 91) 
and reformate (RON = 94) by mixing them in varying pro-
portions as shown in Figure 19.6. In this example, the blend 
octane is penalized between 0.10 and 0.30 RON depending 
on the composition of the mixture.

On the other hand, if we examine a mixture of FCC 
(RON = 91) and isopentane (RON = 90), we observe an 
octane bonus of 0.10–1.6 RON, again depending on the 
mixture composition (Figure 19.7). 

We will discuss later how to estimate the octane bonus 
or penalty for any combination of components in the blend 
component pool.

19.3.4   Methods to Handle Blend Nonlinearity 
We discussed earlier that nonlinearity of the components 
can severely affect the blend octane for gasoline blends 
and must be properly accounted for to minimize the effect 
on the refinery bottom line. In this section, we will discuss  

(19.13)
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various methods and their pros and cons to effectively 
tackle the blend nonlinearity. The nonlinearity of the fuel 
blends can be handled by the following methods.

19.3.4.1  luMPeD Bias
This method introduces a bias term to the linear calculation 
of blend quality as follows:

 Q x q B j nb,j i i,j j
i

n

= ±
=
∑ for = 1…

1

 (19.18)

The advantages of this approach are that it is simple 
and easily calculated using a calculator or an Excel spread-
sheet. It is valid for simpler and nearly linear qualities. 
However, the bias term Bj is not constant and varies with 
product grade and component mixture, which makes it 
difficult to maintain a database of the bias term for a wide 
spectrum of blend composition and qualities. Figure 19.8 
shows typical ranges of blend model bias for gasoline 
blends for 1 month of blends and marks the variation 
between blend batches and blend grades due to severe 
blend nonlinearity and interactions.

19.3.4.2  BlenDinG Values (inDex) 
In this approach, the component qualities are replaced by 
blending values of indexes to account for the nonlinearity 
and component interaction to simulate type 2 blend model 
non-linearity. This is shown in equation 19.19:

 Q X BV Bb j i i j ji

n

, ,= ±
=∑
1

 (19.19)

where: 
BVi,j = blend values (index) of component i for quality j and
Bj = average bias for quality j and is a function of product 
grade.

The blending values are again nonlinear and must 
be calculated by representative equation 19.20 for octane 
(RON).
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  (19.20)

where A, B, C, and D are given in equation 19.20 or can be 
regressed constants for the specific refinery from historical 
blend data, and
RM i∆  = difference between RON and MON.

This approach is closer to reality with the same com-
plexity as the original equation 19.13. However, equation 
19.20 makes it easier to program and calculate in linear 
programs or an Excel spreadsheet, but the blend values 
again depend on the pool composition. Because the blend 
nonlinearity is taken care of in the blending values, the 
bias term in equation 19.19 is not as variable as the one in 
equation 19.18.

19.3.4.3  DuPonT inTeRaCTion CoeFFiCienTs
In this method, the nonlinear term in equation 19.13 is 
replaced by a binary interaction coefficient originally devel-
oped by DuPont Corporation in 1981 as follows:

 Q x q
b x

b j i i j

ij j
i

n

i

n

i

n

, ,= ==

=

∑∑
∑ + 11

1 2
 (19.21)

for all i and j, where i ≠ j and bij = bji

This approach is easy to program and calculated in an 
Excel spreadsheet because it is noniterative. The interac-
tion coefficients bij and bji are independent of blend compo-
sition. However, they must be determined separately using 
the 50/50% mixture method.

19.3.4.3.1  50%/50% Mixture Method
1. Collect a minimum of 5 gal of each stock.
2. Measure the RON/MON of each component in the 

laboratory.

Figure 19.6—Penalty of octane for FCC + reformate blend.

Figure 19.7—Bonus of blend octane for FCC+ isopentane. 
Source: Reproduced with permission from [1].
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3. Make a 50/50% mixture of all pairs of components. For 
example, for six-component blends, there should be 15 
such pairs at one set of process conditions and they 
must be made so as to cover all component quality vari-
ations for at least the high and low ranges of process 
conditions. For each pair of components, there would 
be three RON measurements by laboratory analysis—
in total 42 (6+15 RON, 6+15 MON) measurements for 
both RON and MON at one process condition.

4. Measure the RON/MON of each mixture by the same 
means as the component octane.

5. Calculate the interaction coefficient as follows:

 B
Q q q

j
j j j

12
1 20 50

0 25,
, ,. * ( )

.
=

− +
 (19.22)

6. The interaction coefficients are not constant and 
depend on process changes. Hence, they cannot be 
trusted for all blends.

7. Typically, blend components are collected over 3 
month’s period to represent all process conditions. 
There will be 420 RON/MON measurements for just 10 
process conditions and it is not enough at times.

8. It is very expensive and time-consuming to analyze 
component and blend mixture octane of 500+ samples 
and update the coefficients; most refineries do so only 
once approximately every 5 years.

19.3.4.3.2  Example of Interaction Coefficient Values
Figure 19.9 shows the typical set of analyzed values of 
RON by laboratory analysis, and Figure 19.10 shows the 
calculated values of the DuPont interaction coefficient for 

all pairs of the component. The values in the figure can be 
simply calculated in an Excel spreadsheet using equation 
19.22.

Equation 19.21 can be further extended to include a 
bias term to account for other inaccuracies (discussed in 
Section 19.3.4.1).

19.3.4.4  sPeCTRuM-BaseD BlenDinG inDiCes
Blending indices for gasoline and diesel blending can also be 
computed by using their near-infrared (NIR) spectrum [3].  
The method uses the entire spectrum of a sample rather 
than its individual properties as in conventional index 
calculation methods. Although this method offers more 
accurate results and faster availability of index calculations, 
it requires complex and proprietary spectrum blending 
models, a huge spectrum database, and an extensive set of 
samples to build the database. The advantages are that this 
method can be used for all fuel blending (e.g., gasoline, die-
sel, biodiesel, ethanol blending, etc.). The detailed discus-
sion of this method is outside of the scope of this chapter, 
and the reader should refer to the paper by Lambert in the 
www.eptq.com online journal [3].

19.3.5  Control Matrix of Qualities
We discussed in earlier sections that blend nonlinearity 
in the blend model arises from the fact that blend qual-
ity not only depends on the component composition and 
their qualities but also on their interaction with other 
components in the pool. Figure 19.11 shows the qual-
ity dependence of qualities for the gasoline blends, and 
their relationships are reflected in the blend nonlinear 
models.
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4 C387D-1 -0.67 -0.46 -0.57 -0.35 5.1 6.23 2.63 13.8 -2.8 -40.1 -3 -6.36 18.95 -0.74 -0.02 14.53 0.48 0.007
8 C387D-1 -0.32 -0.36 -0.34 -0.05 0.73 2.83 -2.54 0.6 -1.3 -44.5 -0.1 -1.49 -0.01 -0.71 -0.17 11.51 -3.73 0.014

11 C387D-1 -0.88 -0.6 -0.74 -0.05 -0.52 -1.2 -3.81 -1.4 -0.5 -30.5 0.82 -2.45 0.035 -0.6 -0.11 14.36 -3.67 0.003
13 C387D-1 -0.57 -0.21 -0.39 -0.23 1.25 2.07 -0.95 0.88 -4.1 -38.4 -0.1 -2.15 0.025 -0.68 -0.11 14.01 -3.75 0.013
15 C387D-1 -0.31 -0.54 -0.43 -0.09 -0.57 -3.7 0.18 0.21 -0.6 -40.4 0.03 -3.19 0.03 -1.54 0.01 17.28 -2.22 0.004
22 C387D-1 -1.81 -0.98 -1.4 -0.56 5.35 0.33 7.22 17.2 9.43 -27.7 -4.6 -6.45 0.045 -1.03 -0.31 15.63 -4.61 0.02

CREG -0.76 -0.53 -0.65 -0.22 1.89 1.09 0.455 5.21 0.04 -36.9 -1.1 -3.68 0.025 -0.88 -0.12 14.5533 -2.92 0.01

25 C393C-1 0.2 -1.01 -0.41 -0.58 2.03 -4.3 -8.17 3.68 2.05 -19.1 0.53 -0.13 -0.02 -2.7 0.1 13.62 -6.59 0.028
26 C393C-1 -0.69 -0.85 -0.77 -0.57 0.98 -10 -9.84 5.06 8.3 -7.17 -1.6 -1.65 -0.01 -0.95 0.17 9.63 -10.9 0.051
27 C393C-1 -0.07 -0.51 -0.29 -0.39 -0.38 -9.1 -10.2 0.42 0.91 -16.5 -0.2 1.75 -0.01 -0.7 0.05 9.32 -12.2 0.061
28 C393C-1 0.57 -0.33 0.12 -0.47 2.69 -0.4 0.67 7.54 3.63 -13.7 -4.8 0.3 2E-06 -0.74 0.06 12.5 -10.4 0.056
29 C393C-1 -0.83 -1.4 -1.11 -0.28 0.64 -8.9 -10.6 5.88 9.49 -2.72 -1.7 -2.32 -0.02 -3.05 0.13 10.24 -8.85 0.051

CPRM -0.164 -0.82 -0.49 -0.46 1.192 -6.5 -7.62 4.52 4.88 -11.9 -1.6 -0.41 -0.012 -1.63 0.102 11.062 -9.79 0.05

32 R387D-1 -0.04 0.1 0.03 0.06 -2.65 0.17 -4.14 -13 -6.3 -33.2 6.52 1.93 -0.05 -0.04 -0.12 3.08 7.05 0.03
33 R387D-1 -0.12 -0.23 -0.18 -0.07 -2.57 -2.6 -5.5 -14 -7.3 -40.1 6.57 2.62 -0.04 0.36 -0.08 1.31 5.68 0.021
34 R387D-1 -0.45 -0.33 -0.39 0.08 -3.98 -2.6 -7.02 -17 -11 -36.5 8.25 2.67 -0.04 0.4 -0.1 1.29 5.86 0.03
35 R387D-1 -0.4 0.11 -0.14 0.16 -2.78 0.62 -6.85 -15 -4.2 -33.7 6.46 1.31 -0.04 0.2 0 2.72 8.07 0.03
36 R387D-1 -0.62 -0.33 -0.48 0.18 -3.71 -1.6 -8.08 -15 -3.7 -36.1 6.68 1.47 -0.04 0.23 -0.08 2.23 8.38 0.024
37 R387D-1 -1.05 -1.19 -1.12 0.82 -4.37 -8.3 -5.94 5.55 3.13 -45.5 -1.8 -3.26 -0.017 -2.04 0.53 10.5 -2.64 0.013
38 R387D-1 -0.73 0.19 -0.27 0.03 -2.3 -1 -5.16 -14 -3.8 -36 5.77 1.44 -0.04 0.04 -0.02 3.24 7.82 0.024
39 R387D-1 -1.31 -0.99 -1.15 0.18 -2.4 0.63 -6.27 -12 -1.1 -22.8 4.72 1.58 -0.05 0.35 -0.14 1.77 7.49 0.025
40 R387D-1 -0.82 -0.32 -0.57 0.18 -4.09 -2.7 -9.48 -19 -4.4 -31.4 7.69 2 -0.07 -0.02 0.02 3.34 9.79 0.036
41 R387D-1 0.62 0.9 0.76 0.31 -7.09 -3.7 -12.9 -27 -11 170.2 -12 -68.9 -0.04 0.02 0.06 4.75 9.63 0.024
42 R387D-1 0.57 0.89 0.73 0.08 -6.09 -3.7 -12.9 -28 -7.7 81.24 2.46 -24 -0.04 0.19 0.01 3.51 8.79 0.022
43 R387D-1 0.84 0.84 0.84 0.01 -5.09 -3 -11.7 -25 -7.4 429.6 -12 10.5 -0.05 0.14 -0.06 2.68 7.89 0.024
45 R387D-1 0.5 0.2 0.35 0.05 -5.09 -3 -11.7 -25 -7.4 153.7 -12 -70.7 -0.04 -0.11 -0.03 3.38 8.49 0.024
46 R387D-1 0.83 0.12 0.48 0.07 -5.09 -2.1 -10.7 -25 -14 425 -11 13.7 -0.04 -0.15 0.08 1.29 4.08 0.028

RREG -0.15571 -0 -0.08 0.153 -4.09 -2.3 -8.45 -17 -6.1 67.46 0.57 -9.11 -0.043 -0.03 0.005 3.22071 6.884 0.025

47 R393C-1 -0.26 -0.4 -0.33 0.26 -3.16 -2 -6.67 -13 -3.1 -22.6 5.07 5.23 -0.03 0.19 -0.02 4.28 -1.7 0.036
49 R393C-1 -0.39 0.01 -0.19 0.56 -5.18 -3.3 -11.6 -16 -7.1 -27.3 6.25 6.34 -0.03 0.3 0.04 4.38 -1.37 0.026
50 R393C-1 0.2 -0.43 -0.12 0.63 -5.35 -3.5 -11.9 -14 -3.9 -24.9 5.81 5.05 -0.03 -0.89 0 10.65 -5.79 0.032

RPRM -0.15 -0.27 -0.21 0.483 -4.56 -2.9 -10 -14 -4.7 -24.9 5.71 5.54 -0.03 -0.13 0.007 6.43667 -2.95 0.031

Figure 19.8—example of blending model bias variation for 1 month of blends. Source: Reproduced with permission from [1].
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Figure 19.9—Typical octane values of blend components. Source: Reproduced with permission from [1].

Figure 19.10—Calculated DuPont interaction coefficients from values in Figure 19.9. Source: Reproduced with permission from [1].

Figure 19.11—Quality dependence matrix for components and blends. Source: Reproduced with permission from [1].
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19.4  recIPe oPtImIzatIon 
The economic objectives of fuel blending operations are
• Blends should be on specifications with minimal qual-

ity giveaway and should have no violations in any 
circumstances.

• Reblends should be minimal for off-spec blends.
• Blends should be produced with minimal cost.
This section examines the methodology to achieve the 
above blending objectives.

19.4.1  Control and Manipulated Blend 
Variables
Let us re-examine the generalized blend equation as fol-
lows:

 Q X K f X X X X Q Q Q Qb
s

i i i n ni

n
=

=∑ ( , , , , . )1 2 3 1 2 31
… ……  (19.23)

where: 

 

Ki 1if blended by volume,

otherwise 
1

Density

=

  of component if blended by weight, and

Qb
s == BlendedSpecification.

 

In the above equation Xi are the manipulated variables 
because they are changed or manipulated to achieve the 
target blend specification, Qs

b (controlled variable). If the 
blend is a three-component system, then it can be solved 
deterministically for three qualities. However, in reality, 
a blending system has more unknown variables than the 
known variables and hence it cannot generate an unique 
solution. We will next discuss how to solve equations 
with more controlled variables (qualities + slack) than the 
manipulated variables (composition).

19.4.2  Slack Variables
Let us examine a three-component blending system to con-
trol three blend qualities (RON, RVP, and 50% distillation 
point) with minimum and maximum specifications using 
nonlinear blending equations with DuPont coefficients.
• Minimum specifications

 Qs
b,RON < x1*q1,RON + x2*q2,RON + x3*q3,RON  

 + β12*x1*x2 + β13*x1*x3 + β23*x2*x3 + φ1 (19.24)

• Maximum specifications

 Qs
b,RVP > x1*q1,RVP + x2*q2,RVP + x3*q3,RVP 

 + β12*x1*x2 + β13*x1*x3 + β23*x2*x3 + φ2 (19.25)

• Maximum specifications

 Qs
b,50% > x1*q1,50% + x2*q2,50% + x3*q3,50% + β12*x1*x2 

 + β13*x1*x3 + β23*x2*x3 + φ3 (19.26)

where:
φ1, φ2, φ3 = model biases.

Now, equations 19.24–19.26 cannot be solved uniquely 
because of inequalities in the equation. Hence, we will 
introduce slack variables in the above equations to convert 
them to equalities and also use the blending values for 

nonlinearity to make the equations easier to handle. The 
transformed equations are as follows:

 Qs
b,RON = x1 * qv

1,RON + x2 * qv
2,RON + x3* qv

3,RON  
 + φ1 – Gb,RON + Vb,RON (19.27)

 Qs
b,RVP = x1 * qv

1,RVP + x2 * qv
2,RVP + x3 * qv

3,RVP  
 + φ2 + Gb,RVP – Vb,RVP (19.28)

 Qs
b,50% = x1 * qv

1,50% + x2 * qv
2,50% + x3 * qv

3,50%  

 + φ3 + Gb,50% – Vb,50% (19.29)

where:
qv

i,j = blend values for component i and quality j,
Gb,j = giveaway slack variable for quality j, and
Vb,j = violation slack variable for quality j.

Now we have three equations and nine unknowns (X1, 
X2, and X3 plus giveaway and violation slack variables). 
Equations 19.27–19.29 have multiple possible solutions as 
follows, and we must define an additional criterion to select 

 

Q X K f X X Q Qs
j

i
i

i i i n i
j

n
j= ( )
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(19.30)

19.4.3  Objective Function
We introduce an additional criterion in equation 19.30 to 
select a feasible solution subject to minimal quality give-
away from specifications or maximal blend profit. The 
condition is stated as

 
Q X K f X X Q Qs

j
i

i
i j i n i

j
n= ∑Optimum 1 1 1* * , ., , , .…… …… jj ..( )







 

  (19.31)

subject to maximal profit on blend P X Cb
i ii

n
– *

=∑( )1
 or mini-

mal quality giveaway Q Qs
j

b
j–( ), where Pb is the sale price of 

the blend product and Ci is the cost of component i.
Now, the monetary cost of a component is not easy to 

compute in a refinery and is practically not used. Instead, a 
blending value is computed for components on the basis of 
their RON and RVP values relative to the blend product. It 
is outside of the scope of this chapter to discuss the meth-
odology and equations to calculate component blending 
values for the cost of components.

The above objective function is a simpler form of the 
basic terms of optimization. In reality, there are other fac-
tors considered in a refining blending system to optimize 
the recipe. An example of additional terms used in the for-
mation of an objective function is shown in Figure 19.12. 
The objective function would then be as follows:

 Objective function = A –B + C – D –E –F – G – H – I – J 
  (19.32)

Figure 19.12 explains the definitions of each of the 
terms listed in equation 19.32.
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Distress buying and selling costs are used to buy or sell 
components to ease the infeasible solution due to shortage 
or excess of component inventories. Typically, the distress 
buying cost is higher than the component cost (or blending 
value cost) and the selling cost is less than the component 
cost (or blending value cost) to facilitate arriving at an 
optimal blend recipe solution. The objective function in 
Figure 19.12 has typical cost factors and can be modified 
to include other expensive additives. The violation penalty 
costs are usually higher by many-fold and are used in the 
relative importance of quality violation. For example, RON 
cannot be violated and hence may be given a violation pen-
alty factor of 10,000 with a penalty factor of 8,000 for RVP 
and so on and so forth. Typically, offline optimization by a 
planner or blend engineer is done based on profit whereas 
online optimization focuses on the minimization of quality 
giveaways. Since the cost of components are not accurately 
available, their relative blending values are used in the 
profit function.

19.4.4  Optimization Algorithms
The system of equations discussed in earlier sections can 
be solved by any of the three mathematical techniques on 
the basis of the nature of the blend equations used. Figure 
19.13 shows a summary of blend equations and mathemati-
cal techniques.

Nonlinear blend equations can be solved by successive 
linear programming (SLP) or a true nonlinear solver. How-
ever, SLP is a sampler technique because it involves iteratively 
executing the linear programming (LP) algorithm until the 
solution converges, but it requires custom programming over 
the commercial LP algorithm. The implementation of SLP in 
commercial LP programs usually requires interface to it, if 
feasible and tools are available from the vendor, or it creates 
a wrapper around the algorithm to repeatedly solve the LP 
matrix until the nonlinear qualities and blend recipe converge.

19.5  desIgn oF a tyPIcal BlendIng system 
In this section we will discuss design considerations for a 
typical blending system and will focus mostly on a gasoline 
blender because it is the most complex blender in a refin-
ery [4,5]. A typical blending system has the following ten  
automation islands, in addition to design configuration of 
blending configuration:
1. Tank farm
2. Automatic tank gaging system
3. Laboratory analysis
4. Field equipment and instrumentation
5. Fuel additives 
6. Quality analysis and measurements 
7. Advanced blend control, optimization, planning, and 

scheduling 

Figure 19.13—Mathematical techniques used for blend equation. Source: Reproduced with permission from [1].

Applicable for the
optimization of

Term Description Maximum
Profit

Minimum
Giveaway

A Values of Products Yes Yes
B Cost of all Stocks Yes
C Value of Closing Stock Inventory Yes
D Cost of Antiknock Compound Yes
E Cost of Cetane Improver ** Yes
F Cost of Distress Buying Yes
G Cost or Value of Distress Selling Yes
H Cost of Distress Quality Buying or Selling Yes
I Penalty Cost for Deviation from Preferred Recipe Yes

Yes
Yes
Yes
Yes

J Quality Giveaway Cost and Violation Penalty Cost Yes
**  For distillate blending only

Figure 19.12—additional terms in the objective function. Source: Reproduced with permission from [1].
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8. Computer system
9. Blend header
10. End-product dispatch

Figure 19.14 shows all automation components of a 
typical gasoline blending system, and we will discuss the 
design considerations for each one of them in detail in the 
following sections.

19.5.1  Blending Configuration 
A fuel blending system is configured in many ways, 
depending on the source, destination, product type, refin-
ery configuration, degree of complexity, and expected 
flexibility to operate and optimize. Table 19.2 shows 
the types of blending configurations used in a typical 
refinery.

The extent of optimization is defined as the abil-
ity and freedom to manipulate the component recipe to 
arrive at the final product specifications. In general, inline 
batch blending configurations are less complex and more 
 flexible in blend optimization, but they have the disadvan-
tages of increased tankage requirement and large product 

inventory buildup. On the other hand, run-down blending 
requires more instrumentation, is limited in optimization 
flexibility, and is affected by process swings; it has the 
advantages of low inventory buildup. A limited extent of 
optimization for inline and run-down blending to ships 
and pipelines means that a refinery does not get a sec-
ond chance to correct the giveaway of violated products 
because the product moves out quickly (pipeline) or is dif-
ficult to access (ships).

19.5.2  Tank Farm 
A blending tank farm consists of tanks for components and 
products and is configured in many ways. Blending tank 
farms offer inherent pros and cons:
• Single versus paired blend stock tanks: Each compo-

nent can have a single tank, paired tanks, or a hybrid 
combination of single and paired tanks for some of the 
components. The paired component tanks are the pre-
ferred design consideration because it offers flexibility 
in the planning process, constant tank quality during 
blending, and stable recipe control.

taBle 19.2—Blending system configuration

mode source destination Product type
degree of 
complexity

extent of 
optimization

inline batch Tank Tank Gasoline, diesel, fuel oils Fair excellent

inline batch Tank Pipeline or ship Gasoline, diesel, fuel oil High limited

Run-down units Tank Diesel, kerosene, jet fuels Fair average

Run-down units Pipeline or ship Diesel, kerosene, jet fuels High limited
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Source: Training Manual - Strategic Fuels Blending Technology and Management, 
Reproduced with Permission from Offsite Management Systems LLC, Sugar Land, Texas, USA

Figure 19.14—automation islands of a typical blending system. Source: Reproduced with permission from [1].
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• Running versus closed stock tanks: Running stock tanks 
receive feed from the units while they feed the blending 
system. This mode of operation continuously changes 
the quality of the stock tank and thus affects the blend 
control and optimization downstream of the stock 
tank. On the other hand, closed stock tanks do not 
receive the feed while blending and hence their quali-
ties do not change, remaining the same as those used in 
the blend planning of the blend recipe, thus minimiz-
ing the effect on the blend control system.

• Stream pooling and wild flows: Some refineries have 
multiple streams of low quality, a wild stream from 
external sources, or both. If these streams are fed 
directly to the blender, the blend control is erratic and 
surely ends up in huge quality giveaway or reblends.  
Hence, it is a good design practice to pool all of these 
wild and low-quality streams into an existing stock 
tank with components of comparable qualities. The 
stream pooling has a risk of quality stratification 
if the component qualities are quite different. The 
best possible way to avoid quality stratification is to 
install a mixture in the tank to homogenize the tank 
content.

• Stock tanks versus control loops: It is not uncommon 
in refineries for the number of stock tanks to be more 
than the number of control loops. This results in 

 continuous swapping of the stock tanks based on blend 
recipe and thus causes a loss of production, quality 
degradation, and less optimal final blend quality. This 
can be avoided by using stream pooling as discussed 
above to rebalance the stock tanks versus control loops.
Figure 19.15 shows the recommended design consider-

ations for configuring stock tanks and pooling of wild and 
low-quality streams.

It is absolutely necessary to install an automatic tank 
gaging system (ATGS) for all blend stock and product tanks 
to monitor the tank inventory in real time for the blending 
system. Because this topic is dealt with in great detail in 
Chapter 20 on tank farm management, it will not be dis-
cussed in this chapter to avoid duplication. 

19.5.3  Field Equipment and Instrumentation
It is very important at the design stage of a new blending 
system that appropriate instrumentation is provided for a 
fully automatic blending operation. This fact is sometimes 
ignored by the refineries to minimize the cost of the blend-
ing system by not allocating adequate funds for the field 
equipment and instrumentation. Table 19.3 shows the 
design recommendation of various instruments to install 
for a fully automatic system.

Figure 19.16 shows the locations of all required/
optional instruments in a typical blending system.

Figure 19.15—Recommended stock tank configuration for a blending system. Source: Reproduced with permission from [1].
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19.5.4  Quality Analysis and Measurements 
The qualities of stock and products must be known before, 
during, and after the completion of a blending batch in real 
time, offline analysis, or both. The qualities in a blending 
system are made available by any one or all of the follow-
ing methods:
• Laboratory analysis
• Online analyzer
• Model-based prediction

19.5.4.1  laBoRaToRy analysis oF sToCk anD 
PRoDuCT QualiTies 
Figure 19.17 shows the traditional methods of quality 
estimation by laboratory analysis samples (S) for stock, 
product tanks, header qualities, and online analyzers (A) 
after the blend header to measure blended qualities. The 

blend models used in the blending system also predict the 
qualities at the header and final product qualities. Another 
chapter (18—“Product Analysis and Quality Control”) in 
this manual covers the test methods for laboratory analysis.

19.5.4.2  online analysis oF sToCk anD 
HeaDeR QualiTies 
Blend qualities of stock tanks and the blend header are 
analyzed by online analyzers using the following strategy:
• Discrete analyzers: RVP and sulfur are analyzed by dis-

crete analyzers in conjunction with a multiplexer and 
multistream sampling system. Discrete analyzers mea-
sure only one quality of one stream at a time.

• Integrated analyzers: These include spectrum-based 
analyzers such as NIR or nuclear magnetic resonance 
(NMR) to simultaneously analyze multiple qualities. 

Figure 19.16—Recommended instrumentation for an automatic blending system. Source: Reproduced with permission from [1].
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taBle 19.3—location and requirements of Instruments in a Blending system
equipment location manual valves motor-operated valve Pressure controller Flow controller Flow meter

stock tanks inlet Required optional

outlet Required

Pumps inlet Required

outlet Required

Control  loop Required Required

Header inlet Required

outlet

Product tanks inlet Required

outlet Required
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Qualities such as octane (RON, MON), RVP, distillation 
points, olefins, aromatics, benzene, and many more 
can be analyzed by a single integrated analyzer, thus 
saving huge expenditures for discrete blending analyz-
ers. Chromatography or a similar technology-based 
analyzer for multiple distillation points is another 
example of an integrated analyzer.

• Multiplexed sampling system: Although discrete and 
integrated analyzers sample one stream at a time, their 
usability is enhanced by using a multiplexed multi-
stream sampling system. This strategy samples compo-
nent tank exit streams and a blend header at slow and 
fast pace, respectively, and sends them to the set of ana-
lyzers for analysis. In this way, all streams are analyzed 
online by one set of analyzers. Stock tank exit streams 
are usually sampled at a slow frequency of 20–30 min/
stream, and a blend header in fast loop mode is sam-
pled at a frequency of approximately 2–3 min/sample. 
This is because stock tank qualities change slowly 
compared with the blend header qualities. On the other 
hand, blend control and optimization depend mainly 
on the blend header quality in most blending systems.
Figure 19.18 shows a typical blending system design 

for online analyzers and a multiplexed multistream sam-
pling system.

19.5.4.3  MoDel-BaseD Tank QualiTy 
MeasuReMenT 
Quality measurements by laboratory analysis and online 
analysis using integrated analyzers with a multiplexed 
sampling system as described earlier have the following 
inherent disadvantages:
• Laboratory analyses for blend tanks are manpower-

intensive ($3–4 million/year for a 300 KB/day refinery 
with 44 blend tanks), slow in turnaround period (6–8 h), 
and are not suitable for running stock tanks and offline/
online blend recipe optimization applications.

• On the other hand, integrated analyzers require extensive 
efforts and expertise to develop NIR/NMR models for a 
specific refinery under a range of process conditions.

• The usability of integrated online analyzers is limited 
because they are activated only during blend runs (10–
12 h/day) and remain dormant the rest of the time. They 
also require 20–40 min of line-up and a sample stabiliza-
tion period, thus losing initial blend quality information.

• Tank qualities are not available to the refinery planner 
in time for recipe planning because they depend on lab-
oratory analysis. This may result in quality giveaways 
or reblends if stock tanks are running during blending.
A recent development has eliminated some of the disad-

vantages of laboratory and online analysis by installing an 
external tank quality tracking system (software) and reposi-
tioning the online analyzers at the inlet points of the stock 
tanks rather than traditional tank exit points [6]. Figure 19.19 
shows the functionality of the online tank quality tracking 
system in conjunction with alternate placement of online 
analyzers. The advantages of this technology are
• It reduces the laboratory analysis load by 40–50% 

for blend tanks and the cost by an average of $0.5—
1  million/year [7].

• Tank qualities are available 24 × 7 to all online/offline 
applications.

• Online analyzers are a larger percentage of the time 
and hence give a better return on investment (ROI).

• The software contains more than 70 nonlinear quality 
models and can also be used for nonblend tanks.

• Process units upstream of blend tanks can use this online 
tank quality information for feedback control purposes.

• It seamlessly integrates with existing and future blending 
control system software from any third-party vendors.

• It has been demonstrated to save refineries $2–2.5 mil-
lion/year to minimize quality giveaways for a run-down 
blending system without an online control system in 
place [6].

Figure 19.17—Method of quality estimation in the blending system. Source: Reproduced with permission from [1].
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Figure 19.18—online analysis system with a multiplexer for a typical blending system. Source: Reproduced with permission from [1].

Figure 19.19—Model-based tank quality tracking system with strategic placement of analyzers. Source: Reproduced with 
permission from [1].

19.5.5  Advanced Blend Control, Optimization, 
Planning, and Scheduling
In this section, we will discuss the different layers and 
components of an advanced blend control, optimization, 
planning, and scheduling system. A most modern and fully 

automated blending system consists of the following three 
tiers:
1. Regular blend control;
2. Online blend control and optimization; and
3. Offsite blend optimization, planning, and scheduling.

AST-MNL58-11-0801-019.indd   488 3/12/13   2:52 PM

 



  CHaPTeR 19     n     Fuel BlendIng technology and management  489

We will discuss in the next sections that the first level of 
distributed control system (DCS)-based regulatory control 
is absolutely required for the safe operation of a blending 
system, and the third level to optimize the recipe in an 
offline mode is recommended for minimizing quality give-
away and reblends. The second level of online blend control 
is optional and may not be required at all on the basis of a 
refinery’s blending configuration.

19.5.5.1  ReGulaToRy BlenD ConTRol 
Almost any modern refinery of reasonable capacity 
(>100 kb/day) has implemented a DCS- or programmable 
logic controller (PLC)-based regulatory blend control sys-
tem for an inline blender. However, there are still some 
refineries in the world that practice manual sequential (one 
tank at a time) blending operations. 

The main objectives of DCS-based regulator blend con-
trol system are
• Control the initial blend recipe as downloaded by the 

planner,
• Minimize the quality giveaways by monitoring the blend 

header by a set of discrete online analyzers (RON is mea-
sured by cooperative fuel research [CFR] knock engines),

• Provide blend trim control to adjust the final tank qual-
ity for violation or excessive quality giveaways, and 

• Safe blending operations.
A refinery normally implements many more features 

in the DCS-based regulatory control system. However, it is 
outside of the scope of this chapter to discuss all of these 
features here. Figure 19.20 shows a system diagram with 
online analyzers for a DCS regulatory control system.

The limitations of the regulatory blend control are
• It cannot use feedback from analyzers to adjust the 

recipe.
• It cannot handle changes in the component tank 

 qualities.
• It can only use recipe as downloaded by the planner 

and cannot adjust it to meet final specifications.

19.5.5.2  oFFline BlenD oPTiMizaTion anD 
PlanninG 
The next step in blend control evolution was to implement 
some sort of recipe optimization, initially using Excel’s 
GRG2 algorithm, and download the recipe to DCS online 
or manually via e-mail and phone to the blend operator 
or both. The refinery planner or blend engineer in some 
cases would gather the last tank qualities from the labora-
tory and optimize the recipe on the basis of the desired 
specifications and blend batch size. This was initially 
successful for linear blend models. It was later upgraded 
to a more sophisticated offline optimizer by third-party 
vendors incorporating nonlinear models and many other 
desirable features. Figure 19.21 shows a two-tier blend 
system with a regulatory blend control and offline blend 
optimizer.

However, the recipe so planned and optimized is only 
good if the component tank qualities do not change dur-
ing the actual blend execution. This was never the case for 
running tanks. Hence, the planner’s initial recipe deviated 
from the final version on the basis of how severe the com-
ponent tank quality changed during blend and what kind of 
blend models were used in GRG2 or third-party software. 
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Figure 19.20—DCs-based regulatory blend control system. Source: Reproduced with permission from [1].
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The combination of all of these inherent disadvantages in 
this two-tier system either resulted in quality giveaway or 
violation. A refinery cannot sell the products with off-specs, 
but they can accept the reasonable quality giveaways to sell 
the product.

19.5.5.3  online BlenD ConTRol anD 
oPTiMizaTion
Because the blend stock qualities were invariably changing 
because of limited closed tanks, they were not available in 
time to plan for recipe optimization. The final recipe devi-
ated from the initial planner’s recipe, which was optimized 
to meet the target specifications. Therefore, it is almost 
necessary to implement another tier of online blend control 
between the regulatory blend control and offline optimizer 
to solve these problems.

However, the traditional implementation of online 
blend control in which the online analyzers are installed 
at the tank exit did not help the planner because they had 
to rely on the laboratory analysis of tank qualities before 
recipe optimization. Also, the expensive set of integrated 
NIR/NMR analyzers is not used at all for 40–50% of the 
time.

Figure 19.22 shows the design of a blending system 
with a tank quality tracking system and strategic placement 
of online analyzers to solve the above-mentioned problem. 
This design consideration takes the tank quality integration 
function out of the online optimizer module and shifts it to 
the tank quality tracking system for consistency of blend 
models throughout the blend system modules.

19.5.5.4  BlenD PlanninG anD sCHeDulinG 
The blending planning process in a refinery starts from 
a corporate planner and ends with a blend optimization 
engineer in a specific refinery. The planning period is 
approximately 3–6 months at the corporate level and 1–3 
days at the specific refinery for blend executions. The plan-
ning process also breaks down the multiple product-grade 
market forecast (A, B, C) total for 3 months in a long-range 
plan, breaks down multiple grade batches (B1, B2, B3) in 
a medium-range plan, and further breaks down into single 
blend batches such as B11, B12, B13...B21, B22, B23, etc., 
in short-range plans.

A refinery planner makes a plan for 15-to 30-day blend-
ing batches and uses a rollover scheme as shown Figure 
19.23 to move the next day’s blend recipe to the current 
recipe. For example, 30 days is broken into a single blend’s 
plan for the next 7 days, an aggregate blend batch plan for 
the next 7 days, and then an aggregate blend production 
plan for the next 15 days. As the blend quality and market 
information become more accurate from the next day’s 
blend to the 30th day’s blend, the rollover process moves the 
blend plan accordingly.

19.5.6  Computer System
A blending system computer system consists of three main 
components: the DCS, the advanced control system, and 
software/hardware interfaces with plant equipment/signals 
and a third-party system. This is a very challenging and time-
consuming task, and their seamless integration plays a very 
important role in the overall success of the blending project.

Figure 19.21—Two-tier blending system with regulatory blend control and offline optimizer. Source: Reproduced with permission 
from [1].
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19.5.6.1  DisTRiBuTeD ConTRol sysTeM
In earlier sections, we discussed that tier 1 blend control is 
resident in a DCS and absolutely required for safe operation 
and recipe control of inline or a sequential blending system. 
Although the operational philosophy of the regulator blend 
control is the same, their implementation varies from DCS 
to DCS and must be specifically designed, developed, and 
customized for each refinery.

19.5.6.2  aDVanCeD ConTRol CoMPuTeR 
sysTeM
A blending control system is typically implemented on 
high-end PCs using client-server architecture and consists 
of the following components in the technology set, although 
it may vary slightly from the system provider and DCS 
vendor:
• Expert system objects; 
• Web link/ActiveX links;
• Oracle/SQL server database; 
• Windows server and workstations; 
• Integrated Fortran/C/C++ modules for specific func-

tionality/computations;
• Nonlinear optimizer, CPLEX™, Minos™;
• Nonlinear integer scheduling algorithm;
• Integrated third-party ActiveX controls; and
• DCS/process database bridges.

Figure 19.24 shows a typical blending system client-
server architecture.

19.5.6.3  inTeRFaCes
In addition to the DCS and advanced control system, the 
implementation of a blend system requires many interfaces 
between plant data and third-party software and databases 
for challenging system integration. Examples of these 
required interfaces are
• Process and systems interface with plant database and 

instruments signals;
• Offline blend optimizer interfaces;
• Tank quality tracking system interfaces;
• Online blend control interfaces;
• Offline/online blender interfaces;
• Oil movement interfaces, including a tank farm and 

gaging system.

19.5.7  Blend Headers
A blend header is simply a piece of pipe that is connected 
to all pipelines carrying the blend component streams 
before feeding to the product tank. The main purpose of the 
blender is to provide a turbulent mixing of all component 
streams for a homogeneous mixture. A blending system can 
be configured either as a single blender (gasoline, diesel, 
and fuel oils) or multiheaders for run-down distillate or ker-
osine blending. Another example of a multiheader blending 
header system is crude and naphtha blending.

A blending system with a single blend header is very 
flexible to operate and efficient to control and optimize the 
recipe. On the other hand, multiheader blending systems 
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are difficult to operate and less flexible to control and 
optimize because the recipe of multiple products simulta-
neously interacts with all available streams. A component 
recipe has process restrictions in a multiheader system and 
cannot drastically be changed by the online optimizer.

Design consideration for a blend header involves 
length, diameter, pressure, order of components connecting 
points, mode of connection (vertical, horizontal or both) 
and distance between two connection points. The discus-
sion of this is outside of scope of this chapter.

19.5.8  End-Product Dispatch
The blend product can be blended into a product tank, 
tanker, ship, and bunker or directly into a pipeline. The 
design of a blending system is different depending on the 
product destination.
• Tank-to-tank blending

• The final product tank quality can be readjusted by 
reblending for excessive quality giveaways or viola-
tions before dispatch to customers.

• The online control and optimization is focused on 
the final blend tank, taking into account the blend 
header quality as measured by the online analyzers.

• The final product tank is recirculated for 2–4 h to 
make it homogeneous before its dispatch.

• Tank-to-ship/pipeline/tanker/bunker blending
• The final product tank quality cannot be readjust-

ed but must be certified for meeting the specifica-
tion. Quality giveaways must be ignored.

• The online control and optimization is focused on the 
blend header quality to blend it to specification and 
must be certified online using NIR/NMR analyzers.

19.6  data reconcIlIatIon 
Data reconciliation is a methodology to rationalize the dif-
ference between “ideal” and “real” data by minimizing or 
closing the gaps between them. In this section, we will first 
identify all sources of error in the blending system and then 
discuss how to estimate those errors (or bias) for feedback 
corrections.

19.6.1  Sources of Error 
The discussion in the previous section focused on the blend 
models and illustrated that the nonlinearity in the blend-
ing phenomenon can drastically affect the refinery bottom 
line; hence, we discussed methods to effectively handle 
the nonlinearity. However, the errors in the blend predic-
tion are not limited to the nonlinearity of the blend model 
alone but also to additional sources of errors, as shown in 
Figure 19.25.

The sources of errors as identified in Figure 19.25 are 
defined as follows:
1. Analyzer transport lag, 
2. Analyzer dead time lag,
3. Analyzer dynamic lag,
4. Analyzer measurement inaccuracy, 
5. Stream and tank sampling errors,
6. Laboratory analysis repeatability and reproducibility,
7. Inaccuracy in quality correlation,
8. Inaccuracy in blending method,
9. Flow measurement, and 

10. Product tank prediction bias.

19.6.2  Estimation of Biases
The next approach would be to estimate the corrections in 
the above sources of error, which is accomplished by defin-
ing lumped bias parameters as follows:

 Bj = ∅l + ∅a + ∅m + ∅t  (19.33)

where:  
Bj = lumped blend quality bias,
∅l = laboratory analysis bias,
∅a = online analyzer bias,
∅m = model prediction bias, and
∅t = tank quality bias.

The parameters in equation 19.33 can be estimated in 
a systematic order by analyzing the historical data of online 
analysis, the laboratory analysis of streams, and the final 
tank quality and model prediction. Figure 19.26 shows the 
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information flow diagram for the calculation of the above 
parameters.

The analyzer as shown in Figure 19.26 is estimated by 
comparing the measured online analyzer value with the 
laboratory sample analysis at the same instance. This ana-
lyzer bias along with other techniques such as using a last 
good value corrects the analyzer value online.

19.7  JustIFIcatIon and ImPlementatIon oF 
a BlendIng ProJect
In earlier sections of this chapter, we basically discussed all 
aspects of the blending technology. In this section we will 
discuss how to assess the current state of a refinery’s blend-
ing system; how to perform data analysis for the economic 
justification; and, if justified, how to successfully imple-
ment and manage a blending upgrade or revamp blending 
project.

19.7.1  Economical Benefits
Let us illustrate the economical importance of blending 
operations in a refinery by considering the effect of the 
profit margin of blended fuels. We will consider only gaso-
line fuels here for simplicity.

Let us assume that an efficient blending operation 
saves $0.01/gal of gasoline. For a 100-kbbl/day refinery, 
producing 50% gasoline will save

$Profits/year = 100,000 bbl/day × 42 gal/bbl  
× 0.50 gal gasoline/gal crude × $0.01/gal gasoline  

× 365 days/year = $7.665 million (U.S.)/year

Savings from blending automation and optimization 
is typically an average of 2–3 cents/gal of gasoline. It is 
well documented that efficient blending operations can 
achieve a savings of approximately $100,000 (U.S.)/batch of 

100 kbbl. The payback period for full automation and opti-
mized blending operations is approximately 12–18 months, 
maximum. On a conservative scale, benefits from the auto-
mated blending system are in the range of $10–12 million/
year. Figure 19.27 shows the source of these benefits for 
batch and run-down inline blending systems.

19.7.2  Where and How to Start
There is no universal answer to this question because it 
depends on the current state of the refinery’s blending sys-
tem and the approach needed to reach the final state, a fully 
automated blending system. There are in general four states 
of the refinery’s blending operation status:
1. Negligible or few installed automation components.
2. Most field automation is installed but there is still 

manual blending.
3. Inline blending only and no advanced blend control.
4. Full automation but outdated offline/online advanced 

control.
Figure 19.28 shows the recommended paths and durations 
on the basis of the current state of the plant’s blending 
operations.

19.7.3  Identifications and State of the 
Automation Areas
The next step in the blending project justification would 
be to identify and assess the state of the automation areas 
in the blending operations. The author of this chapter has 
developed a proprietary methodology to assess the state of 
the blending system in a refinery that is discussed briefly 
in this section. This methodology defines the following two 
indices:
1. Automation effectiveness index: This measures the state 

of field equipment, infrastructure, computer hardware 
and software, etc., against the ideal industry standard, 
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desirable benchmarks, or both. This index is usually 
generated by conducting a detailed plant survey of all 
automation components.

2. Operational efficiency index: This measures how well 
the blending is executed in terms of deployed blend 

models; extent of quality giveaways; and reblend con-
trol, optimization, and planning activities. This index 
is generated by a detailed analysis of 3–6 months of 
historical blend data to estimate various parameters to 
build this index.
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Figure 19.29 shows a summary of these two indices for 
a typical refinery of 300 kbbl/day. The author of this chapter 
used data for an actual plant survey to analyze the data. Fig-
ure 19.29 shows that there is direct correlation within ±10% 
between the automation effectiveness index and the capital 
investment required for revamp or upgrades of the blending 
system. On the other hand, the operation efficiency relates 
the additional benefits that can be expected from the capital 
investment and improved operational efficiency. The ratio 
of required capital investment and expected benefits results 
in an ROI period of 18–24 months, which is average in the 
industry. The same methodology can be used to estimate 
the capital investments and tangible benefits for upgrading 
any state of automation of the blending system in a refinery.

19.7.4  Project Implementation Strategy
It is not very uncommon in a refinery that is considering 
the upgrade and revamp of the blending project to try to 
allocate $6–10 million for the capital investment before 
going ahead for the project. More often the blending project 
upgrade is put on hold and thus loses millions of dollars 
every year from the quality giveaway and reblends due to 
specification violations. Therefore, it is a better strategy to 

adapt “pay-as-you-go” implementation of blending automa-
tion components. In this respect, offline optimization is the 
fastest tool to implement at low cost to achieve maximal 
benefits in a short period.

Figure 19.30 shows a typical blend project implemen-
tation schedule using the pay-as-you-go strategy and indi-
cates ROI and cost along the project timeline.

19.8  summary
This chapter has discussed all technical and management 
aspects of a fuel blending system in a refinery. Because of 
space limitation, the focus has been mainly on the gasoline 
blending, but the concepts presented here can be extended 
and applied to other fuel blending such as diesel and 
fuel oils.
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20.1  IntroductIon
Any liquid-based manufacturing facility, such as a refinery, 
petrochemical complex, beverage plant, etc., uses various 
types and sizes of tanks to receive, store, and dispatch 
products. A cluster of such tanks is called a “tank farm” 
and consists of 50 to 300 or more tanks in a refinery with, 
for example, 100,000–600,000 bbl/day of crude oil process-
ing capacity. The efficiency and timely available informa-
tion about the quality and contents of tanks can affect the 
operations and profitability of the plant. This chapter will 
discuss various aspects of tank farm management from 
its initial design methodologies to information manage-
ment technology and will limit the discussion to a crude 
oil refinery. Nevertheless, most of the discussion in this 
chapter can also be applied to other relevant liquid-based 
plants.

20.2  overvIew 
20.2.1  Purpose and Role
The purpose of a tank farm is to receive crude and other 
feed stocks from external sources; store the intermedi-
ate products from onsite unit operations; and store the 
final products before dispatch to customers by terminals, 
marine, truck, railcar, and pipelines. This section will dis-
cuss various types of tanks installed in a plant for storage 
of feed and products.

20.2.2  Types of Tanks
There are three types of tanks used in a liquid-based plant: 
cylindrical tanks, spherical tanks, and bullet tanks (vertical 
or horizontal).

20.2.2.1  CylindriCal Tanks
These tanks are the most common types and are used to 
store crude and products at atmospheric pressure. Their 
roof shapes can be cone or dome shaped, and the roof type 
can be fixed to internal or external floating roofs.

20.2.2.1.1  Fixed Roof Cylindrical Tank
The top of the cylindrical tank is fixed and it may be flat, 
cone, or dome shaped. It is suitable for smaller size and 
low-pressure applications. They are expensive to build 
because they require a thick top plate to resist deforma-
tion and visible bending. Fugitive emission is the problem 
for this type of tank because of the vapor gap between the 
liquid and the top plate.

The fixed roof can be cone or dome shaped. The cone-
shaped tank is easier to fabricate than the flat type of roof 
and is less susceptible to spot deformation and bending. It 
is used for large storage capacities.

Dome-shaped tanks are built to minimize the effects 
of strong winds and they equalize the wind pressure better 
than flat- or cone-shaped tanks. Figures 20.1 and 20.2 show 
typical cone-shaped and dome-shaped fixed roof cylindrical 
tanks, respectively.

20.2.2.1.2  Floating Roof Cylindrical Tank
In this tank type, the top plate is not fixed and floats 8–12 in. 
above liquid separated by rim seals. It minimizes the fugitive 
emission because of the low vapor gap between the liquid 
and the top plate. This type of tank is further classified as an 
external floating roof tank or an internal floating roof tank.

The internal floating roof is similar to an external float-
ing roof, but the top is covered with a cone or dome shape 
and there is an internal floating roof. It is again suitable for 
liquids with higher vapor pressure. The internal floating 
roof minimizes the leaks and fugitive emissions. Figures 
20.3 and 20.4 show examples of internal and external float-
ing roof types of tanks, respectively.

20.2.2.2  spheriCal and BulleT Tanks
These tanks are used to store higher-pressure liquids and 
equalize pressure on the structure. Spherical tanks are 
built onsite and hence are expensive to build. They are 
built for large capacities. On other hand, bullet tanks are 
low-pressure tanks and are built in shop; hence they are 
less expensive than spherical tanks. They are meant for 
small-capacity storage and may be vertical or horizontal 
design. Figure 20.5 shows spherical and bullet tanks.

20.2.3  Tank Types versus Product Types
Table 20.1 lists the types of tank used in a typical refinery to 
store its crude feed and products.

20.3  desIgn of tank farm
A typical refinery or liquid-based plant uses the tanks for 
feed receipts, intermediate products, and dispatch of final 
products. Although plants are designed and built with 
adequate storage capacity for design and future production, 
there are still the following situations in which there are 
serious economic effects on the refinery bottom–line:
• Crude oil is stocked up in excessive inventory;
• Shipment is delayed because of insufficient products, 

product storage capacity, or both; and
• Process units are operating at less than optimal capacity.

Figure 20.6 shows several stages of storage require-
ment for a typical refinery.

There are methods to estimate the storage requirement 
either at the front-end engineering design (FEED) level or 

20
tank farm management 
Suresh S. Agrawal1

1 Offsite Management Systems, LLC, Sugar Land, Texas, USA
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figure 20.1—Cone-shaped fixed cylindrical tank.

figure 20.2—dome-shaped fixed cylindrical tank.
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figure 20.3—external floating roof tank.

figure 20.4—internal floating roof tank.
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for expansion purposes after the plant is already operating. 
These methods are discussed in the following sections.

20.3.1  Empirical Correlations
Nelson proposed an empirical formula for the estimation 
of tank farm size on the basis of refinery complexity as fol-
lows [2]:

	 S = 1.75 × P + 10 (20.1)

where: 
S = barrel of product storage per daily barrel of crude oil 
processing capacity and
P = number of products produced by the plant (P = 8 for a 
simple plant and P = 36 for a complex plant).

Nelson later proposed an empirical formula for the 
estimation of tank farm size on the basis of historical data 
as follows [3]: 

	 S = C + 4.5 × P + 11 (20.2)

where: 
C = barrel of crude storage per day of crude oil processing 
capacity (C = 4 for refineries with crude supplied by pipe-
line and C = 55 for refineries receiving crude via tankers).

Gary and Handwerk presented a “rule of thumb” for 
the estimation of storage requirement [4]. They presented 
that 50 bbl of storage are required per barrels per day of 
crude oil processed. They estimated this for a typical refin-
ery that receives and dispatches the crude and products by 
pipelines. However, this estimate may be off for refineries 
receiving the crude by tankers. They also presented that 

figure 20.5—spherical and horizontal bullet tanks. Source: [1].

figure 20.6—several stages of storage for a typical refinery. Source: [1].
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table 20.1—types of tank used for different 
refinery Products
tank type Product type

Floating roof cylindrical tanks Crude oil, gasoline, naphtha

Fixed roof cylindrical tank
diesel, kerosene, FCC feedstock, 
residual fuel oil

spherical tank
normal butane, propane, 
propylene

Bullet tank isobutene, normal butane
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storage capacities should be approximately 13 days for 
crude storage and approximately 25 days for product stor-
age.

Table 20.2 shows the data for a typical refinery with 
225,000 bbl/day of crude processing capacity. This refinery 
receives most of the crude by tankers (C = 55) and is fairly 
complex (P = 36).

Table 20.3 compares the estimates of daily storage 
requirements by the above three methods and compares 
them with a typical refinery as shown in Table 20.2.

20.3.2  Statistical/Simulation Methods
Barsamian and Whitehead used historical data and a sta-
tistical model to estimate the refinery tankage for a Taiwan 
grassroots refinery [5]. Their model considered the follow-
ing factors:
• Crude delivery and product shipment methods; 
• Degree of refining complexity;
• Seasonal demands to create buffer storage;
• Plant turnarounds, shutdowns, and scheduled main-

tenance;
• Blocked operations using multiple feedstocks;
• Availability of inline blending;
• Optimal levels of tank inventory to respond to market 

demands; and
• Rental of tank storage if available off premises.

The model also inputs uncertainties such as ship 
delays, lifting schedules, natural disasters, power failures, 
and unit-stream factor, etc. Their model used Excel and its 
built-in random number generator to perform Monte Carlo 
simulation and optimized the tankage estimates using 
Excel’s built-in linear programming solver. Barsamian and 
Whitehead reported a 20 % savings with 95 % confidence, 
resulting in a total savings of $58 million in capital invest-
ment for the Taiwan refinery [5].

Al-Otaib and Stewart used more elaborate simula-
tion and linear programming techniques to determine the 

adequacy of existing tank farms at all three Kuwait refiner-
ies through 2010 and developed a solution to the refineries’ 
tank farm needs for the refinery networks [6]. Because 
this work involved three refineries together in simulation 
as opposed to the single refinery simulation by Barsamian 
and Whitehead, it involved a non-Excel-based system and 
linear-programming-based multiperiod and multirefinery 
planning tools. This model also used Monte Carlo statistical 
methods to simulate the uncertainties similar to those used 
by Barsamian and Whitehead [5]. This study just focused 
on optimization tank farm usage by reallocating tankage 
and changes in operations to minimize the usage of tank 
capacities. The simulation predicted an overall savings of 
approximately $2.5 million by the following changes in the 
operations:
• Reallocate existing tankage,
• Inline finished product blending,
• Inter-refinery transfers (IRT) of finished products, and
• Eliminate dual-port product loading.

table 20.2—tank farm storage for a typical refinery

number area name
total number 
of tanks

total tank 
capacities (bbl)

average tank 
capacity (kbbl)

Production 
factor

daily Production 
(kbbl/day)

days of 
storage

1 aromatics 13 173,171 13 0.10 22 8

2 Ballasts and slop 7 235,547 34 0.01 2 105

3 Butane + propane 7 234,591 34 0.04 9 26

4 Crude oil 9 4,917,680 546 1.00 225 22

5 Fuel oils 16 3,164,851 198 0.04 9 352

6 Gasoil 19 1,380,404 73 0.42 95 15

7 Gasoline 30 2,330,849 78 0.21 47 49

8 kerosine 5 460,313 92 0.10 23 20

9 naphtha 2 81,598 41 0.02 5 18

10 process units 6 4,831 1 0.03 7 1

11 propylene 3 35,217 12 0.03 7 5

12 Truck terminal 24 133,180 6 0.77 173 1

total 141 13,152,230 93 1.00

table 20.3—comparison of tank farm 
storage capacity

method basis

estimated daily 
storage/crude 
Processing, no. 
of days

nelson (1959) Based on only refinery 
complexity

73

nelson (1973) Based on refinery 
complexity and mode 
of crude receipts

69

Gary et al. (1994) rule of thumb 50

actual refinery 
storage

existing refinery 
storage Table 20.2

58
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Figures 20.7 and 20.8 show the tank capacity utiliza-
tion before and after model optimization and clearly dem-
onstrate that the simulation techniques used by Al-Otaib 
and Stewart for three Kuwait refineries were a success. 
They reported a payback period of 2 years [6].

20.4  requIred tank InformatIon 
and methods
The management of a tank farm requires that the following 
information be available to various departments/personnel 
in an online/offline manner to manage the plant efficiently, 
safely, and economically:
• Tank inventory,
• Tank qualities, and
• Estimate of fugitive emission.

The following sections will discuss the methodologies 
and technology for each these methods.

20.4.1  Tank Inventory
It is extremely important that the inventory of a tank in 
the tank farm be available in near real time for inventory 
control/management, to avoid spills during loading, and to 
safely operate the plant. This requires the measurement of 
the following five tank process parameters:
1. Level (mandatory),
2. Pressure (mandatory for high-pressured tanks),
3. Temperature (mandatory for custody transfer and for 

heated tanks),
4. Density (mandatory for mass-based custody transfer), 

and 
5. Water level (optional but recommended for crude and 

fuel tanks).
These parameters are measured manually or by an auto-

matic tank gauging (ATG) system as shown in Table 20.4.
These methods are discussed in the following subsections.

table 20.4—methods and Purpose of tank Process variables

Process variable
method(s) of 
measurement Purpose of measurement

level Manual, aTG •  issue alarms to avoid spills
•  inventory calculations

Temperature Manual, aTG •  Fugitive emission control and calculations
•  Temperature compensation in inventory calculations

density laboratory, aTG, mass 
flow meters

•  Mass-based inventory calculations

pressure aTG or none •  Fugitive emission control and calculations
•  safety for pressurized tanks

Water level aTG or none •   limit water content and purge excessive water because it 
is detrimental to process units

figure 20.8—Tank capacity utilization after optimization.

figure 20.7—Tank capacity utilization before optimization.
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20.4.1.1  Manual MeasureMenTs  
oF Tank paraMeTers
Although manual measurements of tank parameters are 
almost nonexistent for more than 50-kbbl/day-capacity 
refineries, they are still in practice for smaller refineries. In 
this method, two people climb up a tank at least 2 times a 
day and measure the level by using a calibrated gage tape 
and visual observation. They would then enter this informa-
tion in the tank information system (TIS). This method of 
level measurement not only poses safety concerns but also 
illustrates that an inaccurate level measurement of ±6 mm 
multiplied by all tanks will considerably deviate the actual 
inventory estimate from such measurement.

20.4.1.2  auToMaTiC MeasureMenTs  
oF Tank paraMeTers
20.4.1.2.1  Hybrid Gauging System
A hybrid tank gauging system uses different instrument 
and technology for the measurement of tank parameters, 
namely level, temperature, density, pressure, and water 
level. We will briefly discuss only a few of the methods 
for the measurement of each of the process parameters 
because there are too many to enumerate in this chapter.

20.4.1.2.1.1  Tank Level Measurement  There are two 
categories of methods for the measurement of tank level: 
the direct method and the inferential method. The direct 
method directly measures the liquid height compared with a 
datum reference line. On the other hand, the indirect method 

measures effects caused by the changing liquid position. We 
have listed some of the most common techniques used in the 
industry for direct and inferential (indirect) methods.
• Direct method techniques:

•	 Direct visual observation on a calibrated scale 
(e.g., gage stick, hook gage, or gage glass);

•	 Direct position of a float on the liquid surface;
•	 Contact of electrode probe with liquid surface;
•	 Interruption of light beam to photoelectric cell; 

and
•	 Reflection of radio, radar frequency, or sonic 

waves from a liquid surface. 
• Indirect or inferential method techniques:

•	 Measurement of hydrostatic pressure,
•	 Measurement of buoyant forces exerted by par-

tially immersed object,
•	 Thermal determination between liquid and vapor 

phases,
•	 Based on physical or electrical properties of liquid 

to infer surface position, and
•	 Attenuation of radiation through liquid and vapor 

phases.
Next, we will discuss the pros and cons for two of 

the most common techniques for each of the methods: 
the float type gage and the reflection of waves from the 
liquid surface for the direct method and measurements 
of hydrostatic pressure and buoyancy forces by a partially 
immersed object for the indirect method. Figure 20.9 shows 
the schematic diagrams of these two methods by direct and 
indirect methods, and Table 20.5 compares the pros and 
cons of the same.

figure 20.9—direct and indirect methods of level measurements. Source: [1].

Direct Method-Float Type gauge  Direct Method – Wave Refection from liquid Surface

Indirect Method – Measurement of Buoyancy force Indirect Method Meas rement of B o anc force

H

P

P = k* ρ * H
Where

k = Constant
ρ = liquid Density
H = Liquid Height

Indirect Method – Measurement of hydrostatic pressure
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20.4.1.2.1.2  Temperature Measurement  The temperature 
in a tank can be measured either at one point for a well-
mixed tank or at multiple points for a stratified tank. In the 
case of the latter, tank temperature is typically measured at 
16 or so points using multiresistor thermometers and then 
averaged over all of those points to calculate an average tank 
temperature.

20.4.1.2.1.3  Density Measurement  The measurement 
of density is measured by the hydrostatic (HTG) method to 
measure pressures at two points and then infers the average 
liquid density from their values using equation 20.3:

	 P2 – P1 = k × ρ × H		 (20.3)

where:
P = pressure at point 1 and 2,
k = constant,
ρ = density, and
H = distance between points 1 and 2.
It is assumed that the liquid density is the same 

between points 1 and 2 and it may not be valid for a strati-
fied tank.

20.4.1.2.1.4   Pressure Measurement  The tank pressure 
is also measured traditionally by a hydrostatic method using 
pressure transmitters at a lower point above the water and 
sediment level. 

20.4.1.2.2  Multifunction Gauging System
A multifunction gage uses a single instrument to measure 
all required parameters such as level, multiprofile tem-
peratures and density, pressures, water levels, and tank 
empty space vapor pressure without the use of multiple 
instruments for each measurement. It consists of 4–12 mea-
surement modules installed on a single steel pipe installed 
through only one tank opening.

A multifunction gage is a single instrument to provide 
all necessary data to calculate volume by either the hybrid 
method (level, temperature, density, and water) or the hydro-
static method (mass, density, and water) in real time directly 
from the gage. Its transmitter can support over 1,000 strap-
ping points and can provide diagnostic measurements, raw 
measured data, or calculated data. It is the perfect gage for 
use with distributed control system (DCS), supervisory con-
trol and data acquisition (SCADA), and HMI  software [1].  
A multifunction tank gage has the following features:
• It provides the most accurate volume measurement 

for custody transfer, inventory, or loss control on the 
market by a tank gage.  

• It provides real-time volume by hybrid or hydrostatic 
methods (all product variables are measured from one 
instrument, one tank opening, one electrical connec-
tion, etc.). 

• It provides real-time profiling of product within a liq-
uid storage tank (water, density, and temperature strati-
fication). It does not  require additional instruments, 
tank entries, electrical connections, etc. 

table 20.5—summary of Pros and cons of direct and Indirect methods of level measurement
advantages disadvantages

direct method

float type gage

•   Can be used for unlimited tank height
•   excellent accuracy of 4–5 mm
•   Comparatively low cost
•   Can be used for low- to medium-

pressured tanks

•   intrusive sensors
•   Mechanical devices are subject 

to wear, corrosion, failure, and 
“getting stuck”

•   subject to material buildup causing 
loss of accuracy

wave reflection from 
liquid surface

•   high accuracy of 0.5–1 mm
•   no moving parts, nonintrusive 

components 
•   low maintenance, operational, and 

ownership cost; high mean time 
between failures (MTBF) of >60 years

•   Modular design to install in operation

•   Can be applied for still liquid and 
not turbulent liquids

•   higher cost compared with other 
technologies

•   Cannot measure interface
•   effective for liquid and slurries 

but requires caution for granular 
material

Indirect or inferential 
method

measurement of 
hydrostatic pressure

•   simple and familiar technology
•   reliable method to measure level, 

density, mass, and volume
•   Can be calibrated from pressure 

standard
•   reasonable cost
•   Typical accuracy is ±0.03 %

•   Must be corrected for density
•   susceptible to fugitive emission 
•   requires additional valves and pipes
•   useful only for clear liquid 

applications 
•   not practical for slurries

measurement of 
buoyant forces by 
partially immersed 
object

•   limited motion and few moving parts
•   proven for difficult hydrocarbon 

applications
•   Can be used for high temperature and 

pressure
•   Can measure interfaces

•   Calibration is density-dependent
•   high cost with long spans
•   awkward to install and requires 

careful and constant maintenance
•   Buildup on displacer can affect 

accuracy
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figure 20.10—Tank’s anatomical parameters. Source: [1].
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• It determines the product quality (i.e., specific gravity, 
free water, and entrained water content in product). 

• It provides vapor pressure and vapor temperature 
for hydrocarbon emissions reporting, gas blanketing 
regulation, or alarm indication of a stuck pressure 
relief vent. 

• It is certified for leak detection (mass sensitivity). 
• It provides volume calculations using measured vari-

ables for multistrata density (not reference/average 
density), free and entrained water (not just free water), 
actual vapor pressure and temperature, actual atmo-
spheric pressure and temperature, actual mass, etc.  

• It has no moving parts.
• It is self-diagnostic and self-calibrating. 
• It is bottom referenced (standard). No reference point 

error as with roof-mounted level technologies. 
• It installs in service with or without a gage well. 
• When installed within the gage well, it provides a direct 

comparison of the ATG with the metrology reference 
point (i.e., the manual hand line and samples  at the 
same physical location on the tank for level, tempera-
ture, density, and water. Thus, reducing measurement 
errors caused by multiple data locations from other 
hybrid-level gages. 

• It has the lowest cost of ownership among inventory 
tank gauging technologies and the most benefits.

20.4.1.3  invenTory CalCulaTions
20.4.1.3.1  Methodology
In this section, we will discuss and enumerate the steps to 
calculate tank inventory, our ultimate goal, in a step-by-step 
procedure. However, to understand the various terms that 
will be used in this section, let us examine a tank and its 
physical characteristics as shown in Figure 20.10.

The tank inventory calculations require tank param-
eters (height, diameter, and unusable volume), characteris-
tics data (strapping table), and dynamic process parameters 
(level, temperature, density, pressure, water level). This 
process is shown in Figure 20.11.

The following steps are required, either manually or via 
software, to calculate tank inventory and other information 
needed for the real-time management of tank farm.
• Step	 1—Calculation	 of	 raw	 volume	 from	 liquid	 level	

measurement: There are three methods available to 
convert liquid level to tank raw volume (i.e., without 
any temperature adjustment):
•	 Strapping	 table: This is a table of tank volume 

versus tank level at very small intervals provided 
by the tank manufacturer in the form of a printed 
tabular format. It is useful for a deformed and aged 
tank and is also necessary for noncylindrical tanks 
because tank geometry is not uniform with respect 
to height. Because this table is very long, it is very 
resource-consuming for programming in a tank 
information automation system. This is especially 
true if the plant has old tanks and the tank tables 
were only provided on papers and not in electronic 
format.

•	 Strapping	 factor: This can be calculated very eas-
ily to use as rough estimate of volume at a certain 
level using a simple calculator. It is accurate for 
cylindrical tanks and is easier to program. It is use-
ful for calculating flow rates in and out of the tank 
on the basis of level changes and to estimate time 
for emptying and filling.

•	 Mathematical	 formulas:	 This method uses the 
mathematical equations to calculate for a given 
tank geometry, but it cannot be used very easily 
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using a simple calculator. However, it is accurate 
for all tank geometries and may have errors for 
deformed and aged tanks. It is not difficult to 
program and is more accurate than the strapping 
factor. Figure 20.12 illustrates the mathematical 
formulas used for common tank shapes in a plant.

• Step	 2—Temperature	 compensation	 of	 raw	 volume:	
Because the tank volume is dependent on the tempera-
ture, the raw volume cannot be used for custody trans-
fer purposes and hence must be standardized to either 
15 or 20°C using ASTM Table 54 and ASTM D125-80, 
respectively. This procedure can be used by using the 

figure 20.11—Flow diagram for the measurement and calculation of tank inventory calculation. Source: [1].
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figure 20.12—Calculation of tank volumes by mathematical formulas. Source: [1].
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figure 20.13—steps to calculate tank inventory parameters. Source: [1].
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FORTRAN program available from ASTM and is not a 
manual calculation. The temperature used for the cal-
culation of compensated volume must be the average 
temperature to account for the temperature stratifica-
tion in the tank.

• Step	3—Calculations	of	tank	mass:	This step calculated 
the tank mass using the temperature-compensated vol-
ume from step 2 and density measurement at 15 or 20°C 
either in the laboratory or using the automatic measure-
ment from the tank gauging system or mass flow meter.

• Step	 4—Calculation	 of	 net	 volume,	 mass,	 and	 other	
information: This step uses the tank geometry using the 
nonpumpable volume to calculate the net mass and net 
volume of the tank for custody transfer, loading, and 
unloading purposes. Historical information is also at 
this step to calculate the status of tank movement at 
any instant.
Figure 20.13 shows the above steps for the calculations 

of tank inventory from measured tank process parameters 
and tank characteristics.

20.4.1.3.2  Equations
This section enumerates all equations used in a typical tank 
inventory calculation and management system.
• Gross or raw volume,

	 Vgross = level × strapping	factor, (20.4)

 or look up from strapping table or calculate using tank 
geometry and calculation equation.

• Compensated volume,

	 Vcomp = Vgross × VCFACT,  (20.5)

 where VCFACT is the temperature compensation factor 
calculated using ASTM methods at the reference tem-
perature of 15 or 20°C. 

• Void volume,

	 Vvoid = Vmax capacity – Vgross. (20.6)

• Percent void volume, which measures the void space at 
the top of the tank,

 % Vvoid = Vvoid × 100/Vmax capacity. (20.7)

• Nonpumpable volume (Vnpv) is the fixed and known 
characteristics of the tank and it represents the volume 
at the bottom of the tank that cannot be pumped out 
because it is below the suction line of the pump.

• Maximum available volume,

	 Vmax = Vmax capacity – Vnpv. (20.8)

• Gross weight, 

	 Wgross = Vgross × density	at	reference	temperature (20.9)
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• Net available volume, 

	 Vnet = Vgross – Vnpv. (20.10)

• Net weight, 

	 Wnet = Vnet × density	at	reference	temperature (20.11)

• Tank status is estimated by comparing the old level 
versus the current level within a measurement error 
tolerance.

• Rate of change of level and estimation of tank fill-up or 
emptying can be estimated as shown in Figure 20.14.

20.4.1.3.3  Advanced Inventory Management
• Tank	leak	detection: If there are flow meters installed at 

tank inlet and outlets, then any leak can be detected by 
making a balance of total input/output flow and volume 
changes from the tank gauging system. However, varia-
tion in tank levels due to surface wave ripples should be 
considered before calculating actual volume changes.

• Flow	meter	calibration	offsets: Just like leak detection, 
calibration of flow meters installed at upstream and 
downstream points of the tank can also be checked if 
the flow balance around the tank does not close within 
2 % for a steady tank.

• Mass	reconciliation	and	oil	 loss	estimation:	By balanc-
ing input and output flow and changes in tank inven-
tories around a boundary of the tank farm, an estimate 
of oil loss can be arrived at in real time using a well-
featured tank inventory management software system.

20.4.2  Tank Qualities
In addition to tank inventory, it is extremely important to 
know the qualities of tank for the following purposes:
• Tank certification before final sale to customer,
• Qualities of feed material purchased from external 

sources,
• Input feed qualities to process units, and
• Qualities of the blending component tanks to control 

the blend recipe.
These tank qualities are obtained in two modes: offline 

mode by laboratory samples and analysis and online mode 
by using the online analyzers. We will discuss these meth-
ods in the following sections.

20.4.2.1  laBoraTory analysis
First, we will discuss the method of laboratory sample 
and analysis for the tank qualities. In this method, the 
laboratory technician collects the tank samples 2–3 times 
either weekly or daily on the basis of the criticality of the 
qualities and analyzes them in the laboratory. Once, the 
results are available, they are entered manually in the LIMS 
(laboratory information system) and are available to other 
applications such as blending, planning, and process unit 
control and optimization systems. Laboratory analyses are 
available online only after a delay of 2–8 h, and the qual-
ity of the source may change in the meantime. Despite its 
delayed availability, it is the most common method of tank 
quality analysis. 

Agrawal suggested a method to easily estimate the lab-
oratory analysis load in a plant and be able to determine the 
benefits of other methods to compensate for the cost and 
availability of the laboratory analysis results to users [7].  
Agrawal defined a laboratory analysis load measurement 
parameter, SQS, as follows [7]:

	 SQS = S * Q * S	 (20.12)

where:
S =  number of source (tanks or process streams) sampling 

points,
Q = number of qualities analyzed per sample, and
S = number of samples per tank.

The higher the SQS, the higher is the cost of labora-
tory analysis to the plant. Agrawal analyzed a laboratory 
sample schedule and analysis for a typical 300-kbbl/day 
refinery for analyses of onsite units and offsite tanks, and 
he summarized the frequency of SQS load, which is shown 
in Figure 20.15 [7].

The distribution of SQS load in Figure 20.15 shows 
that tank qualities are analyzed more often, but both 
samples are taken and qualities are analyzed less frequently. 
On the other hand, more process unit streams are sampled 
and analyzed but with a lesser frequency as evident from a 
flatter frequency plot for onsite (process units) operations.

The concept of the SQS parameter for laboratory 
analysis can also be used to estimate the cost of labora-
tory load in a plant within ±10 % and can be adjusted for 
a specific plant’s laboratory operations. We have estimated 
the typical times taken by a laboratory technician to go and 
get a sample from a stream or tank and perform analyses 

figure 20.14—Method to estimate time for cylindrical tank emptying and filling.
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of qualities in the laboratory. The analysis time could vary 
anywhere from 10 min to 2 h (octane) depending on the 
quality analyzed. We have assumed that on average it takes 
30 min to analyze a quality. Also, the labor cost for sam-
pling and analyzing may be different. We have taken all 
of these factors into consideration to estimate the cost of 
laboratory load for a refinery with 44 tanks and 23 process 
streams. This cost analysis for a 300-kbbl/day refinery is 
shown in Figure 20.16.

We will later discuss that the above cost analysis 
methodology for the laboratory analysis load in a plant 
can be used to evaluate other methods of quality analyses 
of tanks.

20.4.2.2  online analysis
Because some operations, such as unit control and optimi-
zation, and fuel and crude blending are critical to receive 
the qualities in near real time or within a short interval, 

figure 20.15—Typical laboratory analysis loads for onsite and offsite unit qualities. Source: [7].
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figure 20.16—Typical cost of laboratory analysis for a 300-kbbl/day refinery. Source: [7].

Summary of Refinery Lab Analysis Cost

Yearly SQS Load = Total Number of Samples/Day *  
(Number of Analyses/Sample) * (365days/Year)

Onsite Offsite
Number of process streams 23
Number of tanks 44
Sampling time 0.5 0.5
Sampling manpower rate, $/hr 25 25
Sampling cost, $/sample 12.5 12.5
Lab analysis; time/analysis 0.5 0.5

Analysis manpower, $/hr $40 $40
Analysis cost, $/analysis-sample $20 $20
Yearly SQS load 162,060 57,566

Total cost of sample collections $314,813 $85,800
Yearly cost of lab analysis, $ $3,241,200 $1,151,314
Total cost sampling + analysis $3,556,013 $1,237,114
Total cost lab analysis of onsite + offsite, $
Average cost, $ / SQS $20

$4,392,514
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plants started installing online analyzers. The installation of 
the online analyzers has following characteristics:
• Most online analyzers are installed at the exit points of 

process unit streams to control unit operations.
• Process unit outlet stream analyzers can also be at the 

inlet to a storage tank.
• Online analyzers are also installed at the location of 

tank exits such as for gasoline/diesel/fuel oil inline 
blending. 

• A plant may also have analyzers installed at the blend 
header outlet that can thus indicate the qualities enter-
ing the final product tank.

• Online analyzers may be either discrete (one stream/
one quality) or integrated (one stream/many qualities). 

• Online analyzers may be multiplexed (shared) to give 
one or many qualities of more than one stream.
Online analyzers improved the availability of the qual-

ity results in real time for process streams and for blending 
tank qualities for blending control during blending execu-
tion. However, the online analyzers installed at the exit of 
the blending component tanks did not quite minimize or 
eliminate the need for laboratory analysis. Let us discuss 
the shortcomings of blending analyzers at the exit of the 
blend component tanks.
• The qualities of blend component tanks are analyzed 

only during the actual blend execution. At other times, 
they are turned off except for continuous blenders.

• During a nonblending period, the component tank 
qualities are again analyzed only by the laboratory and 
results are only available sometimes 2–8 h later.

• The blending planner or engineer cannot plan a new 
recipe until the blend component tank qualities are 
available to them.

• If the blend tanks are running (i.e., feeding as well) dur-
ing the blending operations, these laboratory-analyzed 

qualities are already outdated and the blend recipe may 
be off, resulting in either violation requiring reblends 
or quality giveaways.

• Online analyzers such as near-infrared (NIR) analyzers 
are expensive and are utilized only during the blend 
runs. If only one blend batch of 8–10 h is executed per 
day, then the online analyzers are used only for 35–40 %  
of the day.
Figure 20.17 shows the online analyzers installed on 

the process stream at the exit of process units. This may 
also require laboratory analyses for the same analyzed qual-
ity for analyzer validation or of a different quality that has 
no online analyzers. Sometimes laboratory qualities may be 
manually input as constant values for unchanging qualities 
for streams (e.g., butane, methyl tertiary butyl ether, etc.).

Recent advances in quality-predictive methods have 
enhanced the usability of online analyzers, specifically 
those used in blending operations, and have made the blend 
component tank qualities available in real time for all con-
trol applications, planners, engineers, and operators. This 
method developed by Offsite Management System, LLC is 
discussed in the next section [8].

20.4.2.3  Model-Based Tank QualiTy esTiMaTion
This method uses the same linear/nonlinear blending rules 
and models used in the advanced blend control optimiza-
tion planning system that is commercially available and it 
has the following characteristics:
• The online analyzers, either discrete or integrated, are 

installed at the inlet of the blend tank components as 
opposed to installing them at the exit of the tank.

• An online software system tracks the qualities of the 
tank inlets and, integrated with the tank contents from 
historical data, applies blending models to calculate 
the blending quality of the component tank.

figure 20.17—example of online and laboratory analysis for a run-down diesel blending system. Source: [1].
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figure 20.18—advanced model-based tank quality tracking system. Source: [8].
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• The software system tracks not only the qualities but 
also the composition of tanks for mixing model and 
density/quality segregation to predict the quality at the 
tank outlet during blending.
Figure 20.18 shows a schematic diagram of the model-

based tank quality tracking system (gomsTQTS™) devel-
oped by Offsite Management Systems, LLC [8].

An optional online analysis as shown in Figure 20.18 is 
to install online analysis points at the inlet of the compo-
nent tank, in which case the installation of a sampling point 
at the outlet of the tank becomes redundant. This is because 
the tank qualities will be calculated by the quality tracking 
module from the tank inlet qualities.

Details and a case study of the above system installed 
in an actual refinery can be found elsewhere to minimize 
the discussion in this chapter [8]. One of the drawbacks 
of this method is the long distance involved between the 
sampling and analysis points, but manufacturers of the 
NIR/nuclear magnetic resonance (NMR) system claim that 
sampling points can be as far as 2-3 km apart through the 
use of fiber optics.

20.4.3  Fugitive Emission
Fugitive emissions are the unintentional release of mate-
rial from equipment and they can occur from any leaking 
equipment such as pumps and compressors, storage and 
processing vessels, flow control and pressure relief valves, 
pipelines, tanks, etc. Although the fugitive emissions are 
small in quantity, their origin exposes workers and they 

cumulatively cause concern for environmental pollution. 
It would be impossible to cover all technical and environ-
mental aspects of fugitive emissions in this chapter. Hence, 
we will focus briefly here only on fugitive emissions from 
the following types of aboveground tanks to give readers an 
introduction to the material.

20.4.3.1  sToraGe Tanks
20.4.3.1.1  Fixed Roof Tanks 
Although they are the least expensive, fixed roof tanks 
are mainly used for storing low-pressure liquids. The 
emissions from this tank are caused by the changes in 
temperature, pressure, and liquid levels while filling and 
emptying tanks. When the tank is filling, the displaced 
vapor vents directly to the atmosphere and fresh air fills in 
when the tank is emptying. This tank has minimal control 
over the fugitive emissions, and refineries are burdened 
with estimating the total vapor discharged per year on 
the basis of tank movements. This type of tank is also 
fitted with a pressure vacuum vent to bring in the fresh 
air on cooler evenings to balance the pressure below the 
vent pressure, thus minimizing the vapor discharge to the 
atmosphere.

20.4.3.1.2  Floating Roof
There are three types of floating roof tanks used to over-
come the shortcomings of the fixed roof tanks.
• External	 floating	roof	 tanks:	They have an open-ended 

cylindrical steel shell that floats on the liquid surface 
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to minimize the vapor space above the liquid level. The 
emissions from this tank are less than the fixed roof 
tanks and limit losses from the rim seal system, fittings, 
exposed liquid on the tank walls after the liquid is with-
drawn (emptying tank), and the roof lowers.

• Internal	floating	roof	tanks: These have an improvement 
over the external floating tank by installing a fixed 
roof to protect from sun and rain. They have limited 
emissions from docks fittings, docks seams, and the 
annular space between the floating internal roof deck 
and the tank wall. Top and side vents on the fixed roof 
allow for the discharge of vapor. The fixed roof may be 
dome shaped to block winds and minimize evaporative 
losses.

• Closed	 floating	 roof	 tank: This type of tank has closed 
vents on the fixed roof and a pressure-vacuum vent 
uses injection of an inert gas (e.g., nitrogen) to balance 
the pressure variation and provide essentially a zero-
emission tank.

20.4.3.1.3  Pressure Tanks
Pressure tanks are spherical or bullets used for storing 
gases with high pressure such as butane and pentane. 
These tanks are equipped with pressure-vacuum vents to 
minimize losses from boiling and breathing loss from tem-
perature and pressure changes.

20.4.3.2  esTiMaTion oF eMissions losses
• Standing	 losses	 (Ls): These happen when the tank is 

steady and are due to breathing of vapor above the liq-
uid surface. They are estimated as follows:

 L V W K KS V V E S= 365  (20.13)
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	 VV = vapor space volume, m3;
	 WV = vapor density, kg/m3;
	 KE = vapor space expansion factor, dimensionless;
	 KS = vapor space saturation factor, dimensionless;
 365 = days/year;
	 MV = vapor molecular weight;
	 R = universal gas constant, mmHg·L/K·mol;
	 PVA =  vapor pressure at daily average liquid surface 

temperature;
	 TLA = daily average liquid surface temperature, K;
	 TV = daily temperature range, K;
	 PV = daily pressure range, mmHg;
	 PB = breather vent pressure setting range, mmHg;
	 PA = atmospheric pressure, mmHg;
 HVO =  height of a cylinder of tank diameter, D, whose 

volume is equivalent to the vapor space vol-
ume of a fixed roof tank, including the volume 
under the cone or dome roof, ft.

• Working	losses	(Lw): When the tank is either emptying 
or filling, the losses occur because of liquids adhered 

to tank walls or change in vapor space due to the rising 
liquid level in the tank. They are estimated as follows:

 L M P QK KW V VA N P= 0 0010.  (20.14)

where: 
	MV = vapor molecular weight;
	PVA =  vapor pressure at daily average liquid surface 

temperature;
	 Q =  annual net throughput, bbl/year (tank capacity, 

bbl times annual turnover rate);
	KN =  turnover factor, dimensionless, for turnover > 

36/year, KN = (180 + N)/6N for turnover ≤ 36 KN = 1;
	 N = number of tank volume turnovers per year; and
	KP =  working loss product factor, dimensionless, for 

crude oil = 0.75, for all other liquids = 1.0.
The U.S. Environmental Protection Agency (EPA) pro-

vides Tank 4.0 (http://www.epa.gov/ttnchie1/software/tanks/
index.html) software for the calculations of fugitive emis-
sions from tanks, and it generates detailed reports. This 
software is available free of cost and may be downloaded by 
anyone [9]. Further information can be obtained from the 
EPA document found at http://www.epa.gov/ttn/chief/ap42/
ch07/index.html [10]

20.4.3.3  MeThods To deTeCT FuGiTive eMissions
Some common methods to detect the fugitive emissions 
from field equipment such as valves, relief valves, compres-
sors, pumps, drains, etc., are
• Portable gas detectors,
• Catalytic beads,
• Nondispersive infrared detectors,
• Photoionization detectors,
• Combustion analyzers, and
• Standard gas chromatography with flame ionization 

detectors.

20.5  oIl movement 
20.5.1  Overview
One of the most manpower-intensive activities in a typi-
cal refinery is the movement of liquid material in and 
out of tanks in and across the plant boundaries. This is 
compounded by the problem of handling various equip-
ment such as tanks, pumps, motor-operated valves, mixers, 
manual valves, and flow and temperature measurements. 
Agrawal (1996) summarized and compared the number of 
equipment/instruments used in oil movement activities in 
nine refineries as shown in Table 20.6 [11].

The number of limit switches is not shown in Table 
20.6 because they are generally not available. However, a 
good guess would be that approximately 25–30 % of strate-
gic manual valves have limit switches.

The management of the equipment and efficient opera-
tion of material movement activities in Table 20.6 is termed 
oil movement and storage (OM&S), and we will discuss the 
following technical, management, and economical aspects 
of such OM&S in this section:
• Problems and challenges,
• Operational data analysis,
• Estimation of automation incentives,
• Automation technology and strategy, and
• OM&S automation project implementation.
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20.5.2  Problems and Challenges
It is quite natural that the management of such a large and 
complex network of equipment and transfer activities in a 
refinery has some problems associated with it. Problems 
typically associated with OM&S activities can be classified 
into the following four areas:
1. Decrease in plant profitability,
2. Operating losses,
3. Product losses, and
4. Operating costs.
The following sections will discuss each of these problem 
areas in detail.

20.5.2.1  deCrease in planT proFiTaBiliTy
The plant profitability may be decreased because of the fol-
lowing factors:
• Product	 quality,	 quantity	 giveaway,	 or	 both: This is 

encountered in activities such as blending and custody 
transfer because of a lack of inline blending and accu-
rate measurements.

• Product	 degradation	 due	 to	 displacement	 of	 previous	
line	material: Transfer of products of different qualities 
in activities such as tank-to-tank transfer, tank-to-ship 
transfer, etc., in the same pipeline segment degrades 
the products. The product degradation usually requires 
selling the product at a lower price or quality correction 
by reblending or addition of corrective components.

20.5.2.2  operaTinG proBleMs
Operating problems vary from areas related to man/
machine interfaces to errors by field operators and they 
may result in economic losses. Some of most common 
operating problems are
• Multiple	 operator	 interfaces:	 It is one of the major 

concerns of the OM&S operations in a refinery as the 
operator has to work with as many as 7-8 different 
types of displays and systems such as tank gauging sys-
tem, DCS workstations, blend control, MIS computer, 
laboratory information system and at times reduces his 
or her  effectiveness and results in operational errors 

which may be at times very expensive for the refinery’s 
profitability.

• Line-up	errors: The refinery has a very complex network 
of pipelines and field equipment. To line up various 
valves, pumps, etc., for a transfer activity requires care-
ful execution and may result in product contamination 
if any errors are made in the line-up. Line-up activity 
by itself is also time-consuming and requires the avail-
ability of field operators in a timely fashion.

• Product	contamination: This may be the result of line-
up errors or unplanned or unauthorized movements.

• Pump	 cavitations: This situation could occur if the 
valve before the pump is stuck or does not open fully. 
Failure of the valve downstream of the pump could also 
damage the pump.

• Floating	 roof	 sinking: This problem may occur if the 
liquid in the tank falls below a certain level because of 
a lack of timely action by the operator due to failure of 
a low-level alarm.

20.5.2.3  produCT losses
The direct effect of product losses is the decrease in plant 
profitability, and the following factors contribute to this 
problem area:
• Inadequate	or	erroneous	measurements	or	both: OM&S 

activities involving movement of products across the 
refinery boundaries such as custody transfer and 
marine loading/unloading may incur product losses 
just because of inadequate or erroneous measurements.

• Unplanned	 and	 unauthorized	 movements: These are 
related to human error by the operator, field operators, 
or both. The product loss may occur in terms of the 
need to reprocess the contaminated products or sell at 
a lower price because of its downgraded quality.

• Leaks: Product leaks from valves and tanks result not 
only in products losses but also present environmental 
hazards. An unattended tank during its filling or failure 
of a high-level alarm may cause spills and thereby the 
product losses, environmental hazards, and clean-up 
cost associated with it.

table 20.6—comparison of oil movement equipment in nine refineries
other refineries

1 2 3 4 5 6 7 8 9

storage tanks

remote level & temp 218 460 190 125 180 83 265 120 124

local level & temp 180 120 40 304

valves

remote operations 1400 2000 490 160 400 300 320 200 31

Motorized (local) 250 200 67

limit switches

Manual 4000 3600 1950 465 300 700 2000 2532

Pumps

remote operations 60 330 106 95 100 130 28 100 20

remote status 9

remote mixers 220 72 70 50 45 2 20

line segments 2300 1200 430 1200
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20.5.2.4  operaTinG CosTs
In addition to economic loss to a plant from the problem 
areas discussed in earlier sections, a plant may also incur 
an increase in operating cost due to the following factors:
• Large	 plant	 inventory: In the absence of any on-line 

and timely information of availability of raw material 
and finished products, plant resorts to having a large 
plant inventory. Storage cost, unnecessary movement 
of products, not being able to respond to all market 
demands and fluctuation are some of the factors attrib-
uting to increased operating cost.

• Underutilized	tank	capacities: OM&S operators at times 
tend to fill tanks at levels lower their maximum due 
to fear of tank spills and failure of alarm. This results 
in under utilization of tank capacities and increase in 
operating cost as enough raw material and/or product 
may not be available for manufacturing or shipment.

• Wasted	 energy:	 This is from the electric utility cost 
increase as the transfers are repeated because of human 
error or from execution of avoidable transfer activities.

• Demurrage	 charges: This is quite a substantial loss to 
the refinery in terms of demurrage charges payable to 
shipping companies because of delays in marine load-
ing and unloading and because ships must wait at port 
longer than necessary.

• Large	 manpower: Manual operations of opening and 
closing of valves and pump start/stop sequences require 
many field operators for the transfer activities. In addi-
tion, more maintenance personnel are needed to main-
tain the field equipment to repair them in time.

• Improper	 and	 untimely	 reports: Lack of any automa-
tion and implementation of information system or 
both may not provide inventory reports in a timely and 
accurate fashion for the day-to-day planning cycle of 
the refinery operation.
Most of the problems in the areas discussed in previ-

ous sections can be eliminated or reduced by implementing 
computer automation of OM&S. However, before imple-
menting an OM&S automation project, a first step would be 
actually analyzing the OM&S operational data.

20.5.3  Operational Data Analysis
A refinery typically performs approximately 80–120 move-
ment tasks on a daily basis. These tasks have various com-
binations of sources and destinations and vary in execution 
frequency and duration. Agrawal (1996) pointed out that 
a benefit study must establish the basis to recognize the 
estimated benefits from automation of OM&S and this is 
done by analyzing the operational data for a specific pro-
cess unit or an entire area’s operations [11]. The period for 
such operational data must be between 4 and 12 months. In 
the case of offsite operations in a refinery, it is necessary to 
collect the following information for each OM&S task for a 
period of a minimum of 4 months:
• Identification number;
• Start date, end date, and time;
• Source/destination identification;
• Source/product name;
• Initial/final levels of source;
• Initial/final levels of destination;
• Initial/final and total quantity transferred; and
• Planned volume or weight for transfer.

Table 20.7 shows a typical distribution of movement 
tasks in a 300-kbbl/day refinery and indicates that most 
prominent movement tasks are tank to tank, unit to tank, 
and tank to truck (terminal operations), composing approx-
imately 56 % of the total tasks.

Agrawal (1996) reported that 40–45 % of the tasks in 
Table 20.7 take place in the fuel blending areas mostly for 
tank-to-tank transfers [11]. Also, it is interesting to note 
that only 3–5 % of the tasks occur on a daily basis and rest 
on slower frequencies, as shown in Figure 20.19.

Agrawal (1996) concluded that for a typical refinery, 
the following facts can be drawn from data analysis of 
OM&S operations [11]:
• Major	OM&S	activities: Typically, 75 % of OM&S activi-

ties in a refinery are tank to tank, unit to tank, tank to 
truck, and tank to ship.

• Major	 refinery	areas	with	most	OM&S	 tasks: Typically, 
aromatic, crude oil, gas oil, and gasoline and truck 
terminals have the most OM&S activities.

• Task	occurrence	frequency: Typically, 45–50 % of OM&S 
tasks occur less than once every 2 months and the 
remaining occur more than once every two months.

20.5.3.1  esTiMaTion oF auToMaTion 
inCenTives
Agrawal (1996) categorized the estimation of benefits 
into two categories: tangible and intangible benefits [11]. 
Tangible benefits are actually estimated using the OM&S 
operation data. Intangible benefits are only good estimates 
of indirect incentives from the modernization of OM&S 
operations. Typically, potential OM&S benefits areas are
• Product contamination,
• Quality/quantity giveaway,
• Demurrage (marine operations),
• Batch product blending (other than inline product 

blending),

table 20.7—typical distribution of om&s 
tasks in a 300-kbbl/day refinery
no. transfer task daily number Percent of total

1 pipeline to tank 4 4.6

2 pipeline to unit 1 1.1

3 recirculation 4 4.0

4 ship to tank 3 3.4

5 Tank to pipeline 4 4.3

6 Tank to ship 8 9.4

7 Tank to tank 24 26.8

8 Tank to truck 12 13.1

9 Tank to unit 2 2.7

10 Truck to tank 1 1.3

11 unit to pipeline 2 2.2

12 unit to ship 1 1.1

13 unit to tank  20 22.4

14 unit to unit 3 3.7

91 100
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• Crude blending, and
• Manpower reduction.

The following typical OM&S tasks are responsible for 
the possible cause of errors and their direct/indirect effects 
on the lost benefits.
• Line-up of movements,
• Drainage of water,
• Planning of movement schedules, and
• Loading/unloading of products/feeds.

Potential benefits areas and their sources must be 
cross-linked with respect to the following contributing 
parameters as shown in Table 20.8 for line-up of movement.
• Manpower,
• Demurrage,
• Quality giveaway,
• Quantity giveaway,
• Increased energy consumption, and
• Loss of opportunity.

20.5.3.2  BeneFiTs Model eQuaTion
Agrawal (1996) outlined a calculation model for the cal-
culation of benefits contributed from various parameters 
discussed in Section 20.5.3.1 [11]. Each of the following 
equations can be applied to each and every cause of the lost 
benefits. For example, loss in tangible benefits from each 
incident of product degradation caused by line-up error 
can be attributed to losses from manpower, loss of oppor-
tunity, increased energy consumption (due to reprocessing), 
demurrage, etc. Therefore, ”incident” would be “product 
degradation due to line-up error” in the following model 
equations. Also, all parameters do not necessarily contrib-
ute to all tangible OM&S benefits.

Total	benefits ($/year) =  MPL$ + DEM$ + QLG$ 
+ QNG$ + ENG$ + LOP$  (20.15)

where:
MPL$ = yearly benefits due to loss of manpower, 
DEM$ = yearly benefits due to demurrage,

QLG$ = yearly benefits due to quality giveaway, 
QNG$ = yearly benefits due to quantity giveaway, 
ENG$ =  yearly benefits due to increase in energy consump-

tion, and
LOP$ = yearly benefits due to loss in opportunity.

The above terms are defined as follows:

MPL$ =  (number	of	incidents/year) 
× (lost	man-hours/incident) × (cost, $/man-hour),
 (20.16)

figure 20.19—percentage distribution of task occurrence frequencies.

25 %

13 %

24 %

3 % 3 %
4 %

14 %

14 %

Every Day
2 Days
3 Days
Weekly
2 Weeks
Monthly
2 Months
4 Months

table 20.8—matrix of source of benefits 
with contributing Parameters of line-up of 
movements
sources of benefits contributing 

Parameters 

1 2 3 4 5 6

1.  line-up errors

    -  product degradation

    -  product to slop (or crude tanks)

    -  spills

    -  Custody transfer inaccuracies

2.  displacement of line material

    -   Quality giveaway due to product 
upgrading

    -  product contamination

3.   reduction in line-up time due to 
automation

    - inline blending

    - Batch blending

    - other products/crudes
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DEM$ =  (number	of	delayed	ships/year) 
× (average	hours	of	delays/ship) 
× (cost	of	demurrage, $/hour), (20.17)

QLG$ =  (number	of	incidents/year) 
× (quantity	of	material, m3/incident) 
× (difference	in	quality	giveaway) 
× (cost	of	quality	giveaway, 
$/quality	giveaway m3), (20.18)

QNG$ =  (number	of	incidents/year) 
× (Δ quantity	giveaway, m3/incident) 
× (cost	of	material,	$/m3),  (20.19)

ENG$ =  (number	of	incidents/year) 
× (Δ increase	in	energy, kWh/incident) 
× (cost	of	energy, $/kWh), and (20.20)

LOP$ =  (number	of	incidents/year) 
× (Δ profit	from	sale	of	cargo/incident)  (20.21)

Table 20.9 summarizes the typical range of tangible 
and intangible benefits from OM&S operations in a typical 
refinery of 300 kbbl/day [11]. 

It may seem that quality giveaway and product con-
tamination is low in Table 20.9 for the specific refinery 
considered. Product contamination only occurs in oil 
movement line-up errors, whereas quality giveaway largely 
occurs in blending operations. Table 20.9 only considers all 
 benefits for oil movement operations and not blending to 

keep the benefits of the two separate to justify an OM&S 
project.

The payback period for the automation of an OM&S 
project alone is 3–4 years. However, it is more beneficial to 
consider an OM&S automation project along with blending 
automation, and this has a quicker payback period. In the 
author’s experience, it is very difficult to economically jus-
tify a project for the automation of OM&S after a blending 
automation has already been implemented.

20.5.4  Automation Strategy
The automation of an OM&S operation requires that the 
computer system respond to the needs of the operator to 
perform the major functions discussed in Section 20.5.4.1.

20.5.4.1  FunCTionaliTy
• Use remote readings from tank gages to

•	 Calculate inventories, conditional events, and total 
volumes shipped.

•	 Monitor tanks for improper movements and alarm 
on high or low levels.

• Respond to field element status:
•	 Monitor remotely operated valves (ROVs), pumps, 

and mixers for alarm conditions and proper 
response operator requests.

•	 Keep a list of out-of-service equipment.
•	 Provide status information to operator.

• Monitor and control movements for receipts, run-
downs, transfers, and shipments.

• Select equipment (tanks, valves, pumps, etc.) for move-
ments required in the schedule.

• Automatically sequence equipment to implement and 
terminate movements.

• Terminate movements, swing tanks, start other move-
ments, etc., when specified conditions are met.

• Provide interfaces between DCS and supervisory-level 
controls of inline blenders and equipment sequencing, 
movement monitoring, and customer’s blend control 
strategy programs.

• Provide summary reports and movement logs and pro-
files that are defined by the customer.

• Use networked computers to receive operating data 
and to transmit historical data.
The above characteristics of a well designed and devel-

oped OM&S computer system provide interfaces and inter-
action among all activities of the OM&S operations in a 
refinery. Figure 20.20 shows the flow of information among 
OM&S activities and an OM&S computer system.

20.5.4.2  levels oF oM&s ConTrol FunCTions
The functionality of an automated OM&S system can be 
translated into various control levels, as shown in Figure 
20.20:
• Level	0:	This is the lowest level at which all field equip-

ment such as pumps, ROVs, mixers, and control valves 
are controlled by the electronic system. Tank levels and 
temperature are also monitored at this level.

• Level	 1:	 This level is called the supervisor control in 
which computer systems monitor the status of process 
variables or field equipment or send the command for 
remote control operation. For example, instead of start-
ing or stopping a pump from the field or remote panel, 

table 20.9—summary of typical benefits 
from om&s automation

benefit area

typical benefits, 
thousand 
dollars/Year

Quality giveaway 40–50

product contamination 4–6

demurrage cost reduction 400–600 

Quantity giveaway by measurement errors 500-700

reducing or eliminating oM&s tasks 400–600

increasing tank utilization 500–600 

integration of oM&s with computer 
applications

300–500 

increasing crude throughput by crude blending 2400–3000

planning and scheduling of ship unloading 200–300

Crude feed quality control and monitoring 200–300 

Minimization of spill and leakage 95–140

line-up errors and illegal movements 50–315

Minimization of product loss in water 
drainage

25–40

Better utilization of oM&s equipment 60–155

Better planning and scheduling 60–100

Manpower reduction 40–1250

total typical om&s benefits 5000–8500
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the operator could issue a command from the computer 
to operate a valve or pump. Tank gaging systems such 
as Wesson, Varec, Enraf, and Saab provide computer 
interfaces to monitor the tank levels and temperatures.

• Level	 2:	 This level involves extensive application pro-
gramming and offers the maximal benefits of auto-
mation. Various steps of executing an OM&S activity 
are automated at these levels and are categorized into 
separate modules such as task definition, sequence 
generator and control, task monitor, etc. Blending is 
also implemented at this level.

• Level	3:	This is the topmost level and is usually termed 
as the information system level. Information about 
various refinery activities such as planning, scheduling, 
shipping, and dispatching is collected at this level and is 
interfaced with OM&S control modules for overall inte-
gration of the system.

20.5.4.3  CaTeGories oF oM&s ConTrol 
FunCTions
From a simplistic view of OM&S control functions, they 
can be divided into three basic categories:
1. What must be done?
2. What is going on now?
3. What has happened?

In the next sections, we will discuss that almost all 
functionality of an OM&S computer belongs to a category 
answering one of these three questions.

20.5.4.3.1  Steps to Execute an OM&S Activity
The following steps to execute an OM&S activity are valid 
regardless of their automation; that is, the operator goes 
through these steps even in manual operations.
• Selection of activity type,
• Task definition, 

• Path selection,
• Sequence generation, and
• Sequence control.

We shall walk through an example of an OM&S task 
with all of these steps, along with representative displays, 
to illustrate how an OM&S operator would use an OM&S 
computer system to perform his daily transfer activities. 
Figure 20.21 shows the functional modules of a typical 
OM&S system.

20.5.4.3.2  Selection of Activity Type
This is the first step for the operator to select the type of 
transfer activity he wants to execute by choosing a task 
type from the menu. The operator can select the task type 
or enter the task identification number (ID) if he knows it 
already.

20.5.4.3.3  Task Definition
After selecting the activity type, tank-to-tank transfer in 
Figure 20.21, the next step is the task definition step. This 
step requires three inputs: source, destination, and stop 
condition or size of transfer. Because the task database has 
other information such as material, pump ID, and task ID, 
this information is shown only upon entry of source and 
destination. The operator can also enter the task ID if he 
already knows this information. The operator can always 
override the inferred data shown by the system with valid 
entries.

20.5.4.3.4  Path Selection
The next step of task implementation is the selection of 
a path through the refinery network. The path selected is 
governed by two specifications: the data defined for the 
task and the path/network database. A path for a specified 
task can be defined in one of two ways: the predefined 
or “canned” path or the dynamic and optimal path. The 

figure 20.20—Control levels of oil movement system. Source: [10].
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approach followed for a given refinery depends on the 
 complexity of the network and the number of task types. 
The canned path algorithm is not very flexible compared 
with the dynamic path algorithm, but it takes less resources 
and is more efficient. In short, the dynamic path algorithm 
is recommended for a very complex and interactive net-
work of field equipment.

The path selected for the specified task is displayed 
in two ways—tabular and graphical formats—as shown in 
Figure 20.22.

20.5.4.3.5  Sequence Generation
After the path is selected and approved by the operator, a 
sequence of operating the field equipment needs to be gen-
erated. This sequence consists of field equipment for the 
isolation of path and for flow path and startup (i.e., pump) 
of the task. Each piece of field equipment in this sequence 
of operations has a relevant action (of valve close or open) 
and its own individual modes of operation (i.e., manual, 
automatic or required operator initiation). This is shown 
in Figure 20.23.

figure 20.21—Functional modules of an oil movement control system. Source [12].
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figure 20.22—path selection of an oil movement control system. Source: [13].
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20.5.4.3.6  Task Status Monitoring
After the OM&S task is implemented, the operator can 
monitor the status of tasks in several ways, each displaying 
information from different perspectives. The task monitor 
status can be displayed as follows:
• Status of single task;
• Status of all tasks (active, defined, scheduled, commit-

ted, unassigned, etc.);
• Status of a group of tasks such as all those related to 

gasoline activities; and
• Screen report of tank inventory, which can again be 

grouped by products or area or tanks.

20.5.5  Integrated OM&S System
The components of an integrated OM&S computer system 
depend on the status of automation, the refinery informa-
tion system in a particular refinery, and the computing 
platforms of the OM&S system. For example, some com-
mercially available OM&S systems include blending as one 
of the modules. The OM&S algorithm as such does not 
include any linear programming (LP) algorithm, whereas 
the inline blending uses either LP or the nonlinear equa-
tion solver and optimization using nonlinear blend models 
depending on the type of product blend. In addition to 
this, a truly integrated OM&S system must interface with 
the refinery’s information management system for history, 
databases, reports, reconciliation, etc. This results in the 
customized integration of an OM&S system for each refin-
ery and may involve developing many interfaces for various 
modules and computers. Figure 20.24 shows a diagram 
for the integration of an OM&S system with refinery-wide 
planning and other applications.

20.5.6  Project Implementation
A typical OM&S automation project takes 18-24 months 
from start to finish. Table 20.10 shows a typical list of proj-
ect activities and a project timeline to give readers an idea 
of what is involved in an OM&S automation project. Actual 
details, duration, and activities may vary from refinery to 
refinery depending on the project size and the allocated 
funds for the project.

20.6  termInal oPeratIons
Terminal operations handle crude/product receipts and 
product dispatch at marine, truck, railcar or wagon, and 
pipeline terminals, with each one having their own charac-
teristics from an operational point of view as well as their 
own problems and challenges. Nevertheless, they all have 
the inherent problems and challenges of following custody 
transfer issues.
• Custody transfer is the reconciliation of accounting 

of the amount of refinery feed or product exchanged 
between the refinery and an external party (buyer or 
seller).

• The custody transfer error for crude oil receipts alone 
can cost a 300-kbbl/day refinery approximately $15–30 
million (U.S.)/year on the basis of the assumption of a 
crude price of $50 (U.S.)/bbl and a best measurement 
accuracy of ±0.25-0.50 %.

• This can affect the bottom line by as much as 5–10 % 
on the basis of the assumption of a refinery profit mar-
gin of $2/bbl or less.

• Accurate measurement and accounting for water con-
tent in crude oil receipts can save further to avoid pay-
ing for water at crude oil prices. 

figure 20.23—sequence generation of an oil movement control system. Source: [12].
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figure 20.24—integration of oM&s system with refinery-wide planning and scheduling system.

table 20.10—tentative Project execution Plan

activity

elapsed Months

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

project start •

site survey and project design 
basis

definition of tasks and path 
line-up

application design basis

interface development/testing

application design and 
development

Customization of application

order of computer systems

application commissioning

interface commissioning

Training and startup

project completion •
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• Delayed reconciliation and documentation results in 
transfer disputes between supplier and refinery and a 
loss of revenues.
Figure 20.25 enumerates the challenge severity matrix 

of all terminal operations and indicates that marine and 
pipeline terminals pose the most challenges compared with 
trucks and railcar terminal operations.

20.6.1  Truck Terminals
Truck terminal operations face the following challenges:
• They require efficient planning and scheduling of 

100–300 trucks/day.
• Tank compartments are manually gaged, leaving room 

for custody transfer discrepancies.
• Human errors can cause product contamination in 

truck compartments.
• Requires a minimum of 1 week of planning of product 

inventory to schedule incoming trucks.
• The trucks queues must be coordinated efficiently.

Figure 20.26 shows an example of truck terminal 
operation.

20.6.2  Marine Terminals
The challenges of marine terminal operations are
• Planning and scheduling,
• Demurrage charges,
• Accurate flow measurement,
• Flow meter proving,
• Water content analysis,
• Crude oil sampling point location,
• Representative sampling of crude oil, and
• Sampling system proving.

20.6.3  Railcar Terminals
Railcar terminal operations are similar in operations to 
the truck terminals. However, their activities are for longer 

periods of time and the scheduled wagons are less frequent 
than truck terminals on a daily basis.

20.6.4  Pipeline Terminals
Pipeline terminal challenges are as follows:
• They are the most difficult to manage because of distance.
• They need elaborate equipment (pumping stations) to 

send material over varying heights.
• Leaks may disrupt the service and cause safety hazards.
• Product contamination. 
• They involve multiple enterprises and vendors.
• They require robust control systems and sophisticated 

remote monitoring instruments.

20.7  blendIng
Blending can be defined as a process of homogenous mix-
ing of two or more ingredients to produce a product with 
certain desirable qualities or attributes. The objectives of 
blending are
• The final product qualities must never violate the speci-

fied qualities or attributes.
• The final product must be produced with minimal cost 

or maximal profit.
The examples of blending in any liquid- or solid-based 

plant are shown in Table 20.11.
The blending operations in any industry are considered 

important because
• Sources for the product ingredients are becoming 

scarce and varying in qualities. For example, in the 
upstream refining industry, exploration of crude oil 
from offshore and onshore sources leads to varying 
crude quality and quantity.

• End-users are demanding more stringent product qual-
ities. Technological advances in the end-user industry 
(e.g., automobile industry) are demanding efficient and 
low-emission fuels.

figure 20.25—Challenge severity matrix of terminal operations. Source: [1].
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figure 20.26—example of truck terminal operation in a typical refinery. Source: [1].
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• Strict government regulations on product qualities.
• Competitive business environment to minimize the 

cost of production. Crude oil refiners are getting com-
plex in their conversion processes to maximize prod-
ucts from a barrel of oil yet be able to process crude of 
varying qualities.

• Environmental concerns and regulations restrict the 
method of production.
In this section, we will discuss some of the blending 

applications in refining and petrochemical complexes to 
give the reader an idea of the complexity involved in blend-
ing operations.

20.7.1  Crude Blending
The main objectives of a crude unit in a refinery are to 
optimize the quality and yields of cuts and operate the 
unit in a stable and safe manner. It is important that crude 
feed to a unit has uniform quality and availability. This is 
becoming difficult on a day-by-day basis for the refiners to 
obtain enough crude with consistent quality economically 
from one source of supply. It is therefore important to blend 
crudes from different sources with varying qualities to feed 
to the crude unit with crude of consistent quality. There-
fore, the objectives of crude blending are
• Minimization of dependency on crude feed quality for 

stable and optimal operation,
• Maximization of product yields and quality,
• Improve crude oil inventory for “just-in-time” manu-

facturing, and
• Reduction in demurrage by better planning.

These objectives can be achieved by the following feed 
and product quality-control systems:
• Feed quality control

•	 Marine planning and scheduling
•	 Movement task monitor and control
•	 Crude tank composition, monitoring, and optimi-

zation
• Product quality control

•	 Crude unit model
•	 Crude unit LP optimizer
•	 Product blending optimizer
Figure 20.27 shows a schematic diagram to integrate 

all systems required to control the quality of crude feed to 

table 20.11—example of blending in the 
manufacturing Industry
Industry blending operation

refining Crude, gasoline, diesel, fuel, lube oils

petrochemical naphtha

power generation Coal blending

Cement kiln feed blending

paper and pulp pulp and fiber blending

steel manufacturing Blast furnace feed

Food and Beverage various food items
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the crude unit. The main qualities controlled are density, 
sulfur, and water content in the crude feed [14].

Crude can be blended in any of the following modes:
• “Pipelines-to-tanks” blending,
• “Ships-to-tanks” blending,
• “Tanks-to-tanks” blending, and
• “Tanks-to-units” blending.

Crude blending can be very complex if the crude supply 
is via pipelines, and their source, types, and qualities vary 
extensively. Crudes from pipelines can be stored in tanks 
keeping their individuality, or they can be blended partly in 
the tanks to achieve uniform qualities for a particular type 
of crude (e.g., light crude, heavy crude, low- or high-sulfur 
crude, paraffinic or naphthenic crude, etc.). Figure 20.28 
shows an example of a crude blending configuration receiv-
ing crude via pipelines and two-stage blending to prepare 
specific crude unit mixes.

The crude mixes are thus prepared and then again 
blended to a specific crude unit’s requirements using multi-
tank and multiheader blending configurations as shown in 
Figure 20.29. In this design configuration, crude mixes are 
blended into six crude feed tanks for six crude units. Each of 
the crude units is designed to process only one type of crude. 

Agrawal (1994) presented a design view to integrate 
crude blending feed-forward strategy with product blend-
ing feedback strategy to optimize crude and product quali-
ties [14]. To the author’s knowledge there is no commercial 
system available as an integrated system for the overall 
optimization, but the idea and its feasibility still exists. This 
is shown in Figure 20.29.

20.7.2  Fuel Blending
The blending of gasoline, diesel, and fuel oils is termed 
“fuel blending.” Fuel blending is covered extensively by the 

author in Chapter 19 and hence will not be discussed here 
to avoid duplication of topics.

20.7.3  Lube Oil Blending
Lube blending is very different than crude blending or fuel 
blending. Lube blending is characterized by 300–400 types 
of finished products with smaller batches of 15–25 bbl. 
On the other hand, fuel blending produces 10–15 types of 
grades with 50,000- to 100,000-bbl batch size. Crude blend-
ing batch size could be approximately 100–300 bbl. Lube 
blending also has a risk of contamination leading to sending 
the batch to burners and loss of revenue. Inline blending 
for the lube plant is economical for plants producing more 
than 150,000 bbl/year. There are two methods of inline lube 
blending:
1. Stationery	 batch	 tanks: In this mode, the batch hold-

ing tanks remain stationery and can meet product 
demands rather quickly. On the down side, the mode 
requires a great deal of pipe and instrumentation to 
control the batch quality (see Figures 20.30 and 20.31).

2. Moving	batch	tanks: This mode keeps the batch tanks 
moving and as they pass the filling stations, recipe 
components are blended. The mode requires less 
manpower, piping, and valves and it has better quality 
controls (see Figure 20.32).

20.7.4  Naphtha Blending
Naphtha is a byproduct of crude distillation, and its boil-
ing point is between 30 and 200°C. It consists of a com-
plex mixture of hydrocarbon molecules generally having 
between 5 and 12 carbon atoms. It typically constitutes 
15–30 % of crude oil, by weight. Light naphtha is the 
fraction boiling between 30 and 90°C and consists of mol-
ecules with five to six carbon atoms. Heavy naphtha boils 

figure 20.27—integrated crude feed quality-control systems.
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figure 20.28—Typical example of pipelines-to-tanks crude blending.

figure 20.29—Multiheader crude blending.
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figure 20.30—integrated crude and product blending and optimization strategy.

figure 20.31—stationary tank lube inline blending. Source: [15].
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figure 20.33—stage 1 naphtha blending from supply sources to tanks. Source: [1].

figure 20.32—Moving tank lube blending. Source: [15].
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between 90 and 200°C and consists of molecules with 6–12 
carbons [15].

Naphtha is used primarily as feedstock for producing 
high-octane gasoline (via the catalytic reforming process). 
It is also used in the petrochemical industry for producing 
ethylene. Natural cut naphtha can have 100 or more compo-
nents and requires characterization based on boiling range; 
density; and content of paraffins (n-alkanes), isoalkanes, ole-
fins, naphthenes, and aromatics (PIONA) by carbon number.

Naphtha blending is needed for ethylene manufactur-
ing and it requires precise control of density and PIONA. 
In a typical naphtha blending strategy, naphtha from 
different sources are blended into tanks as shown in Fig-
ure 20.33.

The next stage of naphtha blending takes the naph-
tha tanks as blended in stage 1 and the blends into	tanks 
feeding to olefin cracking units as shown in Figure 
20.34.
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figure 20.34—stage 2 naphtha blending from blended naphtha tanks to feed tanks. Source: [1].

20.8  summarY
This chapter has briefly but adequately discussed all 
aspects of tank farm management. Some of the topics could 
not be discussed in detail because of space limitation, but 
the author has made an effort to present the reader with 
an overview of tank farm management. The reader should 
follow the literature and online resources for more specific 
details about any of the topics presented in this chapter.
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21.1  IntroductIon
To construct an optimization problem in mathematics, 
there are three main elements: variables, an objective func-
tion, and process model/constraints. Optimization variables 
are always involved in tradeoffs to seek the best objective 
value, with their changes bringing a certain impact on the 
objective value. Optimization variables can be either con-
tinuous or discrete in nature and therefore can be classi-
fied as continuous variables and integer variables. There is 
a special subclass of integer variables—binary variables. A 
binary variable can take either 0 or 1 and is very useful to 
model some discrete conditions such as on/off, yes/no, etc.

The objective function is expressed in terms of optimi-
zation variables. The goal of optimization is then to find the 
values of all of the variables that yield the optimal value of 
the objective function, which can either be minimization or 
maximization of a real function.

Depending on the nature and scope of the optimization 
problem, process model/constraints arise from kinetics; 
thermodynamics; mass and energy balance; and physical 
bounds on variables, physical laws, empirical correlations, 
etc. These constraints are in the form of either equalities or 
inequalities.

The whole set of equalities and inequalities plus 
the objective function constitutes an optimization model, 
which describes the interrelationships among all optimiza-
tion variables. The general formulation of an optimization 
problem can be summarized as follows:

 Maximize (or minimize) f(x, y)
 subject to: h(x, y) = 0
   g(x, y) ≤ 0
      x, y ≥ 0

where:
x is a set of continuous variables and y is a set of integer 
variables.

21.2  the Problem of refInery 
oPtImIzatIon and debottleneckIng
Oil refining is one of the most complex chemical industries 
and involves many different and complicated processes 
with various possible connections. The task of refinery 
operation is to generate profit as much as possible by con-
verting crude oils into valuable products such as gasoline, 
jet fuel, diesel, and so on. Refineries are currently facing 
stiff competition under more and tighter environmental 
regulations. The most successful refineries are those that 

closely monitor their performances, adjust their opera-
tions correspondingly, identify their key weaknesses, and 
correct them promptly. Although these principles are easy 
to understand, achieving them is very difficult. There are 
so many decisions involved to achieve the optimal opera-
tion for a refinery. From the managerial level, managers 
need to decide which crudes to process, which products to 
produce, which operating route to follow, which catalyst 
to use, which operating mode to choose for each process, 
etc. From the process level, operators have to determine 
detailed operating conditions for each piece of equipment, 
such as temperatures, pressures, detailed process flows, etc. 
All of the decisions interact with each other. For example, 
temperature change in a reactor will result in different 
product distribution and utility consumption, hence dif-
ferent process performance. It may further affect the deci-
sions at the managerial level in terms of feed selection for 
this process and even overall plant operating route. A cycle 
of operations [1] has been formed in the refining industry 
to achieve profitable manufacturing by producing quality 
products under a safe operating environment (Figure 21.1). 

The cycle starts with central planning to determine 
long- and mid-term operations. Scheduling then deals with 
short-term day-to-day operations. Advanced control and 
online optimization translate the goals set by planning and 
scheduling to real-time process targets, which are executed 
by regulatory control. Monitoring and analyzing the results 
provide feedbacks to the initial decision-making procedure. 
The cycle is completed with overall refinery optimization, the 
task of which is to find the best combination of those deci-
sions to maximize the overall profit. Because overall refinery 
optimization almost covers all of the aspects relating to 
profit-making refinery operations, it is therefore considered 
one of the most difficult and challenging optimization tasks.

Refinery optimization is to push operation toward the 
maximal profit until it reaches the limit. Once the profit 
limit is reached, the only way to further increase profit is 
to make some changes to the existing plant. For an exist-
ing plant, especially when it has been in operation for a 
considerable period of time, more and more shortcomings 
emerge, largely because of the change of market situation 
and the evolution of science and technology. For example, 
an existing plant does not have enough throughputs to 
meet current and future market demand, it cannot satisfy 
new environmental regulations, it consumes too much 
energy, it does not have sufficient reliability, etc. Spending 
major capital to build new units can directly solve those 
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problems. But more often, revamping (debottlenecking) the 
existing plant is a more attractive option because an exist-
ing plant can usually be modified more quickly with less 
capital and risks than installing a new unit. To remain com-
petitive, oil refineries are constantly searching for potential 
debottlenecking opportunities to improve their operations.

21.3  mathematIcal methodS
In mathematical terms, an optimization problem in oil 
refineries can be expressed as objective function: 

Maximize profit = product sale – material cost – operating cost

or 

Minimize cost = operating cost + material cost

subject to:
• Process operations (e.g., kinetics, temperatures, pres-

sures, flow rates);
• Process connections;
• Various limitations (e.g., throughput, product specifica-

tions, market demand, and environmental regulations);
• Resource utilization (e.g., power, steam, and hydrogen).

This mathematical formulation can be generally clas-
sified as linear programming (LP) and nonlinear program-
ming (NLP). If all of the objective functions and constraints 
are in linear form, it is LP formulation. If any of them are 
nonlinear, it is NLP formulation. Because of the economic 
significance and strong competition, oil companies tend to 
develop and maintain LP models in-house and there are 
very few publications available to the general public.

21.3.1  Linear Programming-Based Methods
By assuming complete segregation between defined ele-
ments, LP is widely used in refinery optimization. In fact, 
the state of the art is to use LP or mixed integer linear pro-
gramming (MILP) for planning purposes of overall refinery 
operations (e.g., optimizing selections of raw materials and 
products). LP techniques for overall refinery optimization 
are relatively mature. In the meantime, many petroleum 
companies have developed their own LP tools in-house. 
It is not only because of the speed and robustness of LP, 
but more important, a complete value structure in terms 
of marginal prices can be easily obtained, which provides 
meaningful information on solution explanation and sensi-
tivity analysis [2]. However, LP and MILP models are built 
based on simplified correlations, which are just a rough 

approximation for many processes with nonlinear natures. 
As a result, this kind of model cannot accurately describe 
the nonlinear aspects. 

To mimic nonlinear behavior while maintaining linear 
formulation, recursion techniques in LP are commonly 
used, which require sequential execution of several LPs. 
The solution from the current LP is used as a starting point 
for the next LP (Figure 21.2). 

Although recursion gives more accurate solutions, it 
not only increases computing time, but it also reduces the 
transparency of LP’s value structure and its economic driv-
ing forces and therefore reduces users’ confidence [3]. 

In general, because of the simplistic nature of LP, LP 
approaches are restricted to long- and medium-term plan-
ning for plant-wide optimization and are not suitable for 
day-to-day and real-time operations. 

21.3.2  NLP-Based Methods
The refinery optimization problem is nonlinear in nature, 
and people have been trying to solve such problems as they 
are, with some success, especially in local operations such 
as individual refining processes and blending operation. 
Furthermore, Aspen PIMS® Advanced Optimization (Aspen 
PIMS-AO) is a commercial package that allows certain non-
linear features to be solved as a part of the overall refinery 
model. However, Aspen PIMS-AO cannot be considered as a 
solution for rigorous overall refinery optimization. In theory, 
a rigorous NLP model for overall plant operation could be 
formulated by lumping all of the rigorous process models 
together. However, to date, there is no commercial NLP soft-
ware available for rigorous overall refinery optimization. Even 
suppose that we had such an NLP model built, we would have 
great difficulties in mathematics and computation to solve 
such a complex overall plant model [4]. Therefore, layered 
approaches have been developed [5,6] to overcome such dif-
ficulties. Aspen PIMS-SC® also adopts similar ideas in their 
commercial applications. The essential idea is that a com-
munication mechanism is created between different levels of 
refinery optimization, with a simplified overall model on top, 
supported by individual process models, so that a large prob-
lem is decomposed and then solved at a relatively small scale.

For individual process optimizations, detailed models 
are typically used to optimize operating conditions, such 
as temperatures, pressures, detailed process flows, etc. 
The results from this kind of optimization are much closer 
to the reality. However, there is no proper coordination 
between an overall plant LP optimization and different 
process NLP optimizations. Therefore, no guideline is 
provided from the overall plant optimization to process 

figure 21.1—The	cycle	of	refining	operations.
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 optimizations, which means that individual processes are 
optimized based on a standalone basis. Consequently, the 
synergy between plant-wide aspects and process opera-
tions cannot be exploited properly, which greatly limits the 
economic contribution of process optimizations.

21.3.2.1	 Case	sTudy
An example of NLP (mixed integer nonlinear program-
ming, MINLP) optimization problems in oil refineries is the 
design of a heat exchanger network (HEN) for the vacuum 
gas oil (VGO) hydrotreater unit of an oil refinery [7]. The 
VGO hydrotreating unit takes VGO and treats and upgrades 
it to more useful products. During this hydrotreating opera-
tion, the boiling range of the feedstock is not altered sig-
nificantly. Normal hydrotreater reaction temperatures are 
approximately 300–400ºC and the reactions are catalytic. 
Moreover, the process of hydrotreating consumes large 
amounts of hydrogen. 

In the hydrotreating operation, the feed is first mixed 
with the hydrogen and heated to the reactor inlet tempera-
ture. This can be done by a single furnace but is more effi-
ciently done by reusing waste process heat first and using the 
furnace to provide the high-temperature heat. Although many 
reactions take place inside of the hydrotreating units, the net 
reaction is of exothermic nature and the reactor outlet tem-
perature tends to be somewhat higher than the inlet tempera-
ture. Then, the reactor effluent is cooled down and passed to a 
series of flash separators to separate and recycle hydrogen for 
reuse. The products are then passed through a hydrogen sul-
fide stripper to remove most of the hydrogen sulfide present. 
Finally, a series of distillation columns (simple or complex) 
separates light hydrocarbons, gasoline, diesel, and gas oil. 

During the duration of the hydrotreating process, the 
catalyst used in the reactor gradually loses its activity. 
Therefore, to compensate for the loss of reaction rate due 
to loss of catalyst activity, the reactor inlet temperature is 
gradually increased. This causes not only disturbances to 
the HEN in terms of stream inlet and outlet temperatures, 
but also in terms of reactor outlet compositions, which are 
the result of changes in operating conditions. This change 
in composition then affects the flow rates of the diesel and 
gasoline formed as well as the amount of hydrogen used 
and recycled. These changes in operating conditions give 
rise to the need for designing multiple period HENs that 
are not only feasible for these different conditions but can 
also provide optimal solutions for all operating conditions.

HYSYS simulation software was used to model the 
steady-state performance of the VGO hydrotreater unit and 
subsequent separation units. The operating conditions and 
some unknown parameters were obtained from the speci-
fication of the distillate products in terms of boiling point 
curves. From the simplified flow sheet, the necessary hot 
streams (streams which need to be cooled down) and cold 
streams (streams which need to be heated up) were identi-
fied, and the necessary stream data were collected from the 
simulation. This simulation was repeated for three operat-
ing periods:
1. Start of run (SOR),
2. End of run (EOR), and
3. Middle of run (MOR), which uses the average values of 

SOR and EOR.
These three periods are assumed to have equal dura-

tions. In the model it is possible to specify the duration 

of each period by adjusting parameter DOP(p). The data 
extracted from the flowsheet are
• Stream inlet and outlet temperatures,
• Stream-specific heats at heat exchanger inlet and out-

let, and
• Stream mass flow rates.

The identified streams are presented in Table 21.1.
In this case, the distillation column uses steam strip-

ping in the main column and therefore does not need a 
reboiler at this position. At higher distillation temperatures, 
steam stripping proves to be more beneficial than the use of 
a reboiler in many cases.

The necessary data obtained from the HYSYS simula-
tion are combined in Tables 21.2, 21.3, and 21.4 represent-
ing periods SOR, MOR, and EOR, respectively. 

The heat capacity flow rates shown in these tables are 
the average heat capacity flow rates of each stream. It is 
possible to obtain linear or higher level polynomial func-
tions of Cp with respect to temperature. Constant Cp values 
were chosen as input to the MINLP model discussed below 
to allow a robust and reasonably fast solution.

This multiperiod MINLP model minimizes the total 
annualized cost (TAC). The costs included are capital costs 
for heat exchanger area and unit and operating costs for 
utility consumption. The match between two streams is 
denoted by a binary variable. This binary variable takes the 

table 21.1—Stream Identification
Stream name description of Stream in flow Sheet

h1 reactor	outlet	stream	to	be	cooled	down

h2 diesel	stream	from	distillation	side	stripper	to	
be	cooled	down

h3 Gas	oil	stream	from	reboiler	to	be	cooled	
down

C1 reactor	inlet	stream	to	be	heated	to	reaction	
temperature

C2 stream	from	low-pressure	separator	heated	to	
hydrogen	sulfide	stripper

C3 stream	from	hydrogen	sulfide	stripper	heated	
to	distillation	inlet	temperature

C4 side	stripper	reboiler

table 21.2—extracted Stream data for Sor

Stream
Inlet  
temperature (ºc)

outlet 
temperature (ºc)

heat capacity 
flow rate F 
(kW/k)

h1 393 60 201.6

h2 160 40 185.1

h3 354 60 137.4

C1 72 356 209.4

C2 62 210 141.6

C3 220 370 176.4

C4 253 284 294.4
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value of 1 if a heat exchanger exists in any of the operating 
periods and the value of 0 if no heat exchanger exists in any 
of the operating periods. The continuous variables to be 
optimized are stream temperatures for each stage and heat 
loads for each match in each period. 

The constraints consist of a series of equality con-
straints representing the heat balances at different levels 
and several inequality constraints for assessing feasibility 
and defining logical operations.

The overall stream heat balances make sure that each 
stream receives the amount of heating or cooling that is 
required for each period.

 
Tiin i p Tiout i p Fi i p

q i j k p q

( , ) ( , ) ( , )

( , , , )

−[ ] ⋅

= + ccu i p
j CPk ST

( , ),
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∑∑ ∈ ∈i HP, p PR  (21.1)
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(21.2)

To determine the temperatures at each stage, stage-wise 
heat balances are necessary, which define the total amount 
of heat rejected or received by a stream in any stage.
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(21.4)

At both sides of the superstructure, the variable tem-
peratures need to be assigned by the inlet and outlet tem-
peratures of all streams. The inlet temperatures of the hot 
streams will be at temperature location k = 1, and the inlet 
temperatures of the cold streams will be at temperature 
location k = NOK + 1.

 Tiin i p ti i p( , ) ( , , ),= ∈ ∈1 i HP, p PR (21.5)

 Tjin j p tj j NOK p( , ) ( , , ),= + ∈ ∈1 j CP, p PR (21.6)

To make sure that there is a monotonic decrease or increase 
in temperature from the inlet to the outlet temperature, the 
following constraints are used. Also, the temperatures at the 
outlet of the superstructure are limited by the stream outlet 
temperatures. If no utility exists from one given stream, 
then the outlet temperature of the superstructure equals 
the stream outlet temperature. If utilities exist for the given 
stream, then the superstructure outlet temperature can be 
either greater than the stream outlet temperature (cold util-
ity) or less than the stream outlet temperature (hot utility).

 ti i k p ti i k p( , , ) ( , , ),≥ + ∈ ∈ ∈1 k ST, i HP, p PR (21.7)

 tj j k p tj j k p( , , ) ( , , ),≥ + ∈ ∈ ∈1 k ST, j CP, p PR (21.8)

 Tiout i p ti i NOK p( , ) ( , , ),≤ + ∈ ∈1 i HP, p PR (21.9)

 Tjout j p tj j p( , ) ( , , ),≥ ∈ ∈1 j CP, p PR (21.10)

Similar to the energy balances for the main set of heat 
exchangers in the superstructure body, there are energy 
balances for the utility matches, forming the relationship 
between the outlet temperatures of the superstructure and 
the stream outlet temperatures.

ti i NOK p Tiout i p Fi i p qcu i p( , , ) ( , ) ( , ) ( , )+ −[ ] ⋅ =1 ,, i HP, p PR∈ ∈  
(21.11)

Tjout j p tj j p Fj j p qhu j p( , ) ( , , ) ( , ) ( , ),−[ ] ⋅ = ∈1 j CPP, p PR∈
(21.12)

The following logical constraints form the relationship 
between the existence of a match, its heat load, and the 
upper bound to this heat load. When a match exists, heat 
load q is bounded by its upper bound, and when no match 
exists, q is forced to zero.

q i j k p Qup z i j k( , , , ) ( , , ) ,− ⋅ ≤ ∈ ∈ ∈0 i HP, j CP, k ST, p PR∈
(21.13)

 qcu i p Qup zcu i( , ) ( ) ,− ⋅ ≤ ∈ ∈0 i HP, p PR (21.14)

 qhu j p Qup zhu j( , ) ( ) ,− ⋅ ≤ ∈ ∈0 j CP, p PR (21.15)

table 21.4—extracted Stream data for eor

Stream
Inlet  
temperature (ºc)

outlet 
temperature (ºc)

heat capacity 
flow rate 
F (kW/k)

h1 420 60 208.5

h2 160 40 175.2

h3 360 60 134.1

C1 72 373 211.1

C2 62 210 140.5

C3 220 370 174.5

C4 249 286 271.2

table 21.3—extracted Stream data for mor

Stream
Inlet  
temperature (ºc)

outlet 
temperature (ºc)

heat capacity 
flow rate 
F (kW/k)

h1 406 60 205.0

h2 160 40 198.8

h3 362 60 136.4

C1 72 365 210.3

C2 62 210 141.0

C3 220 370 175.4

C4 250 290 318.7
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 z i j k zcu i zcu j( , , ), ( ), ( ) ,∈{ }0 1  (21.16)

To ensure feasible driving forces for the heat exchangers, 
temperature differences for each side of the heat exchanger 
are calculated and activated by binary variables if the match 
exists. When no match exists between a pair of streams at 
a given stage, there is an upper boundary for active tem-
perature differences. For the hot and cold utilities, similar 
equations exist on the variable temperature side.

 dt i j k p ti i k p tj j k p

DTup z i

( , , , ) ( , , ) ( , , )

( (

≤ −
+ ⋅ −1 ,, , )),j k i HP, j CP, k ST, p PR∈ ∈ ∈ ∈

 
(21.17)
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The temperature difference on each side of each heat 
exchanger is then limited by

 dt i j p DT( , , ) min≥  (21.21)

Next, the total hot utility available can be limited by the 
following constraint:

 qhu j p HUup
j CP

( , ) ,
∈
∑ ≤ ∈ ∈j CP, p PR  (21.22)

The objective function in [7] contains the following ele-
ments:
• Unit costs for all heat exchangers including utility 

exchangers,
• Mean area costs for all matches (i,j,k),
• Mean area costs for cold utility matches,
• Mean area costs for hot utility matches,
• Weighed cold utility costs, and
• Weighed hot utility costs.

Finally, the objective function is defined as

min TAC =
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(21.23)

To solve the MINLP problem, the model is imple-
mented in the general algebraic modeling system (GAMS), 
in which CONOPT is used as the default NLP solver and 
CPLEX for the relaxed MIP problem. The solution to the 
problem was obtained in 45 s using an AMD Athlon™ 
1.66-GHz processor. Table 21.5 shows the results of the 
combined MINLP-NLP model for minimal temperature 
differences ranging from 20 up to 30ºC. In Table 21.5, the 
term “INFES” is used when it is impossible to achieve a fea-
sible network featuring those upper limits to the hot utility 
for the given DTmin. These observations are confirmed by 
using the pinch analysis to show that the minimal hot util-
ity target is violated. 

DTmin has been chosen to vary from 20 up to 30ºC for 
the following reasons:
• Some heat exchangers are able to handle minimal tem-

perature differences that approximate zero. 

table 21.5—multiperiod Simultaneous 
model
dtmin hu up objective function

20 50,000 6,439,285

45,000 6,418,713

40,000 6,435,752

35,000 6,491,251

30,000 6,435,752

25,000 7,625,869

20,000 7,295,796

17,000 INFes

10,000 INFes

25 50,000 6,416,403

45,000 7,591,377

40,000 6,431,203

35,000 6,410,355

30,000 6,431,203

25,000 6,641,023

20,000 INFes

18,000 INFes

10,000 INFes

30 50,000 6,436,234

45,000 6,435,856

40,000 6,436,234

35,000 6,320,508

30,000 6,437,870

25,000 6,644,294

20,000 INFes

18,000 INFes

10,000 INFes
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• The choice of minimal temperature difference depends 
mainly on the fluid used, on the application, and on the 
heat exchanger type. 

• For general hydrocarbon oil heat exchangers, tempera-
ture differences below 10ºC on either side of the heat 
exchanger cause early fouling of the exchanger. 

• Many hydrocarbon oil exchangers prefer a temperature 
difference of 20ºC or higher. 

• The lowest minimum has been obtained in this range 
of temperatures.
The maximum value of 30ºC has been chosen because, 

at higher bounds on temperature difference, there is an 
increase in annualized cost because of the increase in hot 
and cold utilities used. 

The optimal network for the new model is obtained at 
a temperature difference bound of 30ºC and a hot utility 
bound of 35 MW and has a total annual cost of approxi-
mately €6.32 million. The optimal design of the HEN is 
shown in Figure 21.3.

21.3.3  Stochastic Optimization
Deterministic approaches to solve HEN design problems 
always have their limitations. Sequential approaches 
decompose the problem into smaller-scale problems at 
the cost of losing accuracy and optimality. Simultaneous 
approaches take into account the tradeoff among area, 
units, and utility cost but need simplifying assumptions 
to reduce the model to a manageable size. From this 
limitation, the need for stochastic optimization approaches 
emerges. Stochastic optimization methods do not rely on 
any form of superstructure and are often not subject to 
any decomposition or simplification. Some of the most fre-
quently used methods are simulated annealing (SA), genetic 
algorithm (GA), and the Tabu search method.

21.3.3.1	 sImuLaTed	aNNeaLING
Simulated annealing (SA) is a combinatorial optimiza-
tion technique that is based on the Monte Carlo principle. 
The name originates from the analogy with the process of 
physical annealing, which is the cooling of atoms into a 
low-energy solid state. This analogy introduces a fictitious 
temperature, the ”annealing temperature,” into the opti-
mization process. SA relies on a series of random ”moves” 

that can be either integer moves (match exists or not) or 
continuous moves (increase or decrease flow, heat transfer, 
and area). The detailed analogy on which SA is based may 
be found in Kirkpatrick et al. [8]. For any random move, 
the difference in cost function is then calculated, and the 
probability of accepting this move is defined by

 

P
C

TSA
= −







exp

∆
 (21.24)

Many random changes in the design are attempted as the 
annealing temperature is gradually reduced. While one 
is far away from the global optimum and the annealing 
temperature is high, the probability of an accepted move is 
very high. The closer one gets to the global optimum, the 
lower the annealing temperature becomes and the smaller 
the probability of accepting a new move. The global opti-
mum is reached when the annealing temperature equals 
absolute zero and no more moves are allowed. In practice, 
zero annealing temperature can only be obtained after an 
infinite amount of time, for which the global optimum is 
guaranteed to be found. As can be noticed, “It is the ability 
to accept ‘uphill’ moves in cost that guarantees that SA will 
generate the globally optimum system if the annealing tem-
perature is reduced to an infinitesimal rate.” [9]

Some papers successfully combined SA with determin-
istic optimization methods such as NLP. Athier et al. [10] 
proposed an approach in which the HEN configuration is 
chosen by SA and an NLP formulation is used to optimize 
the operating conditions (temperatures and split rates) for a 
fixed HEN structure. The four moves in their SA algorithm 
are as follows:
1. Add a heat exchanger at a randomly chosen point in 

the network.
2. Delete a randomly chosen heat exchanger and remove 

a split if necessary.
3. Add a splitter on any randomly chosen point in the net-

work and add one or two heat exchangers depending 
on the topology of the current configuration.

4. Modify a utility level at a randomly chosen hot or cold 
utility.
The algorithm also features a restore unit that makes 

it possible to save and restore the previous configuration 

figure 21.3—Final	optimal	heN	structure.
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before the next iteration when a move is rejected. SA has 
the advantage that it can reach the vicinity of the global 
optimum for nonconvex, nonlinear, or discrete functions 
given sufficient solving time. When the problem size is 
increased to, for example, a multiperiod HEN design, it has 
not been investigated yet what effect this will have on the 
CPU solving time.

21.3.3.2	 GeNeTIC	aLGorIThms
Genetic algorithms (GA) are a relatively new method of sto-
chastic optimization that draws the analogy between com-
binatorial optimization and natural evolution processes. 
The first papers on GA were published in the late 1970s. 

In the process of optimization, a set of chromosomes, 
which represent possible candidate solutions, evolves 
toward better solutions. This evolution starts from a ran-
dom population and evolves through different generations. 
In each generation, the fitness of the whole population is 
evaluated and chromosomes are stochastically selected 
from this population to form the next generation of popu-
lation, introducing the next iteration in the algorithm. 
According to Ravagnani et al. [11], the most important 
genetic parameters are the size of the population (affecting 
the global performance and efficiency of the algorithm) 
and the mutation rate (avoiding random search and avoid-
ing stationary points).

21.3.3.3	 Tabu	searCh
Originally proposed as an optimization tool in 1977, this 
stochastic method received little attention until the 1990s. 
In general, Tabu search is an iterative improvement 
procedure, starting from an initial feasible point while 
trying the better solutions. The search for improvement 
in the objective function is based on the greatest-descent 
algorithm. Similar to other stochastic optimization 
approaches, Tabu search has the ability to escape local 
optima by using a short-term memory of previous solu-
tions. Also, Tabu search allows for backtracking to previ-
ous solutions, which might lead to a better optimum in 
subsequent steps. 

In 2004, Lin and Miller [12] introduced Tabu search as 
a method to design and optimize HENs. In their work, Tabu 
lists consist of the set of binary variables that represent the 
heat exchanger match. According to the authors, if the best 
neighbor is not better than the current solution, it will be 
classified as “Tabu” (forbidden) and added to a recency-
based Tabu list. Old entries are released from the Tabu list 
at the bottom and new entries are added at the top of the 
list. This list forms the short-term memory of the program. 
The frequency-based Tabu list keeps track of the frequency 
at which a certain solution has been visited and provides 
the long-term memory of the program. The frequency index 
allows Tabu search to determine whether the solution is 
trapped in a certain optimum.

21.3.3.4	 oTher	sToChasTIC	meThods
A few other stochastic approaches have been studied, such 
as the randomization approach by Chakraborty and Ghosh 
[13], in which the network design problem is reduced to 
randomly chosen feasible points. The designer needs to 
predefine the maximal number of exchangers per stream, 
and, in this model, no stream splits are allowed, which 

is a major drawback when compared with other existing 
approaches.

21.3.3.5	 Case	sTudy
Here the same problem described in Section 21.3.2.1 is 
solved with SA, to design the HEN in a VGO hydrotreating 
process [14]. The same objective function for a multiperiod 
HEN is used to minimize the TAC (i.e., the sum of capital 
costs [heat exchanger unit costs and maximal area costs] 
and operating costs [hot and cold utility costs] for all of the 
periods of operation under consideration). The algorithm 
for SA is shown in Figure 21.4.

The modifications made by the SA algorithm to a cur-
rent trial solution are known as random moves. The ran-
dom moves made by the algorithm depend on the nature of 
the optimization problem and the variables involved. Table 
21.6 presents a list of possible SA moves for modifications 
to a HEN.

table 21.6—Sa moves for hen design
continuous moves Structural moves

heat	duty	change
splitter	flow	fractions	change

repipe	a	heat	exchanger
resequence	a	heat	exchanger
add	a	new	heat	exchanger
remove	a	heat	exchanger
add	a	splitter-mixer	unit
remove	a	splitter-mixer	unit	

figure 21.4—sa	algorithm	for	multiperiod	heN	design.
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The SA parameters used to obtain HEN for multipe-
riod operation with minimal TAC are presented in Table 
21.7. The TAC for the multiperiod HEN obtained using the 
proposed methodology for the same minimal approach 
temperature is 6.34 million (MM) €/year and corresponds to 
a reduction of 1 % (65,000 €/year) to the minimum value of 
the objective function obtained using multiperiod MINLP 
model. The HEN configuration for multiperiod operation 
obtained by SA is presented in Figure 21.5, which shows 
the maximal heat duty of each match from all of the three 
operating periods under consideration.

In this case study, SA gives better results than the deter-
ministic method (CONOPT + CPLEX) for the MINLP prob-
lem. However, this is not to say that SA is better for solving 
general optimization problems. Because of random search 
algorithms, stochastic methods such as SA, GA, and Tabu 
search tend to be more time-consuming in computation, 
less consistent in solution quality (different solutions for 
different runs), and less efficient in dealing with continu-
ous variables. There is a growing trend nowadays to adopt 
hybrid optimization approaches that combine determinis-
tic methods (methods for LP and NLP such as Simplex and 
SQP) and stochastic methods.

21.4  the challengeS of refInery 
oPtImIzatIon 
The refining industry deals with one of the world’s longest 
and most complex supply chains, beginning at a natu-
ral resource in the ground and continuing all of the way 
through to the end-users. The current picture of the refin-
ing industry is characterized by stiff competition; stricter 

environmental regulations; and heavier, sourer, and costly 
crude oils, accompanied by possible disruptions caused by 
various factors that companies cannot control. Therefore, 
to maintain the profit margins in this ever-changing market 
environment, refiners need to have smarter strategies for 
flexible and adoptive operations. 

Refinery optimization is to push toward the maximal 
profit under certain limitations. The potential benefits 
of optimization for process operations in oil refiner-
ies have long been observed, and refiners are increas-
ingly concerned with maintaining their profit margins 
in changing situations by improving their optimization 
strategy. The most successful refineries are those that 
closely monitor their performances, adjust their opera-
tions correspondingly, identify their key weaknesses, and 
correct them promptly. Although these principles are easy 
to understand, achieving them is very difficult because of 
the complex nature of the refining business. There are so 
many decisions involved to achieve the optimal operation 
for a refinery. All decisions are highly interrelated and the 
interactions have a large effect on overall refinery profit. 
Optimization of an individual department or decision 
does not guarantee the optimal performance of the overall 
refinery. 

21.5  emergIng technIqueS
Facing various challenges in the ever-changing refining 
landscape, it is essential that refiners raise their operations 
to new levels of performance. To gain the greatest potential 
benefit, some of the key areas related to refinery optimiza-
tion are identified:
• Moving toward molecular management,
• Improved solution strategies for planning and scheduling,
• Multisupply chain management, and
• Refinery reliability and maintenance management.

Because crude oils and high-boiling crude oil fractions 
are composed of many members of a homologous series of 
relatively few hydrocarbons, the composition of the total 
mixture, in terms of elementary composition, does not vary 
a great deal. However, small differences in composition can 
greatly affect the physical properties and the processing 
required for producing saleable products. In the meantime, 
refinery products are increasingly specified according to 

table 21.7—Sa Parameters used for 
optimization of hens in this Work
Initial	annealing	“temperature” 0.10e+10

Final	annealing	“temperature” 0.10e-07

Cooling	parameter 0.50e-02

markov	chain	length 50

acceptance	criterion metropolis

figure 21.5—heN	for	multiperiod	operation	by	sa.
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their molecular composition. Therefore, it is inevitable to 
include molecular information in petroleum mixture char-
acterization [15]. The representation of petroleum mixture 
composition in a modeling and optimization framework 
is currently limited by a lack of availability of laboratory 
data (composition, thermodynamics, and kinetic proper-
ties estimation) and available numerical methods to solve 
large size problems with detailed representation. However, 
a promising development has been made to overcome this 
major obstacle [16].

In addition to molecular characterization of refinery 
streams, today’s ever-increasing computing power com-
bined with advances in optimization techniques makes it 
possible to robustly solve large and complex refinery opti-
mization problems that were previously not feasible, such 
as integration of cargo scheduling, feedstock managing and 
monitoring, refinery scheduling, and pipeline scheduling 
throughout the whole oil supply chain. Deterministic and 
heuristic solvers have been developed to allow us to extend 
traditional LP optimization to include nonlinear and mixed 
integer optimization and therefore accurately reflect the 
actual operational capability and the constraints of a par-
ticular refinery. However, much research is required before 
the daily or hourly decision-making process in refineries 
can be practically optimized.

It is also important to recognize that more supply 
chains intersect the refinery in addition to oil. Among them 
are petrochemical, gas, hydrogen, and power supply chains. 
There is no doubt that it has great economic potential to 
simultaneously address the planning of these multiple sup-
ply chains, with major challenges in quality/composition 
management as well as process integration for tailor-made 
feedstocks and intermediates to suit consumers in different 
supply chains. Some companies and researchers are begin-
ning to address this problem.

Unscheduled shutdowns are always moaned by refin-
eries. However, most refineries do not plan for them 
because it is a common belief that it is something not 
predictable. Although the unscheduled shutdowns may 
not be entirely avoidable, they are certainly reducible by 
using real-time operating information to predict the health 
of the equipment and process and performing necessary 
preventive maintenance actions. Progress has been made 
in various technologies such as equipment monitoring, 
dynamic performance management, prediction of process 
degeneration, and preventive maintenance scheduling. 
The major challenge in this area is how to integrate the 
individual techniques to form a systematic procedure. 
Some promising progress has been made in the example of 
liquefied natural gas plants, but not to the overall refinery 
to date.

21.6  refInery PlannIng and SchedulIng
It is essential to recognize that scheduling is about 
finding feasible operating instructions under short-
term constraints. In that respect, the initial goal 
of the scheduler is to operate the plant within the 
 constraints of a mostly fixed feedstock receipt and 
product  delivery schedule (with some flexibility) to 
satisfy the optimal plan objectives (operations and 
ending  inventories) while not overflowing any tank or 
sucking any tank dry.

Although not the only constraint, scheduling inventory 
is a prerequisite to more elaborate or optimal schedules. 
Scheduling has the challenging task to translate planning 
economic objectives into time-stamped operating instruc-
tions such as lining up a tank to a jetty or setting a com-
ponent flow to a gas oil blender. Somehow, scheduling is 
the bridge between traders and operators. In that respect a 
refinery scheduler is probably the staff member having the 
widest knowledge of practical operations.

Proper scheduling of operations is becoming more 
important because the economic environment is increas-
ingly demanding.
• New commercial specifications, most particularly the 

low sulfur content of automotive fuels, have an effect 
on the proper scheduling of tank allocations, line-up 
selection, and blend sequences to minimize the risks of 
contamination.

• New crudes or condensates are processed with increas-
ing requirements of segregation by yields, suitability 
for bitumen production, and sulfur and metal content.

• Shareholders generally limit the available storage for 
crudes, intermediate streams, and products to mini-
mize the financial costs of excessive inventory. 

• Market trends are becoming more dynamic, request-
ing frequent swings of operating conditions and tank 
allocations. This is in particular critical for processing 
refineries.

• Laaschuit [17] and Pinto et al. [18] provide good intro-
ductions to scheduling as part of a global supply chain 
and to planning and scheduling in oil refineries.

21.7  defInItIon of oIl refInery SchedulIng
The oil refineries short-term scheduling problem can be 
formulated as follows:
• Given

• LP plan averaged targets over the reference time 
horizon (typically a month);

• Present status of inventory and process conditions; 
• Present and planned equipment availability and 

schedule of turnarounds; and
• Future receipts/liftings qualities, volumes, and dates.

• Find the sequence of optimal dates for
• Crudes and condensates atmospheric distillation 

unit (ADU) feed mix and swings;
• Crude, rundown, and finished product tank alloca-

tion changes;
• Process unit operating mode changes;
• Oil movement operations, such as transfers from 

tanks;
• Batch operations, such as blends and transfers via 

shared process lines; and 
• Commercial product blending recipe changes.

• Under the following constraints:
• Thermal constraints, such as furnace duties and 

skin temperatures;
• Hydraulic constraints;
• Hydrogen balance;
• Environmental constraints and sulfur balance;
• Fuel gas and steam balance; and
• Storage segregation requirements.

• Subject to unexpected events, such as
• Changes from marketing (crudes and products);
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• Modification of planning objectives due to a new 
economic environment;

• Unplanned shutdowns of process units;
• Unavailability of major equipment;
• Process units upsets;
• Estimated time of arrival (ETA) changes; and
• Weather conditions affecting operations, liftings, 

and receipts.
Unit prices and costs are generally not used by sched-

uling systems as the economical optimization is performed 
by the planning tools. In case of significant changes to the 
economic environment, the LP model can be adjusted to 
produce new targets for the scheduling. In some cases, 
notably blending, there can be opportunities for local eco-
nomic optimization by the scheduling system but always 
constrained by the LP target.

21.8  buSIneSS IncentIveS
Benefits from optimal scheduling are always site specific 
and therefore need to be computed on a case-by-case basis. 
They generally fall into the following main categories:
• Higher throughput

• Crude distillation (swings, mix, and tanks)
• Blenders (tanks, marketing)

• Improved balances
• Hydrogen (process units operations)
• Sulfur (environmental constraints)

• Lower operating costs
• Tank inventory
• Demurrage

• Enforcement of planning objectives
• Increased flexibility

• Reaction to unexpected events
• Capture of marketing opportunities.
In addition to quantitative benefits, an integrated 

scheduling system also brings qualitative rewards, includ-
ing better teamwork across marketing, technical services, 
and operation departments.

21.9  PlannIng verSuS SchedulIng
Planning and scheduling systems, although tightly inte-
grated, have different goals and require different techniques 
[19]. In scheduling tools that provide feasible operation 
short-term plans, the target provided by the LP model is 
taken as the economic objective with penalties in case of 
deviations.

The main question for schedulers is “when?” regarding 
events and constraints that are generally not represented in 
the planning model. Scheduling requires tools other than 
LP to cope with unexpected upsets, short-term fluctuations 
of demand and supply, transient situations, and limitations 
of inventory.

One of the major challenges in mathematical program-
ming for oil refineries is the proper integration between the 
planning LP models and the scheduling tool. LP models are 
excellent tools for planning activities, such as equilibrium 
between supply and demand over a month. Planning mod-
els can be classified into
• Long-term strategic planning for such exercise as the 

5-year capital investment plan, frequently making use 
of integer programming;

• Tactical planning for annual operating budgets and 
implementation of new refining schemes; and

• Operations planning, typically the monthly plan, the 
link with scheduling.
The limitations of LP are well known and have been 

in  particular listed by Neiro and Pinto [20] and by Hart-
mann [3]:
• All processing options are preselected. In some situa-

tions, the scheduler shall have to use additional degrees 
of freedom and find alternate paths to provide a fea-
sible execution plan.

• Not all constraints can be modeled, for instance, 
because they are highly nonlinear or heavily depend on 
real-time process conditions. Constraints are generally 
limited to mass balances and inventory limitations.

• The consideration of time is limited to the starting 
and end dates of the LP model period. LP does not 
answer the essential requirement of scheduling: when 
to perform actions. In particular, such control variables 
as blend recipes or conversion unit severities are only 
averages over the plan time horizons. 

• All streams are assumed to be segregated. However, see 
reference 3 for the use of recursion techniques (succes-
sive linear programming).

• Nonlinear properties in the gasoline and middle distil-
late pools are simulated with blend indices that may 
have limited accuracy. However, there has been signifi-
cant progress in the recent years.
• NLP technology can include a blending library to 

rigorously model complex blending correlations.
• Blend indices can be updated from near-infrared 

(NIR) spectra.
• Changes in a few input data can induce significant 

modifications to the optimal solution.
• Complex LP models are difficult to maintain so that 

they keep reflecting the reality of the refinery (crude 
slate, import feeds or blend components, yields, topol-
ogy, limitations, and other databook elements).

• Users of LP solutions are engineers of the planning/
scheduling department of the refinery, not the control 
room operators.

• Economics are of interest, with an optimal gross mar-
gin as objective function and marginal costs of con-
strained variables.

• Outputs of LP models are inventory levels at the end 
of the period and mean targets for selected operat-
ing parameters such as blend recipes or process units 
severities.
A monthly refinery LP model definitely remains the 

best possible tool to have an economical target, the optimal 
economic function, considering supply, demand, prices, 
and some constraints. For the above reasons, it is not the 
tool to produce feasible short-term operational schedules. 
Progress has been made in recent years to automatically 
update parts of the LP model, in particular using blend 
indices computed from NIR spectra [21].

21.10  SchedulIng and comPlexIty
21.10.1  Scheduling Time Horizon
The scheduling time horizon is generally defined by the 
availability of reasonably firm receipts and lifting dates. 
In some easy cases, the supply chain is very regular with 
significant advance notice of changes to the lifting plan. 
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Coastal refineries can face significant time variations 
because of weather conditions. For example, North Sea 
crude receipts can be delayed by several days. As a conse-
quence, scheduling time horizon can vary between a week 
and a month. It is important to choose a representative 
period and whenever possible to be in line with the plan-
ning period. As an example, a 10-day scheduling time 
integrated with a 3 × 10 day rolling multiperiod LP plan is 
generally convenient.

21.10.2  Data Granularity and Precision
Short-term scheduling is interested in precise prediction of 
future operations; for instance, filling an expedition tank 
with the right quality determinations at the right time to 
meet a contractual lifting. This requires precise timing and 
high-fidelity quality predictions. Consequently, the real-
time database must collect simultaneous variables with a 
time granularity compatible with the most dynamic operat-
ing conditions, generally a few minutes. To avoid any bias, 
all critical process variables should also be reconciled by 
proper real-time algorithms.

21.10.3  Offsite Scheduling
Refinery offsites are a challenge for a scheduling system 
because they offer many degrees of freedom [22]. As illus-
trated by Figure 21.6, a medium-size refinery can offer 
many possible routes.

It is very important to select which offsites  decision 
variables shall be manipulated by the scheduling system 
such as assignment of one out of N unloading jetties to one 
out of M crude tanks. There is no practical  possibility or 

even interest to explore all routing  alternatives as part of 
a scheduling tool, and this task should be left to the dis-
tributed control system-based oil movement systems that 
have powerful algorithms to search complex graphs and 
rank alternative line-ups with such criteria as minimizing 
flushing or pumping costs. However, many of the schedul-
ing decisions should relate to offsites, which is one of the 
reasons why scheduling is so complex, as illustrated by the 
typical dimensions for a refinery offsite system (Table 21.8).

With limited storage dictated by financial consider-
ations, offsite scheduling is becoming increasingly critical.

table 21.8—Western european refinery 
Scheduling complexity
Crude	slate 20–40	different	crudes	per	year

Tank	farm 100–400	tanks

Product	grades 20–50	mogas,	middle	distillates

Imports 10–20	feeds,	blend	components

Process	units 10–50

mogas	blend	components 6-18

middle	distillates	components 4–12

ships	and	barges 50–250	ships	per	month

Trucks 300–900	trucks	per	day

Crude	swings 3–10	per	week

oil	movement	operations 10–100	per	day

figure 21.6—offsite	scheduling.
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21.10.4  Scheduling and System Integration
21.10.4.1	 GeNeraL
As illustrated by Figure 21.7, scheduling is a node for infor-
mation flows.

21.10.4.2	 sysTem	arChITeCTure
To avoid large combinatorial problems that are difficult 
to solve in a reasonable time, three main subsystems that 
address different areas of the processing can be solved 
concurrently: 
1. Crude optimization,
2. Process unit scheduling, and
3. Gasoline blend scheduling.

These subsystems are integrated so that decisions and 
results are automatically passed from one subsystem to the 
others. The scheduling application is also integrated within 
the refinery system environment to facilitate the access to 
input/output data.

To be practical, a scheduling system must apply the fol-
lowing main concepts:
• The scheduling application is a rolling application and 

the time horizon can be different for each subsystem.
• All decisions generated by the application can be over-

written by the user. 
• The application must allow teamwork.
• The application must be robust and must provide 

results easy to understand and to check.
• The application must provide facilities to store case 

studies as reference files.

21.10.4.3	 INTeGraTIoN	wITh	maNaGemeNT	
INFormaTIoN	sysTems
A successful implementation of scheduling in complex 
refineries is highly dependent on a robust and efficient 
management information system (MIS) that automates 
secure flow of information between scheduling and the fol-
lowing subsystems:

• Laboratory information management system (LIMS),
• Computerized maintenance management system 

(CMMS),
• Planning system, 
• Performance monitoring system, and
• Offsites management system (tank management and 

line-up management).
Information requirements typically include

• Structural data
• Refinery topology
• Process unit capacities
• Tank capacities and possible allocations
• Description of loading/unloading facilities

• Crude data
• Crude assays (sufficiently detailed) 

• Real-time data
• Tank inventory
• Process stream flows and quality determinations

• Marketing data
• Crude availability: quality, volume, and ETA
• Forecasted liftings: grades, volumes, and ETA

• Planning data 
• Monthly LP plan: average targets

21.11  mathematIcal toolS for 
SchedulIng
21.11.1  General
With high process scheme complexity, large crude slate, 
and very dynamic markets, scheduling departments need 
more than a spreadsheet to find an optimum among a myr-
iad of feasible alternatives. Optimal scheduling is a chal-
lenging problem from the mathematical viewpoint because 
it combines discrete and continuous time representation 
with hundreds of discrete decision variables. Scheduling 
deserves its reputation of complexity and remains the sub-
ject of university research [23–27].
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figure 21.7—	Information	flows	in	refinery	decision	support	systems.
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21.11.2  Requirements for Scheduling Tools
Scheduling systems are used to provide an answer to the 
following questions: When and how do we modify operat-
ing conditions, and what do we do in case of an unexpected 
event? Users are the engineers of the planning/scheduling 
department of the refinery and control room operators. 
Outputs are warnings on constraints violations and instruc-
tions to the control room operators that can be translated 
into set points or instructions to field operators. Economics 
are considered as given by the LP model through the mean 
optimal operating conditions. Unlike LP models, schedul-
ing systems are connected to the real world in real time and 
take into account unexpected events. Special care must be 
given to the integrity of automated data collection.

21.11.3  Mathematical Programming 
Technologies
Scheduling systems typically combine several software 
technologies to solve the scheduling problem [28,29].

21.11.3.1	 sImuLaTIoN
Whenever there is a need for accuracy, using LP yield and 
quality vectors to represent the output of a process unit is 
not sufficient. Consequently, scheduling systems can in some 
instances have a library of simplified process unit models 
that use shortcut methods or correlations that can be tuned 
to the actual plant operations. For example, this possibility 
has proved to be useful for such major units as the ADU or 
for fluid catalytic cracking ( FCC), for instance, to have an 
accurate prediction of middle distillate pool qualities.

21.11.3.2	 ruLes
Rules can be used, sometimes as part of an expert system, 
whenever operational practices can be modeled. These 
rules include those of tank allocation for process units 
feeds or rundowns and rules for settling or draining tanks. 
In some cases, expert systems and mixed integer program-
ming can be used as a hybrid system [30].

21.11.3.3	 CoNsTraINT	ProGrammING	
Constraint programming is a logic-based optimization tool 
to take care of multiple constraints and reduce the com-
binatorial aspect of the scheduling problem. Constraint 
logic programming (CLP) is well suited to solving large 
combinatorial problems [31], known as NP-complete, that 
can be found in resource allocation (e.g., ships to births). 
Such large problems can easily exceed present and near-
future computing capabilities if they are tackled by system-
atic search procedures that explore all tree branches and 
backtrack when reaching dead ends. CLP includes specific 
knowledge about variables and makes use of constraints to 
limit the search domain.

Constraint handling languages allow for controlling  
the search strategy and the definition of such global con-
straints as
• Cumulative constraints to express cumulative resource 

limits over a period;
• Disjunctive constraints to express nonoverlapping 

tasks, a frequent problem in discrete manufactur-
ing; and

• Precedence constraints.
An example is given in reference [32] for the lubricant 

manufacturing industry. 

21.11.3.4	 dIsCreTe	oPTImIzaTIoN	meThod
A review of optimization techniques is given in references 
[33] and [34]. Enormous progress has been made in the last 
25 years, and mathematical programming techniques are 
now being used in real time to optimize nonlinear processes. 
Microsoft Excel includes a gradient-based NLP solver.

Optimization techniques used for scheduling include 
essentially MILP and MINLP, today certainly the most 
appropriate technologies to solve large supply chain optimi-
zation problems, in some cases with over 100,000 variables. 
An introduction to MINLP is given in references [35–37].

Subject to constraints on the number of binary vari-
ables and the stability of the solution, MILP is well suited 
to solve combinatorial problems. However, MILP problems 
are NP-complete; that is, the computation time increases 
exponentially with the number of decision variables. This 
remains a limitation when solving large scheduling prob-
lems [38]. More recently [39], scheduling optimization 
under uncertainty is becoming feasible using concepts from 
fuzzy set theory and interval arithmetic.

21.11.3.5	 oTher	NLP	TeChNIques
One example is the use of zonotopes to maximize the flex-
ibility of producing future blends. The technology is used to 
solve the problem of the paint dealer that has units of gray, 
white, and black paints and must satisfy successive client 
demands by mixing its stock. The problem is how to man-
age this stock and maximize the probability of answering 
future client orders.

This geometric management of the stock has been 
applied by TOTALFINAELF [40] on middle distillates. 
When the demand statistical distribution can be estimated, 
the method can incorporate this partial knowledge of the 
future to provide an optimal sequence of blends. Other 
potential techniques for optimization include
• Direct search methods and derivative-free optimization 

(DFO),
• SA,
• Ant colony algorithm,
• GA,
• Greedy algorithms (often used to find initial solutions),
• Tabu search,
• Variable neighborhood search, and
• Smoothing methods.

21.12  InduStrIal aPPlIcatIonS of 
SchedulIng
The most famous industrial scheduling applications include
• The travelling salesman problem,
• Time table optimization, and
• Fleet routing.

In the oil refining industry, the most common schedul-
ing applications relate to crude oil, blending, and logistics.

21.12.1  Crude Oil Scheduling
Regarding advanced process control (APC), the crude dis-
tillation units are primary targets for optimal scheduling 
[27,41–46]. In many process schemes, it is essential to oper-
ate the crude unit at its maximal capacity and with proper 
cut points to obtain the best possible feeds for downstream 
units.

The problem is not always trivial because it is unusual 
for a refinery to process only a couple of crude oils with 
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plenty of storage. In Western Europe and processing refin-
eries worldwide, the crude slate is very significant and 
logistics are heavily constrained.

Whenever the crude oils are received by pipelines, 
the refinery tools must be synchronized with the pipeline 
scheduling system to anticipate the batch deliveries and 
associated constraints of volumes and qualities, such as 
buffer zone tank allocation. The size of the problem can 
justify advanced optimization methods (Table 21.9).

The most difficult issues include
• The approximate knowledge of crude assays,
• The time periods for settling and dewatering,
• The flushing periods of shared pipelines,
• The uncertainty on ETAs for crudes delivered by  

tankers,
• The crude segregation requirements, including: 

• Sulfur content,
• n-Paraffins content for arctic middle distillates,
• Suitability for production of bitumen or base oils,
• Hygroscopic crudes, and
• Metal content for a delayed coker unit.

21.12.2  Blending Scheduling
Short-term scheduling of transportation fuel blends is also 
a major concern because it is closely related to the schedule 
of commercial product liftings. Here again, the objective 
is to have a minimal inventory but still meet all demands 
[45,47–51]. 

The use of advanced inline analytical technologies 
affects the product delivery business processes. In par-
ticular, inline certification of commercial products can 
reduce the level of inventory required to satisfy the market 
demands. The difficulty of short-term blending scheduling 
is dependent on the number of grades, the dynamics of 
the commercial contracts, and the number and capacity of 
tanks for blend components and commercial products.

21.12.3  Lube Oil Production
Lube oil production is a combination of continuous and 
batch processes and is therefore very complex from a 
scheduling viewpoint. MILP has been used in some lube 
plants [52].

21.13  commercIal SchedulIng toolS
There are many commercial scheduling packages available 
on the market, but not all are suitable for precise continu-
ous scheduling. As a matter of fact, there are more solutions 

for discrete manufacturing such as automobile or batch 
chemistry than for oil refining.

Several companies offer suitable scheduling software 
technologies with various degrees of complexity, from 
simple spreadsheet simulation to partial optimal schedul-
ing. In particular, the selection criteria should include [53]
• Adequacy of the scheduling tool to the specific refinery 

problem(s),
• Maintainability of models by the refinery staff,
• Long-term support from the software vendor,
• Ease of integration to the refinery MIS and  enterprise 

resources planning (ERP) to avoid manual entries, and
• Use of modern IT technology [39] to avoid short-term 

obsolescence:
• Service-oriented architecture,
• Web services, and
• Object-oriented data model.

21.14  the human factor
The planning/scheduling department of oil refineries gener-
ally has a high profile in the organization [54]. Quite often 
regrouped with economic studies and performance moni-
toring staff, the schedulers of complex European refineries 
play a major role in day-to-day operations.

From a head-count viewpoint, the range is 4–10 sched-
ulers, mostly depending on the complexity of operations. 
The optimal blend of skills is obtained by a team of
• Operational staff having a long experience of the refin-

ery, especially oil movement, and
• Bright engineers with open minds to find new solutions 

and test new tools.
Even more than for any other computerized systems, 

the quality of the staff is the prime success factor, along 
with their ability to work as a single team. The staff com-
prises crude traders, marketers, logistics specialists, pro-
cess engineers, laboratory chemists, and field and control 
room operators.

21.15  concluSIonS
There is a huge potential for hard benefits capture when 
using optimal scheduling in process plants with high 
supply/demand dynamics, severe constraints, and large 
operational flexibility. The issue is complexity: Solving the 
optimal scheduling problem of an oil refinery from incom-
ing crude to commercial product liftings is at the edge of 
the present mathematical programming technology.

No process plant can afford to keep a team of PhDs 
in mathematics to run the scheduling system; therefore, a 
compromise is required to have a manageable and robust 
solution to the optimal scheduling problem. Proper rep-
resentation of constraints, concurrent use of different 
mathematical programming techniques, and integrations 
of scheduling subsystems are key prerequisites to success.
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aPPendIx
Abbreviations

CLP 	Constraint	logic	programming

Cmms Computerized	maintenance	management	system

dFo 	derivative-free	optimization

eor 	end	of	run

Ga Genetic	algorithm

heN	 heat	exchanger	network

LP	 Linear	programming

mILP	 mixed	integer	linear	programming

mINLP	 mixed	integer	nonlinear	programming

mIs management	information	system

mor middle	of	run

NLP	 Nonlinear	programming

sa simulated	annealing

sor start	of	run

TaC	 Total	annualized	costs

VGo Vacuum	gas	oil

Indices

i hot	process	stream	or	hot	utility

j Cold	process	stream	or	cold	utility

k stage	number	or	temperature	interval

p Period	of	operation

Sets

CP	 set	of	a	cold	process	stream	j

hP	 set	of	a	hot	process	stream	i

Pr	 set	of	an	operation	period,	p	=	1,…,	NoP

sT	 set	of	a	stage	in	the	superstructure,	k	=	1,…,	NoK

Parameters

units

aF	 -	 annualization	factor

b	 -	 exponent	for	area	cost

C	 €/unit	 area	cost	coefficient	for	heat	
exchanger

Cp [kJ/kg·K] specific	heat	capacity

Ccu	 €/unit	 Per	unit	cost	for	cold	utility

Cf	 €/unit	 Fixed	charge	for	heat	exchanger	unit

Chu	 €/unit	 Per	unit	cost	for	hot	utility

Cw	 -	 weight	parameter	for	decrease	of	
areas

doP(p) -	 duration	of	period

dTup	 [ºC]	 upper	bound	on	temperature	
difference

epsi	 [ºC]	 exchanger	minimal	approach	
temperature

Fi(i,p) [kw/K]	 heat	capacity	flow	rate	of	hot	stream	
i

Fj(j,p) [kw/K]	 heat	capacity	flow	rate	of	cold	
stream	j

huup [kw]	 upper	bound	on	total	hot	utility	
available

maXarea	
(i,j,k)	

[m2] upper	bound	on	heat	transfer	area	
for	exchanger	connecting	streams	i	
and	j	in	stage	k

NoK	 -	 Number	of	stages

NoP	 -	 Number	of	periods

qup	 [kw]	 upper	bound	on	heat	exchange	
capacity

splitC	 -	 existence	of	split	on	cold	stream	j	at	
stage	k

splith	 -	 existence	of	split	on	hot	stream	i	at	
stage	k

Tiin	 [ºC]	 Inlet	temperature	of	hot	stream

Tiout [ºC]	 outlet	temperature	of	hot	stream

Tjin [ºC] Inlet	temperature	of	cold	stream

Tjout [ºC] outlet	temperature	of	cold	stream

u	 [kw/m2K]	 overall	heat	transfer	coefficient

z1(i,j,k)	 -	 existence	of	match	(i,j)	in	stage	k

zcu1(j) -	 existence	of	cold	utility	match	for	hot	
stream	i

[50] Hoshino, S., Furuya, N., and Seki, H., Integrated Scheduling 
for Gasoline Blending Considering Storage Tanks and Pipe 
Network, Tokyo Institute of Technology, Tokyo, Japan, 2007.

[51] Ferreira, A.C., Modelos de Otimização na Produção de óleo 
Diesel: Uma Aplicação Industrial, PhD Thesis, University of 
Campinas, Campinas, Brazil, 2008.

[52] Barbariol, S., Lusetti, M., Mantilli, M., and Scarioni, M., Lube 
Production Scheduling Model at the AGIP Petroli Livorno Refin-

ery, Operational Research in Industry, Ichor Business Books, 
West Lafayette, IN, 1999.

[53] Rego, P., and Reichow, R., “Refinery Production Planning,” 
eptq.com, Q1, 2005, pp. 99–105.

[54] Freyman, D.G., and Brumbaugh, M.A., “Identifying Roles, 
Responsibilities Optimizes Refinery Scheduling Process,” Oil 
Gas J., October, 2005, pp. 70–73.
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zhu1(i) -	 existence	of	hot	utility	match	for	cold	
stream	j

Variables

units

a(i,j,k) [m2] maximal	area	for	match	of	hot	
stream	i	and	cold	stream	j	in	stage	k

acu(i) [m2] maximal	area	for	match	of	hot	
stream	i	and	cold	utility

ahu(j) [m2] maximal	area	for	match	of	cold	
stream	j	and	hot	utility

dtcu(j,k,p)	 [ºC] Temperature	difference	for	match	
of	hot	stream	i	and	cold	utility	in	
period	p

dthu(i,k,p)	 [ºC] Temperature	difference	for	match	
of	cold	stream	j	and	hot	utility	in	
period	p

dt(i,j,k,p)	 [ºC] Temperature	difference	for	match	
(i,j)	at	temperature	location	k	in	
period	p

fc(i,j,k,p)	 [kw/K] heat	capacity	flow	rate	of	cold	
stream	fraction	related	to	exchanger	
i,j,k

fh(i,j,k,p)	 	[kw/K] heat	capacity	flow	rate	of	hot	stream	
fraction	related	to	exchanger	i,j,k

obj	 -	 objective	function,	total	annualized	
cost

q(i,j,k,p)	 [kw] heat	exchanged	between	hot	stream	
i	and	cold	stream	j	in	period	p

qcu(i,p)	 [kw] heat	exchanged	between	hot	stream	
i	and	cold	utility	in	period	p

qhu(j,p)	 [kw] heat	flow	exchanged	between	cold	
stream	j	and	hot	utility	in	period	p

s(i,j,k,p)	 -	 slack	variable

smin(i,j,k)	 -	 minimum	of	s	(i,j,k,p)	for	match	i,j,k

tcs(i,j,k,p)	 [ºC] Temperature	of	cold	stream	fraction	
after	exchanger	i,j,k	in	period	p

ti(i,k,p)	 [ºC] Temperature	of	hot	stream	i	at	hot	
end	of	stage	k	in	period	p,	exchanger	
inlet

ti(i,k+1,p)	 [ºC] Temperature	of	hot	stream	i	at	hot	
end	of	stage	k	in	period	p,	exchanger	
outlet

ths(i,j,k,p)	 [ºC] Temperature	of	hot	stream	fraction	
after	exchanger	i,j,k	in	period	p

tj(j,k,p)	 [ºC] Temperature	of	cold	stream	j	at	hot	
end	of	stage	k	in	period	p,	exchanger	
outlet

tj(j,k+1,p)	 [ºC] Temperature	of	cold	stream	j	at	hot	
end	of	stage	k	in	period	p,	exchanger	
inlet

Binary Variables

zcu(i)	 existence	of	cold	utility	match	for	stream	i	

zhu(j)	 existence	of	hot	utility	match	for	stream	j

z(i,j,k)	 existence	of	match	between	i	and	j	in	stage	k
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22.1  TransporTaTion overview
On a daily basis, petroleum products are transported from 
source to market inland and across the oceans. The annual 
volume of petroleum fluids traded and transported world-
wide is mind boggling. In 2008 alone, more than 19 billion 
bbl of crude oil and 28 trillion cubic feet of natural gas were 
traded across international boundaries [1]. The same year, 
the world consumed approximately 31 billion bbl of crude 
oil and 104 trillion cf of natural gas [2]. Transportation, as 
the economic activity that fixes the geographical imbalance 
between markets and producers, represents the backbone 
of international trade. Transportation also permeates every 
aspect of the daily life within the boundaries of countries, 
states, or municipalities. In fact, reliable and uninterrupted 
distribution of energy commodities to consumers is now 
taken as an implicit characteristic of any functional modern 
society.

Different methods of transportation are available 
depending on the type and quantity of transported fluid and 
distance of delivery. Not surprisingly, the main factor driv-
ing the selection of the appropriate transportation mode 
is cost. The most cost-effective mode of transportation for 
any given application is the one that can reliably move the 
commodity from source to destination with the minimum 
expense—which is a strong function of distance traveled 
and transportation volume.

Most of the transportation of oil and gas operates in 
one of two modes: pipeline transportation for inland and 
transcontinental trade and marine transportation (tankers) 
for international or intercontinental trade. Ocean tankers 
are the most common method of internationally mov-
ing petroleum products. Marine transportation systems, 
or tank fleets, are the primary option available for long-
distance transportation of internationally traded energy 
commodities because they make use of a vast network of 
vessels and ports at a global scale. However, at some point 
the marine network relies on inland transportation systems 
for final distribution of goods to the markets. For the case 
of inland fluid transportation, one of the most effective and 
efficient means of transportation is the use of pipelines. 
Pipelines are convenient to manufacture and install and 
are typically characterized by a significantly long life span, 
better assurance of continuous delivery, and lower mainte-
nance costs. Whenever distances are not prohibitive, pipe-
line transportation almost always turns out to be the most 
economical means of fluid transportation. This situation is 
illustrated in Figure 22.1 for the case of transportation of 
natural gas. In this figure, pipeline transportation always 

comes out ahead for transportation over short distances 
and can be used over relatively longer distances as long 
as larger volumes justify their installation. This is always 
the case for regional trade, in which pipelines remain 
unsurpassed as the most efficient means of transportation 
within continental boundaries. As transportation distances 
increase, pipelines can become uneconomical and marine 
transportation must be considered (oil tankers for crude 
oil; liquefied natural gas, compressed natural gas, and gas-
to-liquid options for the case of natural gas). Transportation 
beyond a radius of 2000 km (1243 miles) would typically 
require marine transport.

An important factor for consideration when examining 
the cost-effectiveness of transportation is its energy effi-
ciency, or the amount of energy able to be moved per unit 
volume of transportation capacity or per dollar of trans-
portation expense. From this point of view, oil and liquid 
products typically have the upper hand over natural gas 
because they are able to pack the most amount of energy: 
1 cf of crude oil can roughly contain as much energy as 
1,000 scf of natural gas—this works out to a 1:1,000 energy 
ratio. This unfavorable energy ratio makes natural gas sig-
nificantly more costly to transport compared with oil on a 
unit volume of transportation capacity basis. This also rein-
forces the selection of pipelines—the transportation mode 
with the least capital expense and associated maintenance 
overhead—as the method of choice for transportation of 
relatively small-to-medium volumes of petroleum products.

The key to economical transportation of large quanti-
ties of natural gas lies in the ability to compress it into 
significantly reduced volumes so that its transportation effi-
ciency can be maximized. The largest volume reduction for 
natural gas can be obtained through outright liquefaction 
(LNG, or liquefied natural gas), which can realize a 1:600 
reduction in volume. LNG currently dominates the market 
for maritime transportation of natural gas. Liquefaction is 
the most drastic reduction of volume that can be accom-
plished for any given natural gas volume, but it entails a 
significant capital expense. Such a significant expense can 
only be offset by the handling of significantly large gas vol-
umes over long transoceanic distances—distances for which 
any other method would become unreasonably uneconomi-
cal. For this reason, Wang and Economides argue that, for 
smaller volumes of gas over shorter distances, compressed 
natural gas (CNG) can become economically more attrac-
tive than LNG for maritime transport, as shown in Figure 
22.1 [3]. CNG technology can achieve up to a 1:200 reduc-
tion in volume with a significantly less capital investment 

22
Transportation of Crude oil, natural Gas, 
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when compared with LNG. Other transportation options, 
such as gas hydrates and gas-to-liquids (GTL), have also 
been suggested. GTL entails a chemical transformation of 
natural gas molecules into larger hydrocarbon molecules 
that can be sold and transported as premium fuels, signifi-
cantly increasing the underlying value of the fuel [5]. Alter-
native gas transportation options, such as LNG operations, 
are discussed elsewhere in this handbook. Another option 
that has received some attention is the transformation of 
natural gas into its hydrated form. It produces volume 
reductions of up to 1:180 and thus it has been studied as 
another potential means of natural gas transportation [6]. 
In comparison, pipeline applications can accomplish up 
to a 1:100 reduction in volume for high-pressure applica-
tions that use high-grade pipe materials with greater pipe 
thicknesses.

Among all of these transportation options, pipelining 
remains the most popular and customary method of mov-
ing petroleum fluids from source to destination for inland 
and near-shore applications. As such, they are the target of 
study in the transportation chapter of this handbook. In the 
petroleum industry, all producing wells are equipped with 
tubular fittings that bring wellstream fluids to the produc-
tion facilities. For onshore and near-shore applications, 
pipelines are always the most recommendable option for 
transportation of fluids to the market. Pipelines are ubiq-

uitous in all refineries and industrial facilities because they 
provide the connectivity that is needed among all process 
equipment. Pipeline transportation provides a versatility 
rarely found in other modes of transportation. Advances 
in pipeline engineering made it possible to place pipelines 
in many different environments, including deserts, ocean 
floors, forests, and mountain ranges. Some of the versatility 
can come with a strategic cost because pipelines are fixed 
in place and could be more readily vulnerable to deliberate 
acts of disruption, international disputes over right of ways 
and associated tariffs, and associated political risk.

22.2  pipeline sizes and sTandards
In the United States, pipes are manufactured in accor-
dance to various specifications and standards set forth by 
American Society for Testing and Materials (ASTM Interna-
tional), American Petroleum Institute (API), ASME (Ameri-
can Society of Mechanical Engineers), and ANSI (American 
National Standards Institute). Table 22.1 shows some com-
monly specified piping materials used for pressure applica-
tions that typically require steel alloys. API specifications 
5L and 5LX, common choices in the oil and gas industry 
along with ASTM A53 and A106, provide guidance for the 
manufacturing and testing of steel pipes for refinery and 
transmission service. Low-pressure water, oil, and gas ser-
vice can use nonmetallic piping material whenever their use 
can be justified, which commonly leads to lower capital and 
maintenance overheads. However, steel pipes are required 
in any high-pressure application.

All commercial steel pipes, regardless of their material 
specification (Table 22.1), are manufactured with dimen-
sions (diameter and thickness) that comply with standard-
ized designators described by ASME standards B36.10M 
and B36.19M for welded/seamless wrought and stainless 
steel, respectively. Pipes used in industry must be dimen-
sionally manufactured in compliance with these ASME 
standards as per the requirements of the various ASME 
B31 design codes, as discussed below. Pipe dimensions 
are set by the use of two nondimensional numbers: the 
nominal pipe size (NPS) and Schedule number (Sch). NPS 
is the dimensionless designator of standard pipe sizes and 
provides a rough, round indication of its outside diameter 

Table 22.1—Common pressure piping specifications
specification pipe Type size range (nps) application

ASTM	A53 Seamless/welded	carbon	steel 1/8	to	26 Ordinary	use	in	gas,	air,	oil,	water,	steam

ASTM	A106 Seamless	carbon	steel 1/8	to	48 High-temperature	service

ASTM	A369 Forged	and	bored	carbon	steel Custom High-temperature	service

ASTM	A335 Seamless	carbon	steel Custom High-temperature	service

ASTM	A333 Seamless/welded	carbon	steel 1/8	and	larger Service	requiring	excellent	fracture	toughness	at	low	temperature

ASTM	A671 Electric	fusion	welded	carbon	steel 16	and	larger Low-temperature	service

ASTM	A672 Electric	fusion	welded	carbon	steel 16	and	larger Moderate-temperature	service

ASTM	A691 Electric	fusion	welded	carbon	steel 16	and	larger High-temperature	service

ASTM	A312 Seamless/welded	carbon	steel 1/8	and	larger Low-	to	high-temperature	and	corrosive	service

API	5L,	5LX Seamless/welded	carbon	steel 1/8	and	larger Line	pipe,	refinery,	and	transmission	service

Source:	[7].

figure 22.1—Transportation	options	for	natural	gas.	Source:	[4].
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when measured in inches. Pipes with the same NPS share 
the same outside diameter; in particular, pipes NPS 12 and 
smaller have an outside diameter (measured in inches) 
greater than their NPS whereas pipes NPS 14 and larger 
have an outer diameter (in inches) exactly equal to their 
NPS. The inside diameter of a pipe depends on the pipe wall 
thickness specified by a dimensionless Schedule number. 
The Schedule number is a designation that varies from its 
lowest at 5 to its highest at 160 (e.g., 5, 5S, 10, 10S, 20, 20S, 
80, 80S). Schedules of stainless steel pipe are followed by 
the letter S, as per the guidelines of ASME B36.19M. The 
higher the Schedule number, the thicker and heavier the 
pipe is made. NPS 12 Schedule 30 has an outside diameter 
of 12.75 in. and an inside diameter of 12.09 in., whereas 
NPS 12 Schedule 100 has an outside diameter of 12.75 in. 
but an inside diameter of 11.064 in. In the United States, 
thickness designators STD for standard weight (low pres-
sure), XS/XH for extra strong/heavy (medium pressure), 
and XXS/XXH for double extra strong/heavy (high pres-
sure) are not uncommon and are a legacy from the early 
years of the U.S. petroleum industry when the dimensional 
pipe system was known as iron pipe size (IPS). Diamètre 
nominal (DN) is the size designator in the SI system of units 
and is a dimensionless value numerically close to the pipe 
outside diameter expressed in millimeters. For thickness, 
the SI system uses the Schedule designator.

In terms of design and construction of piping systems, 
the body of codes and standards for high-pressure pip-
ing systems is contained within the ASME B31 pressure 
piping code, which consists of several sections identified 
as “B31.X.” For example, ASME standard B31.1 applies 
to steam piping systems, ASME standard B31.3 applies 
to process piping in petroleum refining and processing 
plants, ASME standard B31.4 applies to onshore pipeline 
transportation of liquid hydrocarbons, and ASME standard 
31.8 applies to natural gas transmission and distribution 
systems. The understanding of these codes is necessary to 
design a project that meets recognized regulations (codes, 
standards, and specifications) for it to operate safely, obtain 
required operational licenses, and even obtain insurance 
for their operations [8–10].

The pipeline operator must select the most suitable and 
cost-effective pipe type for the specified service condition. 
Pipe material type is heavily dependent on operational envi-
ronment, with steel alloys representing the most common 
selection for any high-pressure application in the petroleum 
industry. In turn, pipe dimensions are a function of the 
required transportation capacity and maximal allowable 
pressure of operation. The required transportation capacity 
fixes the minimum allowable internal pipe diameter, and 
the maximum allowable pressure of operation fixes the 
minimum allowable pipeline thickness. Pipe design (i.e., 
the selection of the proper pipe NPS and Schedule) is thus 
primarily based on the proper calculation of the minimal 
requirements of pipe diameter and thickness. These calcu-
lations are discussed in detail in this chapter for crude oil, 
petroleum products, and natural gas applications.

22.3  pipeline flow equaTions
Fluid flow equations through pipes are derived from ther-
modynamic or energy balances. All fluid flow design equa-
tions can be traced back to the same basic energy balance 

combining the first and second laws of thermodynamics. 
Such a statement, for steady-state conditions and in its dif-
ferential form, can be expressed as

 dp vdv
g

g
g
dz lw

c cρ
δ+ + + = 0 (22.1)

where: 
δlw = compression energy (work) lost because of irrevers-
ibilities, 
g = gravity acceleration, and 
gc = unit-dependent mass/force conversion constant.

Equation 22.1 recognizes that no work is considered to 
be done on or by the fluid in pipeline flow. This equation 
is then integrated between two points to yield the modified 
Bernoulli equation, or mechanical energy conservation 
statement, which relates elevation, pressure, and velocity 
head changes to energy losses. Alternatively, the equation 
can be recast as a pressure gradient equation by normaliz-
ing each of its terms on a per-unit-length of pipe (dx) basis 
as follows [11]:

 dp
dx

dp
dx

dp
dx

dp
dxT e a







= 





+ 





+ 



lw

 (22.2)

where: 
dp
dx

g
g

dz
dxe c







= −ρ , or the pressure gradient due to pipe eleva-

tion or potential energy changes,
dp
dx

v
g

dv
dxa c







= − ρ , or the pressure gradient due to acceleration 

or velocity (kinetic energy) changes, and
dp
dx

lw
dxlw







= −ρ δ
, or the pressure gradient due to irreversible 

energy losses.
Equation 22.2 allows rewriting the energy balance in 

terms of the relative contributions that elevation, accelera-
tion, and irreversible losses have to pipeline total pressure 
drop. Both elevation and acceleration terms represent pres-
sure losses of reversible nature because they are energy 
quantities retained by the fluid that can be converted back 
to pressure. Lost mechanical energy that cannot be trans-
formed back into pressure represents an irreversible loss  
(δlw). In a flowing system, flow irreversibilities (δlw) consist 
largely of primary or major losses (δlwf , losses due to fric-
tional effects between the fluid and the pipe wall) and sec-
ondary or minor losses (δlwK, losses due to flow obstacles, 
presence of fittings, valves, elbows, and sudden changes 
in diameter) where δ δ δlw lw lwf K= + . When considering 
flow in a straight section of pipe with no fittings where 
irreversibilities are only generated by wall shear stress  
(τw) between the moving fluid and the stationary pipe wall, 
δ δlw lwf= . For such a case, and for one-dimensional flow, 
wall shear stresses are customarily and conveniently calcu-
lated in terms of dimensionless friction factors, as shown 
in  Eq 22.3:

 

dp
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dx

d
A

f
v
g

lw
w F

c







= − = − = − ⋅
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(22.3)
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Equation 22.3 embeds the definition of friction factor as 
the dimensionless ratio of wall shear stress (τw) to the fluid 
inertial force (ρv gc

2 2/ ). In this equation, fF represents the 
Fanning friction factor and fM the Moody friction factor 
(fF = fM /4).

In most pipeline flow equations, the contribution of the 
kinetic energy term to the overall energy balance is consid-
ered insignificant compared with the much larger magni-
tudes of the friction loss and the potential energy terms. By  
invoking this simplification, Eq 22.2 is integrated over the 
entire pipe domain (from x = 0, p = p1, and z1 = 0 to x = L, 
p = p2, and z2 = ∆H) to obtain

 ρ α β ρdp dx dx
p

p L

friction

L

elevation

1

2

0

2

0
∫ ∫ ∫= − −
� ���� ��

 (22.4)

where: 
α π= ⋅( ) / ( )32 2 2 5W f g dF c , 
β = ( / )( / )g g H Lc ∆ , and 
dz H L dx= ⋅( / )∆ . 

Equation 22.4 contains two density-dependent inte-
grals: the pressure integral at the left-hand side of the equa-
tion and the elevation term contribution at its right-hand 
side. Because liquid and gas density behavior with pressure 
is markedly different, different flow equations for the flow 
of single-phase liquids and single-phase gases would result 
from the integration of this energy balance.

22.4  flow of sinGle-phase liquids
For the flow of liquids or nearly incompressible fluids, both 
density integrals in Eq 22.4 can be readily resolved. After 
integration, volumetric flow through a horizontal liquid 
pipe ( )∆H = 0  can be shown to be dependent on the differ-
ence of linear end pressures as follows:

 q
g d

f L
p pL

c

F

=








 ⋅ ⋅

⋅ −π
ρ

2 0 5 2 5

1 2
0 5

32

. .
.( )  (22.5a)

For liquid flow, it is customary to express flow equations 
in terms of pressure head (hf)—or the equivalent height 
of the liquid fluid column for which the hydrostatic 
weight is equal to p1 – p2; that is, h p pf L= −( ) /1 2 γ

,
 where 

γ ρL L cg g= ⋅ ( / ), or the liquid specific weight. Equation 22.5a 
alternatively becomes, when expressed in terms of a gener-
alized short-form representation,

 q C hL L f
n= ⋅  (22.5b)

where: 
n = 0.5 and 
CL = pipe conductivity to liquids, or C

d
f LL L
F

=
⋅

σ
2 5.

, which 

describes the dependency of pipe transport capacity on the 
properties of the fluid, flow, and pipe. σL is a constant 

σ π
L

g2
2

32
=









  for which the numeric value is clearly unit 

dependent: σL = 3.15 ft0.5/s for the U.S. customary unit sys-
tem and σL = 1.74 m0.5/s for the SI system of units.

From Eq 22.5b, it follows that pressure head losses 
can be calculated explicitly in terms of flow rate using the 
following generalized expression for liquid flow:

 h R qf L
n

L= ⋅ 1/  (22.6)

where: 
RL = pipe resistance to liquid flow, or R r

L
dL L m= , where rL is 

the specific resistance to liquids r
f f

L
F

L

M

L

= =








σ σ2 24

, m = 5, and 
n = 0.5. 

In direct analogy to electrical circuit theory, pipe resis-
tance increases as pipe length increases and it decreases as 
the pipe cross-sectional area increases. Specific resistances 
capture the particularities of the fluid, flow, and pipe char-
acteristics. It is clear from this development that pipe con-
ductivities and resistances are readily related through the 

expression C
RL

L
n= 1 .

Equations 22.5 and 22.6, derived from fundamental 
principles and for which n = 0.5 and m = 5, are collectively 
known as the Darcy-Weisbach equations for frictional head 
loss in a horizontal pipe carrying a single-phase liquid. 
This equation can be extended to flow in inclined liquid 
pipes by introducing the contribution of potential energy 
changes in  Eq 22.4 in terms of elevation head ( )∆H ≠ 0 . 
Upon  integration,

 q C p p HL L L

n
= ⋅ − − ⋅( )1 2 γ ∆  (22.7)

or, equivalently,

 h R q Hf L
n

L= ⋅ +1/ ∆  (22.8)

The implementation of Eqs 22.5–22.8 to practical problems 
requires the calculation of friction factor coefficients, dis-
cussed in Section 22.5. 

22.5  flow of sinGle-phase Gases
For the isothermal flow of gases, fluid density dependency 
with pressure (ρ ϕ= ⋅ p) introduces a much stronger influ-
ence of pressure into the makeup of the fluid flow equation. 
Substitution of this relationship into both density- dependent 
terms of Eq 22.4 yields, upon integration,

 p e p L
e
s

s
s

1
2

2
2 2 1− = −

ϕ
α ( )

 (22.9)

where s L= 2ϕβ  and ϕ = ( ) / ( )SG M Z RTg air av av  with α β,  defined 
previously for Eq 22.4. Equation 22.9 states the well-
known fact that the driving force for gas flow through pipe-
lines is the difference of the squared pressures. This is an 
unequivocal consequence of the now built-in dependency 
of fluid density on pressure (ρ ϕ= ⋅ p) in the flow equation, 
which was assumed inexistent in the derivation of the 
liquid flow equations (ρ = const). In addition, Eq 22.9 also 
honors the ρ → p dependency during the integration of the 
potential energy or elevation term of Eq 22.4 as originally 
performed by J.W. Ferguson in 1936 [12]. However, it is not 
uncommon to find that the contribution of potential energy 
is alternatively evaluated using a constant average gas 
density (ρ ϕav avp= ⋅ ), which simplifies the integration of the 
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 elevation term of Eq 22.4 to yield the following simplified 
version of the gas flow equation for inclined pipes:

 p p L L pav1
2

2
2 22

2− = + ⋅
ϕ

α β ϕ  (22.10)

For horizontal flow, ∆H = 0, s = =β 0, ( ) /e ss − →1 1 and 
both design equations for gas flow naturally collapse to 
the same expression. In this case, both expressions can be 
solved for the gas flow rate evaluated at standard condi-
tions (qGsc) by making the transformations W qsc Gsc= ⋅ρ  

and 
ρsc sc g air scp SG M R T= ⋅( ) / ( )

 
to obtain

 q C p pGsc G
n= ⋅ −( )1

2
2
2  (22.11)

where n = 0.5 and CG is the pipe conductivity to gas, defined 
as

 C
g R
M

T p
SG T ZG

c

air

sc sc

g av av

=










π2 0 5

064

.

.

/
( ) 55

2 5

0 5 0 5

d
f LF

.

. .   (22.12)

Pipe conductivity captures the dependency of the flow 
capacity of the pipe to gas as a function of friction factor, 
pipe geometry, and fluid properties. Equation 22.11 can 
also be recast in terms of pressure loss in the following 
generalized short-form representation:

 p p R qG Gsc
n

1
2

2
2 1− = ⋅ /  (22.13)

where: 
RG = pipe resistance to gas, 

R r
L

dG G m= , 

rG = pipe specific resistance to gas, 

r
SG T Z

f
p
TG

G av av

G
F

sc

sc

=








σ2

2

,

m = 5, and 
n = 0.5. 

In this relationship, σ
πG

air

c

M
g R

2
2

64= , a dimensional con-

stant for which the ultimate numeric value is dependent on 
the choice of units for the equation. For customary U.S. 
field units, σG = 2,818 SCF·ft0.5 R-0.5 in-0.5 if qGsc (SCF/D), L (ft), 
d (in.), p (psia), and T (R). For SI units, σG = 574,901 sm3/
K0.5 if qGsc (sm3/d), L (m), d (m), p (kPa), and T (K). Again, 
gas pipe conductivities and resistances are clearly related 

through the expression C
RG

G
n= 1
.

For flow in inclined gas pipes, Eqs 22.9 and 22.10 are 
rearranged to derive two versions of the same gas flow 
equation. If the potential energy evaluation is made based 
on the calculation of an average gas density value for the 
entire pipe, Eq 22.10 can be used to show

 q C p p
g
g

p HGsc G
c

av

n

= ⋅ − − ⋅








1

2
2
2 2ϕ ∆  (22.14)

or,

 p p R q
g
g

p HG Gsc
n

c
av1

2
2
2 1 2− = ⋅ + ⋅/ ϕ ∆  (22.15)

where the definitions of CG and RG remain the same as for 
the horizontal case. Alternatively, when the evaluation of 

potential energy contribution is made using Ferguson’s 
approach, Eq 22.9 is used to derive

 q C p e pGsc G
s n

= ⋅ −( )1
2

2
2  (22.16)

or,

 p e p R qs
G Gsc

n
1
2

2
2 1− = ⋅ /  (22.17)

where the definitions of CG in Eq 22.12 and RG in Eq 22.13 
must be slightly modified to account for the concept of the 
equivalent pipe length (Le):
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T p
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and,

 R r
L
dG G

e
m=  (22.19)

In Eqs 22.18 and 22.19, pipe equivalent length is a function 
of the s-elevation parameter defined above through the fol-
lowing relationship:

 L
e

s
Le

s

= −( )1  (22.20)

where: 

 s L
SG M
Z RT

g
g

HG air

av av c

= =

















2 2ϕβ ∆ .  

In Eq 22.20, L Le =  for horizontal pipes [( ) /e ss − →1 1 as s → 
0]. For uphill flow, L Le >  because ∆H > 0 and s  >  0. For 
downhill flow, L Le <  because ∆H < 0 and s < 0. In customary 

field English units, s
SG H
Z T

G

av av

= ⋅
⋅









0 0375.

∆
. The implementa-

tion of Eqs 22.11–22.19 to practical problems in natural gas 
pipeline engineering requires the calculation of friction fac-
tor coefficients to be discussed next. 

22.6  friCTion faCTor CalCulaTions
Frictional pressure losses are a direct function of wall shear 
stresses. Frictional losses are thus calculated in terms of 
the prevailing shear force (i.e., shear stress multiplied by 
pipe wall surface area) divided by the flow cross-sectional 
area as shown in Eq 22.3. Friction factors are the dimen-
sionless quantities customarily used in the estimation of 
these wall shear stresses and are defined as the ratio of 
shear stress (τw) to kinetic energy (ρv gc

2 2/ ),

 f
v gF

w

c

= τ
ρ 2 2/  (22.21)

for the case of the Fanning dimensionless friction factor. 
Dimensional analysis of the equations of change applied to 
flow in circular pipes demonstrates that such a definition 
of friction factor is directly dependent on Reynolds num-
ber for fully developed flows [13]. Reynolds number is the 
dimensionless parameter that quantifies the ratio of inertia 
forces to viscous forces and is defined as

 Re
/
/

= = =Inertia Forces
Viscous Forces

ρ
µ

v d
v d

2

2

ρρ
µ υ π υ
vd vd q

d
= = 4  (22.22)
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where:
µ = fluid dynamic viscosity and 
υ = fluid kinematic viscosity. 

When viscous forces dominate over inertia forces 
(Re < 2,100), flow is said to be laminar and friction factors 
can be readily calculated from the analytical solution to the 
flow equation for circular pipes as

 fF = 16/Re (22.23)

for the Fanning friction factor or, equivalently,

 fM = 64/Re (22.24)

for the Moody friction factor. If one substitutes Eq 22.23 
into the Darcy-Weisbach liquid flow equation (Eq 22.6), the 
result is the well-known Poiseuille’s law for laminar liquid 
flow:

 h
p p

g
L
d

qf
L

L

c L
L= − = ⋅

⋅ ⋅
⋅1 2

4

128
γ

µ
π γ

 (22.25)

An analogous expression is not extended to natural gas flow 
because gas pipe flows are highly turbulent due to the low 
viscosity of the gaseous phase and exhibit a more signifi-
cant dependency of density on pressure, which is ignored 
by Eq 22.6.

When inertia forces overwhelm viscous forces, flow 
is said to be turbulent or transitional (Re > 2,100). For 
fully developed turbulent flow conditions, friction factors 

have been shown to be dependent not only on Reynolds 
numbers but also on relative pipe roughness (e/d) [13]. 
In this flow domain, dimensionless friction factors must 
be calculated from experimental data of pressure drop 
versus flow rates in pipes. In 1944, experimental results 
on pipe friction available at the time were masterfully 
consolidated by Lewis F. Moody in the form of the chart 
reproduced in Figure 22.2. Since then, Moody’s chart 
has become an essential reference in pipe flow calcula-
tions. Moody’s chart is based on the implementation of 
the Darcy-Weisbach equation for frictional loss (Eq 22.6) 
written in terms of Moody friction factors. Before the 
publication of Moody’s chart, the smooth pipe, rough pipe, 
and transition flow behavior in the turbulent zone had 
been fully documented, but the selection of proper values 
of relative pipe roughness (e/d) for pipe materials of com-
mercial interest had not been established. Moody’s paper 
made the Darcy-Weisbach equation more readily appli-
cable to engineering problems of interest not only because 
it aptly summarized the pipe friction data available at 
the time but also provided engineering guidance for the 
selection of appropriate values of relative pipe roughness 
(e/d) for pipe materials of commercial application such as 
riveted steel, concrete, cast iron, and wrought iron. Figure 
22.2 provides Moody f values directly; thus, to calculate 
the associated “Fanning” friction factors, the equivalency 
fF = fM  /4 must be used.

For computer applications, Figure 22.2 has been fit-
ted to a myriad of empirical equations that numerically 
reproduce the data in the Moody diagram. One of the most 

figure 22.2—Moody	friction	factor	(fM)	chart	for	the	Darcy-Weisbach	equation.	Source:	[14].	
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fitting choices for this purpose is the use of the Colebrook 
formula [15]:
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It is to be noted that Colebrook’s equation preceded the for-
mulation of Moody’s diagram. Moody’s chart was actually 
drawn on the basis of Colebrook’s equation, which com-
bined experimental results of studies of turbulent flow in 
smooth pipes and rough pipes and allowed for a transition 
zone between the two limiting behaviors. Therefore, Cole-
brook’s expression is bounded by (and thus can be collapsed 
to) these two widely known limiting pipe friction behaviors: 
the smooth pipe law (e/d → 0) shown as Eq 22.26b and the 
Reynolds-independent rough pipe or fully turbulent equa-
tion (Re → ∞) shown as Eq 22.26c.
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The point at which transition from smooth pipe law to fully 
turbulent or rough pipe law occurs can be determined by 
equating the above expressions to obtain
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A minor drawback in the implementation of the Colebrook 
equation is that it expresses the friction factor as an implicit 
function of itself, which requires the implementation of 
iterative equation-solving procedures. Although this is no 
longer a significant concern given the computational power 
available nowadays, several explicit friction factor expres-
sions have been also proposed. One of such expressions is 
Chen’s friction factor equation [16], claimed to present a 
maximal absolute deviation of 0.4651 % when compared 
with Colebrook’s equation and reproduced as follows:

 1 2 0
3 7065

5 0452
10

1 109

f
e

d
e d

M

= − −. log
.

.
Re

log
( / ) . 88

0 89812 8257
5 8506

.
.

Re .+


















 

  (22.27)

For the calculation of Fanning friction factors, the equiva-
lency 1 1

2
1

f fM F

= ⋅  must be substituted into these  equations. 

The left-hand side of these equations, when written as 

F
f fF M

= =1 2
, is known as the transmission factor of the 

pipe (F).

22.7  speCialized equaTions for liquid flow
As already established, pipeline equations for liquid flow 
can be conveniently written in the following general short-
form representation, previously presented as Eq 22.6:

 h R q r
L

d
qf L L

n
L m L

n= ⋅ = ⋅1 1/ /  (22.6)

This generalized expression captures the dependency of 
pressure head loss on total pipe resistance to liquid flow 
(in terms of length, diameter, and specific resistance rL) 
and flow rate. This equation requires the definition of the 
appropriate flow exponent (n) and diameter exponent (m) 
and the calculation of pipe specific resistance (rL).

The most rigorous approach for the calculation of 
frictional losses for single-phase incompressible flow of 
fluids in pipelines is the application of the Darcy-Weisbach 
equation, which is derived from first principles and for 
which m = 5 and n = 0.5. However, this entails the calcu-
lation of friction-factor dependent rL values by using the 
Moody chart or any of its associated empirical equation 
fittings. This calculation invariably requires the availabil-
ity of a good estimate for pipe roughness and an iterative 
procedure for the calculation of pipe diameter or flow rate. 
Some users would rather avoid this. This is why, despite the 
stated generality of the Darcy-Weisbach equation, the use 
of alternative, iteration-free, empirical pressure loss equa-
tions continues to be common. These empirical equations 
are always much more limited in terms of range of applica-
bility; however, they remain popular in many applications 
because of the shear convenience of their ease of use and 
simpler formulation. Another factor that contributes to the 
familiarity and repeated use of empirical substitutes is that 
many were widely available even before the development 
of the Moody diagram, and many successful designs have 
since been made on their account.

Table 22.2 lists the most commonly used equations for 
liquid flow, their inherent assumption for friction factor 
calculation, and the resulting exponents n and m in terms of 
the generalized functional form. The Darcy-Weisbach equa-
tion is the first equation shown in Table 22.2. As previously 
demonstrated, the Darcy-Weisbach equation collapses to 
Poiseuille’s law for laminar flow conditions, which is shown 
as the second entry in the table. All equations for liquid 
flow can be written in terms of the generalized functional 
form shown at the top of Table 22.2, including the empirical 
choices. Empirical correlations just replace Moody-based 
friction factor calculations by alternative, simpler expres-
sions of friction factor, which are limited in their scope.

By far, one of the most widely known empirical equa-
tions for liquid flow is the Hazen-Williams correlation. 
The Hazen-Williams correlation was originally developed 
for the study of the flow of water in turbulent flow condi-
tions [17] and provides an empirically derived relationship 
between water volumetric flow and pressure (or head) 
losses. Table 22.2 shows the implied friction factor func-
tional relationship when the Hazen-Williams correlation 
is implemented. In this expression, the parameter CHW is 
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the Hazen-Williams dimensionless roughness coefficient, 
which attempts to capture the change in roughness associ-
ated with different pipe materials. Table 22.2 shows some 
typical values of CHW for common pipe materials. There is 
no explicit dependency of friction factor on Reynolds num-
ber; thus, the resulting calculations are arguably insensitive 
to fluid properties and fluid type. In practical applications, 
the selection of the Hazen-Williams roughness coefficient 
(CHW) has largely relied on the user’s experience with the 
system under investigation and has been tuned accord-

ingly to account for different fluid types and even viscosity 
changes with temperature. Albeit its significant limitations, 
the Hazen-Williams correlation remains popular in the 
design of water hydraulic systems in the United States, and 
its use has been documented and recommended even for 
calculations of pressure drop for refined petroleum prod-
ucts such as gasoline, kerosine, and diesel with properly 
tuned values of CHW (see, e.g., [18,20]).

Figure 22.3 presents a friction factor prediction com-
parison between the Hazen-Williams correlation versus 

Table 22.2—summary of specialized equations for liquid flow

h R q r
L
d

qf L L
n

L m L
n= ⋅ = ⋅1 1/ /

	
[Eq	22.6]

	

equation friction factor rL n m
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2 1 852σ ,
. 0.54 4.87

Manning f
n

dF
M M= ⋅κ 2

0 33. r
n

L
M

L M

=
2

2σ ,

0.50 5.33

CHW =	Hazen-Williams	dimensionless	roughness	coefficient	and	nM	=	Manning	dimensionless	roughness	parameter;	
CHW =	150,	and	nM	=	0.009	for	polyvinyl	chloride	(PVC);	CHW = 140	and	nM	=	0.011	for	smooth	metal	pipes	and	
cement-lined	ductile	iron;	CHW =	130	and	nM	=	0.014	for	new	cast	iron	and	welded	steel;	CHW =	120	and	nM =	0.016	
for	wood	and	concrete;	CHW =	110	and	nM	=	0.017	for	clay	and	new	riveted	steel;	CHW	=	100	and	nM	=	0.020	for	
old	cast	iron	and	brick;	and	CHW	=	80	and	nM	=	0.035	for	badly	corroded	cast	iron	[18].	Values	above	assume	the	
flow	of	water.	Suggested	values	of	CHW	for	refined	petroleum	products	as	a	function	of	temperature	have	also	
been	reported	[19].	κHW ,	κM	=	unit-dependent	constant	in	the	friction	empirical	equation.	κHW 	=	46.9334	and	κM =	
46.2388	for	d (ft),	qL	(ft

3/s);	κHW 	=	33.977	and	κM	=	105.6732	for	d (in.),	qL	(ft
3/s);	and	κHW 	=	32.3045	and	κM	=	31.154	

for	SI	units.	σL ,	σL HW, ,	and	σL M, 	=	unit-dependent	constants	for	specific	resistance	calculations.	For	qL	(ft
3/s),	L	(ft),	d	

(ft),	σL =	3.15,	σL HW,  =	0.4598,	and	σL M, 	=	0.46324.	For	qL	(ft
3/s),	L	(ft),	d	(in.),	σL 	=	6.3148∙10-3,	σL HW, 	=	1.08335∙10-3,	and	

σL M, 	=	6.143∙10-4.	For	SI	units,	σL =	1.74,	σL HW, 	=	0.30614,	and	σL M, 	=	0.31174.	

figure 22.3—Friction	factor	comparison	for	the	specialized	liquid	equations.
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the more rigorous Colebrook prediction for the case of the 
transportation of a petroleum product (kinematic viscos-
ity = 10 Sct) through a NPS 18 Sch 40 carbon steel pipe 
(e = 0.0018 in.). This figure reveals that a Hazen-Williams 
coefficient of CHW = 120 is able to approximately capture 
the overall friction factor behavior with increasing flow 
rate with a somewhat underestimated slope at low flow 
rates. Other CHW choices have the potential of grossly over-
estimating or underestimating friction losses, as shown. 
This figure demonstrates that whether Hazen-Williams 
predictions can be trusted or not is basically dependent on 
whether the user of the equation can rely on experience or 
expert advice for the proper value of CHW that should be 
used. The user could potentially reconstruct a plot such as 
Figure 22.3 for the particular application and “tune” the 
value of CHW to the one that best captures the overall Cole-
brook trend. This would entail some iterative calculations 
and beg the question of why Darcy-Weisbach was not used 
in the first place.

The Manning correlation is another correlation 
empirically developed for the study of flow of liquids 
in open channels that became popular in the late 19th 
century [21]. It continues to be widely used in the design 
of water sewer systems—where fluid channels do not 
typically flow at full capacity [17]. For the Manning cor-
relation, n = 0.5 (flow exponent) and m = 5.33 (diameter 
exponent) whereas rL is made a function of a dimensional 
constant and a material-dependent dimensionless rough-
ness coefficient (nM) alone, as shown in Table 22.2. In 
Manning’s expression, the dimensionless parameter nM 
has the same purpose as the CHW parameter had for the 
Hazen-Williams equation, which is to attempt to cap-
ture the change in roughness associated with different 
pipe materials. One of its shortcomings is that it offers 
a flow-rate independent friction factor calculation; thus, 
it would display as a straight horizontal line in Figure 
22.3. Interestingly, Manning and Hazen-Williams correla-
tions were used by the reviewers of Moody’s paper [14] 
when evaluating the merits of the then recently proposed 
Moody’s method—an observation that highlights the 
deeply engrained reliance on such empirical correlations 
before the publication of Moody’s chart. Other empirical 
flow equations for liquids are also available for special-
ized purposes. For example, Menon presents a summary 
of liquid empirical equations used for liquid pipeline flow 
calculations that includes the Shell-MIT equation for the 
calculation of pressure drop in heavy crude oil and heated 
liquid pipelines, the B. Miller equation for the calculation 
of pressure losses in crude oil pipelines, and the T.R. Aude 
equation for the calculation of head losses in pipelines 
transporting refined petroleum products [20]. All of these 
equations can be written in terms of the general liquid 
pipeline functional form, h r

L
d

qf L m L
n= ⋅ 1/ , where the appro-

priate values of rL, n (flow exponent), and m (diameter 
exponent) must be defined.

22.8  speCialized equaTions for Gas flow
As before, the fundamental difference among specialized 
formulas available for natural gas flow resides in how fric-
tion factors are evaluated. These gas equations for pipe 
flow can be conveniently written in terms of the general-

ized short-form representation previously presented as  
Eq 22.13:

 p p R q r
L
d

qG Gsc
n

G m Gsc
n

1
2

2
2 1 1− = ⋅ = ⋅/ /   (22.13)

Table 22.3 presents a list of well-known choices available 
for gas pipe calculations, along with their associated defini-
tions of n, m, and pipe specific resistance (rG). Average 
compressibility factors (Zav) in this table are calculated as a 
function of pav and Tav using any standard gas compressibil-
ity factor correlation. A popular choice for the calculation 
of the average pipeline pressure (pav) in gas systems is to use 

the expression p
p p
p pav = −

−
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1
3

2
3

1
2

2
2

 

or any of its equivalent ver-

sions. This pav expression results from applying the stan-

dard average pressure definition p V
pdV

L
pdxav

V L
= =



∫ ∫1 1

0 0  

to the expected parabolic pressure profile for isothermal 

gas pipes p x p
x
L

p p2
1
2

1
2

2
2( ) ( )= − −




. In turn, values of Tav are 

typically taken as the arithmetic average between the pipe 
inlet and outlet temperatures for conditions when expected 
temperature changes in the pipe are not significant. Please 
refer to Section 22.13 for a discussion about the additional 
calculations required when fluid temperatures are expected 
to significantly change along the pipe.

The most rigorous approach for the calculation of 
frictional losses in single-phase compressible fluid flow in 
pipelines is the application of the general gas equation—
shown first in Table 22.3 and for which m = 5 and n = 0.5. 
The general gas equation, derived from first principles, cap-
tures the dependency of squared pressure loss with respect 
to gas flow rate and total pipe resistance flow on the basis 
of length and diameter, and calculates specific resistances 
(rG) rigorously from Moody’s chart. The implementation 
of Moody’s friction factor equations requires an iterative 
numerical procedure given the dependency of friction fac-
tor on flow rate and pipe diameter.

Since the early 1900s, and much before the formula-
tion of Moody’s diagram, many empirical approaches were 
already in place to describe gas flow [22]. Many of these 
equations, and their successors, were formulated on the 
basis of matching field data obtained from operating or 
experimental gas pipeline systems. One noteworthy exam-
ple is the Weymouth equation, developed by Thomas R. 
Weymouth in the early 1910s by matching compressed air 
test data flowing through small diameter pipes (0.9–11.8 
in.) at low pressures [23]. Decades later, in the 1940s, the 
Panhandle-A equation (the “original” Panhandle equation) 
was proposed by matching field pressure drop test data 
performed in 24-in. transmission lines operated by the 
Panhandle Easter Pipe Line Company [24,25]. Panhandle 
equations were developed with the intention of proposing 
flow equations suitable for larger diameter pipes because 
the Weymouth equation was known to overestimate pres-
sure losses for those systems. The Panhandle-B equa-
tion (the revised or “modified” Panhandle equation) was 
published in 1952 when more operating data at higher 
pressures and flow rates became available from other 
Panhandle pipelines [24,25]. Friction factor assumptions 
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of these popular gas equations are presented in Table 22.3. 
Weymouth, Panhandle-A, and Panhandle-B represent an 
enduring legacy of this early modeling period and they 
have outlived many of their empirical predecessors and 
remain the most well-known equations for gas pipeline 
flow. These equations continue to be used nowadays for 
applications clearly far beyond the scope of their origi-
nal formulation. Many users like the simplicity of their 
formulation and their noniterative nature. Many others 
cannot justify their use given the availability of rigorous 
approaches (i.e., the Colebrook equation coupled with the 
general gas flow equation) and the computer power to 
implement it. 

In the 1960s, the American Gas Association (AGA) 
proposed the AGA equation, which uses the general gas 
equation with simplified, limiting forms of the Colebrook 
equation [26–28]. The AGA method calculates two fric-
tion factor estimates using Colebrook’s limiting behav-
iors (i.e., modified versions of Eqs 22.26b and 22.26c) 
and selects the highest value between the two. A first 
friction factor estimate is calculated on the basis of the 
empirically modified smooth pipe approximation (i.e., 
Eq 22.26b for e/d → 0) via the introduction of a “drag 
factor” (FD) multiplier. This smooth pipe law empirical 
modification was renamed the AGA partially turbulent 
equation and is shown as such in Table 22.3. AGA’s ver-
sion of the smooth pipe law uses a slightly different 
numerical coefficient within the logarithmic argument, 
as shown in Table 22.3, combined with the use of empiri-
cal drag factors (FD), which can take values from 0.90 to 
0.97—effectively increasing friction factor estimations 

when compared against the original smooth pipe law. 
A second AGA friction factor estimate is obtained from 
the fully turbulent (rough pipe) form of the Colebrook 
equation (i.e., Eq 22.26c for Re → ∞). This is known as 
the AGA fully turbulent equation and is shown as such in 
Table 22.3. Friction factor calculations in fully turbulent 
regimes are known to be Reynolds independent and solely 
dependent on pipe roughness; thus, the fully turbulent 
AGA equation is frequently recommended for the design 
of a high-flow system, especially when roughness esti-
mations are reliable. However, given its implicit nature, 
the application of the partially turbulent AGA equation 
requires as much iterative work as the direct application 
of the Colebrook equation does, and it would additionally 
require the empirical estimation of a drag factor based on 
AGA guidelines [26–28].

Empirical correlations, albeit convenient to use, are 
limited in their scope of application and should be used 
with caution. Figure 22.4 displays the typical performance 
of gas equations in terms of their Fanning friction factor 
predictions. This plot is analogous to the one presented by 
Boyd (1983) in terms of transmission factors [29]. This fig-
ure displays friction factor predictions from all empirical 
correlations in Table 22.3 and compares them against the 
more rigorous Colebrook prediction for the case of trans-
portation of a natural gas (SGG = 0.70 and µ g  =  0.012 cP) 
through a NPS 18 Sch 40 carbon steel pipe (e = 0.0018 in.). 
It is important to keep in mind that, in Figure 22.4, all mod-
els are supposedly predicting the same variable—namely 
friction factor—however, predictions can be seen to be 
wildly different from each other. For example, Weymouth 

Table 22.3—summary of specialized equations for Gas flow

p p R q r
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qG Gsc
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G m Gsc
n
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2

2
2 1 1− = ⋅ = ⋅/ /

	 [	Eq	22.13	]
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κ κ κW PA PB, , 	=	unit-dependent	constant	in	friction	empirical	equations.	κW 	=	0.008	for	d	(in.)	or	0.002352	for	d	(m);	κPA	=	0.01923	for	d	(in.),	
q (SCF/D)	or	0.01954	for	d	(m),	q	(sm3/d);	κPB	=	0.00359	for	d	(in.),	q(SCF/D)	or	0.00361	for	d	(m),	q	(sm3/d).	σG,	σG W, ,	σG PA, ,	σG PB, 	=	unit-dependent	
constants	for	specific	resistance	calculations.	For	qGsc (SCF/D),	L	(ft),	d	(in.),	p	(psia),	T (r):	σG	=	2,818;	σG W, 	=	31,508;	σG PA, 	=	44,400;	σG PB, 	=	58,328.	For	
qGsc (SCF/D),	L	(miles),	d	(in.),	p	(psia),	T (R):	σG	=	38.784;	σG W, 	=	433.618;	σG PA, 	=	435.98;	σG PB, 	=736.77.	For	SI	units	in	qGsc	(sm

3/d),	L	(m),	d	(m),	p(kPa),	
T (K):	σG	=	574,901;	σG W, 	=	11.854∙106;	σG PA, 	=13.656	∙106;	σG PB, 	=13.196∙106.
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values tend to obviously overestimate friction losses at high 
flow rates, which would lead to conservative pipe designs. 
For some users, this friction overestimation by Weymouth 
is not necessarily seen as a problem but rather as a poten-
tially desirable built-in safety factor in high-volume gas 
piping design. The flow-rate independent nature of the 
Weymouth friction factor prediction identically matches 
the behavior of fully turbulent predictions of the Colebrook 
equation but only for pipes with roughness equaling 
e d d W= ⋅ ⋅ ⋅3 7 100 25 1 6

. . // κ , which corresponds to e = 0.0021 in. 
for the scenario presented in Figure 22.4—a larger value 
than expected for carbon steel pipes. In direct contrast to 
the flow rate independent nature of the Weymouth predic-
tion, the Panhandle-A (original Panhandle) equation tends 
to rather track the smooth-pipe law prediction and thus 
does a better job at lower Reynolds numbers (partially tur-
bulent region) at which friction factors tend to be less depen-
dent on pipe roughness. While Weymouth is able to track 
fully turbulent behavior and Panhandle-A smooth-pipe 
behavior, the Panhandle-B (modified Panhandle) equation 
does quite a poor job of mimicking any Colebrook trend. This 
“modified” Panhandle equation was intended to be applica-
ble to high-flow pipes, which results in its flatter slope in 
Figure 22.4. Because of these different slopes and Reynolds 
dependencies, Panhandle-A always predicts larger friction 
factors than those of Panhandle-B when used at low to mod-
erate flow rates. At high flow rates, the situation reverses.  
This Panhandle crossover point takes place at flow rates 

equal to q
d

SGGsc
PA

PB g

=




















κ
κ

9 35.

, above which Panhandle-B 

would predict larger, higher  friction factors, although still 
significantly lower than Colebrook’s and Weymouth’s in 
Figure 22.4. To bring Panhandle-B friction factor predic-
tions in line with fully turbulent Colebrook predictions at 

high flow rates, the Panhandle-B prediction would have to 
be “displaced” upward by multiplying it with a suitable fac-
tor. This is the effect accomplished by the introduction of 
“efficiency factors” into gas flow equations.

The concept of efficiency factors (Ef) has found wide-
spread use in the implementation of gas specialized equa-
tions of empirical nature. These parameters empirically 
adjust transmission factor values with the ultimate pur-
pose of matching field observations by increasing the effec-
tive friction factor embedded into the gas equation. Tuned 
transmission factors become F E

ff
F

= ⋅ 1
 and effective fric-

tion factors hence become ( ) .f
f
EF eff

F

f

= 2  From this defini-

tion, larger effective friction factors and pressure losses are 
generated by the gas equations for any Ef < 1 (note that the 
use of Ef = 0.7071 actually doubles the friction factor pre-
diction of the equation). Throughout the years, the success-
ful applications of empirical gas flow equations to field 
problems have been largely tied to this artificial tuning of 
their prediction capabilities via the use of these adjustable 
factors. In Figure 22.4, all calculations assumed Ef = 1 for 
all equations. However, the implementation of adjustable 
and less-than-unity Ef values (Ef < 1) would force the 
upward displacement of the empirical curves in Figure 
22.4, which with careful selection can result in making 
them more closely follow Colebrook’s predictions and 
trends. This discussion is analogous to the one pertaining 
the “proper” selection of CHW values in the empirical Hazen-
Williams liquid equation in the sense that values of Ef 
(empirical gas equations) and CHW (liquid Hazen-Williams 
equations) need “tuning” for the equation to match field 
data or Colebrook’s trends, or both. However, different 
equations would require the use of different Ef values to 
match a common Colebrook or field data target. Such Ef 

figure 22.4—Friction	factor	comparison	for	the	specialized	gas	equations.
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values are thus likely to be rate dependent. When evaluat-
ing empirical equations, a comparison plot analogous to 
the one presented in Figure 22.4 can be used as a useful 
tool for assessing the suitability of an empirical equation 
for a given particular application. The reliability of an 
empirical equation can be measured in terms of how well 
it is able to track the corresponding Colebrook prediction 
for the expected transportation volumes and pipe sizes. It 
is important to point out that the direct use of the general 
gas equation coupled with the Colebrook equation would 
not be completely free of uncertainty because proper val-
ues of roughness of a pipe need to be determined and they 
are known to evolve with time.

Beyond the popular Weymouth and Panhandle equa-
tions, many other empirical gas flow equations have been 
proposed. Menon presents a summary of other empirical 
equations that have been proposed for gas pipeline flow, 
such as the IGT, Splitzglass, Mueller, and Fritzsche equa-
tions [30]. All of these equations can be similarly written in 

terms of the same generalized short form p p r
L
d

qG m Gsc
n

1
2

2
2 1− = ⋅ /  

once the appropriate values of rG, n (flow exponent), and m 
(diameter exponent) have been defined.

22.9  pipeline desiGn: nps and sChedule 
seleCTion
Liquid and gas equations can be written in an analogous 
short-form notation, as shown by Eq 22.28:

 ∆p R q r
L
d

qK K
n

K m K
n* / /= ⋅ = ⋅1 1  (22.28)

In Eq 22.28, the subscript K denotes either L for liquids 
or G for gases and Δ p* = ( p1 − p2)/γL = hf for liquids or Δ p* = 
p1

2 −  p2
2 for gases. The internal diameter requirement of a 

pipeline can thus be calculated as

 d r L
q
pK
K
n m

= ⋅ ⋅










1 1/

*

/

∆
 (22.29)

Equation 22.29 demonstrates that the pipeline internal 
diameter requirement is a function of desired transporta-
tion capacity (qK), available pressures (Δp*), transportation 
distance (L), and specific pipe resistance (rK). For rigorous 
calculations, rK is an implicit function of diameter through 
the friction factor; thus, this calculation would require an 
iterative procedure unless a suitable diameter-independent 
empirical correlation is used for the calculation of specific 
resistance (rK). Note that flow and diameter-dependent 
friction-factor empirical frictions do not necessarily lead 
to flow and diameter-dependent specific-resistance calcula-
tions because of the adjusted values of n and m (for exam-
ple, refer to the simplified forms of the Hazen-Williams 
and Panhandle equations in Tables 22.2 and 22.3). Because 
pipeline diameters come in discrete finite sizes, the nearest 
larger pipeline internal diameter is selected from a table of 
available nominal sizes. This selection needs to take into 
consideration the required pipe wall thickness, which is 
discussed below.

Although pipe internal diameter is a direct function 
of its desired transportation capacity, the selection of wall 
thickness (and thus pipe schedule) is based on the  minimal 

mechanical strength required for the pipe to safely oper-
ate. The calculation of pipe internal diameter that is based 
on the use of the flow equations discussed above com-
bined with the estimation of the minimum wall thickness 
provide all of the information engineers need to select the 
proper NPS and schedule of the required pipe for the given 
application.

For a safe operation, pipe walls must be made thick 
enough so that pipeline stresses do not to exceed the 
minimal yield strength of its construction material. In 
other words, pipes must be designed with sufficient 
mechanical strength so they can withstand the stresses 
associated with their operating environment and hence 
avoid initiation of fractures that can lead to pipe failure. 
Conditions that lead to pipeline failure include excessive 
internal pressure, thin pipe walls, and low yield strength 
of the pipeline manufacture material. Relating these three 
variables and finding the safest operational combination 
among the three is the key driving force behind pipe 
stress analysis.

In stress analysis, pipes are visualized as cylindrically 
shaped containers. The stress state in these containers is 
characterized by the stress tensor (S), written, in cylindrical 
coordinates, in terms of a radial (r), axial (z), and circum-
ferential (θ) component. In the analysis of failure due to 
excessive internal pressure, the initiation of cracks is said to 
be controlled by the magnitude of the largest component of 
the internal-pressure-induced stress tensor (S). The stress 
component recognized to be the largest in magnitude is the 
one that acts on the circumferential or tangential direction, 
which is known as the hoop stress (S

h). The hoop stress 
derives its name from being the component of the stress 
tensor that directly counteracts the bursting force of the 
internal pressure (Pin), just as steel hoops prevent wooden 
barrels from bursting. In a free-body diagram of a half 
segment of the cylindrical body, hoop stresses are found at 
both ends of the cylindrical cavity acting perpendicularly 
to the cross-sectional pipe thickness areas (t L⋅ ) found 
along the pipe axis. When the hoop stress force component 
[S t Lh ⋅ ⋅2( )] counteracts the bursting force created by the 
internal pressure [P d Lin o⋅ ⋅( )], the following relationship 
can be written:

 S
p d

th
in o= ⋅

⋅2
 (22.30)

where 
t = pipe wall thickness, 
do= pipe outside diameter, and 
Pin = pipe design or internal pressure. 

Equation 22.30 is known as the thin-wall approxima-
tion for the hoop stress in cylinders and is only valid when 
the diameter of the cylinder (pipe) is several times larger 
than the wall thickness—at least 10 times, d/t > 10. When 
pipes cannot be considered thin-walled, a more rigorous 
form of the three stress components, known as Lamé’s 
equation, needs to be considered [8].

For safe pipeline operation, the largest stress compo-
nent in the pipe (hoop stress, or Sh) must be found below 
the specified minimum yield strength of the pipe material 

(SMYS or Sy; i.e., S S
p d
ty h

in o> =
2

). This limitation can be 

restated in terms of the minimum value of wall thickness 
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required for any given value of minimum strength Sy, as 
follows:

 t
p d

S
in o

y

> ⋅
⋅2

  (22.31)

The calculation of pipe wall thickness also includes addi-
tional safety factors that are prescribed by codes, standards, 
and regulations and apply to the geographic location where 
the project is located. The basic equation for the determina-
tion of wall thickness thus becomes

 t
p d

S F E T
in o

y

= ⋅
⋅ ⋅ ⋅2

 (22.32)

where: 
Pin = maximal operating pressure to which the pipe can be 
subjected (psia); 
F, E, and T = dimensionless safety factors; 
Sy = specified minimum yield strength of the pipe (psi) or 
“SMYS,” which depends on pipe material and grade; 
F = a design derating factor; 
E = the weld joint derating factor; and 
T = the temperature derating factor. 

The most typical values used for each of these param-
eters are discussed below. The calculation in Eq 22.32 fixes 
the required wall thickness, hence the Schedule, of the pipe 
required for the operation. Because Eq 22.32 requires the 
knowledge of outside diameter, few trials may be needed 
with different plausible NPS and Schedule selections that 
are consistent with minimum internal diameter and thick-
ness requirements.

The SMYS, or specified minimum yield strength of a 
pipe, refers to the specified minimum yield strength of a 
pipe manufactured according to the corresponding pipe 
material specification. As a result, the SMYS of a pipe 
depends on its type of material specification (Table 22.1) 
and grade. For pipes manufactured according to API 5LX 
guidelines, the grade designation uses the letter X and the 
first two digits of the specified minimum yield strength. 
The pipe specification API 5LX Grade X46 corresponds to 
the grade having a specified minimum strength SMYS of 
46,000 psi, X60 implies a SMYS of 60,000 psi, X80, 80,000 
psi, etc. API 5L Grade A has one of the lowest SMYS values 
(30,000 psi) whereas Grade B has a SMYS of 35,000 psi. In 
high-pressure applications, it is common to prefer higher-
grade pipes (X52, X60, X65) because significantly less wall 
thickness would be required with associated lighter weights 
and lower cost [31].

For wall thickness calculations, ASME Standard B31.4 
for onshore liquid transportation recommends F = 0.72 to 
be used for all locations in Eq 22.30, does not implement 
temperature derating factors (T = 1), and recommends 
weld joint derating factors (E) that depend on the welded 
pipe class. For instance, E = 1 for seamless pipes and elec-
tric resistance welded (ERW) pipes; E = 0.80 for electric 
fusion arc and electric fusion welds; and E = 0.60 for fur-
nace butt welded pipes. ASME Standard B31.8, used for 
gas transportation, implements similar weld joint derat-
ing factors (E) but recommends temperature-dependent 
derating factors (T) that range from T = 0.867 for high 
temperatures (approximately 450°F) to T = 1 for lower 
temperatures up to 250°F [32]. The design factor F for gas 

lines is made location dependent and primarily a function 
of how close the pipeline is found to structures with sig-
nificant human occupancy. ASME-recommended design 
factors range from F = 0.40 for densely populated areas 
with heavy traffic and multistory buildings (Class 4 loca-
tions) to F = 0.80 for deserts, wastelands, farmlands, and 
sparsely populated areas (Class 1 locations) [32]. ASME 
Standard B31.8 can be seen as somewhat more stringent or 
conservative than Standard B31.4 because of the potential 
additional hazards that gas pipeline failures create com-
pared with crude oil pipelines.

When ASME Standards B31.4 and B31.8 are compared 
to ASME Standard B31.3, it is clear that the latter leads to 
more conservative designs. This is because of the higher 
levels of hazard associated with process piping found in 
petroleum refineries and processing plants when compared 
with crude oil and natural gas transmission systems. In 
the United States, most onshore facilities are designed in 
accordance to B31.4 and B31.8, depending on fluid type, 
whereas offshore facilities are mandated by regulation to 
follow ASME Standard B31.3 [31]. ASME Standard B31.3 
uses a modified form of Eq 22.30 for wall thickness calcula-
tions, which include corrosion and thread allowances with 
more severe derating factors.

There are some other considerations that also influ-
ence the selection of recommended wall thickness and steel 
grade of the pipe. For example, for offshore applications, 
F derating design factors are typically made less than 0.80, 
which makes offshore pipeline thicker and heavier than 
pipelines used for inland applications. ASME B31.8 Chap-
ter VIII covers the calculation of allowable pipe stresses 
in these environments. Design factors of 0.72 and 0.50 are 
recommended for offshore pipe wall thickness calculations, 
with the latter used for pipe sections such as risers that are 
subjected to the most stress during offshore operations. 
When small diameter pipes are used offshore, they might 
not be able to sink in low-density saltwater environments. 
This can be compensated by deploying concrete weight 
coatings or using even thicker wall pipe that can make the 
pipe heavier [31,33]. In inland and offshore application, 
piping should also be designed to support the bending 
stress induced by thermal expansion or contraction and the 
movement of air or marine currents along the pipe path. 
High-strength, high-grade pipes are typical in offshore 
applications for pipes to be able to support not only the 
internal pressure readily taken into account in this section, 
but also the external crushing force of the water column on 
top of the line and associated bending stresses induced by 
undulations of the seabed and marine currents. For inland 
applications, if pipe thermal expansion or contraction can-
not be fully absorbed by the pipe material, additional flex-
ibility should be provided by deploying bends, expansion 
loops, and offsets [18].

22.10  desiGn ConsTrainTs
Pipe design must additionally consider the examination of 
the associated economics, resulting pressure drops, and 
prevailing flow velocities. Fluid flow velocities, for example, 
must always be found within recommended minimal and 
maximal values, especially when flow of entrained par-
ticulate matter with the oil or gas or both phases is a real 
possibility. Velocity constraints are usually an important 
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consideration because strict single-phase pipe operation or 
clean service can be a rare occurrence. Leading concerns 
when constraining the velocity of a fluid inside of a pipe are 
to control noise, vibration, erosion, corrosion, water ham-
mer, and fluid carrying capacity.

Pipe design can be velocity constrained to avoid exces-
sive noise production and pipe vibration during clean 
single-phase pipe service and multiphase flow. Noise con-
trol is an important aspect of health and safety policies for 
industry workers and can become an important concern 
for communities living along pipeline right of ways. In 
addition, excessive vibration is a cause for material fatigue 
of the pipe material that could lead to catastrophic failure. 
Flow-induced vibration and associated noise are indeed 
studied as a coupled problem. Norton and Karczub explain 
that noise and vibration in pipelines is a multistep process 
that starts with the internal generation of random acoustic 
pressure fluctuations typical of turbulent (high velocity) 
flow, followed by the excitation (vibration) of the pipe wall 
in response to the fluctuating pressure signal closest to the 
wall, and finally the radiation of noise from the vibrating 
pipe wall [34]. The presence of pipeline fittings (valves, 
bends, and junctions) can significantly increase the inten-
sity of the vibration and noise in the system because of 
the significantly increased pressure and flow disturbance 
they introduce. Sound waves generated by these localized 
disturbances at fittings are able to propagate undiminished 
through the pipe system [34]. Flow-induced noise and 
vibration are thus controlled by reducing turbulence and 
fluid disturbances; this is typically accomplished by placing 
maximal allowable fluid velocities in the system. Gas flows 
are more prone to noise and vibration problems because 
of the higher associated Reynolds numbers and turbulence 
that characterize these systems. 

Other problems associated with excessive fluid velocity 
are pipe wall erosion, ineffective corrosion inhibition, and 
water hammer. These are problems that, when not con-
trolled, can significantly reduce the life span of the pipe. 
Pipe erosion can be caused by large fluid velocities and 
turbulence when particulate matter (e.g., liquid particles 
or sand) impinges the pipe wall, causing it to erode with 
time. The higher the fluid velocity, the more exposed the 
metal becomes to fluid-induced erosion. Excessive veloci-
ties are also responsible for increased erosion at fittings 
and for the ineffective action of corrosion inhibitors. In 
liquid systems, another concern with large fluid velocities 
is the higher likelihood of water hammer problems. Water 
hammer is the violent pressure surge that can be generated 
by sudden changes in fluid inertia (e.g., valve closings) and 
that is especially problematic in nearly incompressible fluid 
systems. Water hammer can lead to pipe rupture because of 
its potentially destructive force and the presence of repeated 
stress that can weaken the pipe material to its point of fail-
ure. The first line of attack in the prevention of water ham-
mer damage is the control of liquid inertia through lower 
design velocities.

In liquid-dominated systems, maximal velocities of 
15 ft/s are suggested to minimize erosion and water ham-
mer damage [31,35]. In gas lines, fluid velocities are typi-
cally recommended to be limited to 60–80 ft/s to prevent 
excessive noise and vibration during clean service [31,35]. 
Kelkar quotes maximal recommended gas velocities of 
50  ft/s for production tubing of natural gas wells and a 

 maximum of 90 ft/s for natural gas pipe transport but less 
than 25 ft/s if corrosion inhibitors are used [36]. He fur-
ther indicates that for completely dry gas wells, no limit is 
necessary to be placed on gas velocities [36], implying that 
noise and vibration would not be of concern in gas well 
applications.

For two-phase systems, the API RP14E recommends 
the use of Eq 22.33, the erosional velocity equation, as the 
maximal allowable velocity in carbon steel pipes,

 v
C

e =
ρ

 (22.33)

where: 
ve = limiting erosional velocity (ft/s), 
ρ = flowing mixture density (lb/ft3), and 
C = erosional empirical constant typically taking values 
anywhere in between 80 and 350 ft2.5/lb0.5-s.

The lower the selected value of C, the more constrained 
the design and allowable velocities or flow rates. Although 
somewhat conservative values of C = 100 for continuous 
service (and lower for sand-laden fluids) and C = 125 for 
intermittent service were originally recommended by the 
API, less stringent values of C = 150–200 for continuous 
service and C = 200–250 for intermittent service have also 
been suggested for systems in which chemical corrosion is 
actively controlled [31,35]. Brill and Mukherjee describe 
the topic of fluid-induced erosional velocity prediction as 
rather controversial [11]. They point out some important 
limitations of Eq 22.33, such as its lack of compliance 
with experimental observations for sand-laden fluids, and 
discuss alternative models available for the estimation of 
erosional velocity in petroleum applications. On the basis of 
observations by Shirazi et al. [37], the authors point out that 
although Eq 22.33 implies that erosional velocities decrease 
when the density of the fluid increases, experience shows 
that sand in higher-density liquids actually causes less ero-
sion than sand in a lower density gas. The authors also 
discuss the models of Shirazi et al. [37] and McLaury and 
Shirazi [38], which account for the effect of pipe material 
and particle (sand) size, density, and sharpness and allow 
for the evaluation of various acceptable wall penetration  
(erosion) rates. Despite these well-known weaknesses,  
Eq 22.33 remains popular because of its simplicity—the 
very attribute that can actually make it potentially misleading 
and too constraining for realistic estimates. McLaury and 
Shirazi [38] argue that the existence of such a wide range 
of recommended C values (C = 80–350 ft2.5/lb0.5-s—more 
than a 4-fold difference between lower and upper predic-
tions without clear-cut selection criteria) is the very proof 
of the inadequacy of the equation. The use of Eq 22.33 is so 
widespread that it is even recommended for the calculation 
of maximal allowable velocities for single-phase flow—
although it was originally proposed by API on the basis 
of two-phase flow experimental data. For example, Mohit-
pour et  al. [18] recommend constraining the gas velocity 
in transmission gas lines to approximately 40–50 % of the 
erosional value obtained from Eq 22.33 while using of C = 
100, which is equivalent to calculating a maximal allow-
able velocity using C = 45 and can work out to be severely 
more constraining than applying the typical limit of 60–80 
ft/s used for noise and vibration control. Kelkar [36] indi-
cates that Eq 22.33 is used in  natural gas applications with 
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values  of C that vary between 100 and 150. Arnold and 
Steward [35] indicate that Eq 22.33 is consistent with the 
typically recommended maximum of 15 ft/s for liquid flow 
when the equation is used with C = 125, which works out 
to be the case for fluids with liquid specific gravities of 
approximately 1.11.

Pipeline flow can be velocity constrained at a lower 
bound as well. The main concern here is to ensure enough 
fluid carrying (“sweeping”) capacity and prevent the set-
tling, deposition, slugging, or surging of heavier phases 
(liquids or solids) flowing with the fluid. A minimal 
velocity of 3 ft/s is the typical recommendation for liquid-
dominated pipe systems. In gas-dominated systems with 
flowing liquids, minimal velocities should be at least 10–15 
ft/s to ensure that liquids will flow [31,35]. Increasing fluid 
velocities to satisfy minimal velocity constraints for a given 
pipe throughput entails considering smaller pipe sizes with 
increased pressure losses. Conversely, reducing fluid veloc-
ity to satisfy a maximal flow velocity constraint implies 
considering larger pipe diameters. The design equation 
presented as Eq 22.29 provides the minimal diameter that 
satisfies the given transportation requirement. Any larger 
diameter adjusted not to surpass the maximal allowable 
fluid velocity would still satisfy the transportation require-
ment, additionally yielding reduced wall friction losses. 
However, larger diameters could be problematic in terms 
of increased pipe costs and in two-phase operations, where 
the highly undesirable slug flow pattern becomes more 
likely as pipe diameter increases. 

Another way of constraining pipe design and fluid 
velocities, or to determine if an ongoing pipeline opera-
tion is suboptimal or not, is through the control of 
 allowable/desirable pressure drop during pipe operations. 
For example, in the case of gas transportation, pressure 
drop in pipes is typically constrained to reduce the load on 
compressors and compressor fuel costs. A maximal per-
missible pressure drop in gas lines is typically placed at 
15 psi/mile, and gas velocity is adjusted so that the result-
ing pressure drop is found below this value. Mohitpour 
et al. suggest that a pipe design that is based on resulting 
pressure drops between 3.5 and 5.85 psi/mile is optimal 
[17]. They argue that excessive pressure drops induce 
greater potential for operating problems and increased 
compressor load. Pressure drops below 3.5 psi/mile indi-
cate suboptimal use of available pipe capacity and facili-
ties. When designing a pipe based on a maximal pressure 
drop constraint, pipe equations can be solved for down-
stream pressure on the basis of a given flow capacity and 
available upstream pressure by testing different commer-
cially available finite pipe sizes until the target pressure 
drop and velocity are attained. This protocol circumvents 
the iterations typically needed when trying to directly 
solve for pipeline diameter.

A restriction in maximal allowable pressure drops 
in a system is essentially an economic constraint. When 
there are no significant economic restrictions, such as in 
the case of freely available motive power from the fluid 
source or reservoir, the smallest diameter pipe that satisfies 
the flow rate requirement is usually favored regardless of 
resulting pressure drop. However, this is hardly the case. 
Motive power provided by pumps and compressors can 
become a significant operational expense over time. Ongo-
ing operating expenses (OPEX) can easily overcome any 

savings in initial capital expenditures (CAPEX) obtained by 
selecting smaller and least costly pipe diameters. CAPEX 
in pipeline projects does include pipe purchase cost and 
its installation, both of which can appreciably increase 
as larger pipeline diameters are considered, plus the cost 
of peripheral components such as compressors, pumps, 
valves, and monitoring equipment. OPEX in pipeline 
projects considers the annual capital outlays driven by 
overall system maintenance and motive power generation. 
Because CAPEX in pipeline project increases with pipeline 
diameter whereas OPEX tends to decrease with increasing 
pipe diameters, an optimal or most economical pipe size 
can be defined when the sum of these two is minimized. 
This is a constrained optimization problem because the 
velocity restrictions discussed above must also be satisfied. 
The optimization problem can also be construed in terms 
of the maximization of the project’s present value based 
on discounted cash flows and estimated future revenues 
associated with the operation of the pipeline. The optimal 
diameter calculation would also yield the optimal pressure 
drop that should be pursued for the pipeline project under 
consideration. Economics drives pipeline design and thus 
informed pipeline design decisions should be made by 
looking at the effect that they have over the lifetime span 
of the pipe operation. For example, the selection of higher 
grade line in exchange for smaller pipe thicknesses is also 
an economic-driven design constraint. 

22.11  mulTiphase flow ConsideraTions
Multiphase flow is very common in industrial processes. 
Many industrial processes rely on multiphase phenomena 
for the transport of energy and mass or for material pro-
cessing. Since the last century, the nuclear, chemical, and 
petroleum industries have propelled an intense research 
activity in this area. Their effort has been aimed at the 
demystification of the mechanisms taking place during 
this complex flow situation. Two-phase flow can be found 
in various situations. Gas-liquid, liquid-liquid, solid-liquid, 
and solid-gas flows are the different two-phase flow permu-
tations that can have the three more commonly encoun-
tered fluids in the petroleum industry (oil, natural gas, and 
water). A solid phase can be found with the production 
fluids from the reservoir itself (because of drilling activities 
or sand formation during production) or from the forma-
tion of complex solid structures because of the prevailing 
production conditions (hydrates in natural gas flow or 
asphaltenes in oil flow). 

Oil and natural gas transportation typically deals with 
gas-liquid systems of flow. Because of the deformable 
nature of the simultaneously flowing fluids, flow of gas and 
liquid in pipes represents a much more complex process 
than single-phase flow. As a consequence of this deformable 
nature, gases and liquids may adopt a wide variety of spatial 
flowing configurations known as flow patterns. Figure 22.5 
illustrates typical gas/liquid spatial distributions that can 
take place in horizontal flow in pipes. Pressure loss predic-
tions for each of these flow patterns are significantly more 
complex than the single-phase flow predictions previously 
discussed. The prediction of the type of flow pattern taking 
place under the given operational conditions is typically a 
primary consideration because the mechanistic model and 
empirical correlation that needs to be used to describe pres-
sure losses are dependent on it. 

AST-MNL58-11-0801-022.indd   563 3/12/13   3:18 PM

 



564	 peTroleum refininG and naTural Gas proCessinG

Flow pattern condition is a strong function of pipe 
inclination and relative amounts and velocities of the gas 
and liquid flowing in the pipe. One of the distinguished 
features of modern multiphase prediction models is the 
need for a reliable tool for the prediction of flow pattern 
transitions for a given set of operational conditions. Baker 
introduced what is considered the first useful attempt to 
creating a flow regime map for flow pattern determination 
[40]. One of the earliest attempts that introduced a fully 
phenomenological description of how transitions occur 
among the different flow patterns was the work developed 
by Taitel and Dukler [41], which focused on horizontal and 
near-horizontal pipes. This work led the way for the subse-
quent research in the area, and most of their transition cri-
teria are still in use in more recent two-phase flow models. 
A few years after that initial work, Taitel et al. proposed the 
model for the vertical and near-vertical case [42]. After-
ward, Barnea extended the phenomenological approach 
to the whole range of pipe inclinations [43]. These three 
works are commonly referenced among researchers in the 
area and are the basis of numerous subsequent attempts for 
prediction improvement.

Brill and Arirachakaran presented an overview of 
how multiphase flow development was undertaken by 
the petroleum industry during the second half of the past 
century [39]. They clearly divided this development into 
three partially overlapping periods: the empirical period, 
the awakening years, and the modeling period. During the 
empirical period, all of the efforts were focused on correlat-
ing data from laboratory and field facilities in an attempt 
to encompass the widest range of operational conditions 
possible. One of the earliest attempts to empirically predict 
two-phase flow pressure drops is the well-known work of 
Lockhart and Martinelli for horizontal pipes [44]. This cor-
relation was followed by an innumerable number of new 
ones, which claimed to be progressively more applicable 
for a wider range of operational conditions. Being the 
first quantitative approach to two-phase flow modeling, 
Lockhart- Martinelli’s correlation became a classic against 
which subsequent correlations were compared. The fact is 

that most correlations were always best applicable for the 
conditions for which they were derived from. One of the 
best well-known empirical correlations from the period is 
the one developed by Beggs and Brill for two-phase flow 
behavior prediction in inclined pipes [45]. Along with sev-
eral modifications applied to it, Beggs and Brill’s correla-
tion has become one of the most extensively used empirical 
correlations in the petroleum industry. The correlation 
considers horizontal, vertical, and inclined pipes, and the 
basic correlating parameter was the Froude number—the 
dimensionless number quantifying the relative influence 
of gravitational forces to inertial forces. Reliability of 
empirical approaches is limited by the uncertainty of their 
application to systems operating under different conditions 
than those from which the correlations were originally 
proposed. However, design of flow lines in multiphase 
production facilities that is based on empirical correlations 
was the norm until well into the 1980s and continues to be 
popular. Brill and Mukherjee presents a complete review 
of the tools available for pressure-gradient prediction of 
multiphase flow in oil wells, which is composed of a diverse 
set of empirical correlations and more recent mechanistic 
developments [11].

The advent of the personal computer during the 1980s 
dramatically enhanced the capabilities of handling pro-
gressively more complex design situations, which Brill 
and Arirachakaran called “the awakening years.” Much of 
the petroleum research on multiphase flow during these 
years and the subsequent modeling period was enriched 
by the progress already made by the nuclear industry [39]. 
Although the nuclear industry dealt with simpler fluids 
(water and steam), it led the way toward more involved 
two-phase flow analysis in the petroleum industry. The 
work of Taitel and Dukler is considered one of the classical 
papers in multiphase predictions that began to incorporate 
more physical insight into the analysis in the petroleum 
industry and spearheaded phenomenologically based mod-
eling efforts [41]. The modeling period, extending up to the 
present day, refers to the growing tendency of introducing 
more physically based (mechanistic or phenomenological) 
approaches into multiphase flow calculations. The main 
goal remains at attempting to reduce the dependency on 
empirical correlations during multiphase predictions. This 
has been achieved through the implementation of two-fluid 
models, in which separate equations of mass and momen-
tum conservation are written for each flowing phase. 
Mechanistic modeling has since evolved as a compromise 
between the use of empirical correlations and two-fluid 
models. In mechanistic modeling, physical laws from the 
two-fluid model approach are applied and empirical rela-
tionships are used to achieve mathematical closure of the 
model. The studies of Xiao et  al. [46], Ansari et  al. [47], 
and Kaya et al. [48] proposed steady-state comprehensive 
mechanistic models for two-phase flow in horizontal pipes, 
vertical wells, and deviated wells, respectively. Brill and 
Mukherjee present a review of some of the steady-state 
mechanistic models available for the case of multiphase 
flow in vertical wells [11]. Hasan and Kabir provide a com-
plete review of multiphase model developments for vertical, 
deviated, and horizontal wells [49]. More recently, Shoham 
presented a comprehensive review of the mechanistic 
modeling of multiphase flow in pipelines, wellbores, and 
inclined pipes [50]. 

figure 22.5—Two-phase	flow	patterns	in	horizontal	flow.	
Source:	[39].
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Expected pressure drops in gas-liquid pipes can be 
much higher than in single-phase pipes and much more 
sensitive to pipe elevation and relative amounts and veloc-
ities of flowing phases. Significantly increased pressure 
losses can take place because of the interaction between 
the phases across their interface and the interaction of 
each of the phases with the pipe wall. In various applica-
tions, increased pressure drops have been accounted for 
by extending the application of single-phase models and 
assuming the flow of a single homogeneous pseudophase 
in the pipe. This can be shown to result in poor predic-
tions because it oversimplifies the multiphase flow prob-
lem. The use of single-phase equations for multiphase 
flow applications forces the use of artificially inflated 
values of single-phase friction factors. For example, in 
natural gas applications, the use of low “efficiency fac-
tors” (Ef) is typically “recommended” when liquids are 
expected in the line. For such cases, efficiency factors of 
Ef = 0.80 are not uncommon, and what this value does 
is to artificially increase friction factor prediction of the 
gas equation by 54 %. The use of efficiency factors in the 
order of Ef = 0.70 would more than double the friction 
factor prediction of the equation. It is a better practice to 
implement special purpose multiphase flow correlations. 
Proper pipeline design must account for the effect of con-
currently flowing phases on the performance of the line, 
and for the purpose of more reliable predictions, readers 
are referred to the mechanistic references and correla-
tions discussed above.

22.12  pipeline neTworks and 
TransporTaTion modelinG
Most practical situations involve systems of pipelines 
that are interconnected forming a network. Typical net-
works can be made up of pipes in series, pipes in parallel, 
branching pipes, and looped pipes. In complex network 
analysis, it is not uncommon to reduce the complexity of 
the system as much as possible based on the concept of 
the equivalent pipe. On the basis of this and under cer-
tain conditions, it usually proves convenient to replace 
a system of pipelines by single pieces of pipe of equiva-
lent length or diameter. A single pipe is considered to be 
equivalent to another system of pipes when it is capable of 
transporting the same fluid volume under the same pres-
sure drop requirement.

For pipelines in series, flow rate is the same in all pipe 
sections and total pressure drop equals the sum of all par-
tial pressure drops per section; thus,

 ( ) ( )* *∆ ∆p pT ii
= ∑  (22.34a)

or,
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n
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n

i
⋅ = ⋅∑1 1/ /  (22.34b)

Because flow rates are the same in all sections, we end up 
with the well-known relationship for calculation of equiva-
lent resistance in an electrical circuit in series:

 R Req ii
= ∑  (22.34c)

which can be re-expressed, on the assumption of same spe-
cific resistances for all pipelines (when applicable), as
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The calculation of equivalent diameter for a system in 
series entails the selection of a reference length (usually 
total length), or, alternatively, the selection of a reference 
diameter (usually the most common in the system) for the 
calculation of an equivalent length. For the case of Hazen-
William equation for liquid flow (m = 4.87), equivalent pipe 
calculations are thus expressed as
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For pipelines in parallel, pressure drop is the same in all 
pipe sections and total flow capacity equals the sum of all 
flow rates transported for each line in the system. Thus, 
one writes

 ( ) ( )q qK T K ii
= ∑  (22.35a)

or,

 ( ) ( )* *C p C peq
n

T K
n

ii
⋅ = ⋅∑∆ ∆  (22.35b)

Because all pipe sections share the same pressure drop, one 
readily derives the well-known relationship for calculation 
of equivalent resistance and conductivity in an electrical 
circuit in parallel:

 C Ceq Kii
= ∑  →  1 1
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n
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ni

= ∑  (22.35c)

On the assumption of same specific resistances for all 
pipelines (when applicable), the above equation can be 
expressed in terms of pipe dimensions as follows:
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Therefore, and contingent on the definition of a reference 
dimension (length or diameter), pipe equivalent diameters 
or lengths in circuits in parallel can be defined by apply-
ing Eq 22.35d. For example, for the case of the Weymouth 
equation for gas flow (m = 16/3; n = 0.5), equivalent pipe 
calculations are readily expressed as
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A well-known application of parallel pipe systems is 
the implementation of pipeline looping, which is the 
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most widely used way of increasing system capacity in 
natural gas gathering system and transmission lines. It 
consists of the use of a parallel, additional pipe of equal 
or larger diameter and equal or shorter length that runs 
parallel to the original existing line. Using the above 
equations, it can be shown that the length of loop (x) 
needed to increase system capacity from qK-orig to qK-new 
is given by
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Equation 22.36 implies that, on the basis of predictions 
from Panhandle-B in a gas system, 40 % of an existing 
pipeline should be looped to increase the overall capacity of 
the system by 20 % if a new parallel line of equal diameter 
is to be installed.

Systems where the majority of the pipelines are inter-
connected forming a network are the prevailing situation 
in fluid transmission and distribution. Pipeline systems 
that form a connected net or network are composed of 
two basic elements: nodes and node connecting elements 
(NCEs). NCEs can include pipe legs, compressor or pump-
ing stations, valves, and pressure and flow regulators, 
among other components. Nodes are the points where two 
pipe legs or any other connecting elements intercept or 
where there is an injection or offtake of fluid. Modeling and 
understanding the behavior of a network system is not a 
matter of studying the performance of a single constituent 
component; but rather one must undertake a comprehen-
sive study of the consequences of interconnectivity on the 
system. 

It is not uncommon for network systems to have at 
least one closed pipe circuit or pipe loop. The presence of 
pipe loops increases the reliability of delivery of the trans-
ported fluid because certain network nodes can be reached 
simultaneously by more than one pipe. In network prob-
lems, all physical features of the network are assumed to be 
known and the analysis consists in determining resulting 
flow through each pipe and associated nodal pressures. The 
steady-state assumption is typically embraced, although 
transient flow analysis is also possible at a much greater 
computational load. A steady-state network problem can be 
formulated in several ways. In general, it consists of a sys-
tem made up of N nodes, B pipe branches or bridges (edges 
or arcs), and LP loops, as shown in Figure 22.6. Network 
theory shows that these three quantities are mathematically 
related through the expression B = (N – 1) + LP, where LP 
represents the number of independent loops that can be 
defined in a network graph with N nodes and B branches. 
In Figure 22.6, B = 7, N = 6, and thus LP = 2. Network analy-
sis typically entails the calculation of flow capacity of each 
pipeline segment (B-segments) and pressure at each pipe 
junction (N-nodes) in a network. This can be accomplished 
by either making pipe flows the primary unknowns of the 
problem (i.e., the q-formulation, consisting of B unknowns) 
or by making nodal pressures the primary unknowns (i.e., 
the p-formulation, with N – 1 unknowns). In both cases, 
to achieve mathematical closure, the number of available 

equations must match the number of unknowns in the 
problem. 

In the q-formulation, network equations are formulated 
based on the principles of mass conservation or continuity 
and energy conservation to solve for B unknowns (individ-
ual pipe flow rates). N equations of mass conservation can 
be written at each nodal junction in the system. In nodal 
mass conservation, the algebraic sum of flows entering and 
leaving the node must be equal to zero. In other words,

 q q S Dki
in

i ki
out

i∑ ∑− + − = 0 (22.37)

written for each node and for all flows converging to it.
Equation 22.37 is recognized as the first law of Kirch-

hoff of circuits, in direct analogy to the analysis of flow of 
electricity in electrical networks. S and D represent any 
external supply or demand (sink/source) specified at the 
node. For gas networks, this equation is actually a mass 
conservation statement although it is written in terms of 
volumetric rates. For liquids, mass conservation and volu-
metric conservation go hand in hand because densities are 
nearly constant. For gases, volumetric flow rates are always 
expressed at a common standard condition reference 
(SCF), in which one unit of standardized volume contains 
a fixed number of molecules (1 SCF = 379.4 lbmol). Equa-
tion 22.37 provides (N – 1) admissible equations because 
only (N  – 1) nodal equations are linearly independent. In 
a network model, an overall mass balance must be always 
in place when network problems are proposed because 
demand and supply nodes are balanced. Therefore, one 
out of the N nodal conservation equations can be inferred 
by subtracting the (N – 1) nodal equations from the overall 
demand and supply balance. As a consequence, LP addi-
tional equations would be needed to exactly balance the 
number of unknowns B [B = (N – 1) + LP] and achieve 
mathematical closure of the q-formulation. These equa-
tions can be formulated by applying the second law of 
Kirchhoff to every independent loop. In any loop in the sys-
tem, the algebraic sum of all pressure drops must be equal 
to zero. This is true of any closed path in a network because 
the value of pressure at any point of the network must be 
the same regardless of the path followed to reach the point. 
The signs of the pressure drops are taken with respect to a 
consistent sense of rotation around the loop, and the loop 
equation is written as

 ( )*∆p ii∑ = 0 (22.38)

figure 22.6—A	pipeline	network	schematic.
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written for each loop and each pipe belonging to it. Loop 
equations must be rewritten in a q-formulation in terms of 
flow rates using the short form of the flow equation written 
in terms of pipe resistances:

 R qi ki
n

i
⋅ =∑ 1 0/

 (22.39)

Equation 22.37 provides (N + 1) equations and Eq 22.39 the 
additional LP equations required to solve for B flow pipe 
unknowns. Note that these equations are valid for liquid 
and gas flow networks and can be readily applied to any 
specialized flow equation provided that the proper values 
of RK, n, and m are applied.

In the p-formulation, network equations are formu-
lated based on the principles of nodal mass conservation 
(continuity) to solve for N – 1 unknowns (i.e., nodal pres-
sures). One nodal pressure is assumed to be known in 
the system and the rest are calculated as a function of it. 
Because only N – 1 equations are required, nodal mass 
continuity equations are all that is required by this formula-
tion. However, Eq 22.37 must be written in terms of nodal 
pressures using the short form of the flow equation written 
in terms of pipe resistances:

 C p S DKi i
n

i
⋅ + − =∑ ( )*∆ 0 (22.40a)

In Eq 22.40, fluid flowing into the node is assumed positive 
and fluid leaving the node is given a negative sign. External 
supplies and demands (sink/sources) specified at the node 
must also be considered. Again, these network equations 
are equally applicable to liquid and gas networks and can 
be readily applied to any specialized flow equation when 
the proper values of C, n, and m are applied. For liquids, 
the equation is written in terms of pressure heads (see 
Eq 22.4c):

 C h S DLi f i
n

i
⋅ + − =∑ ( ) 0 (22.40b)

For gases, the use of Eq 22.11 yields

 C p p S DGi i
n

i
⋅ − + − =∑ ( )1

2
2
2 0 (22.40c)

Whether it is the q-formulation with B simultaneous 
equations or the p-formulation with N – 1 simultaneous 
equations, a network problem is finally expressed in terms 
of a set of nonlinear equations that must be solved simul-
taneously for the desired target unknowns. The larger the 
network, the more complex the resulting system of equa-
tions becomes. Throughout the years, several protocols 
for the simplified solution of network equations have 
been proposed, most notably, the Hardy Cross method 
[51] and the Linear Theory method [52]. The Hardy Cross 
method, originally proposed for the analysis of frames in 
structural engineering by moment distribution, became 
widely popular for the analysis of fluid networks because 
it implemented an iterative scheme readily suitable for 
hand calculations that circumvented the significant labor 
of solving the simultaneous set equations. The advent of 
modern computer power has rendered the application of 

these early approaches unnecessary, although they con-
tinue to be an important reference and the basis of early 
computer software. Nowadays, the application of the mul-
tivariate Newton-Raphson method is rather the norm for 
the simultaneous solution of the large systems of nonlinear 
equations typically involved in network applications. The 
most significant and widely known limitation of Newton-
Raphson methods is that it has the unfortunate tendency 
of diverging hopelessly if it is not started sufficiently close 
to the actual solution (“local convergence”). As a result, 
only globally convergent Newton-Raphson methods should 
be implemented while solving complex network prob-
lems. In these methods, the quadratic local convergence 
of  Newton-Raphson is coupled with a globally convergent 
strategy that can better guarantee progress and conver-
gence toward the solution regardless of the starting point 
(see, for example, Press et al. [53]). 

To circumvent Newton-Raphson convergence problems 
and its potentially costly implementation, Ayala and Leong 
recently proposed a robust linear-pressure pipe analog for 
the solution of highly nonlinear natural gas transportation 
networks [54]. The method consists in defining an alter-
nate, analog system of pipes that obey the simpler linear-
pressure analog flow equation q C p pgSC G= ′ ⋅ −( )1 2 . When 
gas pipe flows are written in terms of such linear analog, 
nodal mass balance in Eq 22.40c collapses to very simple 
algebraic equations in linear pressures shown in Eq 22.41:

 ′ ⋅ − + − =∑ C p p S DGi ii
( )1 2 0 (22.41)

which can be used to simultaneously solve for all nodal 
pressures in the network using any standard method of 
solution of linear algebraic equations. Ayala and Leong 
demonstrate that all that is needed to create the linear-pressure 
analog is to adjust actual pipe conductivities according to 
the following transformation [54]:

 ′ = ⋅ +
−

C C
rG G 1

2
1

 (22.42)

where:
C′G = conductivity of the linear-pressure analog pipe, 
CG = the actual pipe conductivity conforming to the general-
ized gas flow equation q C p pgSC G= ⋅ −( ) .

1
2

2
2 0 5 shown in Table 

22.3, and 
r = the pipe pressure ratio r p p= >1 2 1/ .

Because pipe pressure ratios are always higher than 
unity (p1 > p2 for gas to flow), the transformation in Eq 22.42 
indicates that linear-pressure analog conductivities are con-
sistently (and sometimes significantly) higher than actual 
pipe conductivities. Because these pressure ratios cannot be 
known in advance, the implementation of Eq 22.42 requires 
solving the nodal balances in Eq 22.41 for ′ ≈C CG G for the 
first iteration. Once a nodal pressure solution is available, 
pressure ratios and linear-analog conductivities in Eq 22.42 
are updated. Successive iterations will follow until calcu-
lated nodal pressures do not significantly change within a 
prescribed tolerance. Actual CG values are also updated at 
every iteration using the appropriate friction factor func-
tional form in Table 22.3 that corresponds to the gas flow 
equation being implemented. 

The linear-pressure pipe analog method is fundamen-
tally different than the Linear Theory method [52] in the 
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sense that it always relies on exact solutions to well-behaved 
linear-analog fluid flow problems for each of its iterations, 
which makes it quite stable and reliable. The Linear Theory 
method instead relies on solving approximate sets of lin-
earized equations that do not necessarily correspond to 
physically constrained systems and thus are susceptible 
to spurious numerical oscillations. In addition, the linear-
analog method does not require the formulation of loop 
equations (which eases its implementation), solely relies on 
nodal balance information, and does not need initial pres-
sure guesses to initiate the protocol. When compared with 
Newton-Raphson iterations, linear-analog iterations are 
inexpensive in implementation and execution. However, the 
convergence of the linear-pressure analog is nonquadratic. 
Because of the unfortunate Newton-Raphson tendency of 
diverging hopelessly if not started sufficiently close to the 
actual solution, a hybrid approach can be devised in which 
the linear-analog method is first implemented to inexpen-
sively and reliably advance the pressure solution to a point 
where the quadratic convergence of the Newton-Raphson 
protocol can be fully taken advantage of.

Figure 22.7 presents a fully converged natural gas 
(SGg = 0.69) network distribution scenario that is based on 
the implementation of the generalized gas equation and 
Colebrook-based friction factor calculations. The network 
solution depicted in Figure 22.7 was independently attained 
using a globally convergent Newton-Raphson method 
and the linear-pressure pipe analog method. The average 
compressibility factor was calculated implicitly using the 
Dranchuk and Abou-Kassem correlation at each pipe aver-
age pressure [55]. An average flowing temperature of 75°F 
was assumed for the entire system. All pipes are carbon 
steel (e = 0.0018 in), horizontal, 7920 ft long, and NPS 4 Sch 
40, except for pipes 1, 2, 3, and 8, which are NPS 6 Sch 40. 
In terms of the implementation of the linear-pressure pipe 
analog method, the proposed gas network in Figure 22.7 

generates the following linear system of algebraic equations 
in nodal pressures:
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where Oi represents the summation of all off-diagonal 
entries for the ith row. For example, O1 = C′G1 + C′G3 ; O5 = 
C′G4 + C′G6 + C′G7 + C′G9 ; and O8 = C′G9 + C′G11 + C′G12. All pipe 
conductivities (CG and C′G) are assumed in MMSCFD/psi. 
The resulting linear-pressure analog system of equations 
can be solved quite inexpensively by exploiting the sym-
metric nature of the resulting matrix that does not use 
the p-specified node constraint. Successive iterations are 
implemented until the linear-analog conductivities (C′G) and 
resulting nodal pressure converge to a final solution.

One of the most important applications of pipe net-
work analysis such as the one applied to the system in 
Figure 22.7 is its ability to perform network-wide sensitiv-
ity analysis. Sensitivity analysis is used to prioritize what 
changes in network components are the most important 
for the improvement of overall network performance. This 
can be especially critical when the demands or supplies in 
the system change in time and the network adjustments 
are required. The quantification of how sensible flow 
variables are to changes in one variable or several design 
variables can provide a much deeper understanding of 

figure 22.7—A	natural	gas	network	distribution	scenario.
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network  performance. This analysis typically leads to the 
 identification of the network component for which adjust-
ment or replacement is most likely to help overcome defi-
ciencies in network performance. Larock et al. present an 
excellent description of recommended sensitivity analysis 
for operating liquid networks, easily extendable to the anal-
ysis of gas networks, and extending the network discussion 
to transient modeling [17]. Szilas [56] and Osiadacz [57] 
also review computational details of the numerical calcula-
tion of network systems typical of gas transportation for 
steady-state and transient modes.

Extension of network analysis to multiphase flow is 
not straightforward. In fact, the issue of two-phase flow 
in the analysis of complex pipeline networks is yet to be 
comprehensively addressed by currently available pipe 
network models. The most common approach of two-
phase pipeline network analysis is the development of 
pseudo two- phase network models. These models attempt 
to use single-phase network analysis equations coupled 
with empirical two-phase correlations that account for 
the augmented pressure loss caused by multiphase condi-
tion (e.g., through the introduction of efficiency factors 
or multiphase flow pressure drop correlations). However, 
this generation of models is handicapped. Although they 
attempt to account for the increased pressure losses in 
the system, such approaches cannot predict liquid and 
gas distribution within the network, identify preferential 
routes, and thus generate reliable pressure or temperature 
profiles. One of the critical problems here is the uneven 
phase split that takes place at network nodes (T-junctions). 
During two-phase flow operation, liquid splitting at loca-
tions of pipeline branching is known to have a profound 
effect on the fluid distribution and behavior of the network 
response. Liquid preferential routing at these locations 
determines bottleneck locations and affects the quality 
and quantity of fluid that the network is able to deliver at 
demand nodes. Splitting mechanisms in two-phase flows 
at pipe junctions have been shown to be a strong function 
of junction geometry and relative kinetic energy of the 
incoming phases. Although junction effects are yet to be 
fully incorporated in the context of traditional network 
analysis, Alp recently discussed the issue and presented 
a finite-volume based numerical algorithm that can be 
applied for the prediction of fluid migration in such a com-
plex multiphase  environment [58].

Pipes are not the only components present in complex 
network transportation systems. There are other important 
components that make up a network system and that are 
essential to operation of the system. Some of these are 
pumps, compressors, meters, valves, elbows, tees, and 
various fittings. Pumps and compressors primarily input 
additional energy to the network system to make fluid 
transportation possible. All other fittings would actually 
cause additional pressure losses. Depending on the scale 
of the pipe network system, the so-called minor, local, or 
secondary irreversible losses experienced by these fittings 
might need to be accounted for. As shown in previous sec-
tions, pipeline equations only consider irreversible primary 
losses (δ δlw lwf= ; see Eq 22.3). Minor or secondary losses 
(δlwK) encompass any compression energy loss that takes 
place at fittings (elbows, valves, etc.) and that adds to the 
primary or major losses taking place at the straight por-
tions of pipe in the system. In Eq 22.1, full accountability 

of primary and secondary irreversible losses requires con-
sidering

 δ δ δlw lw lwf K= +  (22.43)

where primary losses (δlwf ) are determined by using the 
dimensionless friction factor concept (Eq 22.3) and sec-
ondary losses due to fittings are determined using the con-
cept of local loss or minor loss coefficient (K), also known 
as the resistance coefficient. The minor loss coefficient (K) 
is a dimensionless coefficient that is heavily dependent on 
experimental data and allows the calculations of minor 
losses as follows:

 δlw K
v
gK
c

= ⋅
2

2
 (22.44)

where v is typically taken as the velocity downstream of the 
fitting. Minor loss coefficients are heavily dependent on the 
type of fitting, and can take values anywhere in between 
0.1 to more than 10. Minor losses caused by 45° elbows, 
for example, are characterized by coefficients 0.3 < K < 0.4, 
whereas secondary losses caused by 90° elbows typically 
show 0.4 < K < 0.9. Loss coefficients for individual devices, 
valves, and fittings are tabulated in reference books in fluid 
mechanics and industry handbooks (e.g., Bird et  al. [13]; 
GPSA [25]; Stevens and May [31]). The use of loss coeffi-
cients (K) for the estimation of minor losses is common in 
process system piping design, and it has become customary 
to express minor (secondary) losses in terms of an equiva-
lent pipe length. The additional loss caused by fittings is 
expressed in terms of an additional equivalent length of 
straight pipe that would have the same pressure drop as 
the one caused by the fitting for the same flow rate. The 
equivalent pipe length calculation is based on equating the 
definitions of δlwK (Eq 22.44) and δlwf  (Eq 22.3) to obtain

 f
v
g d

L K
v
gM

c
e

c

⋅ = ⋅
2 2

2 2
( )   (22.45a)

or,

 L K
d
f

K
d
fe

M F

= ⋅ = ⋅
4

  (22.45b)

Equation 22.45b provides the means for the calculation of 
the additional length of pipe that should be added to the 
actual pipe length to come up with an equivalent system in 
terms of pressure loss. In large-scale pipeline networks, these 
minor losses are largely ignored because most of the pressure 
drop takes place at the straight pipe sections. However, in 
some other applications, these secondary losses can become 
quite significant and accounting for them may become criti-
cal. For example, pressure drops caused by the presence of 
chokes and constrictions (such as partially closed valves) in 
production facilities can be significantly larger than those 
experienced by the straight portions of piping. 

For long-distance transportation, the installation of 
pumps and compressors is essential. Fluid compression 
energy gets lost as fluid flows through the pipe, and avail-
able fluid compression energy can get easily exhausted in 
long-distance transportation. Pumps and compressors are 
the mechanical devices in charge of increasing fluid motive 
power (pressure) at prescribed locations in the network so 
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that the fluid can get delivered at the contracted rates and 
delivery pressures. The presence of pumps or compres-
sors must be acknowledged by the network equations used 
in transportation modeling. These devices are treated as 
additional NCEs with their own set of qK = f (nodal pressure 
or head increase) constitutive rate-pressure relationship. 
Constitutive relationships for pumps and compressors 
are derived from manufacturer-provided performance 
data. In gas transportation, compressor performance can 
be  approximated by the following qgSC = f (nodal pressure 
increase) functional relationship:

 q
HP

k
p
p

k
Gsc

a

k

c

b
=









 +2

1

 (22.46)

This functional relationship between compressor horse-
power (HP) and compressor throughput (qGsc) can be 
derived from a thermodynamic balance applied to a com-
pression process. Coefficients ka, kb, and kc can be related 
to fluid properties when using the thermodynamic ideal 
compression equation, but they are typically calculated 
to match actual compressor performance data and com-
pressor characteristics as provided by the manufacturer. 
In liquid transportation, the pump characteristic curve is 
expressed in terms of liquid head produced by the pump (hp) 
expressed as a polynomial function of pump discharge [17]:

 h k q k q kp a L b L c= ′ + ′ + ′2  (22.47)

Equation 22.42 provides the basis for the typical qL = f (nodal 
head increase) functional relationship used for pumps, 
which can be explicitly derived by applying the quadratic 
formula. The coefficients ′ ′ ′k k ka b c, ,  of this polynomial are 
determined from an empirical fitting of manufacturer-
provided pump-curve data.

Fluid supplies in network analysis (S) can be treated 
as known and constant if there is enough certainty about 
the amount of fluid that can be withdrawn from the sup-
ply source. However, available fluid supplies at a node 
might vary with changes in the transportation network. 
In general, as the network provides more resistance to 
flow, the less fluid can be withdrawn from a supply node. 
Fluid withdrawal from above-ground reservoirs/tanks and 
production from underground reservoirs are examples 
of supply sources with variable fluid delivery capacity, 
which can be dependent on the prevailing conditions at 
the connection node. In water transportation and distri-
bution systems, reservoir discharge from above-ground 
water reservoirs is a function of water surface elevation 
with respect to a datum. Flow occurs out of the upper 
reservoirs into lower reservoirs when connected through a 
system of pipes. For the modeling of these supply sources, 
the point where the reservoir is connected to the network 
is modeled as a node where the liquid head (hP) is speci-
fied, and the resulting discharge is calculated by coupling 
it with the rest of the network system. In production from 
underground reservoirs, fluid discharge is a function of 
the pressure imposed at the wellhead (pwh) and reservoir 
and well tubing characteristics. This requires coupling res-
ervoir performance with tubing performance and to postu-
late a qK = f (wellhead pressure) functional relationship. For 
example, production of gas wells from an  underground 

reservoir can be characterized by the following rate-
pressure relation:

 q C p pGsc wr shut wh
n= −( )2 2  (22.48)

where: 
Cwr = the well/reservoir performance coefficient; 
n = the flow exponent (0.5 < n < 1); and 
pshut is the wellhead pressure specification (pwh) for which 
qGsc = 0, which corresponds to the no-flow static reservoir 
pressure corrected by the weight of the hydrostatic gas col-
umn between the wellhead and reservoir depth. 

The Cwr well/reservoir performance coefficient is a 
function of tubing pipe resistance (RK) and reservoir prop-
erties such as permeability, formation thickness, and drain-
age area. In network analysis, wells are connected through 
a nodal point that represents wellhead pressure (pwh), and 
the variable supply from the gas well is calculated by imple-
menting the rate-pressure relation in Eq 22.48.

22.13  TemperaTure profiles in pipe flow
Most pipeline flow analysis is largely done based on the 
assumption of isothermal flow—i.e., by largely neglect-
ing temperature variations along the pipeline. An average 
flow temperature assumption is reasonable when fluid inlet 
temperature is close to ambient temperature surrounding 
the pipeline and heat transfer effects with the environment 
can be neglected. However, significant changes in fluid tem-
perature should be expected when the heat transfer with 
the surroundings is large and when energy transformations 
induced by fluid flow cannot be neglected (e.g., kinetic or 
potential energy changes and Joule-Thomson effects). Heat 
transfer can be significant for gas pipes leaving compres-
sor stations, where inlet temperatures can be significantly 
above ambient temperature; in the flow of high viscosity 
oils, which are heated for viscosity control before they are 
sent to a pipeline; or during fluid flow in wellbores, where 
the pipe traverses the geothermal gradient and reservoir 
fluid temperature cools as it is brought to the surface. Fluid 
properties are temperature–dependent, and temperature-
driven property changes along the pipe can have an impor-
tant effect on pressure drop calculations.

Even when kinetic, potential, and heat transfer effects 
are not considered significant, pipeline temperature can 
change with distance. In this case, pipeline flow is said 
to be adiabatic and isoenthalpic as demonstrated by the 
thermodynamic balance presented in Eq 22.52. Isenthal-
pic natural gas pipelines tend to cool with distance (effect 
commonly called Joule-Thomson cooling) whereas oil lines 
heat. The reason for such energetic inversion is directly 
related to the sharply different volumetric behavior of liq-
uids when compared to gases. For isoenthalpic pipe flow, 
Eq 22.2 yields

 ϑ
ρ

δdp
dp

lw f
v
g d

dxf F
c

= = − = 2 2

 (22.49)

Equation 22.49 indicates that compression energy ϑdp is 
continuously being lost during pipeline flow because of fric-
tional or irreversible effects and that this loss of compres-
sion energy is what is being quantified through the use of 
friction factor coefficients. Katz and Lee argue that, because 
of the constant enthalpy constraint, the ϑdp  compression 
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energy lost through the frictional process is merely being 
internally converted into Tds heat energy within the flow 
system (since dh = ϑdp + Tds, it follows that ϑdp = –Tds for 
isenthalpic flow) [59]. This internal conversion of energy 
is inherently irreversible because the process cannot be 
reversed to convert the newly created Tds heat energy back 
into ϑdp compression energy. In other words, the end result 
of friction between two surfaces is not heat generation but 
rather a transformation or conversion of one type of internal 
fluid energy into another. In pipeline flow, this internal swap 
of ϑdp/Tds fluid energy can result in a lower or higher down-
stream fluid temperature depending on the substance’s volu-
metric behavior. Because volumetric behavior is controlled 
by intermolecular forces, it follows that thermal behavior 
during the ϑdp/Tds swap is controlled by the prevailing 
intermolecular force field in the fluid. This is the effect 
quantified by the Joule-Thomson coefficient (η), which is 
the thermodynamic property that measures fluid tempera-
ture responses during isenthalpic changes of pressure. Ther-
modynamics show that Joule-Thomson coefficient behavior 
closely tracks volumetric behavior through the changes in 
fluid compressibility factor (Z) with temperature as shown: 

 η = ∂
∂









 = ∂

∂






T
p

RT
pc

Z
T

H p p

2

 (22.50)

where:
cp = constant pressure heat capacity of the fluid. 

Because all other variables in this expression are 
always positive, the sign of the Joule-Thomson coefficient is 
directly dependent on the sign of the volumetric derivative  
 ∂ ∂( )Z T

p
/ . From this definition, cooling occurs during an 

isenthalpic process when η is positive (η > 0, which means 
∂ ∂( ) >Z T

p
/ 0 ), and heating occurs when η is negative (η < 0, 

implying ∂ ∂( ) <Z T
p

/ 0 ). Equation 22.50 also shows that the con-
dition ∂ ∂( ) =Z T

p
/ 0  directly defines the energetic inver-

sion locus where η = 0. Figure 22.8 illustrates this point. 
This figure displays how the Z-factor of methane—the 
most predominant component in natural gases—changes 

as a function of reduced pressure (pr = p/pc) and reduced 
temperature (Tr = T/Tc) as calculated by the Peng-Robinson 
EOS. Figure 22.8 effectively describes the fluid energetic 
inversion. All transition points where (dZ/dT)p takes a zero 
value define the energetic inversion curve depicted by the 
dome in this figure. Cooling occurs when (dZ/dT)p (i.e., η) 
is positive—that is, inside of the inversion envelope—and 
heating occurs when (dZ/dT)p (i.e., η) is negative—outside 
of the inversion envelope. 

Figure 22.8 shows that when the ϑdp/Tds isenthalpic-
energy swap takes place in a predominantly attractive 
molecular force field (i.e., inside of the inversion envelope), 
cooling takes place. However, when the isenthalpic swap 
takes place in a predominantly repulsive molecular force 
field (i.e., outside of the inversion envelope), heating takes 
place. Liquids have p-ϑ-T properties that cause them to 
rise in temperature when expanded adiabatically whereas 
gases usually show the opposite effect. Liquid systems 
typically operate above the vapor-pressure curve and far 
below its critical conditions (i.e., within the heating region 
that is found to the left of the inversion curve). Therefore, 
liquid systems would typically heat upon adiabatic expan-
sion because (dZ/dT)p is negative for such conditions. In 
contrast, most natural gas systems operate at Tr > 1 and 
inside of the inversion curve; their volumetric behavior 
would consequently cause them to drop their temperature 
upon isenthalpic expansion (i.e., Joule-Thomson cooling). 
The transition from cooling to heating, represented by the 
inversion envelope, starts around 0.80 < Tr < 0.90 and can be 
used to distinguish liquid-like from gas-like thermodynamic 
behavior around critical conditions. An alternate visualiza-
tion of the energetic inversion line was proposed by Katz 
and Lee [59]. They contend that because T = –ϑdp/ds for 
isenthalpic processes, the effect of pressure on fluid entropy 
is what defines the energetic inversion. For gases, entropy 
increase with pressure decline is so large that it over-
whelms the denominator in the ϑdp/ds ratio and induces 
self-cooling to take place. In contrast, entropy change with 
pressure decline for oils is so small that the exchange of ϑdp 

figure 22.8—Volumetric	behavior	of	methane	based	on	Peng-robinson	EOS	predictions	highlighting	its	Joule-Thomson	
energetic	inversion.
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compression energy into Tds heat energy causes heating 
instead. Because the effect of pressure on entropy is con-
trolled by volumetric behavior [( / ) ( / )∂ ∂ = − ∂ ∂s p TT pϑ ], and 
( / )∂ ∂ϑ T p and ( / )∂ ∂Z T p are directly related to each other 
through the fluid thermal expansion coefficient, their argu-
ment closely tracks the ( / )∂ ∂Z T p discussion above.

More often than not, pipe flow cannot be considered 
fully isenthalpic and the effect of energy exchange with 
the environment and kinetic and potential energy changes 
must be also quantified. For the case of single-phase flow 
in pipelines, Coulter [60] proposed an explicit expression 
for the prediction of flowing temperature in gas pipelines 
that can be easily extended to liquid pipelines with the use 
of the appropriate fluid properties. The development of the 
Coulter [60] equation represented an extension of the pre-
viously published Coulter and Bardon [61] equation. These 
studies brought important improvements to the pioneer-
ing work of Shorre [62] and the review of Forrest [63] for 
pipeline temperature profiling. For the case of tempera-
ture profile predictions in wellbores, Ramey [64] presented 
what is considered the classical paper on the subject in the 
1960s. In the 1990s, Alves et  al. [65] presented a unified 
equation for flowing temperature prediction applicable 
to pipelines and wellbores applicable to the entire range 
of inclination angles. In the 2000s, Hasan and Kabir 
[49] have presented a comprehensive review of available 
wellbore fluid temperature models, including predictions 
for two-phase flow. In general, pipe and wellbore flowing 
temperature equations are derived by postulating the fol-
lowing enthalpic balance that is based on the first law of 
thermodynamics:

 
dh
dx

dh
dx

dh
dx

dq
dxT a e







= 





+ 





+ 



 (22.51)

or, equivalently,

 
dh
dx

v
g J

dv
dx

g
g J

dz
dx

dq
dxc c

= − − +  (22.52)

where the heat transfer exchange (dq/dx) with the environ-
ment is typically written in terms of the overall heat trans-
fer coefficient, U, as follows:

 
dq
dx

Ud T T
W

s= −π ( )
 (22.53)

where: 
U = overall heat transfer coefficient, 
d = pipe internal diameter,  
T = flowing gas temperature, 
Ts = surrounding temperature, and 
W = total mass flow rate. 

In Eq 22.48, q is considered positive when heat enters 
the pipe (T Ts > ) and negative if heat is leaving the pipe 
(T Ts < ). The heat transfer coefficient (U) in this equation 
characterizes the heat interaction between the flowing 
fluid and the environment (i.e., materials surrounding the 
pipeline). Use of accurate values for U becomes crucial 
when fluid flowing temperature changes are mainly driven 
by heat transfer with the surroundings. In an analogous 
way to the determination of U-coefficients in heat exchang-
ers, the best way of estimating U-coefficients in pipe flow 
is the availability of actual flow tests when possible. In 

noninsulated pipes, pipe walls are considered infinitely 
conductive because they do not pose any significant heat 
flow resistance because of the typically large conductivity 
of steel and not very large wall thicknesses. In such situa-
tions, U basically equals the effective convective coefficient 
between the external side of the pipe and the environment. 
Values of U ultimately depend on the environmental con-
ditions around the pipe and, for example, whether the 
pipe is buried or not. For a buried pipe, typical values of 
U are 0.1–2 Btu/ft2·h·°F. In these buried cases, U ends up 
being more or less equal to the conductivity of the sur-
rounding ground or soil, which is formally true when the 
soil (surrounding) temperature is prescribed at a unit dis-
tance measured from the pipe external diameter because 
U k L= /  for approximately constant heat flow areas. Ther-
mal conductivities of earth materials are found around  
k = 1.4 Btu/ft·h·°F, with values changing as a function of 
soil type, soil density, moisture content, and salt concentra-
tion, among others. Soil thermal science literature provides 
correlations for the calculation of conductivity as a func-
tion of soil properties, but reasonable values of U are most 
typically determined from known values used for old lines 
placed in similar soil conditions. In general, an average 
value of 1 Btu/ft·h·F is largely used for preliminary calcula-
tions for buried pipes. When pipelines are directly exposed 
to the atmosphere, the value of U can significantly increase 
to anywhere between 2 and 20 Btu/ft·h·°F or more. In cases 
of direct atmospheric exposure, U becomes practically 
equal to the convection heat transfer coefficient between 
the pipe external surface and the air surrounding it. A pipe 
can be exposed to natural (free) convection or forced con-
vection in windy environments. For reliable estimations of 
U for pipes under external forced convection, one should 
use correlations for convective heat transfer coefficients 
for heat flow across cylinders found in standard heat trans-
fer books. Typical values of heat transfer coefficients for 
forced convection can be approximately 2–50 Btu/ft·h·F. 
When pipes go across a water body (i.e., river or bottom of 
the ocean), U values can be much greater than 20 because 
heat transfer coefficients for forced convection in liquid 
bodies can be easily found anywhere within the range of 
2–2,000 Btu/ft·h·°F.

By substituting the thermodynamic identity dh C dT C dpp p= − η
dh C dT C dpp p= − η  into Eq 22.52, an explicit expression for the 

fluid temperature gradient can be derived in terms of pres-
sure drop as follows:

 
dT
dx

T T
dp
dxu s

u

ea

u

= − − − +








φ η

φ
φ
φ

( )  (22.54)

where: 
φea = elevation and acceleration factor =  1

g J C
v
dv
dx

g
dz
dxc P⋅

+




 

and 
φu = heat transfer factor = 

πUd
WCP

. 

The integration of this equation yields

 
dT

T T
dP
dx

dx

s
u

ea

u

T

T

u

x

− − +










= −∫ ∫η
φ

φ
φ

φ
1 0

 (22.55)

where: 
T1 = fluid inlet temperature. 
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This equation yields, upon integration and assuming a con-
stant dp/dx within the integration interval,

 T x T T T
dp
dxs s

x x

u

ea

u

( ) ( )= + −( ) + − −1 1e e- -u uφ φ η
φ

φ
φ









  (22.56)

Equation 22.56 gives the explicit dependency of tem-
perature on pressure drop (dp/dx) as proposed by Coulter 
[60]. This expression considers the dependency of this 
relationship on Joule-Thomson coefficients, potential and 
kinetic  changes (φea), and heat transfer with the environ-
ment (φu). If potential and kinetic energy changes are 
neglected (φea = 0), Eq 22.56 collapses to the original Coulter 
and Bardon [61] equation:

 T x T T T
dp
dxs s

x x

u

( ) ( )= + −( ) + −1 1e e- -u uφ φ η
φ

 (22.57)

When one further assumes that Joule-Thomson effects can 
be neglected (i.e., Joule-Thomson coefficient is close to 
zero, which can be a reasonable assumption for liquids), 
Eq 22.57 is rendered pressure drop independent and can be 
further simplified to

 T x T T Ts s
x( ) = + −( )1 e- uφ  (22.58)

Equation 22.58 considers that the dominant contribution 
to fluid temperature changes is heat transfer with the sur-
roundings and it is frequently used in oil transportation. 
The exponential term in this equation tends to approach 
zero as distance from the inlet increases; thus, fluid tem-
perature ultimately equals surrounding temperature (atmo-
spheric or soil temperature), especially for long pipes.

Equations 22.56–22.58, as applicable, must be cou-
pled with the appropriate pressure drop equation when 
the flow of liquid and gases cannot be well represented 
by an isothermal model. This would especially be the 
case when fluid inlet temperature greatly differs from 
ambient temperature, which forces nonadiabatic condi-
tions throughout the length of the pipe. For simultaneous 
prediction of pressure and temperature changes along a 
pipeline, one may resort to using specialized flow equa-
tions for dp dx/  calculations and the analytical dT dx/  equa-
tion for temperature calculations working concurrently. 
Caution is needed to fully account for the combined effect 
that pressure and temperature changes can have on fluid 
properties such as density and viscosity. Fluid properties 
should be updated accordingly, and iterations are likely to 
be needed.
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nomenClaTure
A = pipe cross sectional area [L2]
B = number of pipe branches in a pipe network [−]
C = erosional empirical constant [L2.5 m−0.5 t−1]
Cp = fluid specific heat at constant pressure [L2 t−2 T−1]
CL = pipe conductivity to liquids [L3−n t−1]
CG = pipe conductivity to gas [L3+2n m−2n t4n−1]
Cwr = well/reservoir performance coefficient [L3+2n m−2n t4n−1]
D = fluid demand at a node in a pipe network [L3 t−1]
d = pipe internal diameter [L]
E =  ASTM weld joint derating factor in pipe thickness 

calculations [−]
Ef = gas pipe efficiency factor [−]
e = pipe roughness [L]
F =  pipe transmission factor [−]; or ASTM design derating 

factor in pipe thickness calculations [−]
FD= AGA’s gas equation drag factor [−]
fF = Fanning friction factor [−]
fM = Moody friction factor [−]
g = acceleration of gravity [L t−2]
gc =  mass/force unit consistency/conversion constant [m 

L F−1 t−2 where F = m L t−2] (32.174 lbm ft lbf−1 s−2 in 
Imperial units; 1 Kg m N−1 s−2 in SI)

H = elevation with respect to datum [L] 
HP = compressor horsepower [F L t−1 = m L2 t−3]
h = fluid enthalpy per unit mass [L2 t−2]
hf = liquid pressure head [L]
J =  mechanical energy conversion factor (778 lbf-ft/BTU in 

Imperial units; 1 Kg m2 s−2/joule in SI) [−]
K = local loss or minor loss coefficient for fittings [−]
k = thermal conductivity of the material [m L t−3 T−1]
ka, kb, kc =  compressor performance constants [m L−1 t−1, −, 

m L−1 t−1]
ka′, kb′, kc′ =  pump performance constants [L−5 t2, L−4 t, L]
L = pipe length [L] 
Le = pipe equivalent length [L]
LP = number of independent loops in a pipe network [−]
1lw =  irreversible energy losses, lost compression energy, or 

lost work [L2 t−2]
M = molecular mass [m n−1]
m = diameter exponent [−]
N = number of nodes in a pipe network [−]
n = flow exponent [−]
nM = Manning dimensionless roughness parameter [−],
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Oi =  summation of off-diagonal entries in the i-th row for 
the linear analog method [L4 m−1 t]

p = pressure [m L−1 t−2 or F L−2 where F = m L t−2]
pr = reduced pressure [−]
pshut = gas well shut-in wellhead pressure [−]
pwh = gas wellhead pressure [−]
q =  pipe heat exchange with the surroundings per unit mass 

[L2 t−2]
qL = liquid flow rate [L3 t−1]
qGsc = gas flow rate at standard conditions [L3 t−1]
R =  universal gas constant [m L2 T−1 t−2 n−1] (10.7315 psia-ft3 

lbmol−1 R−1 in English units or 8.314 m3 Pa K−1 gmol−1]
Re = Reynolds number [−]
RL = pipe total resistance to liquids [Ln*n−3n tn] 
RG = pipe total resistance to gases [L− 3n−2n*n m−2n*n tn−4n*n]
r =  radial component [L], or pressure ratio in the linear-

pressure analog method [−]
rL = pipe specific resistance to liquid [Ln*n−3n+m−1 tn] 
rG = pipe specific resistance to gas [L− 3n−2n*n+m−1 m−2n*n tn(1−4n)]
S =  stress tensor [m L−1 t−2 or F L−2 where F = m L t−2]; or 

supply at a node in a pipe network [L3 t−1]
Sh = hoop stress [m L−1 t−2 or F L−2 where F = m L t−2]
SY =  specified minimum yield strength of the pipe material 

or SMYS [mL−1 t−2 = F L−2 where F = m L t−2]
SG = fluid specific gravity [−]
s =  elevation parameter in the gas equation [−]; or entropy 

per unit mass [L2 t−2 T−1] 
T =  absolute temperature [T]; or ASTM temperature derat-

ing factor in pipe thickness calculations [−]
Tr = reduced temperature [−]
t = pipe wall thickness [L]
U = Overall heat transfer coefficient [m t−3 T−1]
v = velocity [L t−1]
ve = erosional velocity [L t−1]
W = mass flow rate [m t−1]
x = pipe axial axis [L]
Z = fluid compressibility factor [−]
z = pipe elevation axis; or axial component [L]

Greek
α =  rate-dependent integration term in the energy balance 

[m2 L−5 t−2]

β =  elevation-dependent integration term in the energy bal-
ance [L t−2]

φu = heat transfer factor in fluid temperature calculations [L−1]
φae =  elevation and acceleration factor in fluid temperature 

calculations [T L−1]
Δp* =  standardized pressure drop, Δp* = hf for liquids and 

Δp* = p1
2 − p2

2 for gases [L, or m2 L−2 t−2]
γL =  liquid specific weight [m L−2 t−2, or F L−3 where F = m L 

t−2]
µ = fluid dynamic viscosity [m L−1 t−1]
υ = fluid kinematic viscosity [L2 t−1]
ϕ = gas density dependency on pressure [t2 L−2]
η = Joule-Thomson coefficient [T L t2 m−1]
π =  ratio of the circumference of a circle to its diameter = 

3.14159265… [−]
ρ = fluid density [m L−3]
σL =  unit-dependent constant for the liquid flow equation 

[L t−2]
σG =  unit-dependent constant for the gas flow equation 

[T t2 L−2]
τw = wall shear stress [m L−1 t−2 or F L−2 where F = m L t−2]
θ = circumferential component [−]
ϑ = fluid specific volume (1/ ρ) [L3 m−1]

Subscripts
1 = pipe entrance
2 = pipe exit
a = acceleration
av = average through the pipe
e = elevation
f = friction
G = gas
h = hoop
in = internal
K = phase (L or G); or secondary or minor loss subscript
L = liquid
o = outside or external
r = reduced condition
s = surroundings
sc =  standard conditions (60 F or 520 R and 14.696 psi in 

English units; 288.71 K and 101.325 KPa in SI)
T = total
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AbbreviAtions
$ (or USD) United States’ dollar currency
APPI Asian Petroleum Price Index
ARA Amsterdam, Rotterdam, and Antwerp
BL  Bill of lading (a document that provides a 

detailed list of a ship’s cargo in the form of a 
receipt given by the master of the ship to the 
person consigning the goods) (Oxford English 
Dictionary)

BFO Brent, Forties, Oseberg
CDU Crude distillation unit
CIF Cost, insurance, and freight
FCC Fluidized/fluid catalytic cracking unit
FO Fuel oil
FOB Free on board
GO Gas oil
GPW Gross product worth
GSP Government selling price
LPG Liquefied petroleum gas
IOC International oil company/corporation
IPE International Petroleum Exchange at London
LOR London Oil Report
LP Linear programming
Mogas Motor gasoline (or petrol)
MOPS Means of Platts Singapore
MOPAG Means of Platts Persian (Arabian) Gulf
NOC National oil company/corporation
NEW North-West Europe
NYMEX New York Mercantile Exchange
OSP Official selling price
OTC Over-the-counter
RGV Refinery gate value
RON Research octane number
SIMEX Singapore International Mercantile Exchange

23.1  introduction
Trading, costing, pricing, and valuation of crude oils and 
petroleum products in the refining industry are fairly 
well-treated subjects, but perhaps the presentation in 
most published materials has been tailored mostly to an 
advanced audience with prior exposure to the field. Largely 
on the basis of the excellent expositions by Long [1] and 
Favennec [2] as well as the classic The Petroleum Handbook 

by the Royal Dutch/Shell group of companies [3], our 
goal in this chapter is to provide a systematic explanation 
intended for novice readers or those fairly new to the subject. 
As far as possible, we strive to ensure that all fundamental 
concepts, particularly terms and industry jargon introduced, 
are adequately explained while not compromising on suf-
ficient coverage of more modern and up-to-date materials 
through extensive use of tables to summarize the pertinent 
points. As such, the materials are covered in sufficient clarity 
and depth for a newcomer to the subject yet still cater to 
readers interested in current developments in the related 
issues.

The systematic exposition that we use throughout 
offers an interesting snapshot of how the refining industry 
has developed from purely physical trading to a sophisti-
cated financial market. For a complete treatment, we also 
briefly review how oil markets have historically operated 
and evolved. In the final section, we explain the concepts 
of capital and operating costs as well as profit margins in 
the context of the refining industry before culminating with 
some concluding remarks.

23.2  PhysicAl MArkets for crude oil And 
PetroleuM Product trAding
Crude oil has become the world’s biggest commodity market 
in the last 25 years or so, and its trading is also the most 
complicated. The industry has therefore developed a complex 
set of interconnecting markets not only to establish prices 
across the entire spectrum of crude and product qualities, 
but also to enable purchasers and sellers to accommodate 
changes in relative prices or price differentials. Thus, oil 
trading has evolved from a primarily physical activity into 
a sophisticated financial market.

The physical oil markets exist for the sole purpose of 
delivering and receiving physical oil, termed as the wet (or 
prompt) oil markets and the spot markets. Many types of 
crude oil and refined products are traded, and the relative 
values of each grade are continually shifting in response to 
changes in supply and demand on global and local scales. 
The contracts involved are normally nonstandard, in which 
the title and the risk in the oil commodity are transferred 
from one party to another at a specified time and location. 
Before the 1980s, these contracts were mostly long-term 
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contracts, usually simply referred to as “term contracts,” 
but today, most are spot contracts, Tables 23.1 and 23.2 
delineate the features of the trading methods practiced. The 
international physical markets involve crude oil trading that 
includes Russian Urals and Colombian crudes as well as 
crudes produced from the geopolitically distressed regions 
of Nigeria and Iran. In general, a high-quality crude clearly 
sells for more than a low-quality crude. For refined product 
trading, the physical markets mainly comprise gasoline, 
naphtha, jet-grade kerosine, burning kerosine, diesel (gas 
oil or heating oil), and high-sulfur fuel oil [1].

23.3  PAPer instruMent MArkets for 
crude oil trAding
To optimize crude oil trading operations, a trading entity 
should not be tied to a term contract nor be exposed to 
the spot market at the time the oil is required. A potential 
purchaser requires a certain quantity of oil, not now but in 
the future (e.g., next month). On the other hand, a producer 
(i.e., seller) wants to lock purchasers ahead of time and 
needs to arrange for shipping of the cargoes [2].

International oil trading prices have been set by the 
spot market since the end of the 1980s. This trend has 

tAble 23.2—term versus spot contract sales in crude oil trading
term contract spot contract

Contract	period Long	term	(>3	months),	typically	1	year Short	term	(1–3	months	only)

Crude	oil	delivery Typically	a	series	of	cargoes	or	deliveries	over	a	
period	usually	up	to	1	year	or	more

	• Typically	one	cargo	in	the	international	market
	• One-time	transactions	for	a	single	cargo	or	

delivery

Pricing	mechanism 	• Possibly	established	as	a	result	of	tenders
	• Floating

Fixed	(typically)	or	floating

Restrictions	on	resale Possible Typically	none

Market	share	of	
international	trade

~50	% ~30	%	but	has	greater	impact	because	determines	
selling	price	for	~80	%	of	term	contracts

Price	transparency May	not	be	publicly	acknowledged Frequently	reported	to	trade	publications

tAble 23.1—crude oil trading Methods
Agreement type feature

Long-term	contracts	
(fixed-price)

	• Typical	of	period	between	the	two	oil	shocks
	• Used	to	make	up	~50	%	of	fixed-price	internationally	traded	volume	but	no	longer	with	new	trading	

methods	developed
	• Typically	agreed	upon	for	≥1	year
	• Prices	and	volumes	reviewed	and	renewed	periodically
	• Guaranteed	crude	outlets	for	producers
	• Refiners	assured	that	certain	crude	quality	is	available,	thus	avoiding	many	spot	purchases
	• Used	by	most	buyers	to	cover	most	requirements—optimize	balance	through	spot	and	best	combination	

of	crude	price	and	quality
	• Contractual	price	negotiation	is	key	during	volatile	spot	prices
	• Producers	(including	national	oil	companies	[NOCs])	want	prices	as	fixed	as	possible	to	plan	budgets

Spot	contracts	(single	
cargo	sales)

	• More	oil	became	available	on	a	spot	basis	as	market	moved	away	from	term	supplies
	• Make	up	~30	%	of	internationally	traded	volume	but	has	greater	impact	because	determines	selling	price	

for	~80	%	of	term	contracts
	• Involve	purchases	and	sales	for	short-term	delivery,	often	within	days	and	the	following	month
	• Actual	prices	are	set	daily	by	market	forces
	• Oil	companies	profiting	from	refining	margins	want	pricing	reflecting	daily	spot	markets	as	much	as	

possible,	hence	determine	oil	market	value
	• Used	by	private	companies	(international	oil	companies	[IOCs])	and	NOCs	as	main	reference	for	cargo	

prices
	• Although	negotiations	center	on	a	single	cargo	(or	variable	volumes	in	the	U.S.	pipeline	market)	rather	

than	several	loadings	over	a	time	period,	loading	date	might	still	be	in	future
	• Some	delay	or	risk	inevitable	(because	of	cargo	loading,	tanker	availability,	or	vessel	speed)
	• Different	regional	markets	operate	similarly:	purchasers	seeking	cargoes	within	next	month	contact	

various	producers	or	traders	within	the	area	by	telephone	and	agreement	is	confirmed	by	telex	or	fax
	• Price	differentials	between	crudes	and	products	are	more	important	for	margins	than	absolute	crude	

prices
	• Market	prices	could	still	move	dramatically;	thus	purchasers	and	sellers	increasingly	turn	to	floating	

pricing	approaches

Barter	agreements 	• Still	have	important	role—presently	account	for	>15	%	of	traded	volume
	• Typically	involve	exchanges	of	crudes	or	oil	products	for	other	commodities,	services,	plants,	or	equipment
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subjected the petroleum industry to the additional risk of 
price volatility. To hedge against this price risk, oil com-
panies have established forward markets, in which future 
production can be locked and delivery of crude oil cargoes 
at a defined later date (in the future) can be bought for a 
fixed price. The forward markets are the ancestor of the 
present futures markets. Collectively, they form the paper 
instrument oil markets, providing an avenue to reduce 
price fluctuation risk by hedging, although they are also 
widely used for speculation [4,5].

A paper oil deal represents a promise to purchase or 
sell a contractual volume of a petroleum commodity at a 
specified time and price. Paper instruments are categorized 
as follows:
• Oil forward contracts;
• Oil futures contracts;
• Contracts for difference (CFD; or more popularly 

known as swaps);

• Options, in which the right to buy is termed a “call 
option” and the right to sell is termed a “put option”; and

• Crack spreads.
Futures and forward papers are standard contracts for 

the purchase and sale of a standard quantity and quality 
of oil that is traded for future delivery at a specified time, 
price, and place. Swaps and options form the derivatives 
markets. Crack spreads replicate the refinery margin in the 
paper market, thus representing the refiner’s position to 
allow for hedging exposure to the difference (i.e., “crack”) 
between products and crude oil prices [6,7].

Paper markets are subjected to similar price fluctua-
tions as the physical markets but at different levels. After 
a turbulent and rapid development, these increasingly 
maturing instruments are now an integral part of world oil 
trading systems that have radically changed in the last 30 
years or so. Tables 23.3 and 23.4 summarize the character-
istics of these instruments. For a comprehensive treatment 

tAble 23.3—Paper instrument Markets [1,2,9,10]
instrument feature example of commodity

Forward 	• Involve	single	transactions	resembling	spot	market	but	for	delivery	up	to	6	months	
ahead,	usually	for	full	crude	cargoes

	• Often	used	before	spot	trading	period
	• Physical	version	of	futures	markets	but	involve	over-the-counter	(OTC)	or	

bilateral	deals	between	purchasers	and	sellers	directly	with	nonstandard	contract	
specifications	and	nonguaranteed	performance	(typical	of	physical	markets)

	• Outcome	usually	results	in	physical	delivery	or	single	final	cash	settlement	at	
nomination	date

	• Quantities	subject	to	volume	tolerances
	• Regulated	by	oil	industry	itself	(not	under	a	particular	body’s	rules)

	• Brent,	Forties,	Oseberg	(BFO)
	• Dubai

Futures 	• Traded	on	highly	standardized	regulated	exchanges	(e.g.,	NYMeX)
	• hedging	tool	against	price	volatility	risk
	• Outcome	not	intended	to	be	physical	(although	linked	to	it)	but	cash	settlement	

only	(except	for	NYMeX	crude,	IPe	gas	oil,	and	SIMeX	fuel	oil	or	gas	oil)
	• has	standard	number	of	available	months	for	trading
	• Last	day	of	trading	for	each	contract	month	stipulated

Intercontinental	exchange	(ICe):	
Brent	crude,	gas	oil

Options 	• Contract	gives	holder	the	right	but	not	obligation	to	trade;	gives	writer	the	
obligation	but	not	the	right	to	trade;	therefore	option	holder	can	exercise	option	
to	purchase	or	sell

	• exchange	traded	or	OTC	traded	(i.e.,	settled	against	published	price	indices)

	• ICe:	Brent	crude,	gas	oil
	• NYMeX:	West	Texas	

Intermediate,	heating	oil,	
gasoline,	crack	spread

Swaps	or	
CFD

	• Contract	with	two	parties	swapping	price	of	an	asset,	which	is	fixed	at		
signature	time,	for	asset’s	market	price	on	a	settlement	date	also	decided	at	
signature	time

	• Purchaser	to	buy	at	fixed	price	and	resell	at	market	price	whereas	seller	to	sell	at	
fixed	price	and	repurchase	at	market	price	on	settlement	date

	• Market	price	is	generally	taken	as	Platts	mean	quotation	over	settlement	period
	• Outcome:	no	physical	delivery—only	cash	settlement;	if	market	price	is	higher	

(respectively,	lower)	than	fixed	price,	then	purchaser	(seller)	receives	the	
difference

	• OTC	traded
	• Adds	further	pricing	flexibility	because	offers	possibility	to	physical	oil	purchaser	

to	continue	to	take	oil	from	supplier	at	floating	price,	yet	ensure	against	later	
adverse	price	movements

	• Purchaser	may	have	long-standing	relationship	with	a	reliable	supplier	(e.g.,	a	
major	oil	company);	therefore	asking	this	kind	of	supplier	for	fixed	price	might	
jeopardize	relationship	with	a	supplier	used	to	more	established	floating	price	
basis

	• Purchaser	may	elect	to	offload	price	risk	onto	a	third	party,	who	will	provide	
(swap)	a	fixed	pricing	against	the	floating	pricing	agreement

	• Third	party	typically	does	not	make	any	oil	delivery	but	provides	insurance	against	
risk	by	fixing	price—in	turn,	will	often	hedge	risk	in	futures	or	options	markets

All	grades	of	crudes	and	
products
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of contracts in the paper markets, the interested reader is 
referred to Battley [8].

23.4  reference Pricing of MArker crude 
oils
With numerous individual crude oil grades traded on 
a regular basis, it is difficult to know the daily price of 
each of them. The difficulty is compounded because some 
crudes are not traded daily. However, there are certain 
crudes that are widely traded in significant volumes daily 
and for which prices are transparent (i.e., publicly known 
and available) that are used to price other crude oil grades. 
A few of these crudes have become so well known that they 

have been considered as price leaders or benchmark crude 
oils, known as “marker” crudes. There are now four crude 
oils serving as a reference on the basis of which other 
crudes are priced against, as detailed in Table 23.5. This 
means that the prices of the Brent, WTI, Dubai, and Tapis 
crude oils are assessed directly whereas all other prices are 
set as differentials to one of these according to trading in 
the market. The price movements of these marker crudes 
are carefully studied because of their influence on pricing 
as price indexes. Two thirds of the world’s internationally 
traded crude supply volumes are priced using the Brent 
marker. In general, marker crudes display the criteria in 
Table 23.6 [11].

tAble 23.4—comparison between forward and futures oil Paper contract Markets
Attribute forward contract futures contract

Trading	mode OTC	traded exchange	traded

Regulation Nonregulated	(decentralized	and	
unmonitored)

Regulated

Terms	of	contract Flexible Standardized

Credit	risk exposed Near	zero

Number	of	crude	oils	and	oil	products Limited	to	small	number	of	crudes	and	
products

Standard	number	of	crudes	and	products

Number	of	players	in	market Small:	about	15	for	Brent	forward	and	10	
for	Dubai	forward

Large:	because	contracts	are	traded	
without	direct	purchaser–seller	contact

Cargo	size Practical	sizes,	e.g.,	500,000	bbl	for	Brent In	small	lots,	e.g.,	1000	bbl,	100	t

Contract	size On	order	of	$10	million Smaller	than	forward

Number	of	cargoes	per	month	
(approximate)

75	for	Brent	forward;	55	for	Dubai	forward	
(mostly	Oman)

Not	applicable	because	not	intended	to	
involve	physical	oil

Liquidity 4	months 3	months

Nomination Known	purchaser	and	seller,	e.g.:
	• Brent	forward:	seller	at	21	days	in	

advance
	• Dubai	forward:	buyer	at	30	days	from	

bill	of	lading	(BL)

Do	not	have	to	identify	purchaser	or	seller	
to	mutually	agree	on	contract	(exchange	
is	responsible	for	matching	buying	and	
selling	requirements)

tAble 23.5—the four Main Marker crudes (that Are traded at a fixed Price)

Marker crude oil region covered
Price 
Publisher oil trading Mode crude oil Quality

Brent	or	BFO	(comprises	
Brent	Crude,	Brent	
Sweet	Light	Crude,	
ecofisk,	Forties,	Oseberg)

Europe, Africa, and the CIS	
(Commonwealth	of	Independent	States):	
Western	europe,	North	Sea,	West	and	
North	Africa,	Mediterranean,	Arab	Gulf	
(AG)	to	europea

IPe	or	Platts	
(dated)b

Physical,	forward,	
futures

Light	sweet	(i.e.,	low	
sulfur	content)

West	Texas	Intermediate	
(WTI)	

Western Hemisphere:	North	and	South	
America,	Persian	Gulf	to	United	States	
(Gulf	Coast)

Platts	or	
NYMeX

Physical,	forward,	
futures

Light	sweet	(low	sulfur)

Dubai	(also	Omanc) East:	Middle	east,	east	of	Suez	(Arab	Gulf,	
Red	Sea)

Platts	or	APPI Physical,	forward high	sulfur

Tapis	(also	Miric	and	
Minasc)

Far East Platts	or	APPI Physical,	forward Light	sweet	(low	sulfur)

aA	less	common	marker	is	Urals	(medium	sour	quality)	for	the	eastern	europe	region	(mainly	Russia).
bDated	Brent	(e.g.,	refers	to	a	forward	Brent	cargo	with	loading	dates).
cOman,	Miri,	and	Minas	are	relatively	less	widely	used	as	marker	crudes.
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To illustrate how this system works, we consider the 
instance of Arabian crude oils that are priced according 
to the Dubai and Oman marker crudes, with the addition 
of a premium for Eastern customers and the subtraction 
of a discount that is based on the Brent marker crude for 
European customers. It is noteworthy that increasing con-
trols are placed on marker crudes to ensure their continued 
suitability for purpose. Although Dubai is currently adopted 
as the marker crude for Asia and the Middle East, no crude 
oil has been successful as a marker for this region, either 
because the production level has been too low or the market 
is too susceptible to manipulation [12]. Therefore, Dubai 
and Tapis are relatively less widely used as marker crudes 
compared with Brent and WTI.

23.5  internAtionAl crude oil suPPly, 
trAding, And Pricing in historicAl 
PersPective 
The oil industry operated in an integrated manner under 
40 years of prolonged price stability and long-term con-
tracts from 1930 to 1970. It was the heyday of the Seven 
Sisters, vertically integrated companies with almost 
complete collective control over global oil output via par-
ticipation in key producing consortia, from exploration and 
production to product marketing. They internally handled 
the bulk of crude oils and products among themselves, 
leaving virtually no crudes and only a limited amount 
of products to be traded outside. Thus, international oil 
trading was limited to minimal exchanges among these 
organizations that mainly took place only in the western 
hemisphere [13]. Table 23.7 summarizes the pertinent 
events in crude oil price evolution history with Figure 23.1 
graphically depicting the relative rise and fall of crude oil 
price from 1970 onward.

23.6  crude oil trAding, Pricing, And 
vAluAtion
23.6.1  Pricing of Crude Oils
Crude oil by itself possesses no value because it derives 
its value from the products produced from the oil refining 
processes at refineries, and refineries are the only major 
market for crude oils. A contract for the sale of a crude oil 
cargo must specify the following elements:
• Basic price;
• Delivery time (specified in terms of availability date 

range);
• Delivery location, which is specified in terms of where 

the cargo is available;
• Grade (i.e., guaranteed quality);
• Agreed price adjustment in terms of premium or discount 

to account for grade or quality deviations;
• Taxes and duties (if relevant); and
• Inclusion of freight and insurance.

Although there are other factors that can influence the 
actual cost of a crude oil cargo, the seven elements above 
adequately specify the general components that determine 
pricing of crude oil as well as that of petroleum products. 
Most, if not all, of these elements apply regardless of whether 
a mechanism of fixed pricing or floating pricing is adopted 
(as elucidated later in Section 23.6.5). The next section 
explains the general factors governing these elements in 
determining crude oil pricing [1].

23.6.2  Factors Determining Pricing of Crude Oil 
and Petroleum Products
23.6.2.1	 GRADe	OR	QUALITY
Crude oils have many measurable physical or chemi-
cal quality characteristics or properties. Examples of 
the major qualities are density or API (specific) gravity, 
sulfur content, and boiling point whereas the minor quali-
ties include total acid number (TAN), gasoline research 
octane number (RON), PONA (i.e., content of paraf-
fins), kerosine smoke point, diesel cetane, and residuum 
asphaltenes. In principle, all qualities contribute to the 
value of crudes, but in practice, certain qualities are 
far more important than others. Many price contracts 
include clauses on premium or discount that account 
for price changes if the quality of crude oils loaded 
deviates from the contractual grade, which refers to the 
specification range on whether the refined products meet 
marketable quality (or simply termed as being “on-spec”). 
Otherwise, a cargo is considered to be outside of the 
agreed specification (“off-spec”) and the contract might 
be invalid. The premium or discount may be based on 
two factors: (1) important crude oil qualities (i.e., specific 
gravity, sulfur content, and viscosity) and (2) the date of 
loading or discharge (e.g., the price may be reduced by 
an agreed factor for each day’s delay after the agreed date 
range) [1,15].

23.6.2.2  CURReNCY	AND	MeASUReMeNT	UNIT
Crude oils are generally traded internationally in dollars per 
barrel, but another currency can be used if the trading parties 
agree. Inland domestic markets generally price crude oils 
in the local currency and measurement units, in which the 
latter chiefly refers to whether a volume or weight basis is 
adopted. Prices are invalid unless accompanied by quality 
specifications (e.g., crude oil at $40/bbl referred to a certain 
crude marker) [1].

23.6.2.3	 TIMING	OF	AvAILABILITY	OR	DeLIveRY	
TIMe	OF	CARGOeS
Crude oils may be required at a refinery by a particular 
date, otherwise stocks, which are always kept close to the 
operational minimum to reduce costs, may drop too low, 
causing reduced throughputs or worse, refinery shutdown. 

tAble 23.6—criteria of a global Marker crude oil
	• Large	and	stable	markets	with	decent	production	rates	

providing	sufficient	supply
	• Traded	in	large	volumes	that	are	representative	of	trading	in	

general	(as	demonstrated	by	its	transparency	of	trades	and	
accurate	price	assessments	in	publications)

	• Disparate	and	broad	range	of	equity	ownership
	• Robust	and	accessible	logistics

	• Stable	quality
	• ease	of	entry	or	exit	into	a	market
	• Reasonable	balance	of	power	between	purchasers	and	sellers
	• high	liquidity
	• Possesses	price	transparency
	• Narrow	bid–ask	spread
	• No	politically	influenced	trading	limitations
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tAble 23.7—summary of significant events in the history of crude oil Price evolution [14]

year oil Market events and features

1859–1870 	• high	crude	prices	worth	$20.00/bbl	or	more
	• high	price	volatility	as	kerosine	demand	sky-rocketed

1870–1970 	• Price	stability—long-term	contracts
	• electric	light	began	to	replace	kerosine	lamps
	• Prices	controlled	by	a	few	major	companies	through	Achnacarry	Agreement	of	1928

1930s 	• Petrochemical	industry	developed	with	thermoplastic	resins	introduced
	• Later,	crude	was	cracked	to	produce	ethylene	for	polyethylene	and	vinyl	chloride	monomer	for	polyvinyl	

chloride

1940s 	• Oil	companies	enter	chemical	industry
	• Low,	stable	crude	prices

1943 Mexico	nationalization	of	crude	reserves

1950s,	1960s 80	%	of	crude	supply	controlled	by	“Seven	Sisters”	of	major	oil	companies:	exxon,	Shell,	BP,	Gulf,	Chevron,	Texaco,	
and	Mobil

1960 Organization	of	Petroleum	exporting	Countries	(OPeC)	was	founded

Pre-1970s Long-term contracts
	• Supply	uncertainty	and	supply–demand	imbalance	caused	producers	to	gradually	control	upstream	operations	

beginning	in	the	1970s
	• Industry	disintegrated	to	form	new	trading	arrangements	between	now-distinct	purchasers	and	sellers
	• Previous	concession	agreement	system	replaced	by	long-term	multiyear	contractual	relationships	between	new	

NOCs	and	former	concessionaires
	• International	market	price,	previously	set	by	official	selling	price	(OSP)/government	selling	price	(GSP),	now	set	

unilaterally	by	OPeC
	• Private	sector	corporations:

	• No	longer	controlled	crude	market
	• Lost	privilege	of	direct	access	to	crude	reserves	that	used	to	be	their	sole	ownership
	• But	somewhat	gained	supply	security	through	long-term	contracts

	• Oil	prices	were	governed	by	this	system	in	the	next	10	years,	but	they	were	gradually	modified	by	spot	market	
development	in	the	1980s

	• Official	prices	abandoned	in	1988	after	undermined	by	various	rebate	systems

1970s Reign of controlled markets
	• OPeC	and	major	producers	dominated
	• OPeC	raised	crude	price	from	$2.80/bbl	to	$10.80/bbl
	• Decoupling	of	upstream	from	downstream	operations
	• Relative	stability	of	supply,	price,	and	differentials
	• Term	contracts	used
	• Refineries	designed	for	a	few	crudes
	• Crude	selection	is	based	on	technical	criteria
	• Long	crude	runs
	• All	parties	made	good	margins

1973 First	supply	shock:	Yom	Kippur	War	(between	Israel	and	Arab	states)—	end	of	era	of	IOC	control

1978 First	oil	futures	contracts

1979 Iranian	Revolution—second	oil	supply	shock
	• Major	disruption	to	oil	supply	and	pricing
	• Oil	prices	dipped	to	$40/bbl

early	1980s Development of free-market-based spot trading system and commoditization under oil crisis
	• First	significant	growth	in	spot	markets	since	second	oil	shock:

	• Saudi	Arabia	agreed	to	increase	production	because	of	crude	shortage	fears,	but	purchasers	panicked	and	
wanted	oil	quickly

	• Drove	spot	prices	above	official	prices
	• Term	crudes	diverted	to	cause	huge	increase	in	a	predominant	spot	trading

	• New	supplies	and	suppliers:	surplus	(bearish)	market	in	fragmentation	meant	costs	were	best	optimized	by	spot	
purchases

	• Many	crude	types	and	mode	switches	with	selection	based	on	economics	in	term	and	spot	deals
	• Increased	price	volatility:	uncertain	prices	and	differentials	resulted	in	sharp	price	rise	and	tight	margins
	• Financial	risk	management	products	in	OTC	markets	developed
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tAble 23.7—summary of significant events in the history of crude oil Price evolution [14] 
(continued)
year oil Market events and features

	• Demand	decreased	because	of	reduced	energy	use,	alternative	energy	sources,	and	new	non-OPeC	sources	
(e.g.,	North	Sea	and	Alaska)—priority	of	supply	security	for	independent	refiners	stopped	with	increased	
availability

	• Until	1985,	producers	continued	to	offer	long-term	fixed-price	contracts,	but	terms	were	increasingly	subject	to	
negotiation

	• No	resistance	to	abandon	fixed-price	contracts	after	failure	of	1986’s	netback	contract	episode
	• Until	today,	virtually	all	crude	prices	have	been	determined	based	on	spot	markets

1983 NYMeX	crude	contract	trading	introduced

1984 Crude	price	at	$30/bbl

Mid-1980s Advent of financial paper instrument markets
	• NYMeX	energy	futures	introduced
	• Traders	and	speculators	became	more	active
	• Previous	norm	of	fixed	price	transactions	became	too	risky
	• Market	needed	price	mechanisms	reflecting	rapid	changes	in	market	prices

1985 Netback contract pricing	introduced	by	Saudi	Aramco	but	abandoned	because	resulting	supply	surplus	caused	a	
collapse	in	product	prices	and	consequently	crude	prices

1986 	• Crude	price	down	to	$10/bbl	within	6	weeks
	• Crude	oil	options	introduced	(Plourde	and	Watkins,	1998)

1990 Iraq	invaded	Kuwait	⇒	price	increased	to	$30/bbl

1990s Organization of spot markets and maturity of financial markets
	• Largely	moderate	prices	under	new	political	order
	• Spot	prices	established	as	reference	because	they	reflected	the	price	of	marginal	oil	quantities	exchanged	on	

markets	that	bridged	supply–demand	gap
	• But	large	crude	varieties	prompted	need	for	increased	organization:

	• Marker	crudes	established
	• Petroleum	exchanges	set	up	to	protect	parties	from	risks	due	to	price	volatility	(in	addition	to	other	existing	

hedging	tools)
	• More	sophisticated	paper	instruments	introduced	(e.g.,	swaps	and	options)

1991 United	Nations	action	started	⇒	price	fell	to	$20/bbl

1993 Price	slid	to	$15/bbl

1994–1997 Price	recovered	to	$19–20/bbl

1997–1999 Asian	financial	crisis	⇒	price	fell	to	$10/bbl

1999 OPeC	cuts	production	⇒	price	rose	to	$15/bbl

2000+ Cooperation	between	purchasers	and	sellers
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figure 23.1—Relative	rise	and	fall	of	crude	oil	price	since	1970.	Source:	Figure	modified	after	[16].
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Conversely, products may have to be delivered or lifted from 
the refinery by a specified date; otherwise storage tanks will 
be full, thus forcing the refinery to reduce its operations.

At certain times of the year, timing can also have a 
major effect on pricing because the market is either in 
backwardation or contango (forwardation). Backwardation 
refers to the market condition when the commodity future 
price is below the prompt position. It is the normal market 
situation, especially with respect to gasoline on NYMEX 
during the summer season. This is because the driving season 
in the northern hemisphere starts in March and ends in 
September, so the demand and, hence, the price for gaso-
line tails off toward year end. On the other hand, contango 
(“continue and go”) is the market condition when the future 
price is above the prompt price and becomes progressively 
more expensive in the future. Such a situation transpires 
when the rising market is expected and often happens for 
gas oil with summer approaching because of its highest 
demand in the heating season.

When gasoline is in backwardation, gas oil may be in 
contango and vice versa. The classic recent case is illustrated 

by the crude oil market that was in contango until around 
July 2008 when it hit a record high price of approximately 
$140/bbl. The market was then in backwardation for 6 
months when the price kept declining until approximately 
$35/bbl. Therefore, when setting oil price, specifications 
should also include the delivery date range of whether 
prompt or deferred [1,15].

23.6.2.4  DeLIveRY	LOCATION
Crude oils are generally sold free on board (FOB; purchaser 
pays the transport [shipping] costs) at export terminals con-
nected to oil fields. However, some crudes are moved to the 
pipeline-end to ensure ease of accessibility. Such a provi-
sion must be specified when the price is agreed because it 
affects the purchaser’s freight costs and hence, the crude 
value. However, similar-quality products could be available 
all over the world, produced by several different refineries. 
Although many are sold FOB at refineries, many more may 
be sold cost, insurance, and freight (CIF; seller pays for the 
transport) at any of the hundreds of ports, pipelines, or 
terminals [15].

tAble 23.8—example of sources of Price data on crude oil and Petroleum Products [2,17]
Price reporting Mode and example of Agencies or Media Price reporting Method and general Attributes

Journalistic assessment
	• McGraw-hill’s	Platts	(www.platts.com)	[18]
	• Argus	Media	Ltd.	(www.argusmedia.com,		

www.energyargus.com)	[19]
	• Thomson	Reuters	(www.reuters.com/finance/commodities/
	• energy?mkt=eNeRGY)	[20]
	• London	Oil	Report	(LOR)	by	ICIS-LOR	(Independent	

Commodity	Information	Services	London	Oil	Reports;	
North-Sea-based;	www.icis.com,	www.icispricing.com)

	• Dow	Jones	Telerate	energy	Service
	• Bloomberg	(www.bloomberg.com)
	• Oil	Daily/energy	Intelligence	Group	(www.energyintel.com)
	• Oil	Market	Intelligence

	• Journalists	poll	market	participants	using	proprietary	
methodology	and	develop	assessments	on	appropriate	price	
levels

	• Thomson	Reuters	and	Dow	Jones	Telerate	energy	Service	
provide	up-to-the-minute	prices	on	screens	in	customers’	
offices.	Data	provided	can	now	be	linked	to	and	accessed	
on	personal	computers	and	are	directly	linked	into	global	
networks

Public exchange data exchanges	trade	energy	commodities	and	report	actual	
transactions

	• New	York	Mercantile	exchange	(NYMeX)	(www.nymex.com,	
www.cmegroup.com)

Prices	on	futures	and	options	of	petroleum	(and	metals)	for	U.S.	
market

	• London’s	International	Petroleum	exchange	(IPe) World’s	largest	energy	futures	and	options	exchanges

	• Singapore	International	Mercantile	exchange	(SIMeX)

Formal pricing panel Organizations	involved	generally	use	defined	methodology	to	
poll	across	sections	of	markets	and	develop	prices	using	typically	
rigid	formulas	or	algorithms

	• APPI	(Asian	Petroleum	Price	Index) Independent	and	compiled	from	assessments	by	panel	of	the	
most	active	participants	in	Asia	Pacific	market;	the	standard	price	
setting	mechanism	in	Far	east

	• FeOP	(Far	east	Oil	Price;	https://feopindex.com)	[21] Average	of	daily	prices	of	benchmark	crudes	and	physical	oil	
products	in	Far	east	based	on	panelists’	assessments;	accurate	and	
independent	contract	pricing	mechanism	for	Asian	oil	markets

	• OPIS	(Oil	Price	Information	Service;	www.opisnet.com)	[22] Prices	for	U.S.	and	Canadian	oil	business	markets,	particularly	rack	
prices	for	heating	oil,	gasoline,	and	kerosine	as	well	as	contract	
prices	for	jet	fuel,	LPG,	residual	oil,	feedstock,	and	natural	gas;	
U.S.-based

	• RIM	(https://www.rim-intelligence.co.jp)	[23] For	Asia	Pacific	and	Middle	east	markets;	first	independent	oil	
market	reporting	agency	in	Japan	(1984);	based	in	Tokyo	and	
Singapore	
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23.6.2.5  TAXeS	AND	DUTIeS
Some markets impose duties on the oil imported, and it 
should thus be taken into account in the pricing. In the 
United States, oil product prices are generally quoted inclu-
sive of duty, and the value can be as high as 5 % of the total 
price [1].

23.6.3  Price Information Sources and Reporting 
Methods for Crude Oils
Because the market operates by mutual agreement between 
the two trading parties of the seller and purchaser, the price of 
the deal is a priori known only to the two parties concerned. 
Thus, because the prices are not reported or governed by an 
independent official body, price transparency is an issue of 
major concern in crude oils and petroleum product markets. 
This is a major disadvantage with using marker crude oils, 
the price of which serves as a reference for market conditions.

To overcome this issue, there are several independent 
publishers and media houses providing information on 
market prices of crude oils and petroleum products. These 
price-reporting agencies of recognized standard oil and gas 
industry journalistic price indices and assessments regu-
larly release reports or journals on market prices or price 
indices. Table 23.8 lists a few examples of reporting service 
providers of such price index data, in which the prominent 
ones are Platts and Argus, along with the methods to estab-
lish the prices [2].

Platts is the first publication service to regularly quote 
international oil prices, beginning in the 1930s. Hence, it was 
the first to be used for pricing formulas based on published 
prices and reigns supreme in the oil-pricing market still 
today. The emergence of the crude oil spot market in the 
1980s witnessed a few new oil price-reporting industry 
journals, notably
• Energy Argus or Petroleum Argus, popularly referred 

to simply as “Argus,” which was used then for fuel oil 
pricing by the former Soviet Union;

• London Oil Report, now known simply as “LOR,” which 
was used then for feedstock prices; and

• Other agencies such as Reuters and Telerate.
The crude oil future markets of NYMEX and IPE have 

also been successful and have captured some of Platts’ domi-
nance of the price-reporting market. Nevertheless, Platts has 
retained the ability of not just reporting but also setting the 
oil market prices, of which such data are widely adopted in 

pricing formulas and other market-related indices. Other 
markets that do not yet have formal futures markets, such 
as jet fuel and fuel oil, can also be influenced by the Platts 
prices because they are also adopted as a basis for the 
thriving swaps markets of these products [1]. Table 23.9 
discusses the salient features of Platts.

Prices assessed by the pricing agencies are established 
in the following terms:
• Grades as given by the respective defined qualities;
• Standard loading or delivery locations or markets (typi-

cally FOB or CIF); and
• Delivery time, in which the price assessments or “quotes” 

are published daily.
Prices quoted in the term deals are based on the price 

assessments that are quoted around or over the agreed 
periods. Prices of unquoted grades and delivery locations 
are provided relative to the standard quotes. These prices 
are estimates made on the basis of the opinions of the 
different operators contacted by these reporting organiza-
tions. Because these data can be manipulated (as is the 
case with any common opinion poll), only transactions 
confirmed by seller and purchaser are reported, although 
this wise precaution does not always obviate the need for 
concern of possible manipulation [2].

It is noteworthy that agencies publishing daily (or 
even hourly) price reports continue to be very influential, 
although pricing mechanisms may not always be based on 
published prices. That power has been reduced somewhat 
by the regulated and visible futures exchanges and options 
contracts, but these are available only for a more limited 
range of crudes and oil products.

23.6.4  Types of Pricing Agreements
The imperative part of a crude oil deal is the price negotia-
tion; hence, due emphasis to the type of pricing agreement 
is pertinent. Agreements in deals for purchasing and selling 
of crude oils and products generally conform to one of the 
classifications presented in Table 23.10 in accordance with 
Incoterms (International Commercial Terms) of the Inter-
national Chamber of Commerce (ICC) [24]. A cargo mainly 
undergoes an FOB or CIF transaction.

23.6.5  Crude Oil Pricing Mechanisms
The price of crude oils in a transaction is essentially deter-
mined through an agreement between the trading parties 

tAble 23.9—salient features of Platts As an example of Price data Publisher
feature of Platts type of data Published by Platts

	• The	almost	universal	reference	for	term	and	spot	deals,	but	
open	to	manipulation

	• Reporters	monitor	prices	by	contacting	operators	in	the	zone	
over	the	telephone	and	asking	crudes	and	products	price	
levels	for	deals	made	during	a	particular	day

	• Publishes	daily	market	report	assessment	of	oil	prices	on	the	
basis	of	transactions	on	the	previous	day	on	every	late	evening	
of	the	business	day	in	Singapore,	London,	and	New	York

	• Publishes	via	Internet	(including	bulletin	boards),	hard	copies,	
telex,	fax,	and	dedicated	landline	to	screens

	• Publishes	a	price	bracket	for	a	certain	crude	(i.e.,	a	low	
quotation	[Platts	Low]	and	a	high	quotation	[Platts	high]—
average	of	these	two	prices,	termed	as	“Platts	Mean,”	is	often	
used	as	reference	price

	• Fixed	prices	and	differentials	of	crude	oils	(e.g.,	Platts	Crude	
Oil	Marketwire)	and	petroleum	products	(e.g.,	Platts	Oilgram	
european	Marketscan)

	• Daily	quotations	of	price	range	assessments	for	spot	and	
forward	markets

	• Information	on	market	developments	and	relevant	events
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comprising the purchaser and the seller. The two main 
pricing approaches are (1) unilateral fixed pricing and 
(2) market-related floating pricing of absolute and differen-
tial crude oil prices, under which there exist several varia-
tions of mechanisms practiced or available for adoption as 
elaborated in Tables 23.11 and 23.12. The price of crudes 
may be determined by a particular mechanism or a certain 
combination of them, and it may include a margin taken by 
the trader acting as the intermediate party. In general, the 
most common mechanisms today are posted pricing and 
formula-based pricing [1−3].

23.6.5.1  FLOATING	ABSOLUTe	PRICING	
MeChANISM
Transactions at fixed prices become more problematic 
because of increasingly volatile crude prices and uncertain 

cargo values when lifting (or offtaking) from inventories, 
loading, or discharge. Hence, purchasers and sellers are 
dissuaded from selling cargoes at fixed prices too early 
before loading. However, at the same time, it is undesirable 
not to conclude price decisions so as to avoid distressed 
positions due to price fluctuations that result in an “open” 
position of being susceptible to be forced to contend with 
accepting prices other than normal market rates. These 
have given rise to “floating” pricing mechanisms in con-
cluding deals that better reflect market conditions when a 
cargo is actually moved. Market conditions are usually rep-
resented based on published prices, in which parameters 
to define prices related to market conditions in a deal are 
as follows:
• Pricing publication source(s) to determine the refer-

ence prices,

tAble 23.11—unilateral fixed Absolute Pricing Mechanism of crude oil by Purchaser, seller, or 
regulatory body [1,25]
Official/Government	
Selling	Pricing	(OSP/GSP)

	• Introduced	in	1973	by	producing	countries	taking	over	price-setting	from	the	major	oil	companies
	• Linked	to	spot	prices	via	formulas
	• Still	adopted	in	countries	such	as	Malaysia,	but	no	longer	relevant	in	most	other	cases

Posted	pricing 	• Introduced	during	an	era	of	concession	agreements,	mainly	to	calculate	royalties	because	minimal	
intercompany	trade	existed

	• Typically	set	by	producer	(seller),	often	based	on	formula
	• Becomes	OSP/GSP	if	set	by	NOC
	• Countries	with	regulated	mogas	price	(e.g.,	Malaysia)	have	same	posted	prices	at	all	pump	stations	

throughout	a	country—companies	would	fix	prices	of	crudes	and	products	ex-refinery
	• U.S.	law	requires	every	refinery	to	post	price	at	which	it	will	purchase	crude	oil	at	refinery	gate—these	

prices	fluctuate	daily	based	on	market	and	between	refiners	who	place	different	values	for	each	crude	
depending	on	circumstances	(which	mainly	involve	plant	operations)

	• A	seller	may	have	a	cargo	to	be	sold	at	average	of	all	posted	prices	plus	quality	differential,	but	a	
purchaser	may	prefer	to	exclude	posted	prices	of	two	refiners	considered	not	representative	of	market;	
therefore,	the	final	price	is	agreed	upon	based	on	a	more	limited	number	of	available	posted	prices

Wholesale	pricing 	• Price	in	europe	at	which	road	tanker	can	purchase	fuel	when	loading	from	refinery	or	depot
	• Known	as	“rack	price”	in	the	United	States	because	road	tanker	will	be	driven	to	a	“rack”
	• Quoted	in	local	currency	by	many	pricing	organizations;	has	good	coverage	in	United	States
	• Price	is	specific	to	cargo	quality	and	location;	therefore,	a	country	may	have	many	different	wholesale	

prices	for	a	particular	oil	quality

tAble 23.10—common types of deals in crude oil trading in terms of transport obligations, 
costs, and risks
type of pricing deal Attribute

FOB:	free	on	board 	• Price	of	cargo	available	at	loading	port	(e.g.,	Ras	Tanura,	Saudi	Arabia;	Yokohama,	Japan;	Miri,	
Malaysia)

	• Ownership	of	cost	and	risk	transferred	when	goods	pass	permanent	hose	connection	of	
loading	tanker

	• Shipment	port	is	named
	• Purchaser	responsible	for	carriage,	insurance,	and	freight	costs

CIF:	cost,	insurance,	and	freight 	• Price	of	cargo	delivered	to	discharge	port	(e.g.,	New	York;	Yokohama;	Rotterdam,	Netherlands)
	• Seller	(producer)	responsible	for	carriage,	insurance,	and	freight	costs
	• Ownership	transferred	at	tanker’s	permanent	hose	connection	at	loading	port

CFR:	cost	and	freight 	• Destination	port	is	named
	• Seller	responsible	for	carriage	and	freight	costs

Outturn 	• Seller	agrees	to	deliver	certain	quantity	into	purchaser’s	tankage
	• Ownership	transferred	at	discharge	flange
	• Payment	due	on	quantity	received
	• very	infrequently	adopted,	possibly	for	spot	deals	(e.g.,	distressed	cargoes)

Source:	Table	modified	after	[24].

AST-MNL58-11-0801-023.indd   586 3/12/13   3:29 PM

 



	ChAPTeR	23					n					trAding, Pricing, And vAluAtion of crude oils And PetroleuM Products	 587

tAble 23.12—Market-related floating Pricing Mechanism of crude oil [1,10,25,26]
Fixed	differential	to	published	
pricing

	• Transaction	using	published	prices	of	only	one	day	(e.g.,	BL	date):
	• e.g.,	concluded	based	on	mean	of	the	means	of	Platts	and	Argus	high	and	low	quotations	for	

CIF	fuel	oil	NWe	as	quoted	on	BL	date	plus	fixed	differential	with	premium	of	$1/t
	• Parties	are	open	to	two	possibilities:	(1)	one	off-price	increases	or	decreases,	or	(2)	scope	for	

manipulating	published	(i.e.,	payable)	price
	• To	minimize	these,	use	a	distribution	of	published	prices,	e.g.,	mean	of	published	prices	on	BL	

date	and	2	working	days	before	and	ahead	of	BL	date	(i.e.,	mean	of	five	reported	prices	from	
each	publication)

	• Typical	practice	is	to	use	mean	of	11	published	prices	(i.e.,	on	BL	date	and	±5	working	days)
	• Transactions	using	published	prices	based	on	mean	of	the	means	use	quotes	from

	• Different	agencies	(e.g.,	50:50	split	of	Platts	and	LOR	for	a	certain	marker	crude)
	• Different	agencies	but	on	oil	products
	• Other	crudes	(especially	those	commonly-traded)
	• Different	deals	on	oil	products	(e.g.,	CIF	gas	oil	cargoes	North-West	europe	[NeW])
	• Combinations	of	above	(e.g.,	based	on	other	crudes	and	oil	products)

	• Over	half	of	internationally	traded	crudes	are	quoted	at	differential	to	Brent	marker	crude	
because	it	is
	• Most	widely	traded	in	international	oil	markets,	thus	sufficiently	transparent	to	be	a	valid	

benchmark
	• Of	generally	consistent	quality	that	does	not	vary	significantly	over	time
	• Considered	a	reliable	supply	sourced	from	a	politically	stable	region.
	• Any	change	in	the	differential	to	Brent	for	a	certain	crude	will	reflect	relative	market	interest	

in	that	crude	compared	with	Brent

Formula	pricing 	• Introduced	by	Saudi	Aramco	(Saudi	Arabian	NOC	and	world’s	largest	oil	company)	after	their	
unsuccessful	netback	pricing	system

	• Uses	a	mathematical	formula	to	price	a	crude	oil	cargo	over	a	fixed	number	of	specified	published	
prices	(including	IPe	futures)	quoted	as	differential	to	spot	market

	• Considers	varying	prices	into	regional	markets
	• Component	values	in	formulas	are	negotiated	between	trading	parties
	• Relates	to	commonly	traded	crudes
	• e.g.,	netback	formula:	values	theoretical	product	yields	from	crude	at	a	specific	end-use	location	

with	subtractions	to	cover	profit	margins	and	costs	(operating,	transport,	and	others),	hence	
“netbacks”	crude	price	to	point	of	origin

	• Mainly	used	by	OPeC	generally	only	for	difficult-to-market	crudes

Fixed	differential	to	futures	
pricing	

	• Parties	must	agree	on	the	following	as	pricing	formula	basis	when	concluding	deals:
	• Fixed	differential	to	market	futures	prices
	• Method	to	determine	absolute	futures	prices—parties	normally	agree	on	last	traded	price	

displayed	on	futures	screen	or	settlement	price	of	given	futures	contract	at	close	of	business	on	
BL’s	date

	• Date	(time)	at	which	agreed	pricing	formula	is	valued
	• Trigger pricing:

	• A	deal	in	which	seller	usually	grants	purchaser	with	right	to	elect	timing	to	fix	(“trigger”)	
agreed	differential	price	of	cargo	(or	part	of	cargo	in	smaller	lots)

	• Recent	popularity	has	declined	because	of	recognized	opportunity	for	either	party	
to	manipulate	marker	price	ahead	of	pulling	the	trigger,	but	still	used	under	certain	
circumstances

Formula-based	pricing	for	
floating	differential	to	
published	or	futures	pricing

	• extension	of	trigger	pricing	involving	formula	agreed	between	purchaser	and	seller	to	calculate	
differential	to	published	or	futures	prices	rather	than	fixed	differential

	• e.g.,	price	a	cargo	at	Platts	published	differential	of	relevant	grade	to	Brent	on	BL	date	(or	use	IPe	
futures	prices	for	Brent)

exchange	of	futures	for	
potential	(eFP)

	• Now	popular	other	extension	of	trigger	pricing,	as	is	its	swaps	equivalent	known	as	eFS	(exchange	
of	futures	for	swaps)

	• A	physical	crude	cargo	is	sold	to	purchaser;	in	return,	purchaser	transfers	ownership	of	some	
futures	contracts	to	seller	for	a	value	equivalent	(or	as	close	as	possible)	to	traded	physical	volume

	• Trading	parties	either	use	or	create	existing	futures	positions,	rather	than	published	futures	prices,	
to	match	exposure	on	physical	market

	• Cost	to	purchaser	and	seller	can	be	different	because	each	party	can	place	associated	futures	
positions	at	different	times

	• Parties	must	agree	on	the	following	when	concluding	deals:
	• Differential	physical	price	to	futures	contracts	price,
	• Futures	contracts	value	at	agreed	time	of	ownership	transfer,	and
	• Date	for	valuation	of	physical	price	and	futures	contracts.

(Continued)
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• Market (e.g., barges FOB Amsterdam–Rotterdam–
Antwerpen),

• Grades (e.g., diesel 10 ppm),
• Date(s) of assessment related to calendar or specific 

event (e.g., loading date), and
• Discount or premium compared to the reference prices.

In the last 20 years, this method has emerged as the 
primary pricing mechanism with the introduction of paper 
instruments. It has become increasingly sophisticated and 
complex, especially in forward markets with pricing mecha-
nisms increasingly separated from physical oil.

23.6.5.2  FIXeD	AND	FLOATING	PRICING	
DIFFeReNTIALS	MeChANISM
Many trading arrangements adopt differentials or price 
variations to certain published prices. Agencies such as 
Platts publish differentials on the basis of market condi-
tions for crudes and oil products. Floating differentials or 

“floats” are linked to agreed quoted prices or the average of 
a set of published quotations until the prices become fixed 
based on the terms and timing agreed between involved par-
ties, usually around the time vessels are loaded or discharged. 
Fixed differentials do not depend on market conditions (e.g., 
agreed fixed magnitude of 10 cents more than Platts prices) 
whereas floating differentials vary according to market con-
ditions as based on certain formulas, which could involve 
spot or futures prices. Term supplies could still be agreed 
upon for extended periods, but cargo prices would vary 
based on the market at loading or discharge time. The floats 
are typically the average of prices for an agreed period (e.g., 
on or around the actual loading date as given in BL in an 
FOB sale or on the discharge date or delivery day or month 
average given in the Notice of Readiness [NOR] in a CIF 
sale). Hence, a wide variety of formulas are available as 
trading parties attempt to protect themselves against price 
fluctuations after concluding agreements, as further detailed 

tAble 23.12—Market-related floating Pricing Mechanism of crude oil [1,10,25,26] (continued)
	• Advantage:	allows	two	parties—one	with	long	futures	contracts	(long	oil)	and	another	with	short	

futures	contracts	(short	oil)—to	strike	deals	in	which	both	share	same	views	on	where	market	is	
heading

Basket	pricing 	• Adopts	a	basket	of	price	quotes	to	avoid	overdependence	on	prices	of	crude	markers	or	oil	
products	vulnerable	to	manipulations

	• e.g.,	Dated	Brent	cargoes	with	fixed	loading	date	could	be	squeezed	if	a	trader	buys	all	available	
physical	Brent	cargoes	and	then	raises	the	price	artificially—to	avoid	this,	crudes	are	priced	based	
on	average	of	dated	Brent,	Forties,	and	ekofisk

	• Mainly	used	in	transactions	involving	producers	rather	than	spot	markets,	e.g.:
	• OPeC	basket	(OPeC’s	own	reference	price)
	• U.S.	importers	of	West	African	crudes	sometimes	use	diverse	pricing	baskets	to	ensure	that	

geographical	supply	dislocations	in	an	area	(due	to	geopolitical	instability)	will	not	affect	
prices	in	another

	• extension	includes	agreement	on	percentage	for	applying	each	published	price,	e.g.,	to	price	
vacuum	gas	oil	feedstock	as	percentages	of	gasoline	plus	gas	oil	quotations	on	BL,	with	total	
percentages	not	necessarily	100	%

	• Feedstock	and	chemical	components	are	often	priced	this	way	because	these	more	specialized,	
less-traded	(hence	less	transparent)	products	are	not	quoted	in	absolute	terms	by	published	prices

Formal	panel	pricing Crudes	in	Far	east	markets	are	commonly	priced	in	relation	to	widely	adopted	pricing	panels,	notably	
APPI	prices	that	have	the	following	attributes:
	• Panel	members	are	key	market	participants	comprising	active	producers,	refiners,	and	traders
	• Used	to	calculate	official	Indonesian	crude	prices	by	its	NOC,	PeRTAMINA,	and	subsequently	used	

to	price	term	sales	and	assess	upstream	tax	owed	by	producers
	• Members	supply	prices	weekly	for	local	crudes	(from	Indonesia,	Malaysia,	China,	and	Australia)	

and	key	imported	grades	(e.g.,	Dubai,	Oman,	and	Murban)
	• Prices	submitted	to	an	independent	agent	(e.g.,	the	international	accounting	firm	KPMG)	are	

averaged	after	excluding	highest	and	lowest	prices	for	publication	on	every	Thursday
	• Two	major	inadequacies:

1.	 Less	useful,	especially	during	volatile	market	conditions	because	published	weekly	compared	
with	daily	reports	of	Platts	and	Argus

2.	 Restricted	composition	of	panel	membership
	• Generally	lower	than	spot	prices;	hence,	spot	transactions	are	often	concluded	at	APPI	prices	plus	

premium
	• Similar	to	refiners,	producers	are	also	interested	to	keep	APPI	prices	low	because	upstream	taxes	

are	based	on	them
	• Suggested	for	adoption	in	europe	but	with	low	response	because	europe	continues	to	depend	

heavily	on	Platts

Contract	pricing 	• Also	called	“term”	pricing	because	negotiated	in	term	contracts
	• Any	factor	is	applicable,	particularly	formulas	linked	to	spot	markets
	• Typically	involves	several	large-volume	cargoes	for	3	months	to	1	year
	• Not	monitored	by	price	reporters

Spot	pricing	(or	cash	pricing) 	• Quoted	daily	by	standard	journals,	particularly	the	key	industry	reference	Platts
	• Involves	prompt	loading	and	typical	delivery	window	of	2–25	days
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in Tables 23.11 and 23.12, with some examples of pricing 
mechanisms in the East markets presented in Table 23.13.

On the basis of the historical review presented, the trad-
ing approaches of purchasing and selling currently used in 
the oil business can be categorized into two major ranges 
of arrangements for crude oil and petroleum products. As 
compared in Table 23.1, these commercial transactions are 
term contract sales (or supplies) and spot contracts. How-
ever, in most situations today, the absolute crude oil price 
is established by spot prices based on marker crude oils.

23.6.6 Concluding Remarks on Crude Oil Pricing
Fixed-price deals work well when prices are reasonably 
constant. However, price volatility due to supply disruptions 
and political situations has prompted trading parties to 
recognize that fixed prices may be very different from 
market prices at lifting time, hence the development of the 
more flexible floating pricing mechanisms, which rules out 
situations of a substantially lower fixed selling price agreed 
upon earlier at delivery time and a substantially lower spot 
market price than an agreed upon earlier fixed buying price. 
As paper trading has developed and market liquidity has 
grown, oil has increasingly been treated as a standardized 
commodity, implying that discussions between parties 
need only focus on the price or pricing mechanism and 
the timing. Independent pricing services have also greatly 
increased market transparency, making it somewhat easier 
to gauge the oil market price. However, much of the traded 
oil is not of standardized lots but varies chiefly in quality, 
quantity, timing, and location. Such cargoes must be accu-
rately valued relative to the standardized grades quoted by 
the pricing services before the floating formula based on 
published prices can be used effectively. At the same time, 
there is movement to intensify the use of IPE Brent futures 
prices that many companies now increasingly regard as 
more representative of actual market prices. Despite the 
trend toward floating pricing, end users may still need fixed 
pricing to ascertain their feedstock costs over a certain 
period and this has led to the emergence of swaps. In the final 

analysis, the ultimate cargo price in a transaction still boils 
down to the agreement between the trading parties [1,2].

23.7  PetroleuM Product trAding, Pricing, 
And vAluAtion
Pricing of refined petroleum products is more varied that 
that of crude oil and thus may be relatively less exact. Its 
market volume is often smaller than that for crude oils. 
Many oil product markets are often determined from a 
single spot price quotation.

For countries with an unregulated market, product 
prices depend generally on the regional or local supply-
demand balance. Thus, most countries’ domestic prices are 
determined by regional product prices and local govern-
mental policy. However, in practice, the prices are based 
on published prices (typically Platts) of the nearest world 
market as quoted by region. Because products must be 
shipped to and from the country and from and to the 
notional market for which the price quotations are valid, 
the associated freight cost is also significant. Product prices 
frequently follow crude oil market movement, which helps 
to keep crude and product prices within a reasonable range 
of each other as fluctuations occur [2].

23.7.1  Pricing of Petroleum Products
A refinery is constantly faced with the need to estimate the 
cost of materials to buy or the value of goods and services 
to sell to evaluate and compare available refining options. 
These goods and services sometimes have an established 
price resulting from market forces outside of the refinery’s 
control. A refinery often has to cost or value goods com-
prising feedstock, intermediate streams, and products with 
nonstandard quality for which no suitable price reference 
is available. In such cases, a refinery needs to use suitable 
costing and valuation techniques to systematically consider 
the major factors, as listed in Table 23.14, that influence 
product values to estimate the value and ultimately the 
price of products on the basis of accepted standards [1].

tAble 23.13—examples of Pricing Mechanisms in the east Markets (unless 
otherwise stated)
crude oil
type

Price
Publisher

example of formula used in the east (unless otherwise 
stated)1 Period of Prices Quoted

Arabian	Light	(ALC) Platts 	• Into	europe:	Dated	Brent	−	$1.80/bbl
	• Into	United	States:	WTI	−	$2.00/bbl
	• Into	east:	(Oman	+	Dubai)/2	+	(OSP	premium)

(Note:	OSP	premium	is	typically	$0.30/bbl)

Average	of	daily	prices	quoted	
over	1	month	(i.e.,	monthly	
average)

Iranian	Light	(ILC) Platts
1
2
( ) ( )Oman Dubai OSP premium+ + Monthly	average

Malaysian	crudes APPI Tapis	+	(OSP	premium) Monthly	average

Bach	ho	(vietnamese	crude) Platts,	APPI 50
50

%
%

( )
Minas Platts
Minas APPI

market premium+ 3	weeks	around	BL

Australian	crudes APPI Tapis	+	(market	premium) 3	weeks	around	BL

Products Platts MOPS	+	(market	premium) 5	days	after	BL

Jet	fuel Platts MOPS	+	(market	premium) Previous	month	average

Note:	The	crude	oil	type	indicated	represents	the	price	of	a	particular	crude	oil	according	to	the	corresponding	price	publisher.
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23.7.2 Price Information Sources and Reporting 
Methods for Petroleum Products
The published oil product prices represent the estimated 
value at a certain time for a cargo of a standard product of 
known characteristics. The sources and reporting methods 
for product prices are similar to that of crude oil except for 

the qualities considered. In the instance of gas oil, the main 
qualities include tonnage, relative density, sulfur content, 
and cetane index. Table 23.16 lists the benchmark product 
grades with roles similar to that of the marker crude oils. 
These price quotations are far from representative of the 
various products actually traded, which is accounted for in 

tAble 23.15—effects of export-import Parity on Product Pricing
Market situation

In Deficit In Surplus

Recourse	action Market	needs	to	import	part	of	requirements	(because	
structurally	short)

Refiner	needs	to	export	part	of	product	make	
(because	structurally	long)

Refinery	gate	price	
(RGP)	=	breakeven	price

	• CIF	=	maximum	price	for	domestic	spot	sales	(because	
imports	have	to	be	transported	to	utilizing	market)

	• Achieves	import	parity

	• FOB	=	minimum	price	for	domestic	spot	sales	
	• Achieves	export	parity

Refiner’s	position Strong Weak

Disadvantage Importer	might	not	be	able	to	sell	at	the	CIF	price	
because	competing	seller	would	offer	a	lower	price

Buyers	in	the	domestic	market	can	force	
down	RGP	because	the	refiner	will	prefer	any	
increment	above	FOB	price	instead	of	exporting

Remark It	is	desirable	to	be	self-sufficient	in	meeting	market	demand;	otherwise,	exposed	to	high	freight	cost	
(except	term	contract	with	fixed	price)

tAble 23.14—factors determining Pricing of Petroleum Product
factor example

Market	prices,	forces,	and	structure Spot	crude	prices	based	on	publications;	supply-demand	over	time;	price	differentials	
(arbitrage);	perceptions;	seasonality;	prompt	market	conditions;	storage,	
transportation,	and	refining

Supply-demand	balance export–import	parity	(see	Table	23.15	for	more	explanation)

Other	economic	factors 	• Supply:	crude	reserves,	stock	levels,	and	inventories;	OPeC	and	non-OPeC	crude	
production;	imports-exports;	infrastructure	and	supply	flexibility;	shipping	
availability	and	cost;	strategic	petroleum	reserves

	• Demand:	weather,	climate	(season),	refinery	margins	and	operating	levels,	
refinery	turnarounds,	product	stock	levels,	product	prices,	interfuel	economics

Crude	oil	quality 	• Lighter	crude	has	higher	refinery	gate	value
	• Sources	of	quality-related	costs:

	• Need	for	purchasing	expensive	components
	• Treating	costs
	• Unit	conversion	limitation
	• Blending	component	restrictions
	• Blending	margins	and	quality	giveaway

Alternative	supplies	of	other	products	
(besides	crude)	to	meet	the	same	objective

	• Alternatives	for	chemical	feedstock	(e.g.,	for	ethylene	cracker	feed:	natural	gas,	
LPG,	naphtha,	or	gas	oil)

	• Alternatives	for	power	generation	(e.g.,	natural	gas	or	coal)

Alternative	purposes	that	product	can	be		
used	for

	• Naphtha:	as	reformer	feed	or	chemical	feedstock
	• LPG:	as	automotive	fuel,	chemical	feedstock,	or	refinery	fuel
	• Kerosine:	as	jet	fuel,	gas	oil	component,	or	fuel	oil	diluent

Cost	of	all	necessary	processing	steps	to	bring	
product	to	recognized	standard	specifications

Grade	differential	based	on	quality	premium	(e.g.,	crude	heaviness	sulfur	content,		
and	RON)

Storage Type	of	facility	and	size	(volume)

Product	characteristics Key	specification	issues,	price	drivers

Subjective	considerations Preferred	brands,	trade	names,	fashion,	or	images

Political	factors Geopolitical	risks,	terrorism	activities,	sanctions,	civil	unrest,	OPeC	policies,	labor	strikes

Other	factors Trading	activities,	market	speculations,	news	and	rumors
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a cargo’s agreed upon selling price in terms of its differen-
tial from an agreed upon quotation. The differential or 
adjustment factor accounts for the quality, tonnage, transport 
method, and other aspects relevant to a commercial trans-
action. For some products, there are three price quotations 
depending on whether shipment is by cargo or barge and 
whether the price is of FOB or CIF [2].

23.8  costs And econoMics in PetroleuM 
refining industry
The two essential types of costs are operating costs and 
capital costs. The breakdown of these two cost components 
largely depends on the intended use, and all costs and values 
must be derived based on market prices and operating 
costs. Operating costs can be categorized as fixed or vari-

able, and most components are somewhat between the two 
categories. For example, many fixed costs have some form 
of relationships to the throughput, which potentially varies 
(e.g., labor), whereas many variable costs have some fixed 
components (e.g., power). Even so, costs can be practically 
treated as purely fixed or purely variable without degrading 
the estimated values. Table 23.17 further discusses their 
major features. For accounting purposes, direct and indi-
rect costs are mainly recorded as averages by cost elements 
and cost centers whereas for economic evaluations the 
potential for cost variabilities is the main concern. In addi-
tion, transfer price is the price at which products are “sold” 
by the separate functions of manufacturing to marketing at 
the refinery gate to assess each sector’s profitability—it is 
also important for a joint-venture-owned refinery [27].

23.8.1 Operating Costs of Manufacturing
23.8.1.1	 RAW	MATeRIAL	SUPPLY	COST	OF	CRUDe	
OIL	DeLIveReD
Raw material supply cost refers to the total cost incurred 
by a refinery to get the desired products into the product 
storage tanks. It is the total “in-tank” cost associated with 
the purchase of crudes and feedstock that includes blending 
additives but excludes fuel purchases. The transportation 

tAble 23.16—benchmark Product 
grades
	• NWe	gas	oil
	• New	York	harbor	gasoline	and	heating	oil
	• Singapore	fuel	oil
	• ICe/NYMeX	futures

tAble 23.17—Major features of refinery capital and operating cost
cost type feature

Capital	costs 	• For	purchasing	of	major	process	units	and	equipment
	• Major	concern	is	on	profitability	of	potential	investment,	either	for	ranking	of	alternatives	or	comparison	to	a	

yardstick

Operating	costs Cover	all	costs	related	to	production,	distribution,	and	marketing	of	goods

Fixed: 	• Constant	with	time
	• Do	not	depend	on	production	or	activity	level
	• A	portion	can	be	related	to	process	units	(e.g.,	maintenance	and	direct	labor);	others	are	

miscellaneous	overheads

variable: 	• highly	dependent	on	the	production	level
	• Largely	defined	by	process	chemistry	and	technology
	• Can	be	calculated	and	shown	at	the	equipment	level,	operating	unit	level,	or	refinery	level
	• Typical	items	are	fuel,	purchased	utilities,	and	additives

figure 23.2—Components	of	the	supply	(delivered)	cost	of	landed	crude	oil	price.
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involved is mostly through shipping, in which a cargo may 
be purchased on the basis of FOB or CIF. Supply cost is by 
far the largest refinery cost item, representing almost 90 % 
of total refining costs, with Figure 23.2 explaining its typical 
components and Table 23.18 its primary features.

23.8.1.2	 OTheR	COMPONeNTS	OF	
MANUFACTURING	OPeRATING	COSTS
There is no single universal definition or classification of 
whether a cost component is variable, fixed, direct, or over-
head costs. The status of a cost component likely depends 
on the specific problem in terms of the range of variation, 
time frame, and other factors. Table 23.19 provides some 
general guidelines on the cost components [28].

23.8.2 Capital Costs of Manufacturing
The cost of establishing new refineries or adding major 
conversion technologies varies mainly according to the 
associated refining capacities or sizes. Table 23.22 pro-
vides the capital costs for individual process units consis-
tent with the crude distillation unit capacities of 50, 100, 
and 200 kbbl/day [29]. Although the scaling coefficient 
of 0.65 actually varies according to unit complexity, it is 
generally valid for small capacity changes. Accordingly, 
costs for intermediate capacities may be estimated as 
follows:

 intermediate capacity cost base cost($ ) ($/′ =000 bbpd)

 × ×


base capacity bpd
new capacity
base capacity

( )





0 65.

 (23.1)

 

intermediate capacity cost bpd

intermediat

($/ )

= ee capacity cost
new capacity

($ )′000  (23.2)

These data may also provide a sense of magnitude on 
the cost of upgrading existing refineries by adding new 
process units (e.g., fluid catalytic cracking [FCC] unit or 
hydrocracker).

Note that the figures in Table 23.22 have an accuracy of 
approximately ±50 %. These figures are only the equipment 
cost and not the total installed cost; therefore, they are the 
same regardless of the location where the equipment is 
manufactured. This is especially because procurement is a 
global business in which the decision to procure equipment 
mainly depends on which equipment manufacturer could 
offer the best deal rather than the location where the equip-
ment is manufactured. However, the total installed cost at 
a particular site would be different because of a myriad 
of factors, which include location. Note also that the cost 
reported is the same whether it is reported in weight basis 
(e.g., $/t) or in volume basis (e.g., $/bbl). The figures are 
also independent of the currency because the equipment 
cost remains the same.

23.8.3	 Refinery Profit Margins and Costs
The term “margin” as it is used in our context simply 
means “difference,” and refinery profit margins refer to 
the difference between product values or prices and crude 
oil cost. That difference is more significant and meaning-
ful to a refiner than the absolute price level of crudes and 
refined products. Refinery profit margins depend on which 

tAble 23.18—Primary features of components of supply (delivered) cost of landed crude 
oil Price
component of crude 
oil supply cost Attribute

Freight 	• vary	in	large	magnitude	reflecting	market	situation
	• Typically	expressed	in	per	ton	of	cargo
	• Negotiable	(in	principle)	for	each	cargo	based	on	industry	standard	references:

	• Worldscale	(of	Worldscale	Association):	annually	updated	list	of	freight	rates	for	standard	voyages	
between	any	two	ports	in	the	world

	• AFRA	(Average	Freight	Rate	Assessment;	of	London’s	Tanker	Brokers	Association):	monthly	market	
assessment	of	the	last	month	for	each	ship	class	(classified	by	size)

	• Basis	is	tanker	nominal	freight	scale
	• Standardization	refers	to	ship	type	and	route	(if	applicable)	for	a	round	trip	with	cargo	on	one	leg	only	

(i.e.,	single	journey)
	• Rates	quoted	in	terms	of	100	points	of	Worldscale	(indicate	percentage	of	applicable	standard	rate)
	• Special	premium	can	be	charged	for	exceptional	situations	(e.g.,	sailing	into	war	zones)
	• In	addition	to	agreed	freight,	the	charter	party	(i.e.,	transport	contractor)	always	includes	a	clause	to	

compensate	the	ship	owner	for	demurrage	costs	if	the	ship	is	made	to	spend	more	than	the	agreed	upon	
time	for	a	loading-unloading	operation

Demurrage	costs Compensation	to	ship	owner	if	ship	is	made	to	spend	more	than	the	agreed	upon	time	for	a	loading-
unloading	operation	(always	included	by	charter	party)—can	involve	significant	amount

Working	capital 	• Crudes	are	largely	acquired	via	FOB	deals	with	number	of	credit	days	starting	to	run	from	BL	date
	• Can	result	in	positive	or	negative	value	on	the	basis	of	required	transport	time

Port	dues	and	other	
local	handling	costs

Includes	costs	of	inspection,	heating,	trading,	pipelines,	terminals,	etc.

Ocean	oil	losses 	• Quantity	measured	at	loading	port	serves	as	payment	basis	in	most	cases
	• Ocean	losses	refers	to	difference	in	quantity	actually	received	(resides	in	tanks)	that	is	less	due	to	various	

reasons	(e.g.,	evaporation,	left	as	tank	bottoms,	or	incorrectly	measured	water	when	loading)
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products are made and, by extension, typically benefit from 
falling crude oil prices.

Refinery margins can be defined in multiple ways as 
delineated in Table 23.23, in which each has a useful purpose 
and can be calculated with appropriate refinery and market 
information. To assist the explanation, we consider the 
money flowing in and out of the refining business strictly 
in terms of costs with no explicit regards for a refinery as a 
processing plant.

Standard refinery margins are reported in publica-
tions such as Platts and Petroleum Intelligence Weekly 
(PIW) [30]. These are based on standard yields assuming 

a certain configuration (e.g., hydroskimming or complex 
refinery, with its precise meaning depending on the region 
considered) and operating mode (e.g., “maximum gas oil,” 
which is typical of the European winter season or “maximum 
diesel,” which is attractive for the current market situation 
of Malaysia [at the point of writing].

23.8.4 Effects of Production Rate on Refinery 
Margins and Product Valuation
Tiering of product value occurs whenever an operating 
constraint is encountered and correspondingly results in 
tiered refinery margin, implying that every barrel of oil 
processed does not contribute equally to the refining margin. 
It can be described by a step function representing discon-
tinuity in the cost or value of a feed or product, as shown 
in Figure 23.3. The effects of tiered refinery margin include 
situations in which the most profitable market segment is 
fully satisfied and a plant upgrading is fully utilized.

We consider the processing of the first barrel of crude 
oil in a crude distillation unit as illustrated in Figure 23.4. 
Assume the throughput-related operating cost to be fixed. 
For instance, consider that the CDU processing hits a 

tAble 23.19—other components of Manufacturing operating costs
cost component Attribute

Fuels	and	purchased	utilities 	• Mostly	variable,	although	part	of	refinery	fuel	consumption	is	for	general	purposes	and	as	such	is	
part	of	overheads

	• Fuel	consumption	of	certain	individual	plants	comprises	a	fixed	part	(consumed	as	soon	as	plant	is	
onstream	regardless	of	intake	or	throughput)	and	a	variable	part

Process	materials 	• Mainly	variable,	e.g.,	additives	and	catalysts
	• May	be	fixed,	e.g.,	solvent	inventories	for	extraction	unit

Labor 	• essentially	fixed	unless	involves	major	changes	in	operations	(e.g.,	new	plants,	shutdown	of	
existing	unit,	staff	retrenchment)

	• Table	23.20	lists	its	major	components
	• Depends	on	refinery	and	its	location
	• Partly	direct	(e.g.,	operating	personnel	including	maintenance),	partly	overheads		

(e.g.,	administration)
	• Include	field	operators	through	refinery	manager
	• Include	overtime,	benefits,	and	other	related	costs
	• Cost	per	person	varies	based	on	local	costs	for	a	skill	level
	• Number	of	employees	at	a	facility	varies	widely	by	refinery	configuration	and	related	local	factors
	• Advantage	of	lower	rate	is	often	offset	by	lower	productivity
	• Maintenance	management	is	included	but	direct	maintenance	labor	is	considered	as	

maintenance	cost

Maintenance 	• Table	23.21	lists	its	major	categories
	• Fixed	(at	least	for	short	term)	but	varies	by	process	units
	• Units	with	dirty,	severe	processes	and	solids	handling	are	far	higher	than	mild	processes
	• Typically	estimated	as	fraction	of	unit’s	replacement	cost
	• Units	lacking	sustaining	capital	tend	to	experience	rising	maintenance	costs	over	time
	• Possible	to	reduce	through	careful	management

Royalties 	• Depend	on	license	agreement
	• Typically	include	annual	prepaid	intake,	which	is	either	annual	fixed	cost	or	once-off	lump	sum

Taxes,	insurance,	and	
miscellaneous	costs

	• Fixed	and	depend	on	individual	company	and	country	of	operations
	• Taxes	generally	include	property	tax	but	not	income	or	value-added	taxes
	• Proportion	of	refinery	replacement	cost:	tax	0.1–0.7	%;	insurance	0.2–0.5	%

Miscellaneous	overheads 	• Technical	support	functions:	technology,	engineering,	inspection,	laboratory,	security,	fire-fighting
	• General	support	functions:	finance,	environmental,	information	technology	equipment,	

communications,	human	resource,	medical	services,	site	management,	public	relations
	• Office	expenses	and	service	fees
	• Personnel	expenses:	training,	housing,	recreation
	• 0.5–1.5	%	of	refinery	replacement	cost

tAble 23.20—components of labor costs
	• Refinery	management
	• Operations	supervision
	• Operations	planning
	• environmental
	• Financial
	• human	resources
	• health,	safety,	and	security

	• Project	engineering
	• Maintenance	management
	• Technical	service
	• Information	systems
	• Process	engineering
	• Inspection
	• Laboratory
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thermodynamic constraint of insufficient heating duty in 
the furnace. Then it hits a second constraint on the rundown 
pump that causes the yield of the middle distillate to fall to 
diesel—this will immediately cause the refinery margin to 
be eroded because of the lower price of kerosine compared 
with diesel. If there is insufficient furnace duty to lift the 
products, then refinery margin for every next incremental 
barrel of crude processing will be further reduced. Note 
that with more constraints, the product value will not 
increase—it stays fixed or equal to the previous value or it 
reduces. As depicted in Figure 23.5, the maximum product 
value corresponds to the maximum processing rate, as in 
the maximum crude oil processing rate in the case of a 
CDU. This is the optimal production rate for an incremental 
barrel of processing because operating at a higher rate will 
erode the refinery margin.

tAble 23.21—categories of Maintenance costs
categories of Maintenance costs Attribute

Routine	operating 	• Undertaken	without	interrupting	operations
	• Limited	to	minor	items

Major	turnaround 	• Undertaken	every	few	years
	• Requires	closing	process	units	for	2–8	weeks
	• Opportunities	to	inspect	or	repair	internals	of	major	vessels

Sustaining	capital	investment	costs 	• Capital	expenditures	for	improvements	(capital	replacements)
	• Typically	~2	%	per	year	on	long-term	basis
	• Failure	to	invest	in	this	will	lead	to	long-term	degradation	of	process	units
	• Includes	obligatory	and	profit-driven	projects
	• excludes	refinery	major	expansion	or	revamp	projects
	• Actual	construction	is	typically	timed	with	unit	turnaround

tAble 23.22—capital costs for individual Process units for crude distillation unit capacities of 
50, 100, and 200 kbbl/day [29]

capacity 
(kbbl/day)

cost ($’000/
bbl per day)

capacity 
(kbbl/day)

cost ($’000/
bbl per day)

capacity 
(kbbl/day)

cost ($’000/
bbl per day)

Atmospheric	distillation	unit 50 925 100 825 200 650

vacuum	distillation	unit 25 1,150 50 725 100 575

Catalytic	condensation	unit 0.3 20,000 1.6 11,000 2.3 9,750

Naphtha	hydrotreater 13 1,250 26 1,000 47.5 750

Kerosine	hydrotreater 5 4,750 8 3,500 18 1,750

Diesel	hydrotreater 18 1,750 38 1,250 55 1,000

Gas	oil	hydrotreater 1.5 6,000 3 4,750 6 3,500

Catalytic	reformer 12 3,500 24 3,000 46 2,500

FCC 17 4,500 34 3,250 68 3,000

hydrocracker 17 12,500 34 10,000 68	 8,000

Coker	(includes	delayed	coker) 5 10,750 9 8,750 18 6,750

Alkylation	unit	(hydrofluoric-
acid-based)

0.7 25,750 4 18,500 10.6 8,000

visbreaker 2.2 5,000 4.5 4,250 9 3,500

hydrogen	production	unit	(in	
t/day)

0.06 1,250,000 0.13 950,000 0.25 757,500

Sulfur	recovery	unit 0.08 657,500 0.33 400,000 0.64 317,500

figure 23.3—Tiering	of	product	value	based	on	the	processing	
margin	for	incremental	throughput.	Note	that	the	horizontal	
axis	represents	rate	(typically	throughput	rate	[in	bbl/	time,	
e.g.,	kbbl/day]).	Product	value	on	the	vertical	axis	is	given	by	
gross	product	worth	(GPW)	less	feedstock	(i.e.,	crude	oil)	cost	
and	less	operating	cost.
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tAble 23.23—calculations of refinery Margins
definition of
refinery Margin Attribute

Product	yields 	• Depend	on	refinery	configuration
	• highly	sophisticated	linear	programming	(LP)	model	computer	programs	are	used	as	decision	

tools	to	determine	the	optimal	refinery	operation	mainly	on	the	basis	of	crude	assay	and	
product	yields	and	prices
	• LP	incorporates	mathematical	representations	of	each	step	in	refining	processes
	• Refineries	have	many	alternative	ways	to	operate	from	which	the	operator	must	choose	only	

one	that	is	optimal	economically	and	operationally
	• Product	yield	is	one	of	the	many	decision	outputs	from	an	LP	model	by	considering	

parameters	of	all	operating	conditions

+	Proceeds	or	gross	product	
revenue	(GPW)

	• Weighted	sum	of	products	from	crudes
	• Products	are	sold	to	customers	at	spot	price	and	transfer	price	by	considering	export–import	

parity	and	other	factors
	• At	any	rate,	refinery	receives	a	“netback”	with	the	total	for	the	considered	period	forming		

the	GPW

	−	Supply	cost	of	crude	oil	
delivered

Total	“in-tank”	cost	associated	with	purchase	of	crudes	and	feedstock

=	hydrocarbon	margin 	• Refineries	use	part	of	their	own	hydrocarbon	intake	as	possible	energy	source	except	for	
purchased	electricity

	• In	mass	terms,	less	products	are	sold	than	feeds	purchased
	• Crude	cost	should	be	on	delivered	basis,	but	may	be	FOB	in	certain	cases
	• Includes	fuel	cost
	• The	margin	often	quoted	in	the	press
	• very	rough	guide	to	refining	industry	strength

−	Other	variable	Operating	
Costs

	• Includes	purchased	utilities,	additives,	catalysts,	chemicals,	and	royalties	in	addition	to	other	
internal	energy	costs

	• vary	with	crude	processing	rate,	e.g.,	fuel

=	Gross	Refinery	Margin	(GRM)	
(or	variable	Refinery	Margin)

	• Includes	all	variable	costs
	• Must	be	positive	on	incremental	crude	processing	
	• Used	for	crude	price	differentials	in	spot	market	for	analysis	of	incentive	to	process	incremental	

barrel	of	crudes

−	Fixed	Operating	Costs 	• excludes	financing,	interest	payments,	and	stock	effects

=	Net	Refinery	Margin	(NRM) 	• Includes	all	operating	costs	but	excludes	capital	(financial)	costs	and	stock	effects)
	• “Current	cost	of	supply”	margin
	• No	depreciation	and	working	capital
	• For	monitoring	industry	profitability	trends
	• Used	by	producers	to	monitor	actual	customer	profit	levels	and	baseload	economics	for	

negotiations
	• Must	be	positive	on	average	in	long	term	to	stay	in	business

*Note:	In	certain	publications	and	companies,	the	term	“gross	refinery	margin”	does	not	subtract	variable	costs,	most	likely	because	a	good	sense	of	what	
constitutes	that	cost	component	(of	variable	costs)	is	not	available.

figure 23.4—Tiering	of	product	value	in	the	case	of	CDU	processing.
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23.9  concluding reMArks
It is evident through this chapter that the methods and prac-
tices of crude oil and petroleum product trading, costing, 
and valuation have evolved extensively from their begin-
nings of the physical markets to the highly sophisticated 
financial markets that they are today as the world’s biggest 
and perhaps most strategic commodity market. With the 
impending new global climate-related policies and agree-
ments after the Kyoto Protocol in 2012, the refining business 
is clearly set for further challenges with respect to the ever 
important interplay of costs, pricing, and valuation.
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24.1  IntroductIon
Crude oil in its natural state has no value to consumers and 
must be transformed into products that can be used in the 
marketplace. The first refineries used tanks to heat the crude 
oil and vaporize its volatile components. The hot vapor 
would rise, cool, and condense in a batch operation. The pro-
cess was repeated at different temperatures to separate the 
various fractions. The technology was simple, and refineries 
were easy to set up; before long, refining capacity exceeded 
crude supply. The need for improved product separation led 
to the use of fractionating columns, which allowed the dif-
ferent boiling point cuts to be separated out in a continuous 
process. John D. Rockefeller sought to consolidate the U.S. 
refining business, and in 1870 he established the Standard 
Oil Company with his partners [1]. By 1879, Standard Oil 
controlled 90 % of the U.S. refining capacity [2]. 

The number of automobiles and the demand for 
gasoline greatly increased after the advent of mass produc-
tion. However, distillation processes could only produce a 
certain amount of gasoline depending on the composition 
of the crude oil; therefore, scientists and engineers searched 
for new ways to increase the supply by breaking down, 
rearranging, and combining hydrocarbon molecules to 
increase the yield and performance of gasoline. In Table 24.1, 
a brief history of the major technical achievements in refin-
ing is presented.

The introduction of catalytic cracking and polymeriza-
tion processes in the mid- to late-1930s met the demand for 
higher octane gasoline. Eugene Houdry discovered that if 
cracking was done in the presence of clay minerals, not only 
did the large hydrocarbon molecules break apart, but the 
products were also converted to branched paraffins, naph-
thenes, and aromatics with desirable properties [3]. Visbreak-
ing, another form of thermal cracking, was developed in the 
late 1930s to produce a more desirable and valuable product 
slate. In the 1940s, alkylation processes were developed to 
create high-quality aviation fuel for the war effort; these pro-
cesses were later used to produce gasoline blending stocks [4].

Isomerization converted straight-chain hydrocarbon 
molecules to branched-chained hydrocarbons to improve 
the burning characteristics of gasoline. In catalytic reform-
ing, the presence of certain catalysts, such as finely divided 
platinum placed into a support of aluminum oxide, was dis-
covered to reform and dehydrogenate straight-chain hydro-
carbons with low octane into aromatics and their branched 
isomers with higher octane numbers. In the mid-1950s, a 

process called hydrotreating was developed to remove con-
taminants that would damage the catalyst used in catalytic 
reforming. Improved catalysts and processes such as hydro-
cracking were developed in the 1960s to further increase 
gasoline yields and improve antiknock characteristics.

24.2  refInery Processes and oPeratIons
Refining begins with the distillation of crude into separate 
hydrocarbon groups by boiling range; these groups are 
called “fractions” or “cuts.” All crude oils undergo separation 
processes through distillation; therefore, it is common to 
express the capacity of a refinery in terms of its distillation 
capacity. Two measures are commonly used: barrels per 
stream day (BPSD) and barrels per calendar day (BPCD). 
A barrel per stream day is the maximum number of barrels 
of input that a distillation facility can process when run-
ning at full capacity under optimal crude and product 
slate conditions with no allowance for downtime. A barrel 
per calendar day is the amount of input that a distillation 
facility can process under usual operating conditions, mak-
ing allowances for the types and grades of products to be 
manufactured, environmental constraints, and scheduled 
downtime due to maintenance, repairs, and shutdown.3

After crude oil is separated into its fractions, each stream 
is further converted by changing the size and structure of the 
molecules through cracking, reforming, and other conver-
sion processes. The converted products are then subjected 
to various treatment and separation processes to remove 
undesirable constituents and improve product quality.

Petroleum refining processes and operations are gener-
ally classified into five types [5]:
1. Distillation is the separation of crude oil in atmo-

spheric and vacuum distillation columns into groups of 
hydrocarbon compounds on the basis of molecular size 
and boiling-point ranges.

2. Conversion processes change the size or structure of 
hydrocarbon molecules by
• Decomposition: Breaking down large molecules 

into smaller molecules with lower boiling points 
through cracking and related processes.

• Unification: Building small molecules into larger 
molecules through alkylation, polymerization, and 
related processes.

• Reforming: Rearranging molecules into different 
geometric structures in isomerization, catalytic 
reforming, and related processes.

24
a review of refinery Markets and cost  
estimation
Mark J. Kaiser1 and James H. Gary2

1 Center for Energy Studies, Louisiana State University, Baton Rouge, LA, USA
2 Dept. of Chemical Engineering, Colorado School of Mines, Golden, CO, USA
3 Capacity expressed in BPSD is usually a few percent higher than BPCD capacity.
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3. Treatment processes prepare hydrocarbon streams for 
additional processing and prepare finished products 
using chemical or physical separation. Processes include 
desalting, hydrodesulfurization, solvent refining, sweet-
ening, solvent extraction, and dewaxing.

4. Blending is the process of mixing and combining 
hydrocarbon fractions, additives, and other components 
to produce finished products with specific performance 
properties.

5. Other refining operations include light-ends recovery, 
sour-water stripping, solid waste and wastewater 
treatment, process-water treatment and cooling, storage 
and handling, product movement, hydrogen production, 
acid and tailgas treatment, and sulfur recovery.

24.3  Product deMand and suPPly
Over the past 2 decades, the demand for petroleum prod-
ucts in the U.S. has risen steadily, in part because of a grow-
ing population, falling fuels prices, Americans’ preference 
for heavier and more powerful vehicles, and an increase 
in passenger and goods travels (Figure 24.1). In 2008, 
demand for refined products in the United States was 22 

million bbl/day [6], equivalent to a daily consumption rate 
of approximately 20 lb of petroleum per person. The trans-
portation sector consumes the majority of petroleum at 
approximately 15 million bbl/day, whereas the industrial, 
residential and commercial, and electric power sectors 
consumed 4 million, 1 million, and 0.5 million bbl/day, 
respectively. The composition of the particular products 
consumed in each sector is shown in Figures 24.2–24.5. 
The residential sector consumes mostly distillate fuel oil 
for heating purposes, followed by LPG. The electric power 
industry only consumes the “bottom of the barrel” resid, 
which would otherwise be wasted, although in some parts 
of the world (the Middle East), oil plays a larger role as fuel 
stock for electric power.

U.S. demand for crude oil and petroleum products 
exceeds domestic supply (Figure 24.6), and the United 
States imports various intermediate and final petroleum 
products in addition to crude oil. Approximately 60 % of 
the U.S. petroleum requirements are currently imported. The 
United States is still one of the world’s largest producers 
of crude oil, but it holds only 3 % of the world’s proven 
reserves [7]. 

table 24.1—brief History of refining technologies
year Process name Purpose byproducts, etc.

1862 Atmospheric	distillation Produce	kerosine Naphtha,	tar,	etc.

1870 Vacuum	distillation Lubricants	(original)
Cracking	feedstocks	(1930s)

Asphalt,	residual	coker	feedstocks	

1913 Thermal	cracking Increase	gasoline Residual,	bunker	fuel

1916 Sweetening Reduce	sulfur	and	odor None

1930 Thermal	reforming Improve	octane	number Residual

1932 Hydrogenation Remove	sulfur Sulfur

1932 Coking Produce	gasoline	basestocks Coke

1933 Solvent	extraction Improve	lubricant	viscosity	index Aromatics

1935 Solvent	dewaxing Improve	pour	point Waxes

1935 Catalytic	polymerization Improve	gasoline	yield	and	octane	number Petrochemical	feedstocks

1937 Catalytic	cracking Higher	octane	gasoline Petrochemical	feedstocks

1939 Visbreaking Reduce	viscosity Increased	distillate,	tar

1940 Alkylation Increase	gasoline	yield	and	octane High	octane	aviation	gasoline

1940 Isomerization Produce	alkylation	feedstock Naphtha

1942 Fluid	catalytic	cracking Increase	gasoline	yield	and	octane Petrochemical	feedstocks

1950 Deasphalting Increase	cracking	feedstock Asphalt

1952 Catalytic	reforming Convert	low-quality	naphtha Aromatics

1954 Hydrodesulfurization Remove	sulfur Sulfur

1956 Inhibitor	sweetening Remove	mercaptans Disulfides

1957 Catalytic	isomerization Convert	to	molecules	with	high	octane	number Alkylation	feedstocks

1960 Hydrocracking Improve	quality	and	reduce	sulfur Alkylation	feedstocks

1974 Catalytic	dewaxing Improve	pour	point Wax

1975 Residual	hydrocracking	 Increase	gasoline	yield	from	residual Heavy	residuals

Source: Adapted	from	[5].
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Raw crude and intermediate materials are processed at 
refineries into gasoline, distillate fuel oil (diesel fuel, home 
heating oil, industrial fuel), jet fuels (kerosine and naphtha 
types), residual fuel oil (bunker fuel, boiler fuel), liquefied 
petroleum gases (propane, ethane, butane), coke, and kero-
sine. Input-output graphs are depicted in Figures 24.7 and 
24.8. Approximately 90 % of crude oil in the United States 
is converted to fuel products. Nonfuel products such as 
asphalt, road oil, lubricants, solvents, waxes and nonfuel 
coke, and petrochemicals and petrochemical feedstocks4 
comprise the remaining crude conversions.

Refinery production in the United States is domi-
nated by gasoline, followed by distillate kerosine and 

4 Includes naphtha, ethane, propane, butane, ethylene, propylene, 
butylene, benzene, toluene, and xylene.

jet fuel (Table 24.2). Gasoline yield typically fluctuates 
between 44 and 47 % and depends on the crude input 
stream and refinery configuration, with distillate and 
residual fuels contributing 32–35 % of refinery produc-
tion. Approximately half of gasoline production is con-
ventional, with 25 % satisfying various state and local 
requirements and 25 % produced according to federal 
reformulated gasoline specifications. Approximately 60 
% of diesel fuel produced is ultra-low-sulfur fuel (15 
ppm maximum) for the on-road (highway) market, 
and 40 % is higher-sulfur fuel for the offroad market 
(e.g., construction, farming, locomotives, shipping, and 
mining). U.S. Environmental Protection Agency (EPA) 
specifications require that all diesel fuels except railroad 
and marine fuels meet the 15-ppm sulfur specification 
by 2011.

figure 24.1—U.S.	petroleum	consumption	by	sector.	Source:	U.S.	Department	of	energy,	energy	Information	Administration,	
Annual Energy Review 2007,	Washington,	DC,	June	2009.

figure 24.2—U.S.	petroleum	consumption—residential	and	commercial	sectors.	Source:	U.S.	Department	of	energy,	energy	
Information	Administration,	Annual Energy Review 2007,	Washington,	DC,	June	2009.
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24.3.1  U.S. Statistics
24.3.1.1	 CAPACITy
The U.S. refining industry in 2009 consisted of 149 operable5 
refineries with 17.6 million BPCD crude charge capacity. 
Figure 24.9 shows that the range of capacity is wide, with 
the largest refinery having a capacity of over 550,000 bbl/
day. The trend in U.S. refinery capacity over the past half 
century is depicted in Figure 24.10. Changes in refining 
capacity are due to plants being idled or shutdown, expan-
sion through bottleneck removal and more intensive use 
(“capacity creep”), and grassroots construction.

5 Operable refineries are defined as those refineries that are in one 
of three states at the beginning of a given year: in operation; not in 
operation and not under active repair, but capable of being placed 
into operation within 30 days; or not in operation but under active 
repair that could be completed within 90 days [8].

In the late 1970s, the growth in product demand and 
subsidies under the U.S. Crude Oil Entitlement Program 
brought forth an expansion of refinery capacity, and by 
1981, 324 refineries were operating at 19.4 million BPCD 
capacity. The Crude Oil Entitlement Program favored 
production from small, unsophisticated refineries, and 
the construction of simple hydro-skimming plants with 
less than 30,000 BPCD capacity accelerated [9]. By 1981, 
the U.S. government removed price and allocation controls 
on the oil industry, and many small refineries and inefficient 
plants could not compete and began to shut down. From 
1981 to 2004, 171 refineries were shut down or closed, most 
being small, inland facilities associated with local crude 
oil production or specialty products such as asphalt, with 
less than 100,000 BPCD and without access to water trans-
portation (Figure 24.11). Refineries associated with local 
crude production will eventually close when their source of 

figure 24.3—U.S.	petroleum	product	consumption—industrial	sector.	Source:	U.S.	Department	of	energy,	energy	Information	
Administration,	Annual Energy Review 2007,	Washington,	DC,	June	2009.

figure 24.4—U.S.	petroleum	product	consumption—transportation	sector.	Source:	U.S.	Department	of	energy,	energy	Information	
Administration,	Annual Energy Review 2007,	Washington,	DC,	June	2009.
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crude dries up. Economic rationalization, the lack of scale 
economies, domestic supply constraints, environmental 
regulations, and technological developments have all con-
tributed to plant shutdowns [10,11].

24.3.1.2	 CAPACITy	CReeP
As small refineries close and existing facilities add to their 
capacity, the average capacity in the United States continues 
to increase (Figure 24.12). Over the past decade, the capacity 
of the refining industry has increased incrementally, at an 
average rate of approximately 1.7 % per year (130,000 BPD/
year). Approximately 0.2 % annual capacity has been lost to 
refinery shutdowns. Expansion is often a more economic 
option than constructing a grassroots facility because of 
scale economies and the avoidance of fixed costs associated 
with a new facility. In terms of regulatory requirements, 
expansion is also likely to be less costly, less time-consuming, 
and less subject to challenge by local groups [10].

24.3.1.3	 ComPLexITy
In the late 1970s and early 1980s, the United States expe-
rienced a dramatic reduction in fuel oil demand, and plants 
were reconfigured using more complex processing units. As 
a result, the average Nelson complexity of U.S. refineries 
is the highest in the world at approximately 10.2 (Figure 
24.13). In recent years, refineries continue to upgrade their 
plants to handle heavier crudes and bitumen from oil sands 
production.

24.3.1.4	 UTILIzATIoN
The U.S. refining industry’s ability to meet short-term 
increases in demand can be measured by the rate at which 
operable capacity is utilized. Utilization is defined as the 
gross inputs to crude oil distillation divided by operable 
capacity. Utilization fluctuates as refinery operations adjust 
to changes in demand (Figure 24.14). The amount of gross 
inputs to refineries has risen steadily throughout the past 

figure 24.5—U.S.	petroleum	consumption—electric	power	sector.	Source:	U.S.	Department	of	energy,	energy	Information	
Administration,	Annual Energy Review 2007,	Washington,	DC,	June	2009.

figure 24.6—U.S.	production,	consumption,	and	net	imports	of	crude	oil.	Source:	U.S.	Department	of	energy,	energy	Information	
Administration,	Annual Energy Review 2007,	Washington,	DC,	June	2009.
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figure 24.7—U.S.	refinery	input.	Source:	U.S.	Department	of	energy,	energy	Information	Administration,	Annual Energy Review 
2007,	Washington,	DC,	June	2009.

figure 24.8—U.S.	refinery	output.	Source:	U.S.	Department	of	energy,	energy	Information	Administration,	Annual Energy Review 
2007,	Washington,	DC,	June	2009.

table 24.2—Percentage yields of refined Petroleum Products from 
crude oil in the united states, 1964–2008 (%)
  1964 1974 1984 1994 2004 2008

Gasoline 44.1 45.9 46.7 45.7 46.9 44.2

Distillate	fuel	oil 22.8 21.8 21.5 22.3 23.7 27.8

Resid	fuel	oil 8.2 8.7 7.1 5.7 4.2 4.0

Jet	fuel 5.6 6.8 9.1 10.1 9.5 9.6

Coke 2.6 2.8 3.5 4.3 5.1 5.3

Asphalt 3.4 3.7 3.1 3.1 3.2 2.7

Liquefied	gases 3.3 2.6 1.9 4.2 4.2 4.1

Total	 90.1 92.3 92.9 95.4 96.8 97.7

Source:	U.S.	Department	of	energy,	energy	Information	Administration,	Petroleum Supply Monthly,	
Washington,	DC,	2009.
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figure 24.9—U.S.	refinery	crude	distillation	profile.	Source:	U.S.	Department	of	energy,	energy	Information	Administration,	
Petroleum Supply Annual 2008, Vol. 1,	Washington,	DC,	2009.

figure 24.10—Number	of	operable	refineries	and	total	refining	capacity	in	the	United	States.	Source:	U.S.	Department	of	energy,	
energy	Information	Administration,	Petroleum Supply Annual 2008, Vol. 1,	Washington,	DC,	2009.
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figure 24.11—Number	of	refineries	shut	down	and	average	refinery	capacity	in	the	United	States.	Source:	U.S.	Department	of	
energy,	energy	Information	Administration,	Petroleum Supply Annual 2004, Vol. 1,	Washington,	DC,	2005.
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two decades in response to rising demand for petroleum 
products. The trend in recent years toward high utilization 
has been due to a decrease in the number of operating refin-
eries and by operations changes, including reducing refinery 
downtime and the number of unplanned outages, executing 
maintenance and revamps more efficiently, and extending 
run times through improved catalyst performance [11].

24.3.1.5	 INDUSTRy	STRUCTURe
The structure of the refining industry has undergone  
significant change over the past decade. Once led by a 
half-dozen vertically integrated majors, the industry is 
now characterized by a handful of supermajors and an 

array of mid-size and small independents focused on refin-
ing and marketing within specific regions and product lines. 
Integrated oil companies are involved in all segments of 
the energy supply chain, from exploration and production 
(“upstream”) to refining and marketing (“downstream”). 
Companies that operate in one or more but not all segments 
are called partially integrated or independents. Independent 
refiners and marketers are typically only involved in down-
stream activities. The traditional industry model of refin-
ing, which is based on ownership by vertically integrated 
oil companies and profitability viewed within the context 
of a linked supply chain, has been replaced by refineries 
operated in a stand-alone profit center mode.

figure 24.13—U.S.	refinery	complexity	profile.	Source:	U.S.	Department	of	energy,	energy	Information	Administration,	Annual 
Energy Review 2007,	Washington,	DC,	June	2009.

figure 24.12—Average	and	total	refinery	capacity	in	the	United	States.	Source:	U.S.	Department	of	energy,	energy	Information	
Administration,	Annual Energy Review 2007,	Washington,	DC,	June	2009.
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Before 1980, nearly all U.S. refineries were held by inte-
grated oil companies; today, ownership structure is more 
diverse and increasingly concentrated (Table 24.3, Figure 
24.15). In 2008, the top three U.S. refiners processed 36 % 

of total crude oil, the top 10 refiners processed 77 %, and 
the top 20 refiners processed 92 %. Independents owned 
approximately 64 % of U.S. refining capacity in 2008 ver-
sus 51 % in 1990. Foreign ownership has risen from 19 % 

figure 24.14—Average	utilization	and	number	of	operable	refineries	in	the	United	States.	Source:	U.S.	Department	of	energy,	
energy	Information	Administration,	Annual Energy Review 2007,	Washington,	DC,	June	2009.

table 24.3—top 20 u.s. refiners, 1994 vs. 2008
company 1994 capacity (MbPcd) company 2008 capacity (MbPcd)

Chevron 1373 Valero	energy 2001

exxon 990 exxon	mobil 1868

Amoco 984 Conoco	Phillips 1787

mobil	oil 903 BP 1364

Shell 739 Chevron 1033

BP 666 marathon 1016

Star	enterprise 600 Sunoco 903

Amerada	Hess 575 KoCH	Industries 779

marathon 570 PDV	America 760

Sun 470 motiva	enterprises 756

Conoco 429 Tesoro 664

Arco 416 WRB	Refining 452

Ashland 347 Shell 442

Koch	Refining 345 Deer	Park	Refining 330

Texaco 330 Access	Industry 271

Citgo	Petroleum 305 Total 232

Phillips	 305 Alon	Israel	oil 232

Lyondell	Citgo	Refining 265 Western	Refining 224

Phibro	energy 255 Chalmette	Refining 193

Unocal 235 Frontier	oil	Refining	 177

Source:	API	Basic Petroleum Data Book	xxV(1),	Washington,	DC,	February	2008.	U.S.	Department	of	energy,	energy	Information	Administration,	Petroleum 
Supply Annual 2008,	Washington,	DC,	2009.

AST-MNL58-11-0801-024.indd   605 3/12/13   3:35 PM

 



606	 PetroleuM refInIng and natural gas ProcessIng

of total capacity in 1990 to approximately 25 % in 2005. 
Royal Dutch Shell, BP, Total, Saudi Aramco, and Petroleos 
de Venezuela SA are major foreign owners of U.S. refining 
capacity.

Most distillation capacity is currently concentrated in 
large, integrated companies with multiple refining  facilities. 
Fifty-four firms, ranging in size from 880 BPCD to a com-
bined refinery capacity of 1.8 million BPCD, comprise the 
industry (Table 24.4). Approximately two thirds of firms are 
small operations producing less than 100,000 BPCD and 
representing approximately 5 % of the total output of petro-
leum products. Large refiners often manage large and small 
refineries (Table 24.5), whereas small operators mainly 
specialize in asphalt, lubricants, and other niche products. 
Valero and Conoco Phillips operate the most refineries.

Integrated firms such as Exxon Mobil, BP, and Chevron 
maintain a global portfolio of upstream and downstream 
petroleum assets. Independent companies such as Valero 
and Sunoco focus primarily on domestic refining, although 
they may also be involved in marketing and other opera-
tions. Independents grew to prominence in the mid-1990s 

as the majors restructured their downstream petroleum 
operations and sold their refining assets to new entrants 
[11]. Joint ventures and partnerships such as Motiva Enter-
prises also exist. Koch is a privately owned independent. 
In 2011–2012, ConocoPhillips and Marathon split off their 
refining divisions into separate corporations.
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figure 24.15—Refinery	concentration	in	the	United	States.	Source:	API	Basic Petroleum Data Book	xxV(1),	Washington,	DC,	
February	2005;	Oil & Gas Journal World Refinery Capacity Report,	December	19,	2005.

table 24.4—number of refiners’ 
atmospheric distillation capacity (2008)
number  capacity (bPcd)  total capacity (bPcd)

28 >100,000 16,725,277

10 30,001–100,000 692,420

8 10,001–30,000 126,750

8 <10,000 49,400

54   17,593,847

Source:	U.S.	Department	of	energy,	energy	Information	Administration,	
Petroleum Supply Annual, 2008,	Vol.	1,	Washington,	DC,	2009.

table 24.5—top 10 u.s. refining companies (2008)

company
capacity 
(1000 bPcd)

number of  
refineries

average size 
(bPcd)

largest Plant  
(bPcd) 

smallest Plant 
(bPcd)

Valero	energy 2001 14 143 287,000 6,300

exxon	mobil 1868 6 311 572,500 60,000

Conoco	Phillips 1787 11 162 247,000 58,000

BP 1364 5 273 455,790 12,780

Chevron 1033 6 172 330,000 45,000

marathon 1016 7 145 256,000 74,000

Sunoco 903 5 181 335,000 85,000

KoCH	Industries 779 3 260 288,468 210,000

PDV	America 760 3 253 429,500 163,000

motiva	enterprises 756 3 252 285,000 235,000

Source:	U.S.	Department	of	energy,	energy	Information	Administration,	Petroleum Supply Monthly,	Washington,	DC,	march	2008.
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24.3.1.6	 ReGIoNAL	SPeCIALIzATIoN
Refining capacity in the United States is concentrated 
in the Gulf Coast and West Coast region as well as along 
the corridor from Illinois to New Jersey (Figure 24.16). 
Table 24.6 depicts the top 10 refining states and total dis-
tillation capacity. Refineries were historically located near 
the sources of oil, and over time they developed in regions 
with easy access to water and shipping routes to minimize 
transport and logistical cost [12]. 

The Gulf Coast (PAD District III) is the nation’s leading 
supplier of refined products, accounting for nearly half of 
the total capacity in the country (Table 24.7). Refineries 
in PADD III are large, integrated, and complex facilities, 
leading the nation with a regional complexity of 9.9, fol-
lowed closely by PADD V with a regional complexity of 9.5 
(Table 24.7). The Gulf Coast imports significant quantities 
of crude oil as refinery feedstock (Figure 24.17) and ships 
refined products to the East Coast and to the Midwest 

figure 24.16—Number	of	refineries	and	crude	distillation	capacity	in	the	United	States	(2008).

table 24.6—top 10 Petroleum refining states (2008)
state number of operating refineries distillation capacity (MbPcd)

Texas 26 4752

Louisiana 19 2976

California 21 2042

Illinois 4 916

Pennsylvania 5 773

New	Jersey 6 655

Washington 5 628

ohio 6 520

oklahoma 4 515

Indiana 2 433

Subtotal	10 98 14,210

U.S.	total 150 17,594

Source:	U.S.	Department	of	energy,	energy	Information	Administration,	Petroleum Supply Annual 2008, Vol. 1,	
Washington,	DC,	2009.
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(Table 24.8). The East Coast is the largest consuming 
area in the United States and imports over half of all of 
the refined products that enter the United States because 
of its limited refining capability. The Pacific Northwest 
and Rocky Mountain region have small to mid-size facili-
ties and only limited pipeline access from Gulf Coast and 
California refineries. Southern California, Nevada, and 
parts of Arizona have significant distribution infrastructure 
constraints and stringent local environmental regulations.

The Midwest and East Coast account for approximately 
90 % of the inter-regional flow of petroleum products, with 
the Gulf Coast by far the largest supplier, accounting for more 
than 80 % of the flow. In contrast, the Rockies and West Coast 
regions are isolated because of the physical terrain and great 
distances involved, but also partially because of the stringent 
quality restrictions on gasoline and diesel requirements.

table 24.7—number and capacity of operable Petroleum refineries by Pad district (2008)

Padda number 
distillation capacity 
(bPcd)

refining capacity 
(%) 

average capacity 
(bPcd)  average complexity

I 15 1,721,850 9.8 114,790 8.0

II 27 3,658,050 20.8 135,483 8.2

III 56 8,415,829 47.8 150,283 9.9

IV 16 603,300 3.4 37,706 7.4

V 36 3,194,818 18.2 88,745 9.5

U.S.	total 150 17,593,847 100.0 117,292 9.2

aPetroleum	Administration	for	Defense	Districts	(PADD)	were	delineated	during	World	War	II	to	facilitate	oil	allocation.	The	PAD	district	states	are	as	follows:	
I:	CT,	me,	mA,	NH,	RI,	VT,	De,	DC,	mD,	NJ,	Ny,	PA,	FL,	GA,	NC,	SC,	VA,	WV
II:	IL,	IN,	IA,	KS,	Ky,	mI,	mN,	mo,	Ne,	ND,	SD,	oH,	oK,	TN,	WI
III:	AL,	AR,	LA,	mS,	Nm,	Tx
IV:	Co,	ID,	mT,	UT,	Wy
V:	AK,	Az,	CA,	HI,	NV,	oR,	WA
Source:	U.S.	Department	of	energy,	energy	Information	Administration,	Petroleum Supply Annual 2008, Vol. 1,	Washington,	DC,	2009.

figure 24.17—Imports	of	crude	oil	and	petroleum	products	by	PAD	district	in	2008.	Source:	U.S.	Department	of	energy,	energy	
Information	Administration,	Petroleum Supply Annual 2008, Vol. 1,	Washington,	DC,	2009.

table 24.8—Movements of Petroleum 
Products by Pipeline, tanker, and barge 
between Pad district, 2008 (Million barrels)
Padd (to):   I II III Iv v

(from): 

I – 114.6 3.6 – 0.0

II 26.5 – 103.0 25.5 0.0

III 1053.2 373.5 0.0 10.7 61.6

IV – 22.8 68.1 – 11.6

V   0.1 0.0 1.3 0.0 –

Source:	U.S.	Department	of	energy,	energy	Information	Administration,	
Petroleum Supply Annual 2008, Vol. 1,	Washington,	DC,	2009.
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24.3.2  World Statistics
24.3.2.1	 PRoDUCT	DemAND
Demand for gasoline, middle distillates, and heating oil 
varies with each region of the world. Asia’s demand for 
gasoline in the last decade has increased over 50 %, with U.S. 
demand growing by approximately 15 % (Figure 24.18). 
European gasoline demand has actually dropped because 
of high taxation rates and conversion of their transporta-
tion fleet to diesel fuel. For distillates, the demand pattern is 
consistent worldwide with continued and sustained growth 
[13]. The primary use of diesel fuels is for transportation 
requirements. 

24.3.2.2	 CAPACITy
There were currently 655 refineries worldwide in 2009 with 
a total capacity of 85.6 million BPCD (Table 24.9). The 
world’s largest refining region is Asia (22.5 million BPCD), 

followed by North America (20.9 million BPCD). The top 
refining countries in the world are the United States, 
followed by China, Russia, and Japan (Figures 24.19 and 
24.20). Global refinery capacity relative to oil demand is 
depicted in Figure 24.21. The ratio of refinery capacity to 
demand declined from 113 % in 1990 to 103 % in 2004 
despite continued growth in global capacity because demand 
accelerated at a faster rate.

The world’s largest refining companies include Exxon 
Mobil, Royal Dutch Shell, and Sinopec (Table 24.10). 
Several national oil companies, including Petroleos de 
Venezuela SA (PDVSA), China National Petroleum Cor-
poration (CNPC), Saudi Aramco, Petroleos Brasieiro 
(Petrobras), Petroleos Mexicanos (PEMEX), and National 
Iranian Oil Company (NIOC), are also major players. 
PDVSA’s Paraguana refinery was the largest installation 
in the world in 2009 with an installed capacity of 940,000 

figure 24.18—Global	product	demand	trends	by	region.	Source:	BP,	Statistical Review of World Energy 2008.

table 24.9—refining operations on a regional basis—thousand barrels per calendar day 
(2008)

region
no. of  
refineries

crude  
distillation

vacuum  
distillation

catalytic 
cracking 

catalytic 
reforming 

catalytic 
Hydrocracking

catalytic 
Hydrotreating coke

Africa 45 3278 508 206 458 62 831 1841

Asia 157 22,483 4389 2800 2141 1018 9387 20,110

eastern	europe 89 10,344 3903 877 1474 330 4274 12,570

middle	east 42 7036 1984 364 653 602 2044 3300

North	America 154 20,949 9141 6669 4176 1828 16,081 128,763

South	America 66 6603 2846 1310 402 132 1904 24,640

Western	europe 102 14,911 5786 2192 2183 1173 9880 11,534

Total 655 85,604 28,556 14,417 11,488 5145 44,400 202,758

All	capacities	are	expressed	in	1000	BPCD	except	coke,	which	is	expressed	in	tons	per	day.
Source:	Oil and Gas Journal World Refinery Capacity Report,	December	22,	2008.

AST-MNL58-11-0801-024.indd   609 3/12/13   3:35 PM

 



610	 PetroleuM refInIng and natural gas ProcessIng

BPCD, followed by South Korea’s SK Corporation with 
817,000 BPCD capacity. 

24.3.2.3	 CoNFIGURATIoN,	ComPLexITy,	AND	yIeLD
Refining configuration varies widely on a regional basis, 
depending on the demand for gasoline, diesel, and fuel oil 
(Table 24.11). Catalytic hydrotreating is the most widely 
applied process technology, followed by catalytic cracking 
and catalytic reforming (Table 24.9). Western Europe has 
more diesel and jet fuel demand and lower gasoline and 

heating gas oil requirements because of the prevalence 
of diesel engines and the use of natural gas for domestic 
heating. Therefore, Western European refiners have more 
hydrotreating and hydrocracking capacity and less catalytic 
cracking capacity. The conversion capacity of refineries 
as a percentage of distillation capacity is often used as a 
measure of refining complexity [14]. North America has 
the most complex refinery configurations, followed by Asia 
(Figure 24.22). Catalytic cracking capacity may reach 20 % 
of crude capacity where there is a high demand for gasoline 

figure 24.19—Top	refining	countries	in	the	world.	Source:	U.S.	Department	of	energy,	energy	Information	Administration,	
Petroleum Supply Annual 2008, Vol. 1,	Washington,	DC,	2009.

figure 24.20—Top	refining	countries	in	2008.	Source:	U.S.	Department	of	energy,	energy	Information	Administration,	Petroleum 
Supply Annual 2008, Vol. 1,	Washington,	DC,	2009.
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as in North America and Asia (Table 24.12). Hydrocracking 
is required in regions with high diesel and jet fuel demand 
and is used to convert heavy fuel oils to high-quality trans-
portation fuels (North America, Western Europe). Coking is 
used where there is low demand and value for heavy fuel oil. 

24.3.2.4	 INVeSTmeNT	PATTeRNS
Changes in global refinery capacity over the past five years 
are shown in Table 24.13. Investment in crude processing 
capacity has been limited. The primary growth in process 

expansions has been to reduce sulfur levels, which is shown 
by increases in hydrotreating and hydrocracking capacity 
as well as in sulfur production capacity. Sulfur reductions 
were mandated by government regulation, and refineries 
had to decide whether to invest to manufacture saleable 
product or shut down operations. Capacity to process heavier 
and cheaper crude oils through coking has also been a 
major focus point. Investment to process heavy crude oils 
allows refiners to potentially improve their products by 
reducing the cost of their raw materials. 

figure 24.21—World	refinery	capacity	trends.	Source:	BP,	Statistical Review of World Energy 2008.

table 24.10—world’s largest refiners (2008)

rank 
(January 1, 2009)

rank 
(January 1, 2008) company

crude capacity 
(1000 bPcd)

1 1 exxon	mobil	 5690

2 2 Royal	Dutch	Shell	 5172

3 3 Sinopec 3871

4 4 BP	 3611

5 6 Conoco	Phillips 2830

6 7 Petroleos	de	Venezuela	 2792

7 5 Total	 2738

8 8 Valero	energy	 2659

9 9 China	National	Petroleum	 2440

10 10 Saudi	Aramco 2417

11 12 Petroleo	Brasileiro	 2066

12 11 Chevron	 1953

13 13 Petroleos	mexicanos 1851

14 14 National	Iranian	oil	 1451

15 17 Nippon	oil 1182

Source:	Oil and Gas Journal World Refinery Capacity Report,	December	22,	2008.
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24.4  Industry cHaracterIstIcs
24.4.1  Each Refinery and Crude Oil Is Unique
A refinery is an installation that manufactures finished 
petroleum products from crude oil, unfinished oils, natural 
gas liquids, and other hydrocarbons using heat, pressure, 
catalysts, and chemicals. Early refineries were simple, 
batch distillation units that processed hundreds of barrels of 
crude oil per day from one or a small collection of fields. The 
refineries of today are complex, highly integrated facilities 
that may contain as many as a dozen or more process units 
capable of handling numerous crude oils from around the 
world with capacity up to a million barrels a day or more. 

Every crude oil produced in the world has a unique 
chemical composition that will determine the optimal 
manner in which to process the crude and the final product 
slate. Crude oil contains distillates of different molecular 
composition and shape, burning qualities, and impuri-
ties such as metals, asphaltenes, nitrogen, and sulfur. The 
types, size, number, and flow sequences for each refinery 
vary depending on crude oil input quality, output product 
slate and quality, and environmental, safety, and economic 
conditions.

24.4.2  Input Streams Play an Important Role in 
Refinery Configuration
Each crude oil produced in the world has a unique chemi-
cal composition that varies according to the manner of 
its formation. Currently, more than 150 crude grades are 
traded [15], and many of these are streams blended from 
two or more fields. The gravity, sulfur content, and total 
acid number (TAN) are the most important properties of 
crude oil. 

Gravity is a measure of the density of the crude oil and 
is described in terms of degrees API. The higher the API 
number, the lighter the crude. Crude oils with low carbon, 
high hydrogen, and high API number are usually rich in 
paraffins and tend to yield greater proportions of gasoline 
and light petroleum products. Worldwide, the average 
gravity for crude oil is about 31° API and ranges from a 
high of 45° for light crude to a low of 8–15° for heavy crude 
and oil sands (bitumen).

Sulfur is an undesirable impurity because of pollution 
and corrosion concerns [16]. Sulfur content is measured in 
terms of weight percentage. Crude oils that contain appre-
ciable quantities of hydrogen sulfide or other reactive sulfur 
compounds are called “sour” whereas crudes low in sulfur 
are labeled “sweet.” The split between sweet and sour crude 
was historically approximately 0.5 %; today, the crossover is 
generally in the range of 0.5–1.5 %.

table 24.11—world refinery output 
by area for Major Petroleum Products as 
Percentage of total, 2005 (%)
region gasoline distillate residual other

United	States 46.7 22.2 3.5 27.5

Canada 35.6 29.8 7.1 27.5

mexico 30.7 22.5 24.8 22.0

South	America	 23.1 28.9 18.6 29.4

Western	europe 22.5 35.4 13.3 28.8

middle	east 14.6 27.7 23.4 34.3

Africa 16.8 26.9 23.7 32.6

Asia 18.1 31.0 13.4 37.5

Former	Soviet	Union 18.3 28.1 27.2 26.4

World 25.9 29.0 13.9 31.2

Source:	API	Basic Petroleum Data Book	xxV(1),	Washington,	DC,	February	
2009.	U.S.	Department	of	energy,	energy	Information	Administration,	
Petroleum Supply Monthly,	Washington,	DC,	march	2009.

figure 24.22—Conversion	capacity	as	a	percentage	of	distillation	capacity	(complexity	ratio)	by	region.	Source:	eNI,	World Oil and 
Gas Review 2008.
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The TAN of crude oils is a measure of potential 
corrosivity and quantifies the number of milligrams of 
 potassium hydroxide (KOH) needed to neutralize 1 g of 
crude oil. A crude with TAN greater than 1 mg KOH/g 
is usually considered corrosive and labeled a high TAN 
crude, but corrosion problems can occur with TANs as 
low as 0.3 [17].

The gravity, sulfur content, and TAN of crude oil have 
important economic and technical effects on refining 
operations. Heavy, sour crude requires more sophisticated 
processes to produce lighter, more valuable products, and 
are thus more expensive to manufacture. To attract buyers, 
heavy crude producers offer heavy oil at a significant 
discount to light crude. The size of the discount varies 
according to demand and supply conditions and other factors. 
Light, sweet crudes are generally more valuable because 
they yield more of the lighter, higher-priced products than 
heavy crude and are cheaper to process. Acidity has also 
become increasingly important as the production of high 
acid crudes, particularly from West Africa, has steadily 
increased. Very few refineries are able to refine high TAN 
crude oil; therefore, these are sold at a substantial discount 
to market crudes [18]. Refineries typically blend high TAN 
crudes with other streams before refining.

24.4.3  Refinery Configuration Evolves over 
Time 
Refineries are built at a specific point in time using specific 
technologies that evolve with changes in market demand, 
feedstock, product specification, and environmental regu-
lation. Refineries will typically possess both very old and 
modern process units. There are many ways to classify and 
group refineries, but most schemes refer to the complex-
ity of the process technology, which describes its capac-
ity to convert heavy products (e.g., fuel oil and resid) to 
lighter products such as gasoline, diesel, and jet kerosine. 
Upgrading capacity comes in several different types of 
units—from the common catalytic cracking facilities to the 
more sophisticated and expensive hydrocracking and cok-
ing units. 

24.4.4  Standard Technologies Are Used
About a dozen or so process technologies are used in the 
refining industry, from coking, to thermal processes, cata-
lytic cracking, catalytic reforming, catalytic hydrocracking, 
catalytic hydrotreating, alkylation, polymerization, aro-
matics extraction, isomerization, oxygenates, and hydrogen 
production [19,20]. For each process, one or more sub-
categories can be defined based on technology specifications, 
operating conditions, or feedstock.

24.4.5  Refinery Complexity
The simplest refinery, frequently referred to as a “topping” 
or “hydroskimming” refinery, consists of atmospheric 
distillation and typically one or more pretreatment facilities, 
catalytic reforming, and hydrodesulfurization. “Simple” 
refineries have limited capacity to change the composi-
tion of the crude oil input. A “complex” (cracking) refinery 
or “very complex” (coking) refinery is characterized by 
significant upgrading capacity and a high level of integration 
(Figure 24.23). Simple refineries have the lowest margins 
and are often operated by small, niche players. Complex 
refineries are able to change the composition of the crude 
oil input, taking low-value, heavy oils and converting them 
to high-value, light products, supplying the marginal barrel 
and realizing profits from base margins [21,22].

Cracking refineries typically comprise vacuum distil-
lation units; naphtha, distillate, kerosine, and vacuum gas 
oil hydrodesulfurization; catalytic reforming; fluid catalytic 

table 24.12—world refining configuration as a Percentage of 
crude distillation, 2008 (%)

region
catalytic  
cracking 

catalytic 
reforming

catalytic  
Hydrocracking

catalytic  
Hydrotreating

Africa 1.4 4.0 1.2 1.9

Asia 19.4 18.6 19.8 21.1

eastern	europe 6.1 12.8 6.4 9.6

middle	east 2.5 5.7 11.7 4.6

North	America 46.3 36.3 35.5 36.2

South	America 9.1 3.5 2.6 4.3

Western	europe 15.2 19.0 22.8 22.3

Source:	Oil & Gas Journal World Refinery Capacity Report,	December	22,	2008.

table 24.13—world refining Investment 
Patterns, 2000–2008

Million bPcd growth rate

Process 2000 2008 (%)

Atmospheric	distillation 81.3 85.6 5.3

Coking 3.7 4.4 18.9

Coking,	t/day 176.7 202.8 14.8

Cracking 13.7 14.4 5.1

Hydrocracking 4.3 5.1 18.6

Hydrotreating 36.6 44.4 21.3

Sulfur,	t/day 56.1 79.8 42.2

Source:	Oil & Gas Journal World Refinery Capacity Report,	December	22,	
2008	and	[13].
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cracking; alkylation; and light naphtha isomerization. Deep 
conversion refineries use a coking process to eliminate the 
vacuum residue, converting virtually the entire barrel of 
crude to valuable light products. Coking refineries enjoy 
the highest upgrading margins and are highly flexible. Unlike 
cracking refineries, the economics of coking refineries are 
driven largely by the light-heavy differential (i.e., the differ-
ence in price between light sweet crude oils and heavy sour 
crude oils). Complex refineries tend to make large margins 
when processing heavy sour crudes and smaller margins 
when processing light crudes.

24.4.6  Refineries Are Capital-Intensive,  
Long-Lived Assets
Refining projects are capital-intensive, long-lived, and 
highly specific assets that require large initial investments 
before production can begin. The decision to invest in 
capacity is complex and depends primarily on expectations 
of return on investment. The capital-intensive nature means 
that investments are exposed to substantial financial risks, 
such as changes in interest rates and investment cycles, and 
will need to compete with other investment opportunities. 

Refineries are designed and engineered by a combina-
tion of internal company resources and third-party firms. 
Feasibility studies may take several months, followed by 
construction times that last anywhere from six months to 
two years or more. Grassroots construction projects in the 
United States may take five years or more to secure all of 
the necessary permits. 

Large-scale capital-intensive projects typically require 
that owners and contractors form an alliance. Engineer-
ing, procurement, installation, and construction contracts 
are typically handled on a lump sum, turnkey basis. The 
contractor enlists subcontractors for work involving special 
units, pipelines, export facilities, and construction [23]. 

24.4.7  Refined Products Are Commodities Sold 
in Segmented Markets
The main products of refining are commodities. Commodi-
ties are products that are undifferentiated from a competi-
tor and sold on the basis of price, defined in competitive 
markets through the intersection of supply and demand 
curves [24]. Product slate is determined by demand, inputs 
and process units available, and the result of intermediaries 
entering into the production of other products.

Refined product markets differ from crude markets in 
several respects because of the scale of operations, quality 
considerations, price differentials, and market size [24,25]. 
Refined product markets are more regional than crude oil 
markets, and no refiner or marketer is able to operate a 
completely balanced system. The function of the physical 
market is to redistribute the individual surpluses and 
deficits that arise at each location. There are regular flows 
of products from one region to another, and price levels are 
set accordingly.

24.4.8  Product Prices Are Volatile
In competitive markets, refined product prices are deter-
mined by regional supply, demand, and inventory conditions 
at a given time. The most fundamental economic relation-
ship governing commodities is that the quantity demanded 
is a function of price. Demand for commodities is generally 
inelastic in the short term, and inventories, when they exist 
in sufficient volumes, allow supply and demand to achieve 
an equilibrium of sorts that acts to smooth out spot prices 
and reduce volatility [24,25]. Supply is defined by produc-
tion and inventory. Balancing supply and demand occurs at 
the regional and world level, with prices in efficient markets 
reflecting the combined influence of all market informa-
tion, including expectations of future supply and demand, 
seasonal factors, and inventory levels. 

figure 24.23—Typical	flow	diagram	for	a	complex	refinery.	Source: [5].
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24.4.9  Product Prices Are Correlated to Crude 
Oil Prices
Crude oil prices are more volatile than other commodities, 
reflecting the influence of political and economic events, 
supply and demand conditions, perceptions about resource 
availability, and many other factors [26]. The price of oil 
is determined on a world market, and its availability can 
change dramatically within a very short period of time. The 
price of oil also strongly influences the prices of refined 
products and primary fuels (natural gas, liquefied natural 
gas, coal) depending on market conditions. 

Crude oil prices are a fundamental determinant of 
gasoline prices. Crude oil and refinery petroleum products, 
especially gasoline and the middle distillates, generally 
follow similar paths (Figure 24.24). Refined products prices 
have historically reacted to changes in the acquisition cost 

of crude oil in both directions, with falling crude prices 
leading to declines in refined product prices and vice versa 
[27]. The price differential between gasoline and fuel oil 
and other products represents the supply-demand require-
ments for the fuel and the premium for production [28].

24.4.10  Refineries Are Price Takers
Most refineries use a mixture of crude oils from various 
domestic and foreign sources that change based on the 
relative cost and availability. Refiners competitively determine 
the relative prices paid for various crude oil to reflect quality 
and location differentials, but they do not establish abso-
lute prices. Large crude oil producers that supply crude 
to U.S. refineries (Saudi Arabia, Mexico, Canada, Norway, 
Venezuela) use models for U.S. refinery centers and develop 
pricing strategies to minimize refiner pricing power and 
attempts to game the system.

24.4.11  Gravity Down, Sulfur Up
World crude production by gravity and sulfur over the past 
decade is shown in Figures 24.25 and 24.26. The average 
gravity for crude oil is currently approximately 31° API 
and the average sulfur content is approximately 1.25 %. 
World crude oil production by quality class is depicted in 
Figure 24.27. Medium and sour production has been the 
most prolific, reflecting the nature and location of  geologic 

 discoveries. On a regional basis, the changes in crude 
 quality can be pronounced (Figure 24.28). The well-known 
relationship between sulfur and gravity is shown in Figure 
24.29 for world crudes.

Heavy, high-sulfur crude is more difficult and expensive 
to process and yields heavier products that require addi-
tional processing. Capacity in the United States that has 
been added over the past decade has primarily been in the 
form of downstream processing, particularly “bottom of the 
barrel” processing, to clean up the heavy crude and satisfy 
environmental regulations. For example, the average U.S. 
Gulf Coast (USGC) refinery configuration has shifted toward 
coking refineries that process heavy sour crude oil (Figure 
24.30). The number of cracking refineries in the USGC 
has fallen by more than half over the past 20 years, but the 
number of coking refineries has increased by more than one 
third. USGC coking refineries currently make up approxi-
mately 90 % of the total crude capacity in the region [29]. 

24.4.12  Refining Optimization Involves 
Multiple Tradeoffs 
In most refineries, there are usually several ways to 
accomplish the same task. Various operating variables— 
temperature, pressure, residence time, feed quality, cut-
points, recycle-gas ratio, space velocity, and catalysts—are 
used to balance feedstock, product, and quality. The limits 
of these variables are specific to the plant design and nature 
of the input and output requirements. For a specific feed-
stock and catalyst package, the degree of processing and 
conversion increases with the severity of the operation. 

The subsystems that make up a refinery are continu-
ally optimized, expanded, or idled to enhance operations. 
Because refining is an integrated, continuous operation, 
optimization requires a sophisticated treatment that links 
the operating variables, product specifications, input and 
output prices, and environmental and economic constraints. 
Total site integration is used to optimize the interaction of 
the refinery units with the existing utility infrastructure. 
Optimizing a refinery is a matter of balance because every 
benefit has a cost, every incremental gain has an offsetting 
loss, and every attempt to remove one unwanted product 
creates a new waste stream. 

figure 24.24—U.S.	crude	oil	refiner	acquisition	costs	and	refiner	sales	prices	for	selected	petroleum	products.	Source:	U.S.	
Department	of	energy,	energy	Information	Administration,	Annual Energy Review 2007,	Washington,	DC,	June	2009.
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24.4.13  Petroleum Refining Is Energy-Intensive
Petroleum refining is the most energy-intensive manufac-
turing industry in the United States. In 2002, the U.S. refin-
ing industry consumed 6.391 quads (quadrillion Btu, or 1015 
Btu) of energy, accounting for approximately 28 % of the 
energy consumption in U.S. manufacturing [30]. Process 
units consume or produce, or both, various utilities, such as 
steam, electric power, boiler feed, fuel gas, gas oil, cooling 
water, nitrogen, water, and plant air [31,32]. Electric power 
may be produced or purchased, but fuel requirements can 
usually be met internally. Each unit has its own specific 
requirements depending on the design configuration and 
the need to integrate with existing facilities.

Processes that have the greatest throughput dominate 
energy consumption. Atmospheric and vacuum distillation 
account for 35–40 % of the total process energy con-
sumed in the refinery (Figure 24.31), not because they are 
necessarily the most energy-intensive, but because every 
barrel of crude is subjected to an initial separation by 
distillation [32]. Likewise, because many refinery streams 

must be hydrotreated before entering downstream refin-
ing units and to achieve the desired product quality, 
another 20 % of energy consumption in a refinery is spent 
in hydrotreating.

24.4.14  Refining Operations and Products 
Affect the Environment
The oil and gas industry is one of the most heavily regulated 
industries in the United States, with regulations on the 
manner in which petroleum is produced, imported, stored, 
transported, and consumed [33]. Refining operations are 
affected by environmental and political legislation. The 
manufacturing processes used to refine petroleum generate 
various air emissions and other residuals, some of which 
are hazardous or toxic chemicals, or both [34–36]. The 
environmental impacts of refining and the use of refined 
products have resulted in several environmental laws and 
regulations. Some of the most significant statutes focus on 
altering the product formulation to reduce air emissions 
generated by their use. 

figure 24.25—World	crude	production	by	gravity.	Source:	eNI,	World Oil and Gas Review 2008.

figure 24.26—World	crude	production	by	sulfur	content.	Source:	eNI,	World Oil and Gas Review 2008.
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24.5  refInery econoMIcs
24.5.1  Performance Is a Function of Many 
Factors
The economic performance of a refinery is a function of 
many variables, including the plant configuration, the acqui-
sition price of crude oil, product prices, strategic decisions, 
operating cost, and environmental requirements; therefore, 
simple economic models rarely provide sufficient guidance 
as an aid in decision-making. Crude oil and product prices 
change relative to each other subject to the supply and 
demand forces in the market. The refinery has some control 
over the cost of production, but price structures exhibit 
a much more complex relationship. Refiners attempt to 

 maximize earnings from fluctuations in the market price of 
the crude oil and product slate. The potential for economic 
gain arises when there is a large price spread between light 
and heavy crude and light and heavy products.6 

24.5.2  Financial Reporting System
One of the best sources of historic data on the financial 
and operating developments in the U.S. petroleum sector 
is the Energy Information Administration’s (EIA) Perfor-
mance Profiles of Major Energy Producers. The EIA collects 

6 In this case, a refiner will buy heavy crude to minimize input costs 
and sell a light product mixture to maximum product revenues.

figure 24.27—World	crude	production	by	quality.	Source:	eNI,	World Oil and Gas Review 2008.

figure 24.28—U.S.	refinery	crude	input	quality.	Source:	U.S.	Department	of	energy,	energy	Information	Administration,	Annual 
Energy Review 2007,	Washington,	DC,	June	2009.
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figure 24.29—Gravity	and	sulfur	content	relationship	of	the	main	crude	oil	supplies.	Source:	eNI,	World Oil and Gas Review 2008.
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figure 24.30—Classification	of	USGC	refineries.	Source:	[29].
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financial and operating data through a Financial Reporting 
System (FRS) Form EIA-28 from a sample of U.S. major7 
energy companies that are considered representative of the 
U.S. energy industry. 

The composition of the FRS group of companies 
changes over time, but the annual changes are usually incre-
mental; therefore, year-to-year comparisons are considered 
meaningful. Information is collected for the corporate entity 
as well as by the lines of business within the company—
petroleum, downstream natural gas, electric power, non-
energy, and other energy. The petroleum line of business is 
further segmented into exploration and production, refining 
and marketing, crude and petroleum product pipelines (for 
domestic petroleum), and international marine transport 
(for foreign petroleum). 

In 2007, 29 major energy companies reported data 
through FRS, representing operating revenues of $1.13 tril-
lion, equal to approximately 15 % of the $7.4 trillion in rev-
enues of the Fortune 500 corporations [37]. Approximately 
94 % of the FRS companies’ operating revenues were 
derived from petroleum operations, and they accounted for 
46 % of total U.S. crude oil and natural gas liquid production, 
43 % of U.S. natural gas production, and 84 % of U.S. refining 
capacity. Of the 29 major companies in the survey, 21 own 
refineries in the United States. In 2011, the EIA discontin-
ued publication of the Performance Profiles report, although 
FRS data continues to be collected.

24.5.3  Boom and Bust Industry
The refining industry has historically been a high-volume, 
low-margin industry characterized by low return on invest-
ments (ROIs) and volatile profits. In Figure 24.32, profitability 
is measured by ROI, defined as the net income contributed 
by refining/marketing as a percentage of net fixed assets 
(net property, plant, and equipment plus investments and 
advances) in U.S. refining and marketing. The profitability 
of refining peaked in 1988 at 15 %, averaged 2 % from 1992 

7 To be included within the annual survey, a “major” energy-producing 
company must control at least: (1) 1 % of U.S. crude oil or natural 
gas liquids reserves or production, (2) 1 % of U.S. natural gas reserves 
or production, or (3) 1 % of U.S. crude oil distillation capacity or 
product sales.

to 1995, peaked again in 2001 at 15 %, and then plunged 
to –1.7 % in 2002, the worst in the history of the FRS 
survey. In 2004, domestic and foreign ROI exceeded 18 %, 
and in 2007, ROI peaked at 26 %. High utilization capacity, 
fewer competitors, and increasing product demand usually 
make for a high-profit margin scenario, but it has only been 
in the last few years when this combination of conditions 
has resulted in high profits.

24.5.4  Refining Margins
Industry performance is also frequently assessed through 
the gross and net refining margins. The gross margin of 
a refinery is computed as the total revenues from product 
sales minus the cost of crude oil. Net margin is defined 
as the gross margin minus petroleum product marketing 
costs, internal energy costs, and other operating costs. The 
domestic refining/marketing gross margin exceeded $12/bbl 
in 2007, the highest since 1985 (Figure 24.33). Operating 
costs have mostly declined over time resulting in a net 
refined product margin of $4.50/bbl in 2007. Muse, Stancil, & 
Co. average refining margins for the United States, Northwest 
Europe, and Southeast Asia are shown in Table 24.14.

24.5.5  Investment Decision-Making
Capital expenditures in refining are used to enhance, 
upgrade, modify, and debottleneck existing configurations; 
to keep the refinery site and the products it produces in 
compliance with environmental standards; and for merger 
and acquisition activity.8

The decision to invest is complex and depends on 
expectations of ROI and several other factors. For the refin-
ing sector to attract funding, it must offer terms and rates 
of return that compare favorably with those offered in other 
sectors, taking into account the different risk profiles. 
The FRS companies normally spend between $5 billion and 
$15 billion on capital expenditures, with refining/marketing 

8 All segments of the petroleum industry experienced mergers 
during the 1990s, with over 2600 transactions reported by John S. 
Herold, Inc., from 1991 to 2000 [37]. The upstream segment of the 
business accounted for most (85 %) of these mergers, with 13 % 
occurring in the refining and marketing segment. Approximately 
half of the downstream activity was asset mergers.
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figure 24.31—Relative	energy	use	of	major	refinery	processes,	2002.	Source:	U.S.	Department	of	energy,	office	of	Industrial	
Technologies,	Manufacturing Energy Consumption Survey,	Washington,	DC,	August	2004.
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figure 24.32—U.S.	petroleum	profitability	for	FRS	companies.	Source:	U.S.	Department	of	energy,	energy	Information	
Administration,	Performance Profiles of U.S. Major Producers,	Washington,	DC,	June	2009.

figure 24.33—U.S.	refined	product	margins	and	costs	per	barrel	of	petroleum	product	sold	for	FRS	companies.	Source:	U.S.	
Department	of	energy,	energy	Information	Administration,	Performance Profiles of U.S. Major Producers,	Washington,	DC,	
June	2009.

table 24.14—Muse, stancil, & co. average net operating refining Margins
u.s. gulf coast u.s. east coast u.s. Midwest u.s. west coast northwest europe southeast asia

2009	avg. 3.96 1.51 5.90 12.70 3.31 0.89

2008	avg. 9.09 3.04 11.53 13.42 6.35 3.07

2007	avg.	 12.60 6.65 18.66 20.89 5.75 2.25

2006	avg. 12.54 6.38 14.97 23.69 5.88 0.90

2005	avg. 12.53 6.98 12.31 20.55 5.51 1.52

Source:	muse,	Stancil,	&	Co.	Average	Net	operating	Refining	margins	is	published	in	the	June	issue	of	Oil & Gas Journal.
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contributing approximately 20 % of the total [38]. Capital 
and environmental expenditures for FRS companies are 
shown in Figure 24.34 [39]. Environmental investments 
incur expenses, but they do not produce revenues directly 
and do not result in lower cost or increased output; there-
fore, they are expected to reduce ROI. 

24.5.6  Cost Estimation
24.5.6.1	 DATA	SoURCeS
Various data sources are available to estimate the construction 
cost of refinery units and include government organizations, 
private and public companies, commercial databases, trade 
and academic publications, and press releases for licensors 
and companies. 

Planned capacity expansions for refineries are reported 
annually in the October issue of the Oil and Gas Journal 
and Hydrocarbon Processing. The data coverage is similar 
in both surveys and provides information on the capacity 
that is expected to be added at a given location by project 
type (increment of capacity added; total capacity after con-
struction; revamping, modernization, or debottlenecking; 
expansion); licensor, engineering company, and constructor; 
estimated completion date; estimated cost; and project sta-
tus (abandoned, engineering, feed, completed, maintenance, 
planning, under construction). The data are subject to avail-
ability, and because project descriptions are not provided, 
they are of limited use for cost estimation. Hydrocarbon Pro-
cessing also publishes the Refining  Handbook that includes 
basic economic data for process units [40]. The quality of 
the information is somewhat better than the survey data but 
is subject to the same constraints and restrictions.

The best public sources of information for cost data 
are technical articles found in Oil and Gas Journal, Hydro-
carbon Processing, and Petroleum Technology Quarterly; 
material presented at professional conferences such as the 
National Petrochemicals and Refining Association; and 
industry studies. Robert Meyer’s Handbook of Petroleum 
Refining Processes [20] is an excellent source of process 
and sample economic data for a wide compendium of 

 technologies. Kaiser and Gary [41] and Gary et al. [19] 
provide cost estimates circa mid-2000. Maples [42], Raseev 
[43], Sadeghbeigi [44], and Gary and Handwerck [45] pro-
vide cost estimates for mid-1990 and earlier configurations 
and technologies.

Commercial databases from Baker & O’Brien (www 
.bakerobrien.com), Purvin and Gertz (www.purvingertz 
.com), Solomon Associates (www.SolomonOnline.com), 
Stancil Company (www.stancil.co), Turner and Mason 
(www.turnermason.com), and Independent Project Analysis 
(www.ipa.com) are used widely throughout the industry for 
benchmarking and industry studies. The cost information 
from commercial sources is the best, often being collected 
from detailed project analyses and related assignments over 
an extended period of time. However, each agency consid-
ers its database and modeling software proprietary; there-
fore, the quality, reliability, and consistency of commercial 
sources are difficult to compare.

24.6  Process tecHnologIes
The primary technologies used in refining are summarized in 
Table 24.15. For each process, one or more subcategories are 
defined based on technology attributes, operating conditions, 
or feedstock. 

24.6.1  Function Specification 
The capital cost for refining units are frequently specified 
as a function of capacity and scaled using the power-law 
relation: 
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, (24.1)

where C(Ui, Qi) denotes the cost of process unit Ui of capac-
ity Qi. The value of x varies with each unit and technol-
ogy and frequently ranges between 0.5 and 0.7 [46,47]. If 
cost data are available for units of comparable design and 
technology, regression analysis can be used to estimate the 
coefficient value.

figure 24.34—U.S.	refining	capital	expenditures	for	FRS	companies.	Source:	U.S.	Department	of	energy,	energy	Information	
Administration,	Energy Finance,	Washington,	DC,	February	2009.
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24.6.2  Utility Requirements
The utility requirements for each refinery are specific to 
the process and operations and are usually presented on a 
per barrel unit feed or product basis corresponding to the 
“average” characteristics associated with the midpoint of a 
cost curve. Wide variability in utility values can be expected 
depending on the capacity of the unit and other process-
specific factors. 

24.6.3  Normalization
The cost data of units of roughly comparable design and 
technology are normalized with respect to construction 
requirements, process specifications, location, and time of 
installation.

24.6.3.1	 DePeNDeNT	VARIABLe
The normal basis in computing construction cost is the 
liquid-volume fraction of the crude that is fed to each 
process, but for several units (e.g., alkylation, polymeriza-
tion, aromatics manufacture), barrels of product rather 
than feed are frequently applied. In other units (e.g., 
isomerization, hydrotreating, catalytic reforming, hydro-
gen production), it may be necessary to cross-correlate 
the cost with other factors, whereas in gas processing and 
sulfur manufacture, the liquid-volume basis needs to be 
replaced with cubic feet (of gas) and long tons (of sulfur). 
For hydrogen production  thousand cubic feet per day 
(MCFPD) is used.

24.6.3.2	 PRoJeCT	TyPe
Projects are classified according to new capacity, expan-
sion of existing capacity, or a revamp or modernization 
of existing facilities. Grassroots construction is limited 
to equipment inside of the battery limits (ISBL) of each 

process and includes materials and labor; design, engi-
neering, and contractor’s fees; overheads; and expense 
allowance. 

24.6.3.3	 oFFSITe	exPeNSeS
Offsite expenses include the cost and site preparation of 
land, power generation, electrical substations, offsite tank-
age, or marine terminals. Offsite costs vary widely with the 
location and existing infrastructure at the site and depend 
on the process unit. ISBL costs do not include offsite 
expenses. 

24.6.3.4	 LoCATIoN
It is common practice to state cost estimates relative to the 
USGC because this location historically has very favorable 
construction costs relative to other domestic and interna-
tional markets. Design requirements, climate, regulations, 
codes, taxes, and availability and productivity of labor all 
influence and affect the cost of construction and to some 
extent the operating cost of a facility.

24.6.3.5	 TIme
The purchase cost of processing equipment in refining is 
generally obtained from charts, equations, or quotes from 
vendors at a particular time. Factors such as regulatory 
requirements, feedstock quality, and the cost of materials 
may increase costs and inflate refinery investment over 
time whereas other factors may act to lower cost, such as 
improvements of a technological and process nature such as 
improved catalyst, control and instrumentation, and mate-
rials technology. Time captures long-term dynamics such as 
improvements in technology and operational efficiency as 
well as local effects such as the cost of steel, permit require-
ments, and pollution control. 

table 24.15—refining Production Process technologies
Process operation technology

Coking Fluid	coking,	delayed	coking,	other

Thermal	process Thermal	cracking,	visbreaking

Catalytic	cracking Fluid,	other

Catalytic	reforming Semiregenerative,	cycle,	continuous	regeneration,	other

Catalytic	hydrocracking Distillate,	upgrading	residual,	upgrading	lube	oil,	other

Catalytic	hydrotreating Pretreatment	of	cat	reformer	feeds,	other	naphtha	desulfurization,	naphtha	aromatics	saturation,	
kerosine/jet	desulfurization,	diesel	desulfurization,	distillate	aromatics	saturation,	other	distillates,	
pretreatment	of	cat	cracker	feeds,	other	heavy	gas	oil	hydrotreating,	resid	hydrotreating,	lube	oil	
polishing,	posthydrotreating	of	fluid	catalytic	cracking	naphtha,	other

Alkylation	 Sulfuric	acid,	hydrofluoric	acid

Polymerization/dimerization Polymerization,	dimerization

Aromatics Benzene,	toluene,	xylene,	hydrodealkylation,	cyclohexane,	cumene

Isomerization C4	feed,	C5	feed,	C5	and	C6	feed	

oxygenates mTBe,	eTBe,	TAme	

Hydrogen	production
Hydrogen	recovery

Steam	methane	reforming,	steam	naphtha	reforming,	partial	oxidation
Pressure	swing	adsorption,	cryogenic,	membrane,	other

Source:	Oil & Gas Journal World Refinery Capacity Report,	December	19,	2005.
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24.6.3.6	 NeLSoN-FARRAR	CoST	INDICeS
An estimate of the purchase cost at time t2, C(t2), is obtained 
by multiplying the original (quoted) cost at time t1, C(t1), by 
a ratio of cost indices:

 C t C t
I t
I t

( ) ( )
( )
( )2 1

2

1

=








 . (24.2)

The Nelson-Farrar (NF) construction cost index nor-
malizes cost during the time required to construct a process 
unit. The NF cost index is not suitable for determining the 
cost for refineries or process units that are more than five 
years old. The NF cost index also does not account for pro-
ductivity attained in design, construction, or management 
skills. The NF construction cost index is published each 
month in the Oil and Gas Journal (Table 24.16). 

The NF operating cost indices are used to compare 
operating costs over time (Table 24.17). Unlike the construc-
tion index, the operating cost indices are normalized for 
the productivity of labor, changes in the amounts and kinds 
of fuel used, productivity in the design and construction 
of refineries, and the amounts and kinds of chemicals and 
catalysts used [48,49]. 

24.7  refInery coMPlexIty
24.7.1  Data Source
The Oil and Gas Journal publishes a refining survey in 
December of each year and lists the capacity ratings of all 
refineries in the world by company and location in terms of 
charge and production capacities. The EIA also publishes 
data on U.S. refineries that are similar in format to the Oil 
and Gas Journal [50]. 

Distillation, thermal processes, catalytic cracking, cata-
lytic reforming, and catalytic hydrocracking are described 
in terms of charge capacity, which describes the input (feed) 
capacity of the facilities. Production capacity represents the 
maximum amount of product that can be produced and 
is presented for alkylation, polymerization/dimerization, 
aromatics, isomerization, lubricants, oxygenates, hydrogen, 
coke, sulfur, and asphalt facilities. 

24.7.2	 Unit Complexity 
Wilbur Nelson introduced the concept of complexity factor 
to quantify the relative cost of components that make up a 
refinery [51–53]. Nelson assigned a complexity factor of one 
to atmospheric distillation units and expressed the cost of 
all other units in terms of their cost relative9 to distillation. 

The complexity factor of process unit Ui of capacity Qi 
with a construction cost of C U Qi i( , ) is thus defined as

 γ( )
( , )/
( , )/

U
C U Q Q
C U Q Qi

i i i

o o o

= , (24.3)

where:
γ( )Ui  = the complexity index of unit Ui and
Uo = the atmospheric distillation unit.

Various methodological issues limit the use of com-
plexity factors in cost estimation. For example, complexity 
factors do not account for the effect of capacity on cost 
because the complexity factor is capacity invariant, and 
trends in complexity factors change slowly (or not at all) 
over time (Table 24.18) and may not accurately reflect rela-
tive cost. A more serious issue arises from the nature of the 
trends observed, which suggests that the complexity values 
are not empirically based, but rather, appear fixed in nature. 
Nonetheless, the Nelson complexity factor is widely used 
and continues to serve a useful function. 

24.7.3  Refinery Complexity
Refinery complexity indicates how complex a refinery is in 
relation to a refinery that performs only crude distillation. 
Refinery complexity is an often-cited industry statistic and 
is a useful tool in comparative analysis, frequently being 
used as a correlative or descriptive variable in marketing 
and valuation studies (e.g., [54]). 

The complexity index of refinery R is determined by the 
complexity of each individual unit weighted by its percent-
age of distillation capacity:

 γ( )R
Q
Q

i

oi

= ∑ γ( )Ui , (24.4)

where: 
γ( )R  = the complexity index of refinery R, 

γ( )Ui  = the complexity index of unit Ui, and 
Qi = the capacity of unit Ui, and 
Qo = the capacity of the atmospheric distillation.

A simple refinery is typically defined by γ( )R  < 5; a com-
plex refinery by 5 ≤ γ( )R  ≤ 15; and a very complex refinery 
by γ( )R  > 15. 

24.7.4  Example 
Exxon Mobil’s charge and production capacity of its Louisi-
ana facilities in 2008 are shown in Tables 24.19 and 24.20. 
The complexity index of the Baton Rouge facility is com-
puted as 11.5 (Table 24.21) which identifies it as a complex 
refinery.

9 For example, if a crude distillation unit of 100,000 BPD 
capacity costs $10 million to build, then the unit cost per daily barrel 
of throughput would be $100 BPD. If a 20,000 BPD catalytic reform-
ing unit costs $10 million to construct, then the unit cost is $500 
BPD of throughput and the “complexity” of the catalytic reforming 
unit would be 500/100 = 5.

table 24.16—nelson-farrar refinery 
construction cost Index (1970–2009)
x 197x 198x 199x 200x

0 365 823 1226 1543

1 406 904 1253 1580

2 439 977 1277 1642

3 468 1026 1311 1710

4 523 1061 1350 1834

5 576 1074 1392 1919

6 616 1090 1419 2008

7 653 1122 1449 2107

8 701 1165 1478 2251

9 757 1196 1497 2218

Source: Oil & Gas Journal,	1946	=	100.	The	Nelson-Farrar	Refinery	
Construction	Cost	Index	is	published	each	month	in	Oil & Gas Journal.
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table 24.17—nelson-farrar refinery operating cost Indices (2003–2011)
2003 2004 2005 2006 2007 2008 2009 2010 2011

Fuel	and	power	cost 935 972 1360 1569 1531 1951 979 1185 1204

Labor	cost 201 192 202 204 216 238 265 282 277

Wage	rate 972 984 1007 1015 1043 1092 1177 1279 1304

Productivity	of	labor 485 513 501 498 483 461 455 455 471

Investment	related 643 687 716 744 777 831 850 850 856

Chemicals	and	catalyst	 238 268 311 365 386 473 406 450 537

Refineries 465 487 542 579 597 674 583 628 652

Processes 613 638 787 871 873 1045 706 797 815

Source:	Oil & Gas Journal,	1956	=	100.	The	Nelson-Farrar	Refinery	operating	Cost	Index	is	published	in	each	month	of	Oil & Gas Journal.

table 24.18—trends in complexity factors
Process operation 1946 1961–1972 1976 1989

Atmospheric	distillation 1 1 1 1

Vacuum	distillation 2 2 2 2

Vacuum	flash 1 1 1 1

Thermal	process
Thermal	cracking
Visbreaking

4.5
2

3
2

3
2

3
2

Coking 5 5 5.5 5.5

Calcining 63	 108 108	

Catalytic	cracking 	

60	%	conversion 4 5 5 5

80	%	conversion 6 6 6

Catalytic	reforming 5 4 5 5

Catalytic	hydrocracking 6 6 6

Catalytic	hydrorefining 4 3 3

Catalytic	hydrotreating 2 2 1.7

Alkylation	 9 9 11 11

Aromatics,	benzene,	toluene,	and	xylene	 40–70 20 20

Isomerization 	 3 3 3

Polymerization 9 9 9 9

Lubes 60

Asphalt 2 3.5 1.5

Hydrogen	(mCFPD) 	

manufacturing 	 1.2 1.2 1

Recovery 0.7 0.7 1

oxygenates 10

Sulfur	(t/day)

manufacturing 	 85 85 85

manufacturing	from	dilute	gas 250–300 220–600 220–600

Source:	[48,51].

AST-MNL58-11-0801-024.indd   624 3/12/13   3:35 PM

 



	 CHAPTeR	24					n					a revIew of refInery Markets and cost estIMatIon	 625

24.8  Process cost functIons
Construction cost functions for the main process units that 
comprise a refinery are summarized. The cost estimates 
pertain exclusively to grassroots construction, limited to 
equipment ISBL, and include materials and labor; design, 
engineering, and contractor’s fees; overheads; and expense 
allowance. Cost functions for the U.S. Gulf Coast in 2005 are 
described as Cost = α Capacityβ in Table 24.22.

24.8.1  Distillation 
The first step in every refining process is the separation 
of crude oil into fractions by distillation. The crude oil is 
desalted and heated in a furnace to temperatures of approx-
imately 600–700°F before being charged to a  distillation 

tower. The components of crude oil separate according to 
their boiling point range into butanes and lighter wet gas, 
unstabilized light naphtha, heavy naphtha, kerosine, atmo-
spheric gas, and topped (reduced) crude. Topped crude is 
sent to a vacuum distillation tower and separated into vac-
uum gas oil and vacuum-reduced crude bottoms. Cost func-
tions for desalting, atmospheric distillation, and vacuum 
distillation are summarized in Table 24.22. In Figure 24.35, 
the cost curve on a log-log plot is depicted. 

24.8.2  Coking and Thermal Processes 
In thermal cracking, heat and pressure are used to break 
down, rearrange, and combine hydrocarbon molecules. 
Delayed coking, visbreaking, fluid coking, and flexicoking 

table 24.19—charge capacity of exxon Mobil’s louisiana facilities—bPcd (2008)

location crude
vacuum  
distillation

delayed  
coking

thermal  
operations

catalytic  
cracking

catalytic  
reforming

catalytic  
Hydrocracking

catalytic  
Hydrotreating

Baton	Rouge 503,000 231,500 115,000 – 230,000 75,500 26,500 451,500

Chalmette 192,500 112,000 38,000 – 68,000 47,000 18,500 172,500

Total 695,500 343,500 153,000 – 298,000 122,500 45,000 624,000

Source:	Oil & Gas Journal 2008 Worldwide Refining Survey,	December	22,	2008.

table 24.20—Production capacity of exxon Mobil’s louisiana facilities—bPcd (2008)

location alkylation Poly/dim aromatics Isomerization lubes oxygenates
Hydrogen 
(MMcfd)

coke  
(t/day)

sulfur  
(t/day)

asphalt  
(t/day)

Baton	Rouge 38,500 9500 – – 16,000 – 12 5,430 690 –

Chalmette 12,500 – 10,000 10,000 – – – 2,050 920 –

Total 51,000 9500 10,000 10,000 16,000 – 12 7480 1610 –

Source:	Oil & Gas Journal 2008 Worldwide Refining Survey,	December	22,	2008.

table 24.21—complexity Index of exxon Mobil’s baton rouge facility (2008)

Process operation capacity (bPsd)
Percent of  
distillation capacity complexity factor complexity Index

Atmospheric	distillation 503,000 100 1 1.0

Vacuum	distillation 231,500 46.0 2 0.9

Coking 115,000 22.9 5.5 1.3

Catalytic	cracking 230,000 45.7 6 2.7

Catalytic	reforming 75,500 15.0 5 0.8

Catalytic	hydrocracking 26,500 5.3 6 0.3

Catalytic	hydrotreating 451,500 89.8 1.7 1.5

Alkylation 38,500 7.7 11 0.8

Polymerization 9,500 1.9 9 0.2

Lubes 16,000 3.2 60 1.9

Hydrogen	(mCFD) 12,000 2.4 1 0.0

Complexity	index       11.5

Source:	Oil & Gas Journal 2008 Worldwide Refining Survey,	December	22,	2008	and	[48,51].
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table 24.22—Process cost functions: Cost = α Capacity β ($ million)
Process unit  α β capacity unit

Desalter 0.44 0.555 mBPSD

Atmospheric	distillation 8.20 0.510 mBPSD

Vacuum	distillation 8.34 0.493 mBPSD

Delayed	coking

10	bbl	feed/t	coke
30	bbl	feed/t	coke

17.56	
24.42

0.657
0.644	

mBPSD	
mBPSD

Visbreaking	 5.80 0.741 mBPSD

Fluid	catalytic	cracking 	

Distillate	feed 24.67 0.461 mBPSD

Resid	feed 32.98 0.510 mBPSD

Catalytic	hydrocracking	

1000	scf/bbl	H2 15.65 0.719 mBPSD

3000	scf/bbl	H2 26.18 0.714 mBPSD

Catalytic	hydrotreating

Naphtha	desulfurization 4.96 0.524 mBPSD	

Distillate	desulfurization 8.62 0.576 mBPSD	

Resid	desulfurization 8.61 0.834 mBPSD	

Catalytic	reforming	

Semiregenerative 7.96 0.572 mBPSD

Continuous 12.19 0.547 mBPSD

Isomerization 	 	

Butane 9.57 0.514 mBPSD

Pentane/hexane;	once	through 3.11 0.565 mBPSD

Pentane/hexane;	recycle 6.17 0.599 mBPSD	

Alkylation 12.19 0.606 mBPSD

Hydrogen	production 	

Steam	methane	reforming 3.35 0.599 mmCFPD	

Partial	oxidation 5.44 0.601 mmCFPD

Gas	processing 	 	

1	gal/mscf 1.91 0.627 mmCFPD

10	gal/mscf 4.38 0.593 mmCFPD	

20	gal/mscf 5.83 0.610 mmCFPD

Amine-gas	treating 0.064 0.746 GPm

Sulfur	recovery 2.84 0.412 Long	ton	per	day

Sulfur	removal	 	 	

S-zorb,	gasoline 4.77 0.602 mBPSD

S-zorb,	diesel 4.62 0.553 mBPSD

Dewaxing 5.82 0.598 mBPSD

ether	production 8.96 0.472 mBPSD	

AST-MNL58-11-0801-024.indd   626 3/12/13   3:35 PM

 



	 CHAPTeR	24					n					a revIew of refInery Markets and cost estIMatIon	 627

are common thermal cracking units. The reduced crude 
bottoms from the vacuum tower are thermally cracked in 
a delayed coker to produce wet gas, coker gasoline, coker 
gas oil, and coke. The light oils can be processed in other 
refinery units to meet product specifications, and the coke 
is used either as a fuel or in other applications such as 
the manufacturing of steel or aluminum. Without a coker, 
heavy resid would be sold for heavy fuel oil or (if the crude 
oil is suitable) asphalt. Visbreaking is a process in which 
heavy atmospheric or vacuum-still bottoms are cracked at 
moderate temperatures to increase the production of distil-
late products and reduce the viscosity of the distillation 
residues. Capital cost functions for visbreaking and delayed 
coking cost functions are summarized in Table 24.22. 

24.8.3  Catalytic Cracking 
The atmospheric and vacuum gas oils as well as coker 
gas oil are used as feedstocks for catalytic cracking 
and hydrocracking units. Catalytic cracking breaks down 
the larger, heavier, more complex hydrocarbon molecules 
into simpler and lighter molecules. Catalytic cracking is 
accomplished through the use of a catalytic agent and is an 
effective process for increasing the yield of gasoline from 
crude oil. Fluid catalytic cracking cost curves for distillate 
and resid feed are given by Cost(Catalytic cracking; distillate 
feed) = 24.67 Capacity0.461 and Cost(Catalytic cracking; resid 
feed) = 32.98 Capacity0.510. 

24.8.4  Catalytic Hydrocracking 
Catalytic hydrocracking uses hydrogen and catalysts at 
high temperature and pressure to convert middle boiling 
or residual material to high-octane gasoline, reformer 
charge stock, jet fuel, and high-grade fuel oil. The process 
uses one or more catalysts, depending on product output, 
and can handle high-sulfur feedstocks without prior desul-
furization. Capital investment costs for catalytic hydro-
cracking are computed at 1000 and 3000 scf/bbl hydrogen 
consumption.

24.8.5  Catalytic Hydrotreating 
Impurities in hydrocarbons remain unchanged by the distil-
lation process because distillation only segregates crude oil 
according to boiling point ranges. Catalytic hydrotreating 
treats petroleum fractions from distillation units and other 
petroleum (e.g., cat cracked naphtha, coker naphtha, gas 
oil, etc.) in the presence of catalysts and substantial quanti-
ties of hydrogen. If contaminants are not removed from 
the petroleum fractions as they travel through processing 
units, they can have detrimental effects on the equipment, 
catalysts, and quality of the finished products. Typically, 
hydrotreating is performed before processes such as cata-
lytic reforming so that the catalyst is not contaminated by 
untreated feedstock. Hydrotreating is also used before cata-
lytic cracking to reduce sulfur and improve product yields as 
well as to upgrade middle-distillate petroleum fractions into 
finished kerosine, diesel fuel, and heating fuel oils. Desulfur-
ization capital costs are computed for a naphtha feedstock, 
a distillate feedstock, and a residual feedstock.

24.8.6  Catalytic Reforming 
Catalytic reforming converts low-octane naphthas into high-
octane gasoline blending components called reformates. 
Depending on the properties of the naphtha feedstock and 
catalysts, reformates can be produced with very high con-
centrations of benzene, toluene, xylene, and other aromatics 
useful in gasoline blending and petrochemical processing. 
Hydrogen is separated from the reformate for recycling and 
use in other processes. The investment costs depend upon 
the semiregenerative and continuous processes applied. 
In semiregenerative reforming, the reforming unit is shut 
down at specified intervals for in situ catalyst regeneration. 
Continuous regeneration reforming is characterized by the 
continuous addition of the regenerated catalyst to the reac-
tor. Continuous regeneration has been used in most of the 
new catalytic reformers built in the United States, although 
fixed-bed units are occasionally constructed depending on 
product requirements. 

figure 24.35—Atmospheric	crude	distillation	investment	cost—2005	USGC.
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24.8.7  Isomerization 
Isomerization alters the arrangement of atoms in hydro-
carbon molecules. Isomerization is used to convert normal 
butane into isobutene (an alkylation process feedstock) 
and normal pentane and normal hexane into isopentane 
and isohexane (high-octane gasoline components). The 
first isomerization units in the early 1940s were character-
ized by high corrosion rates and catalyst consumption, 
and excessive sludge formation. Technological advances 
from catalytic reforming were adopted in the 1960s using 
low-temperature, dual-functional catalyst systems, which 
significantly improved operating economics and efficiency. 
Paraffin isomerization unit capital costs for butane and 
pentane/hexane feedstock for once-though and recycle pro-
cesses are presented. 

24.8.8  Alkylation 
Alkylation is a process for chemically combining isobu-
tene with olefin hydrocarbons in the presence of an acid 
catalyst, usually sulfuric or hydrofluoric acid. The prod-
uct alkylate, an isoparaffin, has high octane value and is 
blended with motor and aviation gasoline to improve the 
antiknock value of the fuel. The investment cost of alkyla-
tion units are expressed in terms of alkylate production. 
The capital costs for sulfuric and hydrofluoric alkylation 
units are generally comparable; therefore, the investment 
curve can be applied for either unit. However, the compo-
sition of the costs varies with the technology. The sulfuric 
acid process has an expensive reactor section and requires 
refrigeration, whereas hydrofluoric alkylation uses feed 
driers, product treating, regeneration equipment, and 
more exotic metallurgy. 

24.8.9  Hydrogen Production
Hydrogen recovery from catalytic reforming is often not 
enough to meet total refinery requirements, necessitating 
the manufacture of additional hydrogen or obtaining supply 
from external sources. High-purity hydrogen (95–99 %) is 
required for hydrodesulfurization, hydrocracking, and petro-
chemical processes. The steam reformation of natural gas 
accounts for most of the hydrogen produced, but catalytic 
reforming and partial oxidation processes are also applied. 
Steam reformation and catalytic processes are generally 
suitable for reforming light hydrocarbons and naphtha 
whereas partial oxidation processes are applied to a broader 
range of feedstocks, including heavy residual oils and low-
value products. 

24.8.10  Gas Processing
Wet gas streams from the crude tower, coker, and cracking 
units are separated in the vapor recovery section into fuel gas, 
liquefied petroleum gas (LPG), unsaturated hydrocarbons, 
normal butane, and isobutene. The fuel gas is burned as a 
fuel in refinery furnaces and the normal butane is blended 
into gasoline or LPG. The unsaturated hydrocarbons and 
isobutene are sent to the alkylation unit for processing. 
Amine plants remove acid contaminants from sour gas and 
hydrocarbon steams. Gas and liquid hydrocarbon streams 
containing carbon dioxide or hydrogen sulfide or both are 
charged to a gas absorption tower or liquid contactor where 
the acid contaminants are absorbed by counterflowing 
amine solutions. 

24.8.11  Sulfur Recovery and Removal
The amount and type of sulfur in the feedstream, feed 
stability, product specifications, and refinery configuration 
will determine the choice of technologies used to remove 
and recover sulfur. Sulfur recovery converts hydrogen sulfide 
in sour gases and hydrocarbon streams to elemental sulfur. 
The most widely used recovery system is the Claus process, 
which uses thermal and catalytic-conversion reactions. The 
S-zorb process is also used in sulfur removal. 

24.8.12  Lubricating Oil Blending Stocks 
In some refineries, the heavy vacuum gas oil and reduced 
crude from paraffinic or naphthenic base crude oils are 
processed into lubricating oils. The vacuum gas oil and 
deasphalting stocks are first solvent-extracted to remove the 
aromatic compounds and then dewaxed to improve the pour 
point. They are then treated with special clays or high-severity 
hydrotreating to improve their color and stability before being 
blended into lubricating oils. The purpose of solvent extrac-
tion is to prevent corrosion, protect catalyst in subsequent 
processes, and improve finished products by removing unsat-
urated, aromatic hydrocarbons from lubricant and grease 
stocks. Solvent dewaxing is used to remove wax from distillate 
or residual basestocks at any stage in the refining process. 

24.8.13  Ether
Capital costs and utility consumption for methyl tert-butyl 
ether (MTBE) and tert-amyl methyl ether (TAME) production 
depend upon the number of stages involved. Capital costs 
are usually expressed in terms of total hydrocarbon feed 
(excluding alcohol); therefore, the iso-olefin content of the 
feedstock must be known for cost estimation. Many propri-
etary designs for making MTBE and TAME are available, 
but most of the processes are based on catalytic distillation, 
which can manufacture most of the higher ethers with the 
addition of one or two extra columns. A one- or two-stage 
design can be used for ether production, but because of 
the lower cost, a one-stage design is more common unless 
extremely high-purity raffinate is required.

24.9  lIMItatIons of estIMatIon
Engineering cost estimates are widely available, but actual 
(finished) cost is preferred in analysis to avoid estimator 
bias and to assess actual system performance. Ideally, we 
would only use actual cost data, but because the sample 
sets are often too sparse, it is often necessary to supplement 
the data with engineering estimates.

The cost curves are meant to represent typical, or aver-
age, values and are presented as point estimates rather than 
in terms of intervals or ranges. Cost functions are meant 
to represent an “average” refinery, which of course also 
does not exist, but it is nonetheless useful in developing 
conceptual cost estimates in the early stage of assessment 
and design. Every cost estimate involves uncertainty due to 
differing qualities of equipment fabrication, design differ-
ences, location, market conditions, vendor profit, and other 
considerations. The cost curves can be assumed to have an 
accuracy limited to ±25 %. Working capital, inventories, 
start-up expense, the cost of land, site preparation, taxes, 
licenses, permits, and duties are not considered in the esti-
mation. The cost curves presented are not appropriate for 
benchmarking studies.
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The level of uncertainty in estimation can be reduced 
through a detailed front-end engineering design based on 
site-specific information. For definitive economic comparisons 
and estimation, other factors such as feedstock, production 
specification, operating conditions, design options, and 
technology options must be considered.

24.10  conclusIons
Refineries operate under the physical laws and engineer-
ing specification of the system, economic principles which 
guide investment and operating requirements, and man-
made rules governing production activities and product 
specifications. Complex interrelationships exist among 
the physical laws by which a system operates, the product 
demands required by the market, and the commercial rules 
and regulations established for the system. 

Petroleum refining is a mature industry with a well-
established infrastructure and technology base using a 
complex array of chemical and physical processing facilities. 
Several factors affect the business and markets are subject 
to continuous change. A wide variety of public data sources 
are available to examine the status of the industry and assess 
market trends. Cost data are available sporadically, are sig-
nificantly less transparent and subject to more uncertainty. 
The quality and availability of cost data vary widely and need 
to be used with caution with a view to their limitations.

Investment cost functions categorized according to 
technology, process feedstock, product output, and capacity 
were constructed for the main units of a refinery. Empiri-
cal estimates were derived using a power-law relation and 
regression analysis and developed based on one or more 
process-specific variables. 
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25.1  IntroductIon
Refinery planning is a procedure that requires making deci-
sions over various aspects of operations to maximize the 
gross refinery margin (GRM). Among these decisions are
• Crude selection under fluctuating price scenario and 

using different contract forms and spot market pur-
chases, 

• Crude transportation,
• Inventory management, 
• Blending of crudes for operations, 
• Processing conditions of the different equipment and 

utility usage to match product demands in quantity 
and quality, 

• Product transportation to final consumers, and 
• Product pricing.

The input data are equipment capacities, crude oil costs, 
processing costs, transportation costs, product demands, 
crude availability, crude prices and inventory costs, among 
others. Other limitations such as the capacity of the utility 
systems are also taken into account. 

These decisions, which are made running different 
optimization models have to be done under uncertainty and 
hence companies incur financial risk. 

25.2  PlannIng of the Petroleum SuPPly 
chaIn under uncertaInty
Uncertainty was introduced in refinery planning as early 
as the 1990s. Bopp et al. [1] handle natural gas purchases 
under conditions of uncertain demand and price, and Liu 
and Sahinidis [2] used two-stage stochastic programming to 
later also suggest the use of fuzzy programming to process 
the planning of a petrochemical complex. Guldimann and 
Wang [3] presented a large mixed integer linear program-
ming (MILP) and a much smaller nonlinear programming 
(NLP) approximation of the MILP involving simulation and 
response surface estimation via regression analysis for the 
optimal selection of natural gas supply contracts by local 
gas distribution utilities.

In general, planning models for refinery operations 
fall under the more general category of optimization of 
multiperiod supply, transformation, and distribution (STD) 
systems. In this line of work, Escudero et al. [4] proposed 
an oil company modeling framework for STD optimiza-
tion under uncertain product demand, spot supply cost, 
and spot selling price. Hsieh and Chiang [5] developed a 
 manufacturing-to-sale planning system to deal with uncer-
tain manufacturing factors. Neiro and Pinto [6] extended 

the single refinery model of Pinto et al. [7] to a corporate 
planning model that contains multiple refineries in which 
they examined different types of crude oil and product 
demand scenarios. An optimization model for the supply 
chain of a petrochemical company operating under uncer-
tain operating and economic conditions was developed by 
Lababidi et al. [8]. In this work, uncertainties were intro-
duced in demands, market prices, raw material costs, and 
production yields. 

Reddy et al. [9] presented the first complete  continuous- 
time MILP formulation for the short-term scheduling of 
operations in a refinery that receives crude from very large 
crude carriers via a high-volume single buoy mooring pipe-
line. Their objective was to develop the model that responds 
effectively and speedily to uncertain oil markets while 
maintaining reliable operations. An iterative algorithm 
was used to eliminate the crude composition discrepancy. 
The algorithm uses MILP solutions and obtains maximum-
profit schedules for industrial problems with up to 7 days 
of scheduling horizon.

Some fundamental approaches for scheduling under 
uncertainty were determined and compared by Herroelen 
and Leus [10]. The various approaches consist of reactive 
scheduling, stochastic project scheduling, fuzzy project 
scheduling, robust (proactive) scheduling, and sensitivity 
analysis. They discussed the potentials of these approaches 
for scheduling under uncertainty projects with determinis-
tic network evolution structure. 

Csáji and Monostori [11] presented an approximate 
dynamic programming-based stochastic reactive scheduler 
that can control the production process online instead of 
generating an offline rigid static plan. The stochastic sched-
uling problem was formulated as a special Markov decision 
process. Homogeneous multiagent systems were suggested 
in which cooperative agents learn the optimal value func-
tion in a distributed way by using trial-based approximate 
dynamic programming (ADP) methods. After each trial, the 
agents asynchronously update the actual value function esti-
mation. Finally, benchmark experimental results that illus-
trate the effectiveness of the ADP-based approach are shown.

Al-Redhwan et al. [12] addressed the problem of uncer-
tainty in optimizing water networks in process industries 
to be able to accommodate the changes of wastewater flow 
rates and level of contaminants. A three-step methodol-
ogy was developed. They first generated a deterministic 
optimization model. This model searches for the network 
configuration with minimal freshwater use and optimal 
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wastewater reuse or regeneration-reuse. The second step 
involved a sensitivity analysis in which uncertainty was 
introduced as maximum and minimum ranges in operating 
conditions. Finally, a stochastic formulation was developed 
based on the scenario-analysis stochastic programming 
approach. The optimization models are NLP problems that 
were effectively solved using the General Algebraic Model-
ing System (GAMS), coupled with various commercial solv-
ers such as Conopt, Dicopt, Minos, etc. These models were 
tested on a typical refinery wastewater network.

Guillén et  al. [13] considered the design and retro-
fit problem of a supply chain (SC) consisting of several 
production plants, warehouses, and markets and the 
associated distribution systems. A two-stage stochastic 
model was constructed to take into account the effects of 
the uncertainty in the production scenario. The problem 
objective (i.e., SC performance) is assessed by taking into 
account the profit over the time horizon and the result-
ing demand satisfaction. Finally, the SC configurations 
obtained by means of deterministic mathematical pro-
gramming were compared with those determined by differ-
ent stochastic scenarios representing different approaches 
to face uncertainty.

Liao and Rittscher [14] developed a measurement of 
supplier flexibility with consideration of demand quantity 
and timing reduction uncertainties. The measurement was 
extended to consider the uncertainty when the demand 
quantity is randomly changed. In addition, a multiobjec-
tive supplier selection model under stochastic demand 
conditions was developed. The model was determined with 
simultaneous consideration of the total cost, the quality 
rejection rate, the late delivery rate, and the flexibility rate, 
which involved constraints of demand satisfaction and 
capacity. In turn, Al-Qahtani and Elkamel [15] addressed 
the robustness of the planning of multisite refinery net-
works under uncertainty using two-stage stochastic pro-
gramming. 

It is believed that the best way to effectively perform 
planning under uncertainty is by using a two-stage sto-
chastic programming as originally proposed by Liu and 
Sahinidis [2].

25.3  fInancIal rISk management 
technIqueS
Ierapetritou and Pistikopoulos [16] introduced integrated 
metric and estimated future plan feasibility together with 
the potential economic risk for two-period linear plan-
ning models. The metric used is the traditional maximum 
regret. 

Mulvey et  al. [17] studied and discussed components 
of the asset/liability management systems of three leading 
international firms in the United States: Towers Perrin, 
Frank Russell, and Falcon Asset Management. These com-
panies applied asset/liability management for efficiently 
managing risk over extended time periods by dynamically 
balancing the firm’s asset and liabilities to achieve their 
objectives. Three components of asset/liability management 
were compared and described: (1) a multistage stochastic 
program for coordinating the asset/liability decisions, (2) a 
scenario generation procedure for modeling the stochastic 
parameters, and (3) solution algorithms for solving the 
resulting large-scale optimization problem.

Lowe et al. [18] looked into an international sourc-
ing/production network. They proposed and illustrated 
a two-phase multiscreening approach that was used to 
help evaluate the strategy of having production facilities 
using Harvard Business School as a study case. Their 
approach involves a relatively simple one-year-ahead 
analysis in phase 1, followed by a more detailed analysis 
in phase 2. Afterward, new criteria of stochastic com-
parison (i.e., Pareto optimality, near-Pareto optimality, 
maximum regret, mean-variance efficiency, and stochas-
tic dominance) were introduced. At last, they illustrated 
how excess capacity could provide flexibility by allowing 
a global manufacturing firm to shift production between 
various production facilities as relative costs change over 
time.

Gupta and Maranas [19] developed a model for incor-
porating market-based pollution abatement instruments 
in the technology selection decision of a firm. Multistage 
stochastic programming is used to model emission and 
market uncertainties while accounting for the availability 
of derivative instruments. The instruments help minimize 
total pollution abatement costs and predict the environ-
mental liability. The model quantifies the benefits of the 
flexibility offered by these instruments. Management of 
environmental and financial risks was addressed by linking 
the optimization model with basic statistical and probabi-
listic techniques. 

Cheng et al. [20] presented the method of risk manage-
ment using a Markov decision process with recourse that 
considers decision-making throughout the process life cycle 
at different hierarchical levels. The formulation integrates 
design decisions and future planning by constructing a 
multiperiod decision process in which one makes decisions 
sequentially at each period. They were concerned with the 
following conflicting objectives: expected profit, expected 
downside risk, and process lifetime. The multiobjective 
Markov decision problem was finally decomposed using a 
rigorous multiobjective stochastic dynamic programming 
algorithm, and the Pareto optimal design strategy was 
obtained.

In addition, various methods were introduced into 
optimization and programming models to deal with the 
financial risk problem. The most popular is value at risk, 
which was proposed by Guldimann [21] and Jorion [22].

Barbaro and Bagajewicz [23] presented a methodology 
to include financial risk management in the framework 
of two-stage stochastic programming for planning under 
uncertainty. They adapted a known probabilistic definition 
of financial risk to use it in the framework. Their method is 
compared with the methods that intend to manage risk by 
controlling the second-stage variability. One of the major 
contributions of their work to the field of planning under 
uncertainty is the formal definition of financial risk as 
applied to these problems. On the basis of this definition, 
several theoretical expressions were developed that provide 
new insight into the tradeoffs between risk and profitability. 
Thus, the cumulative risk curves were constructed to be 
very appropriate to visualize the risk behavior of different 
alternatives. Moreover, they examined the concept of down-
side risk, and a close relationship with financial risk was 
discovered. They consequently suggested that downside 
risk be used to measure financial risk, considering that in 
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that way there is no need to introduce new binary variables 
that increase the computational burden.

Aseeri and Bagajewicz [24] presented some new con-
cepts and procedures for financial risk management. 
Upside potential (UP) or opportunity value (OV) as means 
to weigh opportunity loss versus risk reduction as well 
as a risk area ratio (RAR) are introduced and discussed 
to complement the use of value at risk. Upper and lower 
bounds for risk curves corresponding to the optimal sto-
chastic solutions were developed, the use of the sampling 
average algorithm was studied, and the relation between 
two-stage stochastic models that manage risk as well as the 
use of chance constraints and regret analysis was discussed. 
These concepts are illustrated by introducing a stochastic 
planning model to optimize natural gas commercialization 
in Asia under uncertainty.

Al-Qahtani and Elkamel [15] independently pre-
sented a two-stage stochastic approach to the multisite 
refinery planning. They used a technique similar to the 
one presented by Aseeri and Bagajewicz [24], the sample 
average algorithm, but they assume that variance is rep-
resentative of risk, which, as we shall see below, is not 
recommended. 

In the next section, we review the background theory 
of two-stage stochastic programming for decision-making 
under uncertainty. We specifically focus on financial risk 
management and the measures of financial risk as well as 
the techniques used to manage it. 

25.4  two-Stage StochaStIc 
ProgrammIng 
This kind of problem is characterized by two essential fea-
tures: the uncertainty in the problem data and the sequence 
of decisions. Liu and Sahinidis [2] as well as Barbaro and 
Bagajewicz [23] review in some detail the technique as 
applied to decision-making in investment and operations 
planning. 

First, some model parameters are accounted for as 
random variables with a certain probability distribu-
tion. In turn, some of these decisions must be made with 
incomplete information about the future (these are called 
first-stage decisions or sometimes “here and now” deci-
sions). Then, as some of the uncertainties are unveiled, 
the remaining decisions are made (called second-stage or 
recourse decisions). An example of a first-stage decision in 
refinery planning is placing an order for a certain amount 
of barrels of a particular crude. Such crude amounts will 
arrive in the future and a second-stage decision is how to 
blend the different crudes. Quite clearly, the level of usage 
and the type of crude blending usage envisioned at the time 
of the order is different from how the actual blending is 
performed later. 

Among the two-stage stochastic models, the expected 
value of the cost (or profit) resulting from optimally adapt-
ing the plan according to the realizations of uncertain 
parameters is referred to as the recourse function. Solving 
this kind of model involves maximization or minimiza-
tion of expected profits or expected cost. Expectations are 
obtained by representing uncertainties through several sce-
narios constructed via sampling.

The general form of a two-stage linear stochastic 
problem with fixed recourse and a finite number of sce-

narios (s) can be defined by Birge and Louveaux [25] as 
follows: 
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In the above model, first-stage decisions are represented by 
variable x and second-stage decisions are represented by 
variable ys, which has probability ps. The objective function 
contains a deterministic term, cTx, and the expectation of 
the second-stage objective, qs

Tys, taken over all realizations 
of the random event s. For a given realization of the random 
events, s ∈ S, the second-stage problem data qs, hs, and Ts 
become known, and then the second-stage decisions, ys(x), 
must be made. 

The different scenarios are composed of instances of 
the uncertain parameters obtained by sampling the dis-
tributions. So far, this sampling was made assuming that 
the variables are independent; that is, each variable was 
sampled using its own distribution and no joint distribu-
tions were used. As this technique finishes its migration 
to industrial practice, better sampling methods and bet-
ter assessment of joint parameter distributions will be 
needed. One such effort in the right direction was made by 
Park et al. [26], who used the geometric Brownian motion 
(GBM) stochastic oil price model [27,28]. In addition they 
used the well-known Black and Scholes equation, which 
underlies the assumption of the GBM.

25.5  fInancIal rISk
According to Barbaro and Bagajewicz [23], the financial 
risk related to a planning project can be defined as the 
probability of not meeting a certain acceptable targeted 
profit (when cost is minimized the target is a certain high 
cost). Several alternative point measures have also been 
used. For this, cumulative probabilities of profit are used. 
Once problem 25.1 is solved, one typically fixes the first-
stage variable (x), which means that one has made the 
first-stage decisions, and then one can solve the following 
problem: 
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0

 (25.2)

where x* is the (now fixed) first-stage set of decisions. We 
note that the model is solved for each scenario. Because 
each scenario s has a probability p(s), it is easy to make a 
histogram and obtain the probability distribution of profits 
(f x( , )ξ ).
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Originally, the models for robust planning under uncer-
tainty [17] used the variance of the cost as a “measure” of 
the robustness of the plan (i.e., less variance corresponds to 
higher robustness), which was later also used to reduce risk. 
This practice is of value when the distributions of profit are 
symmetric, but it presents some problems otherwise. Thus, 
alternative definitions of risk, which look at only one side 
(the downside) of the distribution, were proposed. 

We call the risk curve the cumulative probability curve 
corresponding to f x( , )ξ  (Figure 25.1). Thus, the risk of not 
making a certain aspiration level of profit, Ω, is given by 
the corresponding cumulative probability. Therefore, one 
formally writes Risk(Ω) = pΩ. 

Another measure of risk is the downside risk introduced 
by Eppen et al. [29]. Unlike the risk, which is a probability, 
the downside risk is measured in dollars ($). This measure 
is defined as the integral of the profit positive deviations 

from the aspiration level DRisk x f x d( , ) ( ) ( , ) ,Ω = Ω −
−∞

Ω

∫ ξ ξ ξ  

where δs( , ) { ( ), }.x Max Profit xsΩ = Ω − 0  For discrete scenar-
ios, we write DRisk x p xs

s S
s( , ) ( , )Ω = Ω

∈
∑ δ . It was shown that 

the downside financial risk is equal to the area below the 
risk curve to the left of Ω (i.e., DRisk Risk d( ) ( )Ω =

−∞

Ω

∫ ζ ζ ζ ) 
[23]. This is illustrated in Figure 25.2. 

The above two measures have the disadvantage that 
one needs to define an aspiration level to obtain a risk. 
Alternative measures that do not make use of an aspiration 
level are upper partial mean [30], the very popular value at 
risk [22], and the area ratio [24]. 

The upper partial mean (UPM) is defined as the inte-
gral of all negative deviations from the mean value; that is, 

UPM p d
P

= ∆
−∞∫ ( ) ( ) ,ε ε ε  where P p d=

−∞

∞

∫ ε ε ε( )  is the average 

profit and ∆ = −s s
T

sP q y . For discrete scenarios
 
UPM ps s

s S

=
∈
∑ ∆ ,

 
P p q yk k

T

k s
k=

∈
∑ , and ∆ s s

T
sP q y= −max{ ; }.0  Quite clearly, this is 

similar to downside risk, except that the aspiration value is 
the mean value.

In turn, value at risk (VaR) is defined as the expected 
loss for a certain confidence level usually set at 5 % [22]. A 
more general definition of VaR is given by the difference 
between the mean value of the profit and the profit value 
corresponding to the p-quantile (value at p risk). VaR has 
been used as a point measure very similar to the variance; 
it usually measures the deviation of the profit at 5 % risk 
from the expected value. 

Aseeri and Bagajewicz [24] proposed that VaR be com-
pared to a similar measure, the UP (upside potential) or OV 
(opportunity value), defined in a similar way to VaR but at 
the other end of the risk curve with a quantile of (1 – p) as the 
difference between the value corresponding to a risk of (1 – p) 
and the expected value (see Figure 25.3). They discussed the 
need of the UP for a good evaluation of the project. 

To ameliorate the fact that VaR and UP are point 
measures that do not represent the behavior of the entire 
risk curve but only its values at certain points, Aseeri and 
Bagajewicz [24] proposed the risk area ratio (RAR). This 
ratio requires the use of the maximum expected profit risk 
curve (defined by x*) and any other alternative one (defined 
by x′) that is evaluated. This area ratio is calculated as 
the ratio of the opportunity area (O_Area), enclosed by the 
aforementioned two curves above their intersection, to the 
risk area (R_Area), enclosed by the two curves below their 
intersection (see Figure 25.4).

  RAR
O Area
R Area

= _
_

 (25.3)

Note that this is only true if the second curve is minimiz-
ing risk in the downside region. If risk on the upside is to 

figure 25.1—(a)	Distribution	of	profits.	(b)	risk	curve:	
cumulative	distribution.
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be minimized, then the relation is reversed (i.e., O_Area is 
below the intersection and R_Area is above it).

The UPM and VaR can be used as measures of robust-
ness, but they have limitations that make them inap-
propriate measures to manage financial risk within an 
optimization model. Although it has not been demonstrated 
formally, there are reasons that support the idea that the 
area ratio is the same. The reason relies on the fact that 
the nonoptimal second-stage decision would be chosen. 
Because of the way the UPM is defined, a solution may 
falsely reduce its variability just by not choosing optimal 
second-stage decisions. Making nonoptimal second-stage 
decisions reduces the expected profit, allowing the positive 
deviation between the expected second-stage profit and the 
profit for that scenario (Δs) to be zero for some scenarios 
that otherwise would have a profit lower than the actual 
expected value and therefore Δs > 0. Because nobody would 
want to obtain a lower profit when a higher value is already 
attainable, operating with nonoptimal second-stage policies 
does not make any sense from a financial point of view. 
This is discussed in detail by Takriti and Ahmed [31], who 
present sufficient conditions for the variability measure of a 

robust optimization to ensure that the solutions are optimal 
in profit.

Although they should not be incorporated in models 
that simultaneously compute and manage financial risk, 
the UPM, VaR, and the area ratio can be efficiently used to 
assess financial risk.

Earlier perspectives to evaluate risk include the work 
of Ierapetritou and Pistikopoulos [16], who proposed to 
use regret functions as an indirect measure of financial 
risk. For any realization of uncertain parameters, the regret 
function measures the difference between the objective 
function resulting from the actual plan or design and the 
plan that is optimal for that realization of uncertain param-
eters. The idea is then to find plans that have low regret for 
the set of feasible uncertain parameters. This approach has 
two major difficulties. First, financial risk is only evaluated 
indirectly because the regret functions only measure the 
potential losses of the actual plan in comparison with a 
hypothetical plan that is optimal only for a specific uncer-
tainty realization (no information is given about the feasi-
bility of that plan under other circumstances). Thus, the 
regret functions do not provide any information about the 
financial risk. The second disadvantage of this approach is 
that to construct each regret function a separate optimiza-
tion problem has to be solved for each possible uncertainty 
realization. This greatly increases the computational com-
plexity of the problems. 

An alternative approach, recently suggested by Cheng 
et al. [20], is to rely on a Markov decision process model-
ing the design/production decisions at each epoch of the 
process as a two-stage stochastic program. The Markov 
decision process used is similar in nature to a multistage 
stochastic programming in which structural decisions are 
also considered as possible recourse actions. Their solution 
procedure relies on dynamic programming techniques and 
is applicable only if the problems are separable and mono-
tone. In addition, they proposed to depart from single objec-
tive paradigms and use a multiobjective approach rightfully 
claiming that cost is not necessarily the only objective and 
that other objectives are usually also  important, such as figure 25.4—risk	area	ratio.	Source:	[24].
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social consequences, environmental impact, process sus-
tainability, etc. Among these other objectives, they include 
risk (measured by downside risk, as introduced by Eppen 
et  al. [29]), which under the assumption that decision-
makers are risk-averse, they claim it should be minimized. 
Although some level of risk could be tolerable at low profit 
aspirations to get larger gains at higher ones, thus promot-
ing a risk-taking attitude, this assumption has some impor-
tant additional limitations. As will become apparent later in 
this chapter, because downside risk is not only a function of 
the first-stage decisions but also of the aspiration or target 
profit level, minimizing downside risk at one level does 
not imply its minimization at another. Moreover, minimiz-
ing downside risk does not necessarily lead to minimizing 
financial risk for the specified target. Thus, treating finan-
cial risk as a single objective presents some limitations, and 
we propose that risk be managed over an entire range of 
aspiration levels. 

Applequist et  al. [32] proposed to manage risk at 
the design stages by using the concept of risk premium. 
They observed that for various investments, the rate of 
return correlates linearly with the variability. The coef-
ficient of such dependence is called risk premium. On the 
basis of this observation, they suggest benchmarking new 
investments against the historical risk premium mark. 
Thus, they propose a two-objective problem in which 
the expected net present value and the risk premium are 
maximized. The technique relies on using the variance as 
a measure of variability and therefore it equally penal-
izes/rewards scenarios at both sides of the mean, which 
is the same limitation that is discussed above. Finally, Li 
et  al. [33] make use of chance constraints, which have 
been shown to be less efficient than two-stage stochastic 
 programming—in fact, a special case of it as proved by 
Aseeri and Bagajewicz [24]. 

25.6  comPutatIonal aPProacheS 
The scenarios need to be generated using appropriate sam-
pling procedures. The simple approach is to treat the uncer-
tain parameters as independent, which allows for simple 
sampling procedures once their distribution is known. 
However, in many cases, the variables are not statistically 
independent; for example, in the case of demands and 
prices, there are trends they follow in time, etc. To this date, 
although many of these problems can be efficiently sorted 
through standard statistical procedures, the direct applica-
tion to data related to refinery planning has not merged the 
academic and practical efforts. 

The solution of problem 25.1 directly as it is posed 
presents some computational challenges, even for this 
linear formulation. Indeed, a reasonably small number of 
scenarios is approximately 200, and this gives rise to opti-
mization problems containing thousands of second-stage 
variables. To address this issue a special decomposition 
algorithm was used—the sampling algorithm as presented 
by Verweij et al. [34]. 

In the sampling algorithm, the deterministic model is 
run for each scenario. After these solutions are obtained, 
the first-stage variables of each of these solutions, called 
“designs,” are fixed, and the deterministic model is run 
with them fixed for all of the scenarios again. Thus, each 
of these runs performed with the first-stage variables fixed 

provides a profit for each scenario from which a risk curve 
can be constructed. The result tends asymptotically to 
such optimum, which was proven by Aseeri and Bagaje-
wicz [24]. Once all risk curves are generated the curve 
with the highest expected gross refinery margin (EGRM) 
is chosen. The curves that are dominated by this highest 
EGRM (completely to the left of the highest EGRM curve) 
are disregarded and the others (nondominated curves) are 
selected as alternative solutions (Figure 25.5)

In addition, Aseeri and Bagajewicz [24] proposed the 
construction of an upper bound curve. The upper bound 
risk curve is defined as the curve constructed by plotting 
the set of net present values (NPV) for the best design 
under each scenario (i.e., by using all “wait and see” solu-
tions). Figure 25.6 shows the upper bound risk curve and 
curves corresponding to possible and impossible solutions. 
The risk curve for any feasible design is positioned entirely 
above (to the left of) the upper bound risk curve [24].

25.7  PrIcIng 
Consumer behavior is best understood as having two 
components: preferences for certain products independent 
of price and budget constraints that make them most of 
the time buy less preferred products. On the basis of this 
information, one can put consumer preferences and budget 
constraints together to determine consumer choices. This is 
a well-established theory [35,36].

Bagajewicz [37] presented a methodology that puts 
together a price-demand-preferences relationship that is 
based on a constant elasticity of substitution model with 

figure 25.5—Maximum	expected	solution,	dominated	and	
nondominated	solutions.
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Nondominated Solution 

Maximum Expected  Profit Solution 

figure 25.6—Upper	bound	(envelope)	risk	curve.	Source:	[24].
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a profit-based model that determines the right product 
qualities that maximize profit. Usually these qualities are 
not those corresponding to the most preferred product. 
Lakkhanawat and Bagajewicz [38] used the following two 
expressions for the price demand relationships: 
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In these models, d1 and d2 are the demand of the refinery’s 
product and that for the competition’s same products, p1 is 
the refinery product selling price and p2 is that of the com-
petitor, Y is the consumer budget, D is the maximum pos-
sible demand, and ρ is a parameter related to the elasticity 
of substitution. Finally, the parameter β is a measure of how 
much a consumer prefers product 1 to product 2 and α is a 
measure of how much the consumer population is aware of 
the quality of product 1. 

Lakkhanawat and Bagajewicz [38] used α and β to be 
equal to 1; that is, consumers are equally aware of all products 
and they have no specific preferences. This is usually (not 
always) the public attitude toward refinery products, resulting 
in a purchasing decision that is based on budget and price. 

Both are derived using the constant elasticity of sub-
stitution model slightly modified to include hedonic and 
information constraints [37]. The first correspond to the 
case in which the budget of the consumers (Y) is binding; 
that is, the consumer reaches the limit of the budget allo-
cated to the product. The second is when the budget 
exceeds the purchasing needs. 

25.8  caSe StudIeS
Because the technique is starting to popularize, there are 
only a few articles discussing financial risk in refinery 
operations. Pongsakdi et  al. [39] were the first to apply 
the two-stage stochastic framework to financial risk man-
agement in refinery operations. They considered crude 
purchases as the first-stage decisions under uncertain 
product demands and prices. The second-stage decisions 
are the existing purchased crude blending and the flows 
through the different units to meet the demands. Later, 
Lakkhanawat and Bagajewicz [38] extended the model to 
include decisions on product pricing. In both cases, the 
refinery model used is linear; that is, the yields of the dif-
ferent units are constant. To this date, only one nonlinear 
model (in which the yields of the different units are vari-
able) that includes financial risk management has been 
developed by Bagajewicz and Uribe [40]. Very recently, 
Park et  al. [26] applied the technique to consider long-
term contracts as first-stage variables. Their second-stage 
decisions are spot and future contracts as well as the flow 
through units. The uncertainty is only in the crude and 
product prices. We comment on the results of the work of 
Lakkhanawat and Bagajewicz [24] and we later briefly dis-
cuss the work of Bagajewicz and Uribe [40], who showed 
how to use a commercial software to perform financial risk 
management. 

25.9  comParISonS wIth PrIcIng modelS
Lakkhanawat and Bagajewicz [24] showed the differences 
between deterministic models with and without pricing. 
They also showed the advantage of stochastic models with 
and without pricing. 

Figure 25.7 shows a simplified scheme of the refinery. 
It has two atmospheric distillation units (CDU2 and CDU3), 
two naphtha pretreating units (NPU2 and NPU3), one light 
naphtha isomerization unit (ISOU), two catalytic reforming 
units (CRU2 and CRU3), one kerosine treating unit (KTU), 
one gas oil hydrodesulfurization (GO-HDS), and one deep 
gas oil hydrodesulfurization (DGO-HDS). The products are 
liquefied petroleum gas (LPG), gasoline RON 91 (SUPG), 
gasoline RON 95 (ISOG), jet fuel (JP-1), high-speed diesel 
(HSD), fuel oil 1 (FO1), fuel oil 2 (FO2), and low-sulfur 
fuel oil (FOVS). Fuel gas (FG) and some amount of FOVS 
produced from the process are used as an energy source 
for the plant. There are three product pools for blending 
products: gasoline pool (GSP), diesel pool (DSP), and fuel 
oil pool (FOP). 

There are six crude oil types for feeding the refinery: 
Oman, Tapis, Labuan, Seria Light, Phet, and Murban. The 
refinery produces eight commercial products (LPG, SUPG, 
ISOG, JP-1, HSD, FO1, FO2, and FOVS) using two crude 
distillation units (CDU2 and CDU3) and six productive 
units (NPU2, NPU3, CRU2, CRU3, ISOU, GO-HDS, DGO-
HDS, KTU). Data of all units and commodities (crude oils, 
intermediates, and products), their availability, demands 
and prices, as well as the production yields and unit 
capacity can be found in the original article. Finally, the 
maximum plant production capacity is 120 kbbl/day, the 
horizon plan has three periods, and some small restrictions 
are added. 

The demand in each period was considered to be sat-
isfied by the production. Uncertainty was introduced in 
market demand and price for the general stochastic model 
without pricing. For the model with pricing decision added, 
uncertainty was taken into account in consumer budget 
and the total demand of each product.

Results of the general deterministic model using mean 
values show a GRM of $9.574 million (U.S.) using 754 vari-
ables and 655 constraints. Details are given in Table 25.1.

From the general deterministic model result, Crude 
LB, PHET, and MB are purchased at the maximum avail-
able quantity. Crude PHET is fed to CDU2 only because 
of the limitation of unit. In addition PHET is not suit-
able for the production of FO1 and FO2 (low pour point 
fuel oil) from CDU3 because it has the high pour point 
and low viscosity factor at 50°C (V50) in the fuel oil 
portion. The smallest amount of crude oil used is that 
of TP crude because of its highest cost. It is chosen in 
time period 2 because of the higher product price in this 
period.

When pricing is introduced, the optimal set of first-
stage decisions changes. For the pricing model, we also 
chose an elasticity of substitution σ

ES = –1, which leads 
to equal demands for equal prices. In fact, our formula 
simplifies to the very well known p1d1 = p2d2. Other values 
of ρ can be used if the elasticity is better determined. For 
example, it is a well-known fact that different motor fuels 
have different degrees of elasticity. This ought to slightly 
change the results of our example without altering the main 
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message (that pricing has a big influence in planning). The 
 competition product prices, the total demand of product, 
and the consumer budgets with their standard deviations 
are shown in the original paper. The results of crudes to 
purchase are shown in Table 25.2. Resulting prices and 
corresponding demands are shown in the original paper. 
Finally, an EGRM of $10.712 million (U.S.) is predicted. 
Because of the price manipulations, this result is not sur-
prisingly higher than the one without pricing. 

The stochastic model takes into account the uncer-
tainty in demand and price of products and was solved 

using 200 scenarios. The demand and price were randomly 
generated independently by sampling from normal distri-
butions [39]. Results of purchased oil (first-stage decision) 
are shown in Table 25.3. 

The stochastic model with pricing decisions takes 
into account that the total demand of products and the 
consumer budget are uncertain. The volume of petroleum 
purchased of this model is shown in Table 25.4.

Figure 25.8 shows the risk curves of the stochastic solu-
tion and the deterministic solution. The stochastic solution 
is the highest EGRM taken from all solutions obtained. 

table 25.1—oil Purchased from the deterministic model without Pricing

crude oil
available 
quantity

Period 1 Period 2 Period 3

(m3) (%) (m3) (%) (m3) (%)

OM	 No	limit 176,065 36.30 211,937 37.03 117,966 29.63

tp No	limit 0 0.00 17,004 2.97 0 0.00

LB 95,392 95,392 19.67 95,392 16.67 95,392 23.96

SLeB 95,392 60,938 12.56 95,392 16.67 95,392 23.96

phet 57,235 57,235 11.80 57,235 10.00 57,235 14.38

MB 95,392 95,392 19.67 95,392 16.67 32,158 8.08

total   485,022 100.00 572,353 100.00 398,143 100.00

total	(kbbl/day)   101.69 120.00 83.47

GrM $9.574	million	(U.S.)

figure 25.7—refinery	flow	diagram.

Crude Tank 1

Crude Tank 2

Crude Tank 4

Crude Tank 3

Crude Tank 5

Crude Tank 6

CDU

NPU

CRU

ISOU

HDS

KTU

Gasoline Pool

FOVS

LPG

Diesel Pool

FG

LPG

FG

Naphtha

FG

IK

DO

JP1

ISOG

SUPG

FO2

FO1

HSD

Naphtha

CDU

LPG

DO

IHSD

IK

IK

MTBET

DCCT

FO

FO

Mixed
Crude 2

Mixed
Crude 1

IK

FO

 FO IK

FG

FG

FG

LPG

REFHN

HN

LN

LN

ISO

IK

AST-MNL58-11-0801-025.indd   638 3/12/13   3:40 PM

 



	 Chapter	25					n					fInancIal rISk management In refInery oPeratIonS PlannIng	 639

table 25.2—oil Purchased from the deterministic model with Pricing

crude oil
available
quantity

Period 1 Period 2 Period 3

(m3) (%) (m3) (%) (m3) (%)

OM	 No	limit 175,969 36.1235 211,937 37.0291 117,965 29.629

tp No	limit 0 0 17,004 2.97094 0 0

LB 95,392 63,144 12.9623 95,392 16.6667 95,392 23.9593

SLeB 95,392 95,392 19.5824 95,392 16.6667 95,392 23.9593

phet 57,235 57,235 11.7494 57,235 10 57,235 14.3756

MB 95,392 95,392 19.5824 95,392 16.6667 32,157 8.07679

total   487,133 100 572,353 100 398,142 100

total	(kbbl/day)   102.13 120.00 83.47

GrM $10.712	million	(U.S.)

table 25.3—oil Purchased from the Stochastic model without Pricing

crude oil
available
quantity

Period 1 Period 2 Period 3

(m3) (%) (m3) (%) (m3) (%)

OM	 No	limit 211,937 37.03 211,937 37.03 126,125 30.29

tp No	limit 17004.3 2.97 17,004 2.97 0 0.00

LB 95,392 95,392 16.67 95,392 16.67 95,392 22.91

SLeB 95,392 95,392 16.67 95,392 16.67 95,392 22.91

phet 57,235 57,235 10.00 57,235 10.00 57,235 13.75

MB 95,392 95,392 16.67 95,392 16.67 42,202 10.14

total   572,353 100 572,353 100 416,347 100

total	(kbbl/day)   120 120 87.29

GrM $15.131	million	(U.S.)

table 25.4—oil Purchased from the Stochastic model with Pricing

crude oil
available
quantity

Period 1 Period 2 Period 3

(m3) (%) (m3) (%) (m3) (%)

OM	 No	limit 207,796 37.40 211,937 37.03 105,350 26.41

tp No	limit 4,422 0.80 17,004 2.97 12,857 3.22

LB 95,392 95,392 17.17 95,392 16.67 95,392 23.92

SLeB 95,392 95,392 17.17 95,392 16.67 95,392 23.92

phet 57,235 57,235 10.30 57,235 10.00 57,235 14.35

MB 95,392 95,392 17.17 95,392 16.67 32,601 8.17

total   555,630 100 572,353 100 398,828 100

total	(kbbl/day)   116.49 120.00 83.62

GrM $8.049	million	(U.S.)
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The deterministic risk curve is constructed by running the 
stochastic model under each scenario with the first-stage 
variable fixed to that of the deterministic model result. The 
EGRM obtained from the deterministic model under 200 
scenarios of uncertain parameters is different from that 
of the deterministic model using mean values. This is an 
indication of the nonsymmetric nature of the  distributions 
obtained. Finally, the deterministic solution provides a 
lower EGRM than the stochastic solution but a slightly 
higher risk.

The solutions shown in Table 25.4 suggest the higher 
amount of crude oil purchased in time period 1. The 
types of crude oil purchased from the stochastic pricing 
model are the same as those from the deterministic pric-
ing model. From the results, TP is selected in time period 
1 and 3 because of the higher demand of fuel oil in time 
period 1 and high-speed diesel in time period 3. This is 

because TP gives the high fraction in fuel oil and diesel oil 
 intermediates. The solution obtained by the deterministic 
model using the mean values of total demand of prod-
uct and consumer budget is evaluated against the same 
scenarios of the stochastic model by fixing the first-stage 
variables (amount of crude oil purchased) and computing 
the second-stage ones with the stochastic formulation. The 
risk curve of the deterministic pricing model against all 
scenarios is compared with the risk curve of the stochastic 
pricing model as shown in Figure 25.9. This plot shows 
that the stochastic solution provides a higher expected 
GRM than the deterministic solution. In addition, the 
stochastic model provides a solution with lower risk of 
negative margin. 

The EGRM suggested by the stochastic planning model 
with pricing is lower than that of the stochastic model 
without pricing. This is because of the difference in how 

figure 25.8—risk	curves	of	the	deterministic	and	stochastic	model	solutions	without	pricing.
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figure 25.9—risk	curves	of	the	deterministic	and	stochastic	pricing	model	
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the demand and price of product are generated. In the 
general stochastic model, demand and price of product are 
generated independently for each scenario as the uncertain 
parameters and are usually considered independent. How-
ever, in the stochastic model with pricing, the demand and 
price are model variables that are related. 

25.10  fInancIal rISk management
Although stochastic models optimize the total expected 
GRM, they do not provide any control of their variability 
over the different scenarios; that is, they assume that the 
decision-maker is risk neutral. Different attitudes toward 
risk may actually be encountered. In this section, approach 
to manage financial risk is applied to compare the results.

The alternative plan that can reduce risk was con-
sidered. Figure 25.10 shows the risk curves of this plan 
compared with the stochastic solution. This plan suggests a 
lower amount of crude oil purchased in time period 1 and 
3 as shown in Table 25.5. 

From Figure 25.10, decreasing the crude oil purchased 
resulted in lower risk at low targets but with a lower chance 
to make a higher profit. VaR (at 5 %) and OV (at 95 %) for 
the two curves in Figure 25.10 are shown in Table 25.6. The 
VaR of the alternative plan reduces from 16.65 of the sto-
chastic solution to 9.63 or 42 %, but the OV is also reduced 

from 11.47 to 10.51 or 8 %. Therefore, this plan may be 
preferred by a risk-averse decision-maker.

The alternative plan that suggests a higher OV was 
also considered. Figure 25.11 shows the risk curves of the 
alternative plan with a higher opportunity of profit com-
pared with the stochastic solution. The amount of crude oil 
purchased corresponding to this alternative plan is shown 
in Table 25.7. 

The alternative plan has an OV of 14.15, much higher 
than the 11.47 of the stochastic solution with pricing. It 
increases approximately 23 %. The VaR of the alternative 
design also increases from 16.65 to 17.44 or 4.7 %. The VaR 
and OV of this alternative plan are shown in Table 25.8. 
This alternative solution with higher opportunity of profit 
may be preferred by the risk-taker decision-makers who 
prefer a higher chance of getting higher profit.

Finally, Figure 25.12 shows the upper bound risk curve 
compared to the risk curves of the stochastic solution and 
the two alternative plans. The stochastic solution curve and 
both alternative curves are entirely positioned on the left 
side of the upper bound risk curve, as expected. The posi-
tion of the upper bound also indicates that there could be 
room for solutions with smaller VaR, but not so much room 
for solutions with higher OV. 

25.11  uSe of commercIal Software
Most commercial models (PIMS, RPMS, PETRO, etc.) per-
form refinery planning under deterministic conditions; that 
is, they do not consider uncertainty in process, demands, 
refinery parameters, etc., and as a consequence, they are 
unable to perform risk management.

figure 25.10—risk	curves	of	the	stochastic	pricing	solution	
and	one	alternative	(less	risky)	solution.

OV @ 95 % = 11.47 
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table 25.5 —oil Purchased from the Stochastic model with Pricing for an alternative 
(less risky) Solution

crude oil
available
quantity

Period 1 Period 2 Period 3

(m3) (%) (m3) (%) (m3) (%)

OM	 No	limit 169,801.15 36.31 211,937.01 37.03 132,318.95 35.44

tp No	limit 0.00 0.00 17,004.28 2.97 0.00 0.00

LB 95,392 95,392.20 20.40 95,392.20 16.67 22,752.17 6.09

SLeB 95,392 49,767.31 10.64 95,392.20 16.67 95,392.20 25.55

phet 57,235 57,235.32 12.24 57,235.32 10.00 57,235.32 15.33

MB 95,392 95,392.20 20.40 95,392.20 16.67 65,678.77 17.59

total 467,588.18 100 572,353.21 100 373,377.41 100

total	(kbbl/day) 98.03 120.00 78.28

GrM 6.329	US$M

table 25.6—Value at risk and opportunity 
Value for the alternative Solution with 
lower risk
Plan Var (5 %) oV (95 %)

Stochastic	solution 16.65 11.47

alternative	solution 9.63 10.51
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Bagajewicz and Uribe [40] showed that all of this pro-
cedure can be implemented using commercial software. 
They used PIMS’ sample model PVOLSAMP [41]. This 
model is a volume-based multiperiod model of a 100,000-
bbl/day refinery that has the following process units: two 
atmospheric distillation units (CDU1, CDU2, and CDU3) 
and three operational modes, one naphtha splitter (NSP) 
and a naphtha hydrotreater (NHT), one low-press reformer 
(LPR), one kerosine (KHT) and a distillate hydrotreater 
(DHT), one catalytic cracking unit (CCU), one butane 
isomerization (IS4), one sulfuric acid alkylation (SFA), 
one hydrocracker distillate, one delayed coking (DLC), 
one delayed coking multipath (DCX), one hydrogen plant 
(HYD), one plant fuel system (PFS), one amine sulfur 
removal unit (AMN), one sulfur recovery unit (SRU), one 
tail gas treating unit (TGT), one saturate gas plant (SGP), 
unsaturated gas plant (UGP), one utility generation unit, 
and products blending. The goal of the refinery is to make 
the following products: LPG, unleaded regular gasoline 
(URG), unleaded premium gasoline (UPR), leaded regular 
gasoline (LRG), kerosine/jet (JET), diesel (DSL), low-sulfur 
fuel oil (LSF), high-sulfur fuel oil (HSF), coke (coke), and 

crude atmospheric residue (ATB). The CDU1 and CDU2 can 
operate to obtain fuels, and the CDU2 is operated to get 
lube. The blended product specifications are shown in the 
original article. 

The decision variables we consider are crude oil pur-
chase decisions, process unit operation parameters and 
internal flows, inventory management, and blending over 
time periods. The values of crude costs and product prices 
were taken from historical data published by the United 
States energy information administration webpage (http://
www.eia.doe.gov/). The following data between parenthe-
ses indicate the maximum demand and standard deviation 
for products: LRG (5.00, 0.34), URG (45.00, 3.09), UPG 
(200.00, 8.00), Kero/JET (10.00, 1.31), diesel (22.00, 2.88), 
HSF (5.50, 0.33), and ATB (1.20, 0.07). 

The deterministic optimization model (2281 con-
straints and 2317 variables) was run using mean values. 
Results show a GRM of $301 million (U.S.) per 3-month 
period with less than 30 s of execution time on a worksta-
tion M65 (Intel Core 2, 2 GHz, 2 GB RAM). We then solved 
the stochastic model using our procedure. To compare, 
we then take the deterministic solution and evaluate its 

table 25.7—oil Purchased by the alternative Solution with higher opportunity Value

crude oil
available
quantity

Period 1 Period 2 Period 3

(m3) (%) (m3) (%) (m3) (%)

OM No	limit 181,862.96 36.17 212,345.86 37.10 123,206.99 32.38

tp No	limit 0.00 0.00 16,595.42 2.90 0.00 0.00

LB 95,392 72,933.12 14.50 95,392.20 16.67 56,023.10 14.72

SLeB 95,392 95,392.20 18.97 95,392.20 16.67 95,392.20 25.07

phet 57,235 57,235.32 11.38 57,235.32 10.00 57,235.32 15.04

MB 95,392 95,392.20 18.97 95,392.20 16.67 48,667.57 12.79

total 502,815.80 100 572,353.20 100 380,525.17 100

total	(kbbl/day) 105.42 120.00 79.78

GrM 7.863	US$M

figure 25.11—risk	curves	of	the	stochastic	pricing	solution	and	the	
alternative	solution	with	higher	opportunity	value (OV).
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 performance over the 600 scenarios used. The uncertain 
parameters are crude oil cost, products demand, and prices. 
We assume that this information is a forecast and it is avail-
able as a probability density function. 

After implementing the procedure, the downside risk 
and VaR (at 5 %) are computed. Figure 25.13 shows the risk 
curves for the best stochastic solution and the performance 
of the deterministic solution. 

Results indicate that the stochastic solution has an 
expected GRM of $411 million, a significant increase over 
the deterministic value. When the decisions of the deter-
ministic model are evaluated over the uncertainty space, 
the expected GRM is $397 million. 

25.12  concluSIonS
Refinery planning under uncertain conditions has just 
left academic circles and is starting to make its way into 
industrial practice. In this chapter, we showed how refinery 
planning models incorporating pricing are able to manage 
risk and make more accurate predictions as well as a more 
realistic set of first-stage decisions (purchase of crudes in 
the cases explored). 

Optimization results from the planning model with-
out pricing are more optimistic than those of the pricing 
one. This is because the price and demand of the plan-
ning model without pricing were generated randomly and 

table 25.8—Value at risk and opportunity 
Value for the alternative Solution with 
higher opportunity Value
Plan Var (5 %) oV (95 %)

Stochastic	solution 16.65 11.47

alternative	solution 17.44 14.15

figure 25.12—Upper	bound	risk	curve	for	the	stochastic	and	alternative	
solution.
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figure 25.13—risk	curves	obtained	recursively	using	pIMS.
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 independently instead of predicted from the price-demand 
relation as in the planning model with pricing. 

Results show that when the uncertainty is considered, 
the risk curves of the deterministic solutions provided a 
lower expected GRM and higher risk than those of the sto-
chastic solutions. Some concepts of the financial risk man-
agement were presented including the upper bound risk 
curve, the OV, and the VaR to compare the best stochastic 
result with the other alternative solutions.
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nomenclature 

Sets
S: Set of scenarios

Variables: 
x: vector of first-stage variables
ys: vector of second-stage variables for scenario s ∈ S

ps: probability of scenario s ∈ S
c: vector of first-stage costs
qs: vector of second-stage costs for scenario s ∈ S
Ts : Technology Matrix for first stage 
W: Technology Matrix for second stage 
f x( , )ξ : Probability distribution of profits 
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NomeNclature
AIChE	 American	Institute	of	Chemical	Engineers
APC	 Advanced	process	control
BRP	 Basis	refinery	production
CFD	 Computational	fluid	dynamics
DCS	 Distributed	control	system
DDB	 Dortmund	Data	Bank
DIPPR	 Design	Institute	for	Physical	Properties
EOS	 Equation	of	state
FCC	 Fluid	catalytic	cracking
GC	 Gas	chromatography
HDS	 Hydrodesulfurization
HQ	 Headquarters
KPI		 Key	performance	indicator
LIMS	 Laboratory	information	management	system
LP	 Linear	programming
MPP	 Monthly	production	plan
MS	 Mass	spectroscopy
MTHS	 Molecular-type	homologous	series
NIR	 Near-infrared
NMR	 Nuclear	magnetic	resonance
PCA	 Principal	component	analysis
PI	 Plant	information
PLS	 Partial	least	squares
PFD	 Process	flow	design
PR	 Peng–Robinson
RPP	 Refinery	processing	plan
SOL		 Structure-oriented	lumping
SRK	 Soave-Redlich-Kwong
TBP	 True	boiling	point
UPM	 Unit	performance	monitoring

26.1  INtroductIoN
Market	 competition	 in	 the	 refining	 industry	 is	 motivating	
companies	to	optimize	their	processes	to	maximize	margins	
and	 make	 better	 products	 while	 meeting	 more	 stringent	
constraints	to	comply	with	safety	and	environmental	regula-
tions.	A	deep	understanding	of	the	basics	of	the	process,	from	
thermodynamics	and	kinetics	fundamentals	to	process	con-
trol	and	the	effect	of	feed	qualities	on	product	specifications,	
is	critical	for	continuous	plant	operation	improvement.	Sim-
ulation	models	allow	refinery	engineers	to	take	into	account	
those	factors	and	anticipate	the	optimal	operating	conditions	
for	the	different	refinery	units	to	achieve	the	target.

Process	simulation	 technologies	have	been	widely	used	
in	refinery	applications	for	several	decades.	However,	through	

the	incredible	evolution	undergone	by	refining	models	during	
the	 last	 decades,	 process	 simulation	 has	 become	 an	 indis-
pensable	 tool	 in	 the	 operation	 of	 refineries,	 covering	 disci-
plines	such	as	process	design	and	revamping,	process	control,	
plant	 planning	 and	 optimization,	 process	 safety,	 operator	
training,	and	decision	support	for	the	refinery	operation.

The	first	references	to	process	simulation	appeared	in	
the	1950s.	Chemical	engineering	was	one	of	the	first	disci-
plines	to	take	advantage	of	the	new	possibilities	offered	by	
the	introduction	of	digital	computing,	and	there	are	refer-
ences	 about	 computer	 simulation	 being	 applied	 to	 model	
distillation	 processes	 [1].	 Although	 the	 new	 simulation	
tools	were	 initially	used	almost	exclusively	 in	engineering	
applications	and	thermodynamic	calculations	in	the	scien-
tific	community,	 refining	companies	started	 to	 implement	
the	use	of	flowsheeting	simulation	packages	in	subsequent	
decades.

There	are	excellent	reviews	in	the	literature	covering	the	
evolution	 of	 process	 engineering	 simulation	 tools	 during	
this	 period	 in	 the	 context	 of	 technological	 developments	
in	 computing	 technologies	 [2–4].	 The	 close	 relationship	
between	these	two	technologies	has	resulted	in	the	progres-
sive	change	in	the	focus	through	time.	The	original	objective	
in	 model	 development	 was	 algorithm	 improvement	 to	
overcome	 hardware	 limitations	 in	 computing	 power.	 The	
development	of	personal	computing	technologies	in	recent	
decades	 made	 steady-state	 simulation	 widely	 accessible,	
but	industrial-scale	large	process	modeling,	and	especially	
dynamic	 simulation,	 had	 limited	 applications	 still	 in	 the	
1990s,	with	 some	examples	of	 industrial	problems	requir-
ing	 long	 computing	 times	 even	 using	 high-performance	
computing	 capacity	 [5].	 In	 this	 decade,	 CPU	 computing	
time	limitations	lost	their	focus	toward	an	improvement	in	
software	interfaces,	integration,	and	interoperability.

This	change	is	questioning	a	classic	paradigm	related	to	
the	high	level	of	specialization	required	by	simulation	model	
developers.	 Simulation	 engineers	 were	 expected	 to	 have	
not	only	a	deep	understanding	of	process	engineering	and	
model	 development	 methodologies,	 but	 also	 strong	 skills	
in	other	disciplines	such	as	advanced	thermodynamics	and	
mathematics.	With	current	advances	 in	commercial	 tools,	
this	level	of	expertise,	although	recommended,	is	not	always	
applied.	The	ease	of	use	of	new	simulation	packages	has	led	
to	 widespread	 application	 of	 simulation	 models	 that	 may	
be	very	complex	and	allow	for	very	sophisticated	represen-
tations	of	a	refinery,	although	simplifying	the	access	to	the	
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complexity	of	thermodynamic	models,	process	unit	models,	
and	mathematical	algorithms	integrated	in	the	software.

However,	 referring	 to	 a	 quote	 attributed	 to	 Pablo	
Picasso—“Computers	 are	 useless;	 they	 can	 only	 give	 you	
answers”—simulation	engineers	must	not	 forget	 that	even	
with	these	new	tool	capabilities,	the	user’s	knowledge	and	
experience	 are	 critical	 for	 the	 proper	 definition	 of	 the	
model	and	the	correct	interpretation	of	the	results.	A	“simu-
lation	 culture,”	 supported	 by	 management,	 is	 present	 in	
companies	applying	simulation	technologies	 in	their	daily	
activities.	Against	the	traditional	approach	of	one	different	
model	for	each	application,	the	new	trend	is	toward	using	
a	single	consistent	model	in	different	applications	through	
the	whole	production	chain,	and	this	requires	highly	special-
ized	integrated	teams	to	obtain	the	maximal	benefits.

It	 is	 beyond	 the	 scope	 of	 this	 chapter	 to	 present	 an	
exhaustive	review	of	commercial	simulation	tools.	The	main	
software	packages,	some	of	them	shown	in	Figure	26.1,	were	
partially	covered	 in	Chapter	24,	and	 their	 features	may	be	
easily	found	in	simulation	software	reviews	[6]	and	through	
the	webpages	of	the	main	providers.	This	chapter	will	illus-
trate	how	refining	companies	may	obtain	economic	benefits	
through	the	integrated	application	of	simulation	models	in	
the	entire	production	chain.

The	first	part	of	the	chapter	focuses	on	some	of	the	key	
aspects	 in	 building	 simulation	 models	 for	 refining	 pro-
cesses,	with	special	emphasis	given	to	adequate	technologies	
for	 fast	 and	 flexible	 updated	 stream	 characterization	 and	
rigorous	thermodynamic	model	selection,	which	is	critical	

to	guarantee	model	reliability.	The	second	section	reviews	
applications	 of	 simulation	 models	 in	 different	 areas	 of	
current	refinery	operation,	with	special	focus	on	planning,	
engineering,	and	control	applications.

26.2  BuIldINg refINery modelS
Current	 commercial	 process	 simulation	 packages	 usually	
include	 tools	and	built-in	expert	 systems	 to	support	users	
in	 efficiently	 building	 models.	 However,	 the	 development	
of	 a	 simulation	 model	 is	 a	 wider	 process,	 ranging	 from	
the	 conceptual	 design	 of	 the	 model	 to	 its	 calibration	 and	
maintenance,	 in	 which	 many	 of	 the	 user	 decisions	 may	
determine	the	final	success	of	the	model.	

Figure	26.2	schematically	summarizes	the	main	phases	
in	the	model	development	workflow.
•	 Problem definition:	 Model	 objective	 and	 mathemati-

cal	 description	 of	 the	 problem	 (physical	 and	 chemical	
constraints).	Final	objective,	existing	modeling	environ-
ments,	or	resource	availability	may	influence	the	decision	
about	the	type	of	model	to	be	used.

•	 Input data analysis:	Data	gathering,	energy	and	material	
balance	 consistency	 check,	 and	 adequate	 feed	 charac-
terization	are	some	of	the	key	issues	in	this	phase.

•	 Model development and calibration:	 Model	 building	
according	to	the	defined	specifications	and	calibration	
to	match	the	real	plant	according	to	available	data.

•	 Result analysis:	 Define	 case	 studies	 following	 the	
objective	 defined	 for	 the	 model.	 Analysis	 of	 different	
scenarios	to	check	model	consistency.

figure 26.1—Several	commercial	simulation	packages:	(a)	Aspen	Plus®	and	(b)	HYSYS®	courtesy	of	Aspen	Technology	Inc.;	
(c)	Petro-SIM®	courtesy	of	KBC	Advanced	Technologies	PLC;	(d)	Pro/II®	courtesy	of	Invensys	PLC,	and	(e)	UniSim®	Design	courtesy	
of	Honeywell	International	Inc.
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During	the	development	of	a	refinery	unit	model,	simu-
lation	engineers	need	to	turn	all	of	their	knowledge	about	
the	process	into	information	to	be	specified	along	the	follow-
ing	 elements,	 which	 linked	 together	 represent	 the	 heart	 of	
the	simulation	model:
•	 The	definition	of	the	chemical	components	to	be	used,	

including	 pseudocomponents,	 to	 represent	 refinery	
mixtures	and	their	corresponding	physical	properties;

•	 The	 thermodynamic	models	 to	describe	stream	phase	
equilibrium	and	physical	properties;	and

•	 The	individual	unit	operation	models	such	as	distillation,	
heat	exchangers,	reactor	models,	etc.,	to	reproduce	the	
unit	behavior.
This	 section	 discusses	 some	 key	 aspects	 from	 these	

elements	that	may	influence	the	success	of	refinery	models,	
such	 as	 the	 complexity	 of	 crude	 oil	 streams	 description,	
and	the	challenge	of	choosing	appropriate	thermodynamic	
and	physical	property	 estimation	models.	A	brief	descrip-
tion	about	the	features	and	model	development	techniques	
for	the	most	common	processing	units	at	a	refinery	is	also	
included.

26.2.1  Crude Oil and Petroleum Streams 
Description
Input	data	are	critical	 to	guarantee	model	success.	A	well-
known	 axiom	 in	 process	 modeling	 correlates	 reliability	 of	
simulation	results	with	input	information	quality.	Improve-
ments	 in	 accuracy	 and	 robustness	 in	 modern	 process	
instrumentation	may	reduce	uncertainty	in	process	variable	
quality.	 However,	 adequate	 stream	 description	 of	 systems	
with	 the	 complexity	 of	 crude	 oils	 or	 petroleum	 fractions	
continues	to	be	a	challenge.

As	reviewed	in	Chapter	2,	a	crude	oil	is	a	very	complex	
mixture	 containing	 thousands	 of	 discrete	 compounds,	
ranging	 from	 simple,	 short-chain	 structures	 to	 complex,	
multichain,	 multiring	 hydrocarbons.	 The	 exponential	

increase	in	the	number	of	isomers	as	a	function	of	carbon	
number,	 shown	 in	 Figure	 26.3,	 results	 in	 the	 technical	
unfeasibility	to	identify,	quantify,	and	represent	each	indi-
vidual	crude	oil	component	in	a	simulation	model.

Extensive	 laboratory	 analyses	 need	 to	 be	 performed	
and	integrated	to	represent	crude	oil	streams	with	the	level	
of	detail	required	by	current	simulation	models.	Lumping	
methodologies	 must	 be	 designed	 to	 transform	 petroleum	
properties	 as	 obtained	 in	 the	 laboratories	 in	 a	 reduced	
number	 of	 components	 (pseudocomponents)	 capable	 to	
be	used	in	simulation	models	while	representing	the	com-
plexity	of	the	mixture.	These	critical	steps	will	be	covered	
in	this	section.

26.2.1.1	 CHArACTerIzATIon	TeCHnoLogIeS
Characterization	 technologies	 are	 moving	 from	 conven-
tional	laboratory	distillation	to	advanced	techniques	capa-
ble	of	obtaining	compositional	representations	of	petroleum	
streams	up	to	the	molecular	level.	However,	most	of	these	
technologies	 are	 still	 under	 development	 and	 are	 not	
accessible	as	routine	analysis	in	most	refinery	laboratories	
because	 of	 their	 complexity	 and	 cost.	 Standard	 crude	 oil	
characterization	continues	to	be	based	on	the	measurement	
of	crude	oil	bulk	properties,	batch	distillation	of	the	crude	
oil	 (true	 boiling	 point	 [TBP]),	 and	 property	 distribution	
through	 distillation	 cuts;	 this	 is	 commonly	 referred	 to	 as	
crude	oil	assay.	

Crude	oil	assays	and	the	main	properties	and	specifica-
tions	 for	 petroleum	 fractions	 and	 products	 are	 discussed	
in	Chapter	4	and	more	comprehensively	in	previous	ASTM	
publications	 [7]	 and	 other	 references	 [8,9].	 The	 method	
relies	 on	 standardized	 batch	 atmospheric	 and	 vacuum	
distillations	to	generate	narrow	boiling	distillation	cuts	that	
are	 further	 analyzed	 in	 depth	 to	 determine	 physical	 and	
transport	properties	as	well	as	compositional	 information	
related	to	product	specifications.

Current	analytical	techniques	reach	a	complete	molec-
ular	description	of	the	light	fractions	of	a	crude	oil	(below	
C10–C12),	 very	 detailed	 analysis	 of	 middle	 and	 vacuum	
distillates	 (until	 C25–C30),	 and	 limited	 characterization	 for	
heavier	 fractions.	 This	 crude	 oil	 description	 cannot	 be	
performed	 with	 a	 single	 technique	 but	 is	 the	 result	 of	 a	
combination	of	techniques	addressing	bulk	properties	and	
chemical	structure	analysis.

Intensive	 experimental	 workload	 and	 the	 long	 time	
required	to	generate	a	crude	oil	assay	make	it	not	appro-
priate	for	routine	analysis.	The	crude	oil	assay	is	usually	
maintained	 in	 the	 crude	 oil	 refinery	 model	 database	
until	a	significant	change	in	quality	is	identified,	or	with	
predefined	 regularity,	 normally	 a	 few	 years,	 depending	
on	 the	 company	 strategy.	 During	 that	 period,	 crude	 oils	
may	exhibit	variations	and	trends	in	quality,	as	shown	in	
Figure	26.4.
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figure 26.2—Process	modeling	workflow.
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This	 approach	 may	 be	 acceptable	 for	 process	 design	
applications	in	which	time	is	usually	not	a	constraint	and	
updated	 assays	 may	 be	 proposed	 if	 required.	 However,	
short-term	planning	and	especially	advanced	control	appli-
cations	 heavily	 depend	 on	 recent,	 accurate,	 and	 reliable	
data.	New	analytical	technologies	and	alternative	character-
ization	techniques	are	required	to	overcome	this	limitation	
and	extract	all	of	the	potential	value	from	refinery	simulation	
models	[10].

The	 increasing	 use	 of	 online	 analyzers	 in	 refinery	
applications	is	described	in	Chapters	14	and	28.	Although	
the	 main	 application	 is	 product	 quality	 control,	 near-
infrared	(NIR)	spectroscopy	and	nuclear	magnetic	resonance	
(NMR)	may	be	applied	for	feed	characterization	in	online	
optimization	models.	Offline	applications	include	advanced	
technologies	 like	 two-dimensional	 gas	 chromatography	

(GC×GC)	(Figure	26.5)	and	mass	spectroscopy	(MS).	These	
promising	 technologies	 allow	 full	 crude	 oil	 compositional	
characterization,	 but	 they	 are	 not	 available	 as	 routine	
analysis	in	refinery	laboratories.

Finally,	a	third	group	includes	chemometric	techniques.	
These	methodologies	are	capable	of	generating	a	 fast	and	
reliable	 updated	 crude	 oil	 assay	 that	 is	 based	 on	 existing	
information,	and	they	are	especially	appropriate	to	update	
short-term	planning	based	on	limited	experimental	analysis	
from	received	cargos.	

26.2.1.2	 LUMPIng	MeTHoDoLogIeS
Even	 with	 the	 existing	 limitations	 in	 analytical	 tech-
niques,	 it	is	possible	to	obtain	a	combination	of	crude	oil	
molecular	 description	 and	 physicochemical	 properties	
to	a	 level	of	detail	 that	might	not	be	handled	directly	by	
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simulation	models.	The	common	practice	is	to	transform	
this	 mixed	 information	 in	 a	 relatively	 small	 number	 of	
components	 (pseudocomponents)	 describing	 the	 model	
feedstocks	and	products	through	the	physical	and	quality	
properties	 to	 be	 addressed	 according	 to	 the	 purpose	 of	
the	 model.	 Therefore,	 different	 lumping	 methodologies	
have	been	proposed	for	refinery	separation	and	reaction	
simulation	models.

A	traditional	lumping	approach	that	is	based	on	volatility	
has	been	used	for	decades	to	generate	pseudocomponents	
for	process	modeling	when	distillation	was	the	core	refinery	
model	and	product	specifications	were	typically	defined	in	
terms	of	boiling	points.	A	pseudocomponent	represents	all	
of	the	compounds	boiling	within	a	given	temperature	range	
and	 may	 contain	 from	 a	 few	 hydrocarbons	 to	 thousands	
of	 real	 components.	 A	 wide	 boiling	 range	 feedstock	 such	
a	 crude	 oil	 is	 typically	 represented	 by	 a	 group	 of	 50–100	
pseudocomponents,	and	only	the	lightest	end	is	integrated	
in	the	feed	definition	as	pure	components	from	chromatog-
raphy	data.

Process	models	need	to	predict	not	only	distribution	of	
product	yields	but	also	quality	specifications	that	are	based	
on	 physical	 properties	 and	 composition.	 Therefore,	 these	
properties	must	be	defined	for	each	pseudocomponent	on	
the	basis	of	laboratory	data	from	the	crude	oil	assay	(e.g.,	
boiling	point,	specific	gravity,	viscosity,	octane	and	cetane	
numbers,	 cold	 properties,	 refractive	 index,	 aromatics,	
sulfur	 and	 metal	 content,	 etc.).	 The	 method	 to	 transform	
bulk	analysis	from	TBP	distillation	cuts	into	a	distribution	
of	 pseudocomponent	 properties	 is	 critical	 for	 successful	
model	 development.	 Figure	 26.6	 illustrates	 the	 lumping	
process	to	represent	a	product	stream	by	a	group	of	pseu-
docomponents	with	detailed	characterization.

In	addition,	physical	 and	chemical	properties	 such	as	
critical	temperatures	and	pressures	and	acentric	factor	are	
required	in	equation-of-state	models	for	phase	equilibrium	
calculations.	These	parameters	can	be	estimated	from	a	few	
characterization	parameters,	usually	boiling	point	and	spe-
cific	 gravity,	 through	 industry-standard	 empirical	 correla-
tions	included	in	most	process	simulation	packages	[11–13].	
These	correlations	also	allow	the	prediction	of	other	physi-
cal	properties	that	are	not	available	from	laboratory	data.

Alternative	 approaches	 considering	 continuous	 mix-
tures	 definition,	 especially	 for	 C7+	 characterization,	 have	
received	considerable	interest	in	recent	decades.	Originally	
proposed	 for	 upstream	 reservoir	 fluid	 characterization,	
this	method	relies	on	a	distribution	function	to	represent	a	
continuous	reference	property,	such	as	boiling	point	[14,15].	
The	 extension	 of	 this	 basic	 approach	 to	 molecular-based	
models,	 representing	 combined	 distribution	 functions	 for	
hydrocarbons	 with	 different	 chemical	 structure,	 and	 the	
natural	 correlation	 of	 physical	 properties	 with	 carbon	
numbers	 [16,17]	provide	a	 robust	 framework	 to	 represent	
very	complex	systems,	as	demonstrated	by	Peng	 [18].	She	
proposed	 a	 characterization	 method,	 based	 on	 MTHS	
(molecular-type	homologous	series)	matrix	representation,	
that	was	suitable	for	refinery	modeling	[19].

Lumping	processes	based	on	volatility	are	not	appro-
priate	 for	 other	 separation	 processes	 involving	 liquid-
liquid	equilibrium,	such	as	solvent	extraction.	In	this	case,	
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figure 26.5—Advanced	crude	oil	characterization	by	gC×gC.	
Source:	Figure	used	courtesy	of	Schlumberger	Ltd.

figure 26.6—example	of	a	pseudocomponent	definition	in	kerosine	boiling	range.	Source:	Figure	used	courtesy	of	KBC	Advanced	
Technologies	PLC.
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alternative	pseudocomponents	must	be	defined	in	terms	of	
chemical	composition	instead	of	or	in	addition	to	boiling	
ranges.	Model	molecules	with	structure	defined	from	labo-
ratory	 analyses	 have	 demonstrated	 satisfactory	 results	 in	
predicting	 phase	 distribution	 and	 product	 physicochemi-
cal	properties	[20,21].

As	 refinery	 simulation	 began	 to	 integrate	 chemical	
reactor	models	from	conversion	processes	such	as	catalytic	
reforming,	hydrotreating,	hydrocracking,	 or	 fluid	 catalytic	
cracking	 (FCC),	 conventional	 lumping	 processes	 became	
obsolete,	 with	 models	 dealing	 with	 molecules	 instead	 of	
boiling	ranges.	With	this	trend	in	“molecule	management”	
[22],	not	only	several	pseudocomponents	must	be	obtained	
within	a	boiling	range	by	their	chemical	nature	(paraffinic,	
naphthenic,	 aromatics,	 etc.)	 but	 the	 relationship	 between	
them	must	also	be	defined	for	all	of	the	components	involved	
in	the	kinetic	reactions.	Although	there	are	simplified	reactor	
models	 that	 may	 be	 used	 in	 certain	 refinery	 applications	
using	bulk	stream	characterization,	accurate	reactor	model-
ing	requires	these	advanced	lumping	techniques.

The	 earliest	 effort	 to	 apply	 a	 fundamental	 kinetic	
approach	for	modeling	a	reactor	unit	was	the	1953	work	of	
Standard	Oil	on	the	FCC	process	[23],	which	was	extended	
in	 the	 following	 years	 to	other	 refining	processes	 [24,25].	
The	common	idea	of	these	lumping	processes	assumed	that	
structurally	similar	compounds	were	kinetically	equivalent,	
and	 the	 models	 developed	 proved	 to	 be	 useful	 prediction	
tools	during	tests	with	experimental	data.

Quann	 and	 Jaffe	 proposed	 a	 new	 method,	 called	
structure-oriented	lumping	(SOL),	for	describing	the	com-
position,	reactions,	and	properties	of	complex	hydrocarbon	
mixtures	 [26].	 SOL	 represents	 individual	 hydrocarbon	
molecules	 as	 a	 vector	 of	 incremental	 structural	 features,	
in	a	similar	approach	to	group	contribution	methods.	The	
method	 was	 later	 extended	 to	 heavy	 fractions	 [27]	 and	
provided	 a	 theoretical	 foundation	 for	 molecular-based	
modeling	 of	 nearly	 all	 refinery	 processes.	 The	 complexity	
of	 the	 proprietary	 technology	 (considering	 all	 potential	
homologous	series	from	hydrocarbon	structures	with		boiling	

temperatures	 up	 to	 800K;	 a	 SOL	 mixture	 has	 ~5000–6000	
components)	has	not	prevented	similar	lumping	algorithms	
from	being	implemented	in	process	simulation	software.

The	 algorithms	 included	 in	 similar	 lumping	 tech-
niques	have	several	problems	associated	with	discrete	and	
broad	 boiling	 lumps.	 One	 commercial	 implementation	
introduced	 the	 carbon-number-based	 pseudocomponents	
in	reactor	models	[28].	Each	carbon	lump	includes	paraf-
finic,	naphthenic,	and	aromatic	structures,	and	each	carbon	
structure	has	a	defined	route	to	lighter	products	as	shown	
in	 Figure	 26.7.	 Using	 this	 “continuum”	 approach,	 model	
reliability	 is	 enhanced	 for	 prediction	 situations	 outside	 of	
the	calibration	data.

Even	 with	 these	 advanced	 methodologies,	 there	 are	
still	 limitations	 in	 stream	 description	 for	 process	 model-
ing,	especially	 in	the	heavier	 fractions.	Integration	of	new	
analytical	techniques	and	increased	computing	capacity	will	
enhance	the	detail	allowed	in	lumping	techniques,	and	true	
molecular	modeling	might	be	feasible	for	refinery	modeling.

26.2.2  Thermodynamic Models
Thermodynamic	models	are	one	of	the	key	components	of	
process	simulation	packages	because	the	results	of	a	simu-
lation	model	largely	depend	on	the	algorithms	used	for	the	
calculation	 of	 phase	 equilibrium	 and	 physical	 and	 trans-
port	properties	for	the	process	streams,	which	are	used	as	
intermediate	variables	 for	all	process	unit	models	 [29,30].	
According	to	some	estimations,	more	than	70	%	of	the	code	
included	in	commercial	process	simulators	is	dedicated	to	
thermodynamic	 models	 and	 physical	 property	 prediction	
subroutines.

Widespread	use	of	process	modeling	technologies	leave	
simulation	 engineers	 having	 to	 deal	 with	 an	 enormous	
variety	 of	 thermodynamic	 models	 with	 endless	 options.	
Wise	 model	 selection	 and	 property	 correlation	 fine-tuning	
may	require	highly	specialized	expertise	 to	achieve	proper	
accuracy	and	reliability.	To	manage	the	gap	from	potential	
limitations	 in	 advanced	 thermodynamic	 skills,	 most	 com-
mercial	simulation	software	includes	built-in	expert	systems	

figure 26.7—reaction	network	in	FCC	reactor	simulation.	Source:	Figure	courtesy	of	KBC	Advanced	Technologies	PLC.
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to	 assist	 in	 the	 thermodynamic	model	 selection,	based	on	
the	nature	of	the	components	present	in	the	simulation	and	
the	 expected	 operating	 conditions,	 using	 predefined	 prop-
erty	packages.

These	 property	 packages,	 designed	 for	 typical	 indus-
trial	 problems,	 perform	 all	 of	 the	 necessary	 calculations,	
as	 reviewed	 by	 Satyro	 [31],	 to	 model	 the	 thermophysical	
behavior	of	process	streams	through	the	determination	of
•	 Number	 of	 fluid	 phases	 from	 composition	 and	 two	

variables	 from	 the	 degrees	 of	 freedom	 in	 the	 system	
(usually	temperature	and	pressure);

•	 Composition	of	each	phase	at	equilibrium;
•	 Molar	 enthalpy,	 entropy,	 and	 heat	 capacity	 of	 each	

phase;	and
•	 Interfacial	properties	and	transport	(rate-related)	prop-

erties	for	each	phase.
In	 the	 simulation	 of	 most	 unit	 operations,	 the	 equi-

librium	 of	 components	 between	 different	 phases	 is	 the	
key	 calculation	 once	 the	 individual	 component	 physical	
properties	 are	 available.	 Because	 the	 thermodynamics	 of	
most	refinery	processes	are	not	too	complicated	(hydrocar-
bons	behave	quite	ideally	and	their	relative	volatilities	are	
nearly	independent	of	pressure),	equations	of	state	(EOS)	
constitute	the	most	useful	thermodynamic	method	used	to	
accurately	predict	equilibrium	for	hydrocarbon	systems.	

Soave-Redlich-Kwong	(SRK)	and	Peng–Robinson	(PR)	
are	 the	 most	 widely	 used	 EOS	 in	 refinery	 modeling,	
although	it	is	worth	noting	that	the	Grayson-Streed	method	
is	 a	 semiempirical	 method	 that	 is	 still	 widely	 used	 in	 the	
simulation	of	vacuum	columns	and	hydrogen-rich	systems.	
There	are	additional	factors	to	consider	to	obtain	the	most	
accurate	 results	 using	 EOS,	 such	 as	 binary	 interaction	
parameters.	These	parameters	represent	the	nonideality	of	
the	pairs	of	components	and	are	obtained	through	regres-
sion	 of	 experimental	 equilibrium	 data.	 It	 is	 important	 to	
guarantee	 the	 accuracy	 of	 such	 parameters	 when	 using	
simulation	models,	although	most	of	the	commercial	pack-
ages	include	exhaustive	interaction	parameter	databases	from	
respected	sources	such	as	 the	Design	 Institute	 for	Physical	
Properties	(DIPPR)	from	AIChE	[32]	or	the	Dortmund	Data	
Bank	(DDB)	from	the	University	of	Dortmund	[33].

There	 are	 cases	 in	 which	 EOS	 are	 not	 suitable,	 and	
alternative	sets	of	thermodynamic	models	must	be	applied.	
Systems	with	more	polar	compounds	with	stronger	inter-
actions	(such	as	mixtures	with	water,	CO2,	H2S)	may	require	

the	 use	 of	 activity	 models	 to	 predict	 phase	 	equilibrium	
[34].	 More	 complex	 thermodynamic	 models	 are	 also	
required	 for	 electrolyte	 simulations	 [35]	 or	 when	 more	
than	one	 liquid	phase	 is	expected,	such	as	 in	 liquid-liquid	
	extraction [36].

Although	current	commercial	packages	include	multiple	
user	 support	 tools	 to	 help	 in	 selecting	 the	 appropriate	
thermodynamic	model,	many	authors	have	emphasized	that	
current	users	dedicate	a	minimum	of	 the	 time	 invested	 in	
developing	the	model	to	analyze	the	thermodynamic	aspects	
of	 the	process.	The	serious	problems	that	may	be	encoun-
tered	if	 this	simulation	element	is	not	properly	treated	are	
well	documented	through	many	literature	examples	[37–39].

26.2.3  Steady-State Model Building
Despite	 the	significant	advances	 in	computing	power	 that	
made	 dynamic	 simulation	 feasible	 for	 most	 simulation	
users,	 steady-state	 models	 still	 account	 for	 most	 process	
engineering,	 planning,	 and	 production	 models	 in	 refinery	
applications.	Although	the	technology	applied	in	key	refinery	
processes	 such	 as	 distillation	 units	 has	 not	 changed	 sig-
nificantly	over	the	last	decades,	there	has	been	significant	
progress	in	reactor	model	integration,	especially	conversion	
units.	Some	considerations	about	development	techniques	
and	a	description	of	the	main	features	of	refinery	unit	models	
are	discussed.

26.2.3.1	 reFInerY	UnIT	MoDeL	DeveLoPMenT
In	 general,	 the	 development	 of	 every	 refinery	 unit	 model	
involves	two	well-defined	phases:
1.	 In	 calibration	 mode,	 information	 regarding	 the	 feed,	

products,	and	operating	conditions	is	known,	and	the	
model	is	run	to	calculate	the	calibration	factors.

2.	 In	 prediction	 mode,	 the	 feed,	 operating	 conditions,	
and	 calibration	 factors	 (from	 a	 previous	 calibration	
run	mode)	are	known.	The	model	is	able	to	predict	the	
output	(e.g.,	product	qualities	and	yields)	for	different	
scenarios.
The	 initial	 model	 setup	 involves	 the	 calibration	 step,	

because	the	model	relies	on	calibration	factors	to	accurately	
represent	the	unit.	The	equations	are	tuned	to	allow	for	the	
prediction	 of	 the	 output	 when	 the	 unit	 is	 run	 for	 future	
scenarios.

Figure	 26.8	 represents	 the	 way	 the	 calibration	 and	
prediction	modes	are	linked.	The	straight	arrows	symbolize	
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FEEDSTOCK

OPERATING
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CALIBRATION
FACTORS

CALIBRATION PREDICTION

PRODUCTS
(calculated qualities

and yields)

PROCESS
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UNIT CONFIGURATIONCALIBRATION PREDICTION

figure 26.8—Flow	of	information	in	prediction	and	calibration	modes	during	model	development.
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the	 information	 input	 into	 the	 model	 whereas	 the	 dotted	
arrows	correspond	to	model	outputs.

To	perform	the	calibration	of	unit	models,	it	is	neces-
sary	to	establish	a	procedure	that	allows	for	the	selection	of	
quality	data.	The	information	is	usually	gathered	from	the	
refinery	plant	information	(PI)	system	and	from	the	labora-
tory	analysis	of	 intermediate	 feeds,	which	 is	stored	 in	 the	
laboratory	 information	 management	 system	 (LIMS).	 The	
quality	of	the	information	is	used	to	verify	the	condition	of	
the	instruments.

26.2.3.2	 reFInerY	UnIT	MoDeL	FeATUreS
This	subsection	covers	some	of	the	most	relevant	features	
for	 distillation	 and	 reactor	 models	 as	 the	 main	 refin-
ery	 units	 to	 be	 modeled.	 A	 more	 detailed	 description	 of	
steady-state	models	may	be	 found	 in	excellent	dedicated	
publications	[40,41].	

26.2.3.2.1  Distillation Models
The	most	widely	used	method	to	model	distillation	columns	
is	 the	 tray-by-tray	 method.	 This	 method	 calculates	 the	
vapor	 liquid	 equilibrium	 in	a	 series	of	 linked	equilibrium	
stages	or	 theoretical	 trays.	This	 set	 of	 equations	 is	 solved	
with	the	heat	and	material	balances	for	every	tray	as	well	
as	 for	 the	 whole	 column.	 The	 typical	 algorithm	 used	 to	
solve	this	complex	mathematical	problem	is	the	inside-out	
method	with	several	improvements	provided	by	commercial	
process	simulators.

The	information	required	to	build	a	distillation	model	
and	how	important	its	quality	is	for	developing	a	represen-
tative	model	of	 the	actual	 column	behavior	 starts	with	an	
accurate	 representation	of	 the	 feedstock,	 especially	 in	 the	
case	of	complex	distillation	columns	such	as	crude,	vacuum,	
or	other	main	 fractionators.	Many	cases	of	model	 failures	
are	 related	 to	 poor	 feedstock	 description.	 Section	 26.2.1	
of	 this	chapter	covers	recommended	feedstock	description	
techniques.

Because	there	is	always	some	uncertainty	in	the	quality	
of	 the	feed	sampling	as	well	as	 in	the	 laboratory	analysis,	
it	 is	 usually	 recommended	 to	 create	 the	 wide-distillation	
column	feed	as	a	blend	of	all	of	the	column	products	from	
their	individual	analysis.	This	back-blended	feed	truly	rep-
resents	the	products	of	the	column	at	a	given	time.	This	will	
also	ensure	 that	any	modeling	 issue	will	not	be	related	 to	
the	input	data.	All	column	product	analyses	are	required	to	
build	an	accurate	feed.	The	minimum	information	required	
is	a	distillation	curve;	the	density	of	all	distillates,	including	
the	heaviest	products;	and	the	chromatographic	analysis	of	
lighter	streams.	Additional	product	properties	are	useful	in	
validating	and	adding	value	to	the	simulation	model.

It	is	also	strongly	recommended	to	calculate	and	close	
the	 unit	 material	 balance	 with	 accurate	 raw	 flow	 rate	
measurements	(within	±2	%).	Otherwise,	although	the	model	
can	still	be	built	if	the	rest	of	the	information	is	available,	
the	user	will	not	be	able	to	troubleshoot	the	model	if	it	does	
not	satisfactorily	predict	column	performance.

Another	 piece	 of	 information	 required	 is	 the	 column	
configuration.	The	process	flow	design	(PFD)	is	necessary	
to	 build	 the	 correct	 column	 topology:	 number	 of	 trays,	
draws	 and	 feed	 locations,	 condenser	 type,	 reboiler	 con-
figuration,	 and	 any	 side	 operation	 that	 the	 column	 may	
have	 such	 as	 pumparounds	 and	 side	 strippers.	 Any	 heat	
exchanger	 in	 the	 column	 should	 be	 modeled	 as	 a	 simple	

heater	 or	 cooler	 for	 overall	 column	 studies,	 and	 detailed	
heat-exchanger	 geometry	 should	 be	 added	 later	 when	 the	
study	may	require	 it.	 Internal	column	dimensions	are	not	
required	for	equilibrium	column	simulation,	although	they	
could	 be	 added	 as	 a	 side	 utility	 for	 flooding	 calculations	
once	the	column	has	been	solved.

When	building	the	column	configuration,	it	is	of	special	
relevance	to	translate	the	number	of	actual	column	trays	to	
model	theoretical	stages.	Actual	distillation	columns	never	
reach	equilibrium	at	each	tray,	so	the	models	need	to	take	
this	 effect	 into	 account.	 There	 are	 two	 options.	 One	 is	 to	
apply	 overall	 section	 efficiencies	 to	 the	 number	 of	 actual	
stages	and	create	a	model	with	 the	number	of	 theoretical	
stages	corresponding	 to	 the	actual	ones	multiplied	by	 the	
section	 efficiency.	 The	 other	 option	 is	 to	 build	 the	 model	
with	the	actual	number	of	trays	and	apply	tray	efficiencies	
directly	to	the	simulation	model.	Although	the	second	option	
seems	simpler	 from	a	model	 construction	point	of	 view,	 it	
has	 many	 disadvantages	 arising	 from	 the	 fact	 that	 the	
calculated	 tray	 liquid	 and	 vapor	 are	 no	 longer	 at	 equilib-
rium;	 this	 produces	 inconsistent	 temperature	 profiles.	 In	
addition,	 these	 tray	 efficiencies	 are	 experimental	 tuning	
parameters	 that	 will	 make	 any	 model	 predictions	 under	
conditions	other	than	the	reference	conditions	less	useful.

It	is	possible	to	find	typical	column	section	efficiencies	
in	 the	 literature	 that	 can	 be	 used	 in	 building	 distillation	
models.	The	best	option	 is	 to	obtain	 them	experimentally	
by	finding	the	number	of	theoretical	stages	that	makes	the	
simulation	 results	 match	 the	 actual	 column	 performance	
with	reasonable	accuracy.

Finally,	it	is	important	to	have	the	key	operating	con-
ditions.	 Measurements	 and	 typical	 values	 are	 required	
for	 temperatures,	 pressures,	 internal	 flows,	 and	 stream	
compositions.	The	values	obtained	from	such	measurements	
vary	from	refinery	to	refinery,	but	the	maximum	available	
should	be	considered	when	building	 the	model.	The	pres-
sure	is	the	only	input	value	required	for	the	column	model	to	
run.	Any	temperature,	flow,	or	composition	should	be	used	
to	compare	with	the	model	results	and	validate	the	model	
before	running	any	further	study.	It	 is	also	very	important	
to	 assess	 the	 accuracy	 of	 such	 measurements	 because	 the	
instrumentation	for	many	variables	(i.e.,	internal	and	steam	
flows,	tray	temperatures)	is	not	calibrated	frequently.

Once	the	model	is	built,	it	is	necessary	to	define	several	
column	 specifications	 to	 fully	 specify	 the	 mathematical	
model.	Specifications	are	defined	by	the	degrees	of	freedom	
in	the	equations	matrix	built	for	each	column.	Their	number	
will	 vary	 between	 different	 column	 configurations.	 For	 a	
simple	 column	 with	 a	 total	 condenser	 and	 a	 reboiler,	 the	
number	 of	 degrees	 of	 freedom	 is	 2,	 corresponding	 to	 two	
possible	 specifications.	 If	 the	column	condenser	 is	partial,	
then	the	number	of	specifications	 increases	to	three.	Each	
additional	draw	from	the	column	adds	one	more	specifica-
tion,	and	each	pumparound	adds	2	more	degrees	of	freedom	
corresponding	 to	 two	 column	 specifications.	 The	 column	
user	may	then	decide	which	variables	will	be	fixed	(specifi-
cations)	to	close	the	column	degrees	of	freedom.	There	are	
many	options,	but	most	typically	temperatures,	flow	rates	or	
flow	ratios,	duties,	component	purities,	and	stream	proper-
ties	 will	 be	 used.	 This	 selection	 must	 be	 made	 wisely	 and	
distributed	across	all	of	the	column	elements.

In	addition	to	the	tray-by-tray	models,	simpler	section-
by-section	 column	 models	 are	 also	 available.	 In	 these	
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models,	the	performance	of	each	section	is	calculated	from	
a	heat	 and	material	balance,	which	determines	 the	 liquid	
and	vapor	rates	to	and	from	the	entire	section.	The	fraction-
ation	 between	 adjacent	 products	 is	 determined	 from	 the	
vapor/liquid	traffic,	the	number	of	theoretical	trays	within	
a	 section,	 and	 the	 stripper	 performance.	 Special	 tuning	
factors	are	provided	 to	closely	match	 the	product	distilla-
tions	 measured	 from	 the	 refinery	 with	 those	 obtained	 by	
the	model.

The	 main	 advantage	 of	 the	 tray-by-tray	 model	 is	 a	
good	calculation	of	internal	liquid	and	vapor	rates	and	tray	
temperatures.	 However,	 the	 disadvantage	 is	 that	 it	 is	 not	
possible	 to	 fine-tune	 product	 composition	 to	 match	 mea-
sured	data.	Thus,	we	could	say	 that	both	 types	of	models	
(tray-by-tray	and	section-by-section)	are	complementary.	In	
fact,	it	is	possible	to	combine	both	models	to	facilitate	the	
convergence	of	very	complex	units.

26.2.3.2.2  Reactor Models
Modeling	reactor	units	requires	chemical	engineering	funda-
mentals	such	as	mass	and	energy	balances	and	the	definition	
of	 their	 reaction	kinetics.	Each	reactor	unit,	FCC,	catalytic	
reforming,	 hydrocracking,	 coking,	 etc.,	 will	 need	 to	 have	
its	 own	 set	 of	 reactions	 between	 different	 product	 groups,	
defined	according	to	the	lumping	methodology	selected.

Once	 a	 suitable	 feed	 component	 group	 composition	
has	 been	 developed,	 the	 appropriate	 reactor	 kinetics	 are	
applied	 to	 calculate	 the	 new	 product	 composition	 on	 the	
basis	 of	 the	 same	 component	 group	 list	 plus	 some	 addi-
tional	component	groups	not	present	in	the	feed,	typically	
coke	and	light	gases.

The	main	reactions	that	take	place	in	refinery	reactors	
include	the	following:
•	 FCC:	Paraffin	and	naphthene	cracking,	aromatic	deal-

kylation,	 boiling	 range	 reduction,	 and	 condensation	
and	coke	production.

•	 Catalytic reformer:	 Isomerization	 of	 paraffins	 and	
naphthenes,	ring	closure,	ring	expansion	and	contrac-
tion,	 dehydrogenation	 of	 naphthenes	 to	 aromatics,	
hydrocracking	of	paraffins	to	lighter	paraffins,	hydro-
dealkylation	of	aromatics,	and	condensation.

•	 Hydrocracking:	Hydrodesulfurization	 (HDS),	hydrode-
nitrogenation,	 aromatic	 saturation,	 ring	 opening	
and  dealkylation,	 paraffin	 hydrocracking,	 and	 olefin	
saturation.

•	 Thermal cracking units:	Radical	chain	pyrolysis.
This	kinetic	approach	is	complemented	with	the	break-

down	of	reactor	volume	into	several	sections	or	slices	that	

are	numerically	 integrated	 for	 the	whole	 reactor	and	 that	
allow	 the	 model	 to	 calculate	 composition	 profiles	 along	
the	bed	as	well	as	 temperature	or	other	property	profiles,	
as	shown	in	Figure	26.9.	This	is	the	most	accurate	way	of	
modeling	kinetic	reactor	models.

Once	 the	composition	of	 the	overall	product	has	been	
calculated,	 it	 must	 be	 transformed	 into	 actual	 product	
streams,	yields,	and	composition	or	characterization.	A	frac-
tionation	model	is	then	required	to	divide	the	composition	
into	the	appropriate	product	yields	and	then	convert	from	
reaction	 component	 groups	 back	 into	 distillation	 curves,	
specific	 gravity,	 sulfur,	 etc.	 In	 fact,	 correlations	 are	 also	
needed	 to	 complete	 the	 model	 predictions	 in	 terms	 of	
product	properties	because	of	the	necessary	simplification	
of	using	a	set	of	component	groups	and	chemical	reactions.

Because	most	of	these	reactors	are	catalytic,	the	extent	
of	the	reactions	has	to	be	determined	by	their	characteristics	
(activity,	selectivity,	etc.)	as	well	as	any	other	reactor	operating	
variable.	All	kinetic	reactions	defined	in	the	reactor	models	
need	 to	 be	 adjusted	 to	 reflect	 the	 behavior	 of	 a	 specific	
catalyst	 in	 a	 precise	 unit	 geometry.	 In	 some	 cases,	 there	
are	 catalyst	databases	available	 (commercially	or	 created	
by	 refining	companies)	 that	 allow	 for	 the	 selection	of	 the	
catalyst	 within	 the	 model.	 Because	 having	 accurate	 and	
updated	 information	 for	 all	 catalysts	 is	 costly	 and	 time-
consuming,	 most	 reactor	 models	 available	 make	 use	 of	
model	calibration.

Model	 calibration	 consists	 of	 collecting	 a	 full	 set	 of	
experimental	 data	 (under	 test-run	 conditions)	 and	 intro-
ducing	 it	 into	 the	model	 for	 reconciliation	purposes.	This	
way,	feed	flow	rates	and	their	characterization,	all	product	
flow	rates,	the	composition	for	light	gases,	and	the	charac-
terization	of	the	rest	of	the	products	are	fixed	in	the	model.	
The	 same	 is	 applied	 to	 operating	 conditions	 such	 reactor	
temperatures,	pressures,	and	hydrogen	feed	(in	cases	where	
it	applies).	The	only	variables	 that	are	 free	 to	calculate	 in	
the	model	are	the	kinetic	adjustment	factors,	which	will	be	
calculated	to	ensure	the	products	obtained	with	the	model	
are	close	enough	to	the	experimental	ones.

The	 kinetics	 adjusted	 in	 this	 manner	 provide	 the	 best	
basis	 for	 model	 prediction	 for	 different	 feedstocks	 and	
operating	 conditions	 other	 than	 the	 ones	 used	 at	 the	 cali-
bration	point.	It	should	be	taken	into	account	that	the	more	
these	operating	 conditions	 vary,	 the	 larger	 the	deviations	
between	 the	 model	 predictions	 and	 the	 actual	 reactor	
behavior	will	be.

Apart	 from	the	 rigorous	kinetic	 reactor	models,	 there	
is	another	simple	reactor	model	similar	to	the	yield	reactor	
models.	In	this	kind	of	simple	model,	it	is	possible	to	define	
the	product	yields	of	all	of	the	reactor	products	and	define	
the	 properties	 of	 each	 product	 from	 the	 reactor.	 Models	
defined	in	this	way	are	insensitive	to	changes	in	the	operat-
ing	conditions	and	feed	characteristics.

To	 make	 the	 model	 predict	 different	 yields	 for	 differ-
ent	conditions,	it	is	necessary	to	modify	product	yields	and	
properties	with	correlations	or	“yield	shift	vectors.”	Both	are	
experimentally	 determined	 and	 require	 significant	 data	
collection	effort	to	be	developed.	These	models	are	simple,	but	
they	can	fail	 to	provide	predictions	outside	of	the	range	of	
data	over	which	they	were	obtained.	Additionally,	they	can-
not	be	applied	to	reactor	units	of	the	same	type	other	than	
the	one	the	model	was	developed	for	because	correlations	
do	not	have	an	engineering	foundation	and	there	is	no	way	

figure 26.9—reactor	model	calculations.	Source:	Figure	
courtesy	of	KBC	Advanced	Technologies	PLC.
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to	take	into	account	the	differences	between	the	tuned	reactor	
model	(geometry,	utilities	used,	catalyst	variables,	etc.)	and	
the	new	one.

Once	 the	refinery	model	has	been	built	and	validated	
with	a	minimal	set	of	experimental	data,	it	can	be	used	to	
perform	many	different	studies,	starting	with	a	unit	design	
or	revamp	study,	existing	unit	troubleshooting,	or	unit	per-
formance	improvement	including	optimization.

26.2.4  Dynamic Model Building
Steady-state	 models	 provide	 a	 representation	 of	 a	 unit	
under	stable	conditions	and	do	not	account	for	accumula-
tions	or	other	restrictions	due	to	equipment	sizing.	At	steady	
state,	any	material	going	inside	of	a	unit	will	be	the	output	
of	the	unit	such	that	the	material	and	energy	balances	are	
closed.	In	reality,	before	arriving	at	a	steady-state	condition,	
the	unit	will	start	to	fill,	and	the	size	of	the	equipment	and	
operating	conditions	will	drive	the	control	strategy.

As	shown	in	Figure	26.10,	there	is	a	general	four-stage	
progression	 from	 an	 initial	 steady-state	 simulation	 to	 a	
final	 dynamic	 model	 (percentages	 in	 the	 figure	 indicate	
typical	 time	 fraction	of	 total	 time	dedicated	 to	build	 the	
model).

First	of	all,	dynamic	models	require	having	the	actual	
physical	data	about	 the	unit	operations	 inside	of	 the	pro-
cess	being	modeled.	Typically,	for	most	processes	this	will	
include	the	following:
•	 Valves:	 Cv,	 characteristic	 curve,	 pressure	 drop,	 from	

valve	datasheets.
•	 Relief valves:	Type,	 setting	pressures,	 from	valve	data-

sheets.
•	 Pumps:	 Head	 and	 efficiency	 curves,	 from	 pump	 test	

certificates.
•	 Compressors:	Head	and	efficiency	curves,	flow	limits.
•	 Heat exchangers, heaters, and coolers:	 Shell	 and	 tube	

volumes.
•	 Air coolers:	 Volume	 (of	 fluid	 tubes),	 number	 of	 fans,	

airflow	per	fan.
•	 Vessels:	Volume,	height,	nozzles,	level	taps,	from	design	

datasheets.
•	 Column:	Tray	spacing	and	type,	diameter,	weir	height	

and	length	from	design	datasheets.
•	 Elevations:	From	plant	floor	elevation	sheet.
•	 Controllers:	 PV,	 OP,	 SP,	 range	 and	 tuning	 gains	 from	

distributed	control	system	(DCS).
Steady-state	 models	 do	 not	 require	 the	 incorporation	

of	all	of	 the	minor	equipment	and	devices	such	as	valves,	
pumps,	 filters,	 pipe	 segments,	 or	 bypasses.	 However,	 to	

replicate	 the	 plant	 dynamic	 behavior,	 it	 is	 necessary	 to	
introduce	 most	 of	 these	 items	 into	 the	 same	 steady-state	
model.	Most	data,	such	as	 those	pertaining	to	volumes	or	
controllers,	are	not	used	in	the	steady-state	mode,	but	they	
are	entered	once	to	keep	the	entire	data	model	in	one	file	
case	because	the	steady-state	case	will	be	used	as	the	start-
ing	point	for	the	dynamic	simulation.

Steady-state	 models	 need	 to	 be	 calibrated	 with	 the	
available	process	data.	This	is	the	most	critical	phase	of	the	
process	because	 the	model	has	 to	be	manually	 tuned	and	
calibrated	 to	 reflect	 the	 true	 conditions	 of	 the	 real	 plant.	
The	 user	 has	 to	 equilibrate	 the	 differences	 by	 changing	
boundary	 conditions	 by	 small	 increments:	 valve	 pressure	
drops	and	opening,	efficiencies,	heat	losses,	pressure	drops,	
etc.	Sometimes	this	task	is	not	trivial,	and	frequently	other	
hidden	 equipment	 or	 device	 problems	 are	 encountered	
when	the	model	does	not	reproduce	the	plant	data.

Once	the	model	is	calibrated,	all	of	the	heat	transfer	
coefficients	or	flow	resistance	factors	are	calculated,	and	
all	 pressure-flow	 relations	 are	 correctly	 configured,	 so	
that	the	steady-state	model	is	ready	to	switch	to	dynamic	
mode.	

Finally,	 the	 model	 can	 be	 switched	 to	 dynamics	 and	
allowed	 to	 stabilize:	 The	 integrator	 is	 started.	 The	 unit	
should	then	be	stabilized	and	all	of	the	controllers	can	be	
put	in	automatic	mode.	The	model	is	then	ready	to	be	used	
for	the	operating	changes	and	control	studies	[42].	

If	the	dynamic	model	will	be	used	for	advanced	process	
control	(APC),	the	situation	is	even	more	complex,	and	one	
of	the	most	time-consuming	elements	of	an	online	project	
is	 the	 tuning	 of	 regulatory	 controls,	 modifying	 the	 DCS,	
implementing	a	robust	connection	to	the	DCS	system,	and	
maintaining	all	of	the	above	[43].

26.3  uSINg refINery modelS
Although	process	simulation	is	widely	used	in	most	of	the	
groups	inside	of	a	refinery,	there	are	significant	differences	
in	the	type	of	application	and	in	some	cases	even	in	the	type	
of	simulation	tool	applied.	The	following	is	a	brief	review	
on	the	approach	followed	by	the	different	users	when	taking	
advantage	of	current	simulation	tools.

26.3.1  Planning and Scheduling
A	 plant’s	 profitability	 is	 greatly	 influenced	 by	 its	 yield	
performance.	Good	performers	economically	optimize	their	
planned	yield	performance	and	ensure	that	their	operation	
is	 further	 optimized	 within	 the	 plant’s	 capability	 by	 the	
on-shift	 operation	 engineers.	 A	 good	 monitoring	 process	

figure 26.10—Steps	to	build	a	dynamic	model.	
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is	 required	 to	 ensure	 that	 the	 tools	 accurately	 reflect	 the	
plant’s	capabilities	and	to	help	further	optimize	the	process.

The	different	steps	from	planning	production	to	man-
aging	operation	are	best	explained	by	the	time	horizon,	as	
shown	 in	 Figure	 26.11.	 The	 planning	 process	 goes	 from	
long	term	to	medium	and	short	term.	Software	tools	such	
as	 linear	 programming	 (for	 planning	 and	 scheduling),	
blending	 programs,	 and	 rigorous	 simulation	 are	 used	 to	
help	with	this	complex	task.	The	level	of	detail	of	the	models	
used	increases	as	the	timeline	shortens.

The	 purpose	 of	 the	 planning	 process	 is	 to	 effectively	
plan	the	future	operation	of	a	plant	on	the	basis	of	economic	
driving	forces	and	to	further	optimize	the	production	within	
the	actual	operating	plan	and	physical	constraints.

The	 planning	 process	 covers	 multiple	 time	 periods,	
each	with	its	own	purpose	and	detail.	The	planning	period	
is	defined	by	 the	horizon	 required	 to	make	predictions.	
As	 described	 in	Table	26.1,	 the	best	practices	 in	planning	
[44]	consist	of	several	plans	generated	to	forecast	the	long,	
medium,	and	short	term.

The	 strategic	 plan	 sets	 the	 high-level	 guidelines	 that	
will	determine	the	future	direction	of	company	operation.	
It	takes	into	account	external	forces	that	may	have	an	influ-
ence	such	as	socioeconomical,	political,	technological,	and	
legal	factors.	The	strategic	plan	will	take	into	account	new	
product	specifications,	possible	sources	of	new	crudes	that	
may	become	available,	and	the	long-term	feed	and	product	
price	set	development.	In	addition	to	the	planning	and	opti-
mization	 of	 existing	 facilities,	 the	 evaluation	 of	 potential	
new	plant	investments	and	possible	changes	in	the	refinery	
processing	 scheme	 required	 to	 comply	 with	 new	 product	
specifications	 and	 environmental	 legal	 requirements	 is	
required.	The	time	scale	for	the	strategic	plan	will	typically	
range	from	5	to	15	years.

A	 business	 plan	 covering	 the	 next	 1–5	 years	 is	 con-
structed	 from	 the	 strategic	 plan	 and	 covers	 more	 factors.	
Investment	 plans	 are	 typically	 more	 detailed	 during	 this	
period,	 as	 are	 the	 required	 changes	 to	 product	 specifica-
tions	or	environmental	requirements.

The	 supply	 plan	 provides	 more	 details	 regarding	 the	
following	year	and	can	be	split	into	multiple	periods	during	
the	year.	The	plan	covers	detailed	supply	options,	planned	
shutdowns,	 available	 feedstocks,	 actual	 product	 specifica-
tion,	etc.	One	of	 the	outputs	 from	the	supply	plan	will	be	
the	expected	cash	flow	for	the	refinery.

The	 supply	 plan	 linear	 programming	 (LP)	 model	 will	
help	rank	the	feedstock	on	the	basis	of	the	profitability	for	
the	 facility	 and	 can	 help	 to	 evaluate	 possible	 mixtures	 of	
acceptable	quality.	The	results	will	be	communicated	to	the	
trading	group	for	purchasing.	The	estimated	time	of	arrival	
will	fit	into	the	operations	plan,	which	will	be	adjusted,	as	
necessary,	with	more	precise	dates	of	arrival.

Following	 the	 supply	 plan,	 the	 operations	 plan	 will	
assume	 the	 crude	 basket	 for	 the	 upcoming	 months	 on	
the	 basis	 of	 the	 information	 obtained	 from	 the	 trading	
organization.	 LP	 will	 find	 the	 most	 profitable	 operation	
for	a	given	time	period	(typically	1–3	months	for	near-term	
planning)	and	is	used	to	define	the	most	profitable	operat-
ing	strategy	and	plan.	The	operations	plan	contains	more	
details	regarding	the	actions	required	to	meet	the	relevant	
targets	 from	 the	 supply	 plan	 for	 the	 following	 planning	
period	(typically	1–3	months).

The	 output	 of	 the	 operations	 plan	 is	 a	 comprehen-
sive	 summary	 of	 the	 optimized	 future	 operation,	 which	
is	 translated	 into	 detailed	 instructions	 to	 be	 used	 by	 the	
operations	team	to	implement	the	plan.	The	implementation	
includes	further	optimization	of	the	plant	operation,	taking	
into	account	directions	 from	the	operating	 instructions.	
It	 focuses	 on	 realizing	 or	 exceeding	 the	 planned	 yield	
performance	by	taking	into	account	the	quality	targets	and	
actual	plant	capability.

The	operating	instructions	will	include	the	following:
•	 A	 detailed	 plan	 of	 operating	 blocks	 for	 each	 process	

unit	on	the	basis	of	feed	qualities	or	product	types	and	
quantities	or	both;

•	 Operating/control	targets	for	the	process	units;
•	 A	 detailed	 blending	 plan	 including	 grades,	 quality	

targets,	and	quantities;
•	 A	detailed	feed	and	product	movement	plan;	and
•	 Fuel	selection.

The	 different	 processes	 mentioned	 above	 involve	
different	departments,	 and	a	 critical	 aspect	of	 the	 correct	
functioning	 of	 a	 system	 is	 having	 good	 communication	
channels.	The	key	to	success	is	having	the	right	people,	tools,	
and	a	consistent	methodology.	Communication	between	the	
planning	and	 scheduling	 functions	and	operations	depart-
ment	 is	 critical	 to	 the	 implementation	 of	 an	 optimized	
production	plan.

The	optimized	near-future	operation	 is	defined	 in	 the	
operations	 plan	 described	 above.	 From	 this	 optimized	
plan,	the	scheduling	process	focuses	on	sequencing	a	series	
of	 operations	 such	 that	 it	 is	 feasible	 to	 meet	 a	 timetable	
of	events	within	 the	 logistical	constraints.	The	scheduling	
process	does	not	allow	for	a	change	in	profit,	regardless	of	
whatever	sequence	is	chosen.	Schedulers	devise	a	day-to-day	

figure 26.11—Timeline	of	a	refinery	from	long	term	to	short	
term.	Source:	Figure	courtesy	of	KBC	Advanced	Technologies	
PLC	[44].

taBle 26.1—typical Planning Periods
Plan typical Planning Period

Strategic 5+	years

Business 1–5	years

Supply 1–12	months

operations 1–3	months

Production 2–4	days

Source:	Data	courtesy	of	KBC	Advanced	Technologies	PLC	[44].
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plan	to	achieve	the	targets.	Detailed	scheduling	is	typically	
performed	for	1	week	up	to	1	month.

One	 of	 the	 last	 steps	 in	 the	 production	 process,	
before	transportation	from	the	plant,	 is	product	blending.	
Scheduling	 blending	 operation	 (blend	 recipes	 and	 quality	
constraints)	 is	 optimized	 from	 the	 operations	 plan.	 An	
effective	 blending	 operation	 will	 minimize	 blend	 correc-
tions	and	will	 therefore	have	a	positive	effect	on	reducing	
the	required	minimal	operating	inventory	and	hence	work-
ing	capital.	On	the	other	hand,	poor	blending	operation	can	
result	in	multiple	blend	corrections,	crisis	decision-making,	
and	 increased	 demurrage	 cost.	 Optimizing	 the	 blending	
operation	within	the	scheduling	process	is	therefore	impor-
tant	to	control	a	plant’s	overall	operating	costs.

The	trading	organization	buys	and	sells	refinery	feeds	
and	products	based	on	the	information	from	the	operations	
planning.	The	arrival	of	 feeds	and	 liftings	of	products	are	
summarized	 in	 a	 supply	 and	 liftings	 plan.	 Verification	 of	
the	liftings	plan	with	the	scheduling	activity	of	the	plant	
is	important	to	avoid	suboptimal	operation	because	of	crisis	
decision-making	(lost	profitability)	and	demurrage	cost	as	
a	result	of	unfeasible	schedules.

It	 is	 important	 to	 have	 a	 scheduling	 tool	 available	 to	
represent	the	actual	operation,	including	the	process	units	
and	blending	operations	offsite.	Time	should	be	allowed	for	
blending,	 tank	 settling,	 laboratory	 analysis,	 and	 product	
movement	activities.	Commercial	scheduling	tools	that	are	
based	 on	 LP	 models	 are	 increasingly	 replacing	 in-house	
spreadsheets.

The	 production	 plan	 focuses	 on	 the	 execution	 and	
further	 optimization	 of	 the	 operations	 plan.	 This	 process	
consists	of	practices	for	on-shift	optimization	and	abnormal	
situation	 management	 as	 well	 as	 quality	 control	 and	 unit	
performance	monitoring	(UPM).	By	effectively	implement-
ing	 these	 practices,	 the	 plant	 can	 achieve	 the	 production	
plan,	 meet	 target	 production	 rates	 and	 product	 qualities,	
ensure	reliable	and	safe	operation,	and	optimize	the	process	
to	increase	profitability.

The	following	practices	are	involved	in	production	plan	
management:
•	 On-shift process optimization: A	 good	 functioning	 on-

shift	 team	 ensures	 that	 a	 plant	 can	 execute	 the	 pro-
duction	 plan	 and	 capture	 and	 implement	 optimiza-
tion	 opportunities	 that	 increase	 profitability,	 improve	
reliability,	 and	 maintain	 a	 safe	 working	 environment	
according	 to	 a	 given	 set	 of	 constraints	 and	 targets.	
Rigorous	 simulation	 tools	 and	 energy	 optimization	
models	are	important	aids	that	help	execute	this	func-
tion,	although	the	most	important	factor	is	to	have	the	
work	processes	and	the	right	organizational	structure	
in	place	to	allow	personnel	to	optimize	within	specified	
boundaries.

•	 Quality control: Maintaining	 effective	 quality	 control	
on	feeds,	intermediates,	and	final	products	is	a	critical	
component	to	maintain	a	safe	and	profitable	operation.	
The	key	aspects	of	this	practice	are	
•	 Ensure	 that	 the	 plant	 consistently	 meets	 product	

specifications.	
•	 Capture,	analyze,	and	correct	quality	“near	misses”	

for	future	operational	improvement.	
•	 Ensure	 that	 this	 practice	 is	 not	 owned	 solely	 by	

laboratory	and	planning	personnel	but	by	the	entire	
production	 team.	 One	 of	 the	 activities	 associated	

with	this	practice	is	to	find	strategies	to	minimize	
giveaways.

•	 Energy conservation: Effective	 and	 appropriate	 energy	
conservation	measures	adopted	by	any	plant	will	enable	
the	plant	to	minimize	the	energy	portion	of	the	overall	
operating	costs	without	sacrificing	overall	profitability.	
This	practice	is	an	integral	part	of	any	plant	operation	
and	 should	 be	 used	 in	 conjunction	 with	 the	 other	
process	 plant	 practices.	 Specific	 energy	 targets	 from	
the	operating	instruction	can	include	
•	 The	 prioritization	 of	 marginal	 fuel	 type	 (fuel	 oil,	

natural	gas,	gasified	liquefied	petroleum	gas),	
•	 Power	production/export,	and
•	 Maximization	of	turbo	drivers	or	electrical	motors	

for	pumps	and	compressors.
	 Other	energy	consumption	targets	such	as	the	amount	

of	 stripping	 steam	 required	 for	 specific	 distillation	
	towers	will	be	provided	by	process	engineers.
To	summarize,	Table	26.2	describes	the	different	prac-

tices	involved	at	different	steps	of	the	planning,	scheduling,	
and	production	plan	management	processes	from	feedstock	
selection	to	the	optimization	of	the	operation.	For	each	of	
these	practices,	there	is	a	relevant	software	application	that	
will	be	described	later	in	this	section.	The	main	distinction	
regarding	the	software	requirements	is	whether	the	tool	is	
linear	or	nonlinear	(rigorous	simulation).

26.3.1.1	 SoFTwAre	APPLICATIonS	For	
PLAnnIng	ACTIvITIeS
26.3.1.1.1  Linear Models
The	overall	optimization	of	a	refinery	or	system	of	integrated	
refineries	 and	 petrochemical	 complexes	 is	 challenging	
because	 of	 many	 operating	 parameters	 and	 feed/product	
supply	options.	To	help	with	this	complex	task,	production	
planners	 make	 use	 of	 production	 plan	 optimization	 tools	
such	 as	 LP.	 The	 output	 of	 an	 LP	 model	 helps	 to	 provide	
directions	and	strategies	to	optimize	facility	operation.

taBle 26.2—Software applications used in 
different Phases of the Production Plan

Practice objectives
Software 
application

Product	demand	
and	price	
forecasting

Price	basis	for	
evaluating	
initiatives

Crude	assay	
management

Planning Feedstock	selection	
and	optimal	
operation

LP	run

Scheduling Inventory	control,	
plan	production,	
and	blending	
schedule

Scheduling	run

Production	
optimization

Translation	of	
operating	plan	into	
actions	and	further	
improvement

	• Area	target	
setting

	• optimization

Model	update ensure	LP	is	up	to	
date

	• UPM
	• LP	data	

generation
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The	 LP	 model	 is	 a	 mathematical	 model	 of	 a	 process.	
The	process	can	be	that	of	a	refinery,	chemical	plant,	distri-
bution	network,	or	any	situation	with	variables,	constraints,	
and	an	objective	function.	The	LP	consists	of	a	coefficient	
matrix	representation	of	simultaneous	equations	with	more	
unknowns	than	equations.	Those	unknowns	may	be	fixed,	
bounded,	or	free.

For	 a	 complete	 and	 effective	 evaluation	 of	 feedstocks	
used	to	produce	the	highest	margin	product	slate,	LP	tools	
model	entire	 refinery	operations.	Planners	use	LP	models	
to	 optimize	 crude	 purchases,	 other	 feedstock	 purchases,	
and	anticipate	operational	resources	to	maximize	refinery	
profitability.	Operating	capability	and	restrictions,	feed	and	
product	 prices,	 and	 supply	 and	 demand	 restrictions	 vary	
frequently.	 The	 LP	 model	 is	 updated	 regularly	 to	 reflect	
these	 changes	 and	 ensure	 effective	 optimization	 against	
up-to-date	restrictions.

Trying	to	formulate	refinery	operation	in	a	computer	is	
a	very	complex	task	that	requires	hundreds	of	decision	vari-
ables	and	thousands	of	constraints,	as	shown	in	Figure	26.12.	
The	 optimization	 of	 such	 a	 system	 is	 normally	 simplified	
using	 linear	 relationships,	 although	 current	 developments	
are	increasingly	adding	nonlinearities	to	the	system.

Three	 fundamental	 issues	 need	 to	 be	 addressed	 to	
produce	a	good	LP	model	 [45,46]:	 (1)	 structure	of	 the	LP	
model	 (2)	 quality	 of	 data,	 and	 (3)	 LP	 model	 surrounding	
processes.	LP	programs	are	used	instead	of	rigorous	nonlin-
ear	programs	to	handle	sitewide	or	multisite	optimizations	
because	 linear	 correlations	 reduce	 the	 complexity	 of	 the	
optimization	process	and	guarantee	convergence.	However,	
LP	models	can	be	very	complex;	 therefore,	 it	 is	critical	 to	
design	LP	model	structure	to	fit	their	needs.	Overcomplex-
ity	 is	 not	 desired	 and	 often	 does	 not	 improve	 accuracy.	
It	 is	 important	 to	 keep	 the	 balance	 between	 LP	 model	
accuracy	 and	 complexity.	 For	 example,	 strategic	 planning	
looks	after	 improving	long-term	competitive	advantage	by	
covering	 investment/divestment	 opportunities,	 which	 can	
be	addressed	with	simplified	LP	model	structures.

The	 LP	 model	 contains	 relationships	 that	 reproduce	
plant	 operations.	 It	 is	 critical	 to	 populate	 these	 relation-
ships	with	the	proper	parameters	that	correctly	reflect	the	
actual	 operation.	 It	 is	 best	 to	 generate	 these	 parameters	
using	rigorous	process	simulators.	The	process	simulators	
are	 tuned	 to	 reflect	 the	 actual	 plant	 operation.	 Multiple	
runs	of	the	process	simulator	are	used	to	generate	data	that	
describe	the	behavior	of	the	process	units	in	the	LP	model.	
This	aspect	of	generating	data	to	improve	the	accuracy	of	
the	LP	will	be	covered	later	in	this	section.

The	 processes	 surrounding	 the	 LP	 model	 include	
obtaining	the	LP	model	input	data.	A	significant	amount	of	
information	is	required	that	together	forms	the	boundaries	
of	 the	optimization	process.	These	 include	a	price	 set	 for	
all	 feeds	 and	 products,	 availability	 of	 feedstock	 (quantity	
and	quality),	limitations	on	product	sales,	operating	costs,	
process	 unit	 limitations,	 product	 blend	 specifications,	
and	 the	 connectivity	between	 the	process	units	 and	all	 of	
the	possible	routes	 for	every	stream	in	the	refinery.	These	
parameters	need	to	be	updated	on	a	regular	basis

The	 input	 data/information	 required	 for	 the	 LP	 data	
generation	is	as	follows:
•	 Process model (distillation/conversion unit model): 

This	 is	 the	 process	 simulation	 model	 used	 by	 unit	
engineers	 for	 unit	 monitoring.	 The	 process	 engineer	
should	 regularly	 calibrate	 the	 model	 as	 described	 in	
the	UPM	practice.	This	ensures	that	the	same	process	
unit	operation	bases	are	used	by	process	engineers	for	
unit	monitoring	and	planning	engineers	 for	LP	table	
generation.

•	 LP table structure: This	 is	 the	 design	 of	 the	 LP	 table,	
which	includes	all	of	 the	 input	parameters	for	the	LP	
model.	Best	practice	in	process	unit	LP	tables	features	
feed-quality-dependent	 yields,	 product	 quality	 recur-
sion,	 operating	 parameter	 optimization,	 and	 product	
cutpoint	 optimization.	 Best	 practice	 in	 crude	 assay	
tables	 features	 swing	 cuts	 for	 cutpoint	 optimization	
and	actual	fractionation	qualities	for	product	cuts.
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figure 26.12—Complex	nature	of	refinery	operations.
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•	 Base operating conditions/feed qualities: The	base	oper-
ating	 conditions	 and	 feed	 qualities	 are	 usually	 based	
on	 the	plant	data	 (reconciled)	 in	 the	calibration	case,	
although	alternative	base	operating	conditions	may	be	
defined	 on	 a	 case-by-case	 basis	 or	 with	 a	 delta-based	
vector	obtained	by	rigorous	modeling.

•	 Operating range: This	is	the	typical	operating	experience	
envelope	of	 the	parameters	used	 in	 the	LP	 table	 (e.g.,	
range	 of	 feed	 sulfur).	 This	 input	 should	 be	 obtained	
from	a	process	engineer.

•	 Process unit processing constraints: This	 refers	 to	
operational	 limitations	 observed	 in	 the	 process	 unit	
(e.g.,	capacity	constraints,	total	feed	and	product	draw	
rates,	FCC	wet	gas	compressor	capacity	limit,	reformer	
severity	 limit,	 reactor	 temperature	 limitations,	 etc.).	
All	of	these	constraints	should	be	configured	to	remain	
within	the	safe	operating	envelope	for	the	process	units	
concerned.	This	input	should	again	be	obtained	from	a	
process	engineer.

•	 Crude assays: For	 assay	 data	 generation,	 raw	 crude	
assay	information	is	available	from	laboratory	analysis.	
This	information	is	useful	for	LP	and	rigorous	models.
The	key	to	LP	data	generation	is	to	produce	a	submodel	

for	the	LP	that	is	up	to	date	and	behaves	similar	to	the	real	
operation.	Having	a	good	LP	that	matches	plant	operation	
under	different	scenarios	allows	for	good	decision-making	
with	 regard	 to	which	crudes	 to	buy	and	will	 also	provide	
the	optimal	operating	parameters	that	will	maximize	profit-
ability.	The	results	of	the	LP	run	include	feedstock	selection,	
operating	 margin,	 and	 product	 balance	 for	 the	 refinery.	
This	information	will	be	sent	to	the	refinery	operations	so	
that	 appropriate	 targets	 are	 set	 for	 the	 period.	 The	 effect	
of	 accurate	 LP	 for	 refinery	 economics	 may	 be	 decisive,	
as	 shown	 in	 Figure	 26.13.	 Best	 practices	 include	 running	
refinery-wide	 rigorous	 models	 to	 further	 optimize	 the	
operation	on	the	basis	of	operating	constraints	that	are	not	
contemplated	in	the	LP.

Once	the	optimized	production	plan	has	been	defined	
using	 the	 LP	 model	 for	 the	 operations	 plan	 (short-term	
future),	 the	 operation	 needs	 to	 be	 scheduled,	 taking	 into	
account	logistics	restrictions	such	as	availability	of	storage,	
process	 units	 and	 product	 blenders	 capacities,	 jetty	 avail-
ability,	etc.

The	 scheduling	 process	 may	 also	 become	 complex	
for	sites	with	multiple	 feeds	and	products.	Although	some	

facilities	use	in-house	constructed	scheduling	aids,	commer-
cially	available	scheduling	tools	have	become	more	standard	
practice	to	ensure	full	utilization	of	plant	capacities.

Most	 common	 refinery	 products	 are	 blended	 from	
multiple	 components	 using	 multiple	 quality	 and	 some-
times	 compositional	 constraints.	 Although	 the	 LP	 model	
and	 sometimes	 the	 scheduling	 tools	 provide	 guidance	
regarding	the	required	blend	compositions	to	produce	in	
specification	products,	most	facilities	use	additional	tools	
for	this	purpose	for	each	individual	product	blend.	These	
tools	 are	 often	 based	 on	 spreadsheets	 using	 an	 optimi-
zation	 step	 to	 solve	 the	 best	 (economical)	 solution	 and	
sometimes	 include	nonlinearities	 for	some	specific	prop-
erties.	It	is	common	to	have	in-line	product	blenders	with	
quality	control	to	adjust	the	composition	of	specification	
products;	however,	 these	are	not	used	 for	all	products	at	
all	facilities.

An	important	practice	is	“backcasting”	to	check	for	lost	
opportunities;	 this	compares	the	planned	production	with	
the	actual	production.	Backcasting	 is	used	 to	validate	 the	
accuracy	and	capability	of	the	LP.	In	addition	to	forecast-
ing,	backcasting	is	used	to	analyze	the	operation	of	a	past	
period	compared	with	 the	planned	one	using	actual	plant	
restrictions,	price	sets	and	 feed,	and	product	supply	data.	
The	outcome	of	this	backcasted	plan	can	be	used	to	quan-
tify	lost	opportunities	(suboptimal	operation)	and	provides	
a	 good	 indication	 of	 the	 capabilities	 and	 accuracy	 of	 the	
LP	model.	This	backcasting	process	can	be	used	to	initiate	
LP	model	updates	as	described	by	the	LP	data	generation	
application.

The	 LP	 model	 is	 also	 used	 to	 help	 to	 distribute	 the	
refinery	products	between	different	shareholders.	Separate	
LP	model	runs	for	different	shareholders	are	used,	reflect-
ing	 the	respective	operating	plans	and	strategies,	 together	
with	actual	plant	operating	data	for	this	purpose.	To	ensure	
the	 best	 outcomes	 and	 business	 decisions	 using	 the	 data	
from	an	LP	model,	regular	updates	of	the	refinery	represen-
tation	are	essential.

26.3.1.1.2  Nonlinear Models
Nonlinear	models	are	generally	used	to	support	and	update	
LP	 models	 but	 also	 to	 optimize	 the	 operating	 plan	 on	 a	
daily	 basis	 to	 obtain	 the	 production	 plan,	 which	 is	 more	
detailed	 regarding	 the	 specific	 feedstocks	 processed	 in	 a	
refinery.	 This	 activity	 of	 updating	 the	 LP	 with	 rigorous	

figure 26.13—effect	of	accurate	LP	on	refinery	economics.	Source:	Figure	courtesy	of	KBC	Advanced	Technologies	PLC.
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simulation	 is	 commonly	 described	 as	 LP	 data	 generation	
and	is	described	below.
•	 LP data generation (support to LP models):	LP	models	are	

not	only	used	for	forecasting	crude	selection	to	optimize	
the	operation	on	a	monthly	basis	but	also	 to	evaluate	
capital	investments	in	the	medium-	to	long-range	time	
frame.	To	ensure	the	best	outcomes	and	business	deci-
sions	using	the	data	from	an	LP	model,	regular	updates	
of	the	refinery	representation	are	essential.	The	LP	data	
generation	 application	 is	 a	 key	 aspect	 to	 ensure	 that	
the	refinery	LP	model	is	kept	up	to	date,	accurate,	and	
robust	to	provide	a	firm	foundation	for	accurate	deci-
sions	in	the	supply	plans	and	operating	plans.	

Operating	plans	with	different	time	horizons	as	well	
as	crude	selections	are	obtained	with	the	use	of	LP	tools,	
as	 mentioned	 previously.	 These	 tools	 require	 tables	 of	
information	regarding	refinery	unit	product	yields	and	
properties	 as	 well	 as	 operating	 requirements	 for	 each	
crude	available.

In	the	case	of	distillation	columns,	short-cut	models	
are	traditionally	used	to	generate	the	required	data	for	
the	 refinery	 LP	 planning	 models.	 There	 is	 a	 benefit	
of	using	 rigorous	models,	which	 in	 turn	 lead	 to	more	
sound	 trends	 of	 LP	 predictions	 of	 column	 product	
properties	 because	 rigorously	 simulated	 products	 will	
contain	 a	 better	 representation	 of	 the	 tails	 of	 distilla-
tion	curves,	which	contain	components	that	may	have	
a	great	 effect	 on	 the	 prediction	 of	 product	 properties	
(e.g.,	freezing	point,	cloud	point,	etc.).

In	 LP	 data	 generation	 applications,	 a	 calibrated	
rigorous	 simulation	 model	 is	 used	 to	 generate	 the	
predicted	yields	and	properties	for	the	different	crudes	
and	crude	mixtures	that	will	be	potentially	processed	at	
the	refinery.	The	generated	table	with	yields	and	prop-
erties	will	be	used	by	the	LP.	Further	optimization	by	
the	LP	 will	 determine	 the	most	 economically	optimal	
crudes	 to	process	by	 the	 refinery	as	well	 as	 the	unit’s	
operating	plan	[47,48].

A	 critical	 requirement	 for	 making	 good	 predictions	
of	 physical	 properties	 in	 the	 LP	 is	 having	 a	 good	
characterization	 of	 the	 fractionation	 imperfections,	
which	are	best	described	by	the	shape	of	the	distillation	
curve	tails.	Figure	26.14	shows	a	comparison	between	
a	 theoretical	 curve	 with	 perfect	 cuts—in	 which	 there	
is	no	overlap	or	heavier	material	going	into	the	lighter	
product—and	 a	 fractionated	 cut	 taking	 into	 account	
the	 imperfections	 in	 the	distillation	and	 therefore	 the	
amount	of	product	being	interchanged	between	cuts.

For	 the	 same	 example,	 Figure	 26.15	 shows	 a	 com-
parison	among	the	actual	values,	the	ones	predicted	by	
the	simulated	cuts	with	nonrigorous	fractionation,	and	
those	 used	 taking	 into	 account	 perfect	 fractionation	
to	demonstrate	the	effect	of	the	tails	on	the	predicted	
properties.

In	addition	to	simulate	distillation	cuts	overlapping,	
rigorous	 column	 models	 are	 used	 to	 generate	 swing	
cuts	(narrow	cuts	between	each	of	the	major	products),	
which	are	used	in	the	LP	to	optimize	the	crude	column	
cutpoints.	 Swing	 cuts	 are	 added	 to	 the	 crude	 assay	
tables	along	 the	stream	representing	 the	actual	 tower	
products	(Figure	26.16).	LP	optimizes	the	distribution	
of	these	virtual	cuts,	either	adding	it	to	the	lighter	cut	
or	 to	 the	 heavier	 cut.	 This	 optimization	 is	 driven	 by	
preferred	cut	qualities	and	yields.	Because	swing	cuts	
are	not	produced	 in	 the	 real	 column,	 their	properties	
are	 determined	 by	 running	 a	 column	 model	 at	 two	
cutpoints	and	taking	the	difference	[49].

Of	 special	 importance	 is	 the	 use	 of	 kinetic	 reactor	
models	 in	 support	 of	 economic	 planning	 tools,	 espe-
cially	LP	modes.	The	 reactor	models	 in	LP	need	 to	be	
simply	represented	because	a	planner	needs	to	be	able	
to	 optimize	 a	 full	 refinery	 (or	 several	 ones)	 in	 a	 very	
short	time.	Therefore,	the	kinetic	approach	described	
in	Section	26.2.1	is	not	feasible	even	if	the	model	is	exe-
cuted	within	a	reasonable	time	of	several	seconds	[50].

The	most	widely	used	approach	is	to	develop	rigorous	
models,	 especially	 for	 the	LP	 that	 is	based	on	several	
operating	 modes	 (base	 points),	 and	 shift	 vectors	 to	
take	 into	account	 the	 effect	of	operating	 variables	on	
product	 yields	 or	 properties.	 All	 of	 these	 base	 yields	
and	properties	as	well	as	the	shift	vectors	are	normally	
obtained	from	kinetic	reactor	models	rather	than	from	
direct	 analysis	 of	 experimental	 data.	 Table	 26.3	 sum-
marizes	main	feed	qualities	and	operating	parameters	
considered	for	LP	reactor	models.

The	main	reason	for	using	rigorous	models	to	update	
the	LP	is	that	through	the	analysis	of		experimental	data,	
it	 is	not	possible	 to	quantify	 the	effect	of	 isolated	feed	
variables	 (e.g.,	 specific	 gravity	 or	 sulfur)	 because	 any	
crude	change	will	produce	differences	in	all	feed	charac-
teristics	and	not	simply	a	single	characteristic.	Making	
changes	 to	 one	 isolated	 variable	 at	 a	 time	 is	 the	 best	
practice	 for	 building	 LP.	 Additionally,	 obtaining	 mul-
tiple	sets	of	experimental	data	is	difficult	(steady	state,	
consistency,	only	under	standard	operating	conditions,	
etc.)	and	very	expensive	[49].

figure 26.14—Kerosine	and	diesel	fractionated	cuts	vs.	ideal	
fractionation.	Source:	Figure	courtesy	of	KBC	Advanced	
Technologies	PLC.

figure 26.15—Property	prediction	differences	from	nonrigorous	
fractionation.	Source:	Figure	courtesy	of	KBC	Advanced	
Technologies	PLC.
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Figure	26.17	 illustrates	 the	nonlinearities	 typical	of	
an	 operation.	 The	 curve	 shows	 how	 product	 yield	 or	
properties	change	in	a	nonlinear	fashion	against	changes	
in	 the	 feed	 properties	 or	 operating	 parameters.	 Thus,	
starting	 from	 a	 base	 scenario,	 the	 nonlinear	 changes	
in	 product	 yields	 and	 properties	 will	 be	 quantified	 in	
the	rigorous	simulation	model	as	feed	and	operating	
conditions	 change.	 The	 results	 achieved	 will	 then	 be	
sent	 to	 the	LP	 in	 the	 form	of	an	LP	 table	 such	 that	a	
linear	model	can	predict	more	realistically.

•	 UPM: A	UPM	application	is	a	system	that	collects	plant	
data,	performs	some	sort	of	reconciliation,	and	runs	the	
model	at	given	times	to	obtain	predicted	responses.	For	
example,	in	the	case	of	a	distillation	column,	this	appli-
cation	will	provide	trends	for	calculated	variables	such	
as	 distillation	 section	 efficiencies	 or	 flooding	 values.	
A	process	engineer	can	manually	perform	the	process	
involved	in	UPM	applications,	but	it	is	time-consuming	
and	 models	 are	 typically	 not	 maintained	 up	 to	 date,	
requiring	 more	 or	 less	 automated	 procedures	 for	 its	
successful	implementation	[51].

Kinetic	reactor	models	can	also	be	used	to	monitor	
units,	mainly	in	fixed-bed	units,	where	catalysis	deac-
tivation	over	run	time	is	of	key	importance.	Questions	
such	as	how	long	a	catalyst	will	last	or	what	the	effect	
of	 any	 operating	 change	 over	 catalyst	 life	 is	 can	 be	
answered	by	a	kinetic	model	more	accurately	than	by	a	
simple	analysis	of	raw	experimental	data.

Experimental	 data	 variables	 (reactor	 average	 tem-
peratures,	 product	 yields	 and	 quality)	 can	 be	 plotted	
versus	 catalyst	 age,	 but	 because	 of	 feed	 variations,	
they	normally	do	not	represent	a	clear	 trend	that	can	
be	extrapolated.	With	the	support	of	a	kinetic	model,	
operating	variables	such	as	those	mentioned	above	are	
normalized	to	a	unique	feed	type	and	conditions	selected	
by	 the	 user,	 and	 the	 resulting	 “normalized”	 trends	
provide	a	clearer	view	of	the	unit	performance	[52,53].

The	tools	that	are	used	to	define	the	optimized	pro-
duction	 plan	 (LP	 model,	 rigorous	 process	 simulation	
models)	 must	 represent	 the	 actual	 operating	 capa-
bilities	 of	 the	 plant.	 It	 is	 therefore	 critical	 that	 these	
models	 are	 verified	 frequently	 with	 respect	 to	 actual	
plant	operation.	UPM	applications	provide	a	feedback	
mechanism	used	to	ensure	that	a	plant	is	executing	the	
optimized	production	plan.

Deviations	 between	 the	 model	 performance	 and	
actual	plant	operation	may	indicate	that	a	plant’s	perfor-
mance	has	deteriorated	or	 that	 the	models	need	 to	be	
updated	because	of	known	changes	to	the	plant	opera-
tion	 or	 configuration.	 This	 performance	 management	

figure 26.16—representation	of	theoretical	swing	cuts	in	a	
rigorous	model.	Source:	Figure	courtesy	of	KBC	Advanced	
Technologies	PLC.

figure 26.17—representation	of	base	case	plus	LP	generated	
delta	vectors.	Source:	Figure	courtesy	of	KBC	Advanced	
Technologies	PLC.
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practice	 enables	 process	 engineers	 to	 capture	 these	
aspects	and	take	appropriate	actions.

Proper	 process	 UPM	 practices	 help	 ensure	 that	 a	
unit’s	health,	utilization,	and	key	performance	 indica-
tors	 (KPIs)	are	adequately	 tracked	and	poor	unit	per-
formance	 is	 resolved	 or	 taken	 into	 account	 until	 this	
performance	can	be	rectified.

UPM	 will	 essentially	 compare	 the	 rigorous	 model	
against	 the	 LP	 submodel	 against	 the	 real	 operation	
[46,54].	Deviations	will	require	troubleshooting.	A	good	
example	 is	 illustrated	 in	 the	 set	 of	 graphs	 of	 Figure	
26.18.	 The	 LP	 model,	 the	 rigorous	 simulation	 model	
of	the	FCC,	and	the	real	plant	data	match	well	until	a	
certain	point,	at	which	the	LP	and	the	rigorous	model	
do	not	follow	the	actual	operation	(actual	values).	After	
investigation,	the	reason	for	the	deviation	is	that	the	cat-
alyst	changed	in	the	FCC	and	the	models	needed	reca-
libration.	Typically,	 if	 the	unit	performance	 is	checked	
regularly	following	good	UPM	practice,	the	simulation	
model	and	the	LP	will	behave	similarly	to	the	data	used	
in	the	LP	coming	straight	from	the	simulation	model	as	
described	in	the	LP	data	generation	application	section.

The	 unit	 monitoring	 activities	 should	 be	 a	 mixture	
of	online	and	offline	calculations.	In	addition,	selective	
monitoring	results	should	be	made	“live”	and	translated/
transmitted	 to	 the	 unit	 operators	 to	 assist	 them	 in	
executing	the	production	plan.

UPM	 is	 also	 about	 displaying	 key	 information	 to	
different	 levels	 in	 the	 organization	 because	 different	
departments	 will	 have	 different	 needs.	 Examples	 with	
their	corresponding	KPIs	are	shown	in	Figure	26.19	and	
may	include	operators;	process	engineering,	production	
planning,	and	scheduling;	and	management.

To	 improve	 and	 sustain	 overall	 performance,	 the	
actual	operation	of	the	plant	over	a	period	of	time	(typi-
cally	1	month)	should	be	validated	against	the	original	

operations	plan	and	against	a	“best	possible”	operation.	
The	best	possible	operation	is	defined	by	an	LP	back-
casting	analysis.	For	LP	backcasting,	 the	LP	model	 is	
used	to	reoptimize	the	operation	of	a	past	period	using	
actual	process	plant	operation	and	actual	price	set	as	
input.	This	practice	defines	the	most	optimal	operation	
using	the	actual	plant	restrictions	and	can	be	used	to	
learn	lessons	for	future	production	plan	optimization.	
This	practice	can	also	be	used	to	initiate	updates	to	the	
LP	model,	as	described	earlier.	

•	 Area target setting: Area	target	setting	is	used	to	provide	
further	 optimized	 operating	 instructions	 and	 control	
targets.	This	optimization	uses	rigorous	models	and	is	
performed	 for	continuous	operation.	Therefore,	 those	
parts	 of	 the	 plant	 with	 intermediate	 tankage	 to	 feed	
the	units	will	be	isolated	from	the	rest	of	the	units	to	
perform	the	optimization	(e.g.,	FCC	and	gas	plant).	The	
result	will	be	an	optimal	operation	in	that	area	on	the	
basis	of	the	feed	selected	for	a	certain	period.	Improved	
targets	will	then	be	passed	to	the	operators	for	input	in	
the	control	rooms.
A	 very	 illustrative	 example	 of	 area	 target	 setting	 is	

described	 by	 López-Rodríguez	 [55]	 with	 respect	 to	 the	
Petronor	refinery	in	Spain.	This	refinery	is	generally	under	
continuous	operation	from	crude	feed	to	product	blending	
such	that	the	area	selected	for	further	optimization—once	
the	 initial	control	 targets	are	set	by	the	planning	group—is	
the	 entire	 refinery.	 The	 refinery-wide	 model	 simulates	 the	
whole	refinery	using	first	principles.	This	model	has	multiple	
purposes,	and	the	different	processes	involved	in	the	mainte-
nance	and	use	are	described	in	Figure	26.20.

Simulation	models	 are	used	at	different	 stages	of	 the	
optimization	process	and	are	used	by	the	different	depart-
ments	 involved	 in	 the	 process.	 The	 following	 description	
will	illustrate	the	involvement	of	different	personnel	inside	
of	the	company	organization.

figure 26.18—FCC	UPM	application	shows	deviation	after	catalyst	change.	Source:	Figure	courtesy	of	KBC	Advanced	
Technologies	PLC.
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•	 Planning (headquarters):	The	planning	department	uses	
daily	market	analysis	to	optimize	the	purchase	of	raw	
and	intermediate	materials.	Raw	feed	accessible	to	the	
refinery	 is	 valued	 for	 different	 production	 schemes	
at	 market	 prices.	 Rigorous	 simulation	 models,	 which	
access	 the	 crude	 oil	 database,	 generate	 information	
(vectors	and	assays)	 for	 the	LP	 tools	 that	are	used	at	
this	 stage	 of	 the	 process.	 The	 planning	 headquarters	
(HQ)	department	selects	crude	oils	with	the	help	of	the	
LP	 model	 and	 elaborates	 a	 detailed	 monthly	 produc-
tion	plan	 (MPP),	aligned	with	current	 refinery	status.	
Experience	 interpreting	 the	 results	 of	 the	 model	 and	
transferring	them	to	the	MPP	is	key	to	the	success	of	
the	optimization	process.

The	 refinery-wide	 simulation	 model	 must	 be	 more	
precise	 and	 detailed	 than	 the	 LP	 for	 the	 refinery	
optimization.	 Having	 a	 global	 model	 in	 which	 the	
operating	variables	can	be	manipulated	is	essential	to	
maximize	the	margins.	It	is	also	very	important	to	use	
the	same	tool	in	the	HQ	and	refinery	planning	groups.	

•	 Planning (refinery): The	 planning	 department	 of	 the	
refinery	receives	the	MPP	from	HQ.	The	plan	contains	
an	update	of	selected	crudes,	feed,	and	product	stocks	
as	well	as	the	program	of	deliveries	to	the	national	and	
international	markets.	The	refinery-wide	model	updates	
the	 scheduling	 software	 tool	 that	 is	 used	 to	 elaborate	
the	 refinery	 processing	 plan	 (RPP),	 which	 defines	 the	
basis	of	the	operation	by	detailing	how	the	crudes	will	
be	processed	throughout	the	month.	The	RPP	defines	the	
feed	to	the	units,	raw	material	and	product	balances,	
schedule	of	product	delivery	and	 feed	 reception,	evolu-
tion	of	crude	stock	and	intermediate	tankage,	scheduling	
of	ships,	and	crude	processing.

Therefore,	the	RPP	defines	the	time	periods	during	
which	 the	 material	 contained	 in	 the	 ships	 and	 tanks	
will	be	processed	based	on	manufacturing	certain	fuel	
product	qualities.	Each	 time	period	 is	 then	evaluated	
with	 the	 refinery-wide	 model,	 which	 contains	 input	
determined	by	the	RPP.	The	objective	of	this	evaluation	
is	to	define	the	basis	of	the	production	in	the	refinery	
(basis	 refinery	 production	 [BRP]),	 providing	 specific	
instructions	regarding	the	operation	of	different	units.

This	 global	 model	 will	 contain	 a	 virtual	 picture	 of	
the	refinery	in	a	future	time	period	defined	by	the	RPP.	
Some	of	the	key	process	variables	that	can	be	manipu-
lated	to	optimize	the	operation	during	that	interval	of	
time	may	be	crude	mixture,	atmospheric	and	vacuum	
distillation	unit	stream	cutpoints,	process	unit	through-
put	and	severity,	routing	of	streams	to	HDS	units,	and	
blending	 recipe	 optimization.	 Cutpoint	 optimization	
(e.g.,	 naphtha/kero	 and	 heavy	 diesel/atmospheric	 gas	
oil)	 and	product	blending	optimization	are	 critical	 to	
minimize	 quality	 giveaway	 from	 specifications	 and	
may	 be	 translated	 into	 substantial	 economic	 benefits	
for	the	refinery.

Although	the	simulation	run	produces	very	valuable	
information,	 in	 reality	 the	 day-to-day	 operation	 is	
more	complex,	and	the	model	can	diverge	from	reality	

figure 26.20—refinery-wide	optimization	process.

Specific Unit Specific Unit KPIsKPIs

Unit/Area KPIsUnit/Area KPIs

SiteSite--Wide Wide 
KPIsKPIs

High Level High Level 
CorporateCorporate--wide or wide or 

Individual Site Individual Site 
UnitUnit--byby--unit unit 
measuresmeasures

Unit Unit 
specific  specific  

measuresmeasures
Specific Unit Specific Unit KPIsKPIs

Unit/Area KPIsUnit/Area KPIs

SiteSite--Wide Wide 
KPIsKPIs

High Level High Level 
CorporateCorporate--wide or wide or 

Site-wide measuresSite-wide measures

Individual Site Individual Site 
UnitUnit--byby--unit unit 
measuresmeasures

Unit Unit 
specific  specific  

measuresmeasures

figure 26.19—UPM	users	and	KPIs.	Source:	Figure	courtesy	of	
KBC	Advanced	Technologies	PLC.
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because	of	 incidences	 in	the	units	or	 inaccurate	data.	
Information	provided	by	the	model	is	contrasted	with	
experience	 and	 analyzed	 daily	 during	 the	 production	
meetings,	in	which	the	operations	department	discusses	
and	 clarifies	 the	 BRP,	 which	 is	 then	 used	 as	 a	 refer-
ence	 until	 the	 analysis	 from	 the	 crudes	 processed	 is	
available	from	the	laboratory.	This	information	takes	
between	12	and	24	h	after	the	tank	is	changed.	Product	
blending	is	tuned	by	quality	responsibles	that	work	in	
shifts	and	use	instructions	from	the	production	system,	
online	NIR	analysis,	and	laboratory	data	stored	to	guar-
antee	 final	 tank	 product	 specifications	 compliance.	
Given	the	fact	that	crude	changes	every	2–4	days,	the	
immediate	availability	of	information	from	the	model	
facilitates	 the	 operation	 and	 increases	 the	 refinery	
margin.

•	 Production control (refinery and HQ): The	daily	control	
of	yields,	 throughput,	and	operating	conditions	of	 the	
units	is	performed	in	the	refinery	to	detect	model	devia-
tions	from	reality.	Those	deviations	are	monitored	and	
used	to	determine	if	the	individual	models	need	recali-
bration.	In	addition,	the	refinery	planning	department	
submits	a	monthly	report	on	the	production,	in	which	
the	 refinery-wide	 model	 is	 run	 with	 the	 past	 month	
data,	 the	 results	are	compared	 to	 the	 real	production,	
and	 corrective	 action	 is	 taken	 for	 the	 future.	 The	 HQ	
planning	 department	 monthly	 analysis	 quantifies	 the	
differences	between	 the	MPP	and	 the	actual	 values	 in	
economic	terms	to	be	used	as	feedback	for	future	plans.

•	 Process engineering (refinery): The	process	department	
is	 responsible	 for	 the	 up-to-date	 maintenance	 of	 the	
individual	 models.	 This	 department	 determines	 when	
the	individual	units	need	to	be	recalibrated.	Common	
factors	 that	 require	 recalibration	 of	 the	 models	 are	
catalyst	 change,	 modifications	 to	 the	 unit	 configura-
tion,	 or	 significant	 operational	 changes.	 The	 process	
department	 is	 also	 responsible	 for	 coordinating	 the	
test	 run	 that	 will	 provide	 the	 necessary	 data	 for	 the	
calibration	of	the	unit	models.	Moreover,	the	individual	
models	are	used	extensively	by	the	process	department	
for	process	monitoring	and	follow-up	process	problems	
by	comparing	the	actual	yields	and	product	properties	
with	 those	 predicted	 by	 the	 model.	 The	 models	 are	
also	 used	 to	 optimize	 the	 individual	 units	 and	 detect	
bottlenecks	 or	 limitations	 given	 by	 certain	 operating	
conditions,	 which	 are	 important	 investment	 analysis	
tools	because	 the	changes	 in	a	unit	can	be	quantified	
by	looking	into	the	refinery-wide	model.
Finally,	 as	 commented	 previously,	 common	 tools	 and	

processes	 will	 enhance	 cooperation	 among	 the	 different	
groups	involved	in	the	refinery	optimization.

26.3.2  Process Engineering
The	simulation	models	used	for	process	engineering	appli-
cations	as	well	as	to	support	current	refinery	operations	are	
mainly	steady-state	models.	Although	dynamic	simulation	
is	also	available,	 it	 is	mainly	used	for	control	applications	
and	 operator	 training	 purposes.	 This	 section	 only	 covers	
steady-state	 simulation	and	 its	application	 in	process	and	
production	departments.	Section	26.3.3	covers	the	applica-
tions	of	dynamic	simulation.

Steady-state	simulation	is	used	to	study	process	alter-
natives,	 equipment	 selection	 and	 design,	 and	 economic	

studies	to	justify	capital	expenditures.	These	same	models	
are	also	used	for	existing	units’	operational	improvement,	
debottlenecking,	 and	 troubleshooting	 studies.	 Refinery	
engineers	 can	 also	 develop	 tools	 on	 the	 basis	 of	 simula-
tion	 models,	 such	 as	 unit	 monitoring	 applications	 that	
will	allow	them	to	track	variables	not	accessible	by	direct	
measures,	such	as	heat-exchanger	fouling,	distillation	effi-
ciency,	or	catalyst	activity,	as	described	in	Section	26.3.3.2.	
Another	important	application	of	rigorous	process	models	
is	 to	 update	 different	 tools	 such	 as	 LP	 models,	 refinery-
wide	 models,	 etc.,	 that	 are	 used	 in	 production	 planning	
optimization.

The	 proper	 use	 of	 simulation	 models	 in	 the	 design	
process	can	significantly	reduce	upfront	capital	expenditures	
for	 grass-roots	 unit	 and	 refinery	 revamp	 projects.	 Making	
the	correct	decisions	early	in	the	design	process	has	typically	
been	 shown	 to	 reduce	 costs	 by	 hundreds	 of	 thousands	 to	
millions	of	dollars.

Steady-state	 simulations	 used	 in	 refinery	 operational	
improvement,	debottlenecking,	and	troubleshooting	activities	
also	 provide	 an	 invaluable	 source	 of	 information	 for	 the	
plant	engineer.	The	effect	of	such	work	is	difficult	to	quantify	
because	it	depends	on	each	problem	addressed,	but	industry	
experience	has	shown	that	simulation-based	projects	greatly	
affect	refinery	operations.

The	 steady-state	 simulations	 that	 are	 used	 in	 design	
and	troubleshooting	are	also	the	base	models	for	unit	moni-
toring	 applications.	 The	 unit	 engineer	 is	 able	 to	 develop	
a	 monitoring	 tool	 that	 allows	 plant	 personnel	 to	 follow	
variables	 of	 equipment	 performance	 that	 are	 not	 directly	
measurable,	highlighting	areas	of	deteriorating	performance	
and	allowing	engineers	to	proactively	deal	with	the	growing	
constraints.	 Thus,	 process	 simulation	 constitutes	 a	 well-
adapted	method	of	developing	basic	knowledge	regarding	a	
given	process,	providing	tools	that	can	be	applied	to	many	
different	problems	and	their	various	stages.

By	 creating	 models	 with	 several	 key	 refinery	 units,	
including	 reactor	 models,	 and	 tracking	 the	 key	 refinery	
economic	 drivers	 (e.g.,	 octane	 number,	 cloud	 point,	 pour	
point	etc.)	process	engineers	are	able	to	evaluate	the	effect	
of	 their	 decisions	 beyond	 their	 specific	 unit,	 focusing	 on	
the	critical	economic	drivers	of	the	refinery	and	providing	a	
valuable	support	to	business	operation	planning.	Thus,	the	
process	models	are	a	common	tool	for	the	different	groups	
involved	 in	 the	 refinery	 optimization,	 allowing	 them	 to	
speak	the	same	language	and	to	enhance	cooperation.

26.3.2.1	 SoFTwAre	APPLICATIonS	For	ProCeSS	
engIneerIng
The	use	of	rigorous	models	 in	process	studies	 is	a	critical	
tool	 for	refineries	not	only	 to	understand	plant	data	or	 to	
isolate	certain	variable	effects	but	also	to	help	in	decision-
making,	 which	 becomes	 increasingly	 difficult	 because	 of	
the	limited	margins	of	the	refining	industry.	What	follows	
are	examples	of	refinery	applications.

26.3.2.1.1  Engineering Design
The	 application	 of	 distillation	 models	 in	 designing	 new	
columns	 as	 well	 as	 in	 revamping	 existing	 ones	 has	 been	
widely	used	for	years.	From	a	simple	study	such	as	determin-
ing	component	profiles,	feed	location,	or	utility	consumption,	
to	 a	 more	 complex	 study	 that	 evaluates	 the	 effect	 of	 any	
change	in	an	existing	column	over	other	unit	equipment,	
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to	 the	 calculation	 of	 tray	 physical	 properties	 for	 column	
internal	 mechanical	 design,	 the	 possible	 applications	 of	
distillation	models	in	design	studies	are	unlimited	[56].

Nevertheless,	reactor	models	cannot	be	used	to	design	
new	reactor	units.	Because	reactor	models	require	the	cali-
bration	of	kinetic	factors	to	existing	unit	catalysts	and	unit	
geometries,	 it	 is	not	until	 the	unit	has	been	designed	and	
these	have	been	determined	that	the	model	can	be	applied.	
Basic	information	required	would	be	catalyst	and	geometry,	
as	described	in	the	licensor	process	book.	A	model	calibrated	
with	 process	 book	 information	 will	 allow	 the	 refinery	 to	
run	many	case	studies	 for	 the	unit	operation	and	gain	an	
understanding	of	the	effect	of	many	operating	scenarios	as	
well	as	their	effect	on	the	downstream	separation	units,	but	
it	is	not	applicable	to	the	design	phase.

26.3.2.1.2  Unit Troubleshooting
Unit	 troubleshooting	 with	 simulation	 models	 involves	
building	a	model	once	a	unit	is	not	operating	as	expected;	
after	 comparing	 the	 simulation	 results	 (theoretical	 per-
formance)	with	actual	data,	the	engineer	must	investigate	
the	 root	 cause	 of	 the	 problem.	 Sometimes	 the	 solution	
can	be	as	easy	as	modifying	the	operating	conditions	(i.e.,	
pressure)	if	the	model	is	predicting	column	flooding	under	
current	 conditions	 or	 to	 suspect	 tray	 damage	 if	 the	 sec-
tion	efficiency	is	much	lower	than	usual.	Heat	integration	
issues	and	how	they	may	affect	column	performance	can	
also	be	investigated.

26.3.2.1.3  Operational Improvement and 
Debottlenecking
Simulation	models	can	provide	the	best	insight	into	column	
operation	 and	 reveal	 the	 effect	 of	 changing	 an	 operating	
variable	such	as	the	reflux	ratio,	stripping	steam	flow,	pump-
around	profiles,	etc.,	on	the	overall	unit	performance.	These	
kinds	 of	 studies	 are	 not	 routinely	 performed	 in	 refineries,	
but	 they	 could	 lead	 to	 important	 operational	 improve-
ments	and	in	many	occasions	to	changing	operating	proce-
dures	that	may	be	outdated	[57].

Distillation	 column	 models	 are	 often	 expanded	 to	
include	in	their	scope	the	preheat	train	network,	the	opera-
tion	of	which	is	very	deeply	connected	to	the	operation	of	the	

main	 distillation	 columns	 and	 lighter	 product	 separation.	
Heat-exchanger	 models	 need	 to	 predict	 heat-exchanger	
performance	 over	 a	 wide	 range	 of	 operating	 conditions	
(crudes	to	be	processed,	operating	modes,	etc.).	The	model	
can	 be	 basic	 and	 use	 the	 UA	 of	 each	 heat	 exchanger,	 or	 a	
more	 detailed	 model	 including	 the	 geometry	 of	 each	 heat	
exchanger	(number	of	tubes,	baffles,	etc.).	The	UA	models	are	
simpler	and	faster	to	run,	but	U	values	change	significantly	
with	the	flow	rate	and	with	the	stream	physical	properties;	
moreover,	the	results	of	the	model	may	not	adequately	repre-
sent	the	overall	envelope	of	preheat	train	performance.

Models	 that	 take	 into	 account	 the	 detailed	 geometry	
of	 the	 heat	 exchanger	 are	 more	 accurate	 in	 representing	
the	network	behavior,	but	they	are	also	more	complex	and	
feature	very	long	execution	times.	Models	including	the	pre-
heat	train	are	very	useful	when	there	is	a	capacity	constraint	
on	the	furnace,	and	heat-exchanger	network	debottlenecking	
studies	are	required.	Multiple	operating	conditions	can	be	
run	 in	 the	 model;	 therefore,	 the	 limiting	 conditions	 in	 a	
furnace	can	be	calculated.	Operating	solutions	such	as	split	
flows	can	be	assessed	for	potential	improvement	[58].

These	 types	 of	 studies	 are	 relevant	 to	 performing	 a	
comprehensive	 energy	 review	 of	 a	 unit	 (especially	 high-
energy-consuming	 crude	 and	 vacuum	 units)	 using	 pinch	
methodology,	which	features	the	possibility	to	modify	heat-
exchanger	network	architecture,	as	shown	in	Figure	26.21.

Finally,	the	application	of	reactor	models	for	operational	
improvement,	debottlenecking,	and	troubleshooting	activities	
also	provides	many	benefits	to	refineries.	The	unit	optimi-
zation	application	adopts	an	operations	perspective	of	the	
engineering	 studies	 conducted	 for	 operational	 improve-
ment	 [59–61].	 As	 an	 example,	 Figure	 26.22	 illustrates	 the	
different	 tasks	 involved	 in	 the	 calibration	 and	 use	 of	 a	
reformer	reactor	model.

26.3.2.1.4  Multiunit Refinery Models
A	multiunit	refinery	model	must	include	several	major	units	
such	as	FCC,	hydrocracking,	reforming,	and	isomerization	
models	as	well	as	main	distillation	columns	such	as	crude	
and	 vacuum	 columns.	 These	 models	 can	 use	 the	 stream	
characterization	 approach	 according	 to	 boiling	 range,	
but	 they	 must	 also	 carry	 information	 regarding	 refinery	
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figure 26.21—Pinch	analysis	for	a	heat-exchanger	network.
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	properties	 (e.g.,	 sulfur,	 nitrogen,	 PNA,	 concarbon,	 metals,	
etc.)	to	be	used	by	the	reactor	model	when	developing	the	
appropriate	component	composition	of	a	given	reactor.

These	models	are	more	difficult	to	adjust	to	actual	refin-
ery	operating	conditions,	but	they	have	the	added	benefits	
of	 capturing	 several	 unit	 operation	 behaviors;	 therefore,	
yield	improvement	or	optimization	is	performed	by	taking	
into	 account	 their	 dependencies.	 A	 typical	 example	 of	 a	
multiunit	refinery	model	with	strong	interactions	is	the	FCC	
feed	pretreater	(mild	hydrocracking)	and	FCC,	in	which	the	
optimal	operating	conditions	overall	may	be	very	different	
than	the	optimized	conditions	for	each	individual	unit	[62].

The	 naphtha	 complex,	 including	 a	 naphtha	 splitter,	
catalytic	reforming,	isomerization,	olefin	cracker,	and	their	
separation	units,	 is	 another	 case	of	highly	 interconnected	
units	 that	 offer	 benefits	 when	 evaluated	 to	 improve	 one	
unique	model	[63].

Finally,	 models	 with	 all	 of	 the	 main	 units	 of	 a	 given	
refinery	are	of	 value	 in	analyzing	overall	 refinery	 interac-
tions.	 Questions	 regarding	 the	 effect	 of	 a	 major	 potential	
change	 in	 the	operating	 conditions	 in	 the	overall	 refinery	
yields	 and	 properties	 can	 be	 best	 answered	 by	 a	 simula-
tion	model	than	any	other	way.	Examples	of	these	changes	
are	 new	 crudes,	 a	 different	 crude	 cutting	 scheme,	 or	 an	
additional	 unit	 to	 be	 evaluated	 [55],	 which	 was	 already	
discussed	in	Section	26.3.1.1.2.

26.3.2.1.5  Optimization
An	 optimization	 model	 can	 be	 completely	 offline,	 relying	
on	 the	operations	engineer	 to	 feed	data	 to	 the	model	and	
to	implement	the	model	recommendations;	online	for	data	
collection	 but	 offline	 for	 implementation	 of	 optimal	 set	
points;	or	 fully	online	 (called	also	 “closed	 loop”),	 in	which	
the	model	does	everything	without	any	human	intervention.	
The	intermediate	option	offers	most	of	the	benefits	with	less	
model	 implementation	 effort,	 but	 the	 refinery	 choice	 is	
normally	based	on	the	availability	of	technical	personnel	[64].

Thus,	 it	 is	 possible	 to	 consider	 the	 analysis	 of	 the	
commitment	 between	 the	 fractionation	 in	 a	 crude	 col-
umn	 (quality	 cuts)	 and	 the	 effect	 in	 the	heat	 recovery	of	
the	 	preheat	 train	of	 the	unit	 feedstock	 (saving	 fuel	 in	 the	

furnace	 and	 the	 reduction	 of	 associated	 carbon	 dioxide	
emissions)	[65].	The	analysis	of	complex	columns	of	this	is	
simple	for	the	few	components	involved	and	has	a	special	
role	in	the	optimization	of	the	margin	of	the	propane-pro-
pylene	superfractionator,	improving	the	flow	and	purity	of	
the	propylene	stream	[66].

Using	 rigorous	 first-principles	 process	 models	 to	
optimize	the	operation	of	olefins	plants	has	been	success-
fully	 performed	 at	 various	 operating	 plants	 worldwide.	
These	optimizers	play	an	important	role	in	maximizing	the	
profitability	of	the	plants.	The	optimization	of	closed-loop	
olefin	plants	 is	attractive,	but	 in	practice	there	are	several	
problems	 to	 solve,	 such	 as	 modeling	 difficulties	 (including	
all	furnaces,	heat	exchangers,	distillation	columns,	compres-
sors,	pumps,	etc.),	predicting	furnace	run	length	(because	
predicting	the	furnace	fouling	rate	is	not	easy),	and	imple-
menting	 steady-state	 models	 in	 a	 dynamic	 environment	
(including	 finding	 steady-state	 conditions	 to	 adjust	 the	
model	in	a	dynamic	situation).	Over	the	years,	the	different	
problems	have	been	solved	considering	several	approxima-
tions,	including	implementing	a	rigorous	furnace	optimizer	
but	 using	 simplified	 models	 for	 the	 recovery	 section	 (to	
capture	>80%	of	the	potential	benefits)	[67]	and	integrating	
the	rigorous	steady-state	models	with	the	dynamics	among	
all	 of	 the	 individual	 controllers,	 providing	 an	 effective	
hybrid	solution	[68].

The	problem	with	online	optimization	is	that	it	is	very	
expensive	to	 implement	and	maintain	and	it	has	reliability	
problems	 and	 inherent	 inaccuracies	 that	 undermine	 the	
achievable	benefits.	In	contrast,	offline	optimizers	offer	90	%	
of	the	benefits	of	online	optimizers	at	less	than	10	%	of	the	
cost.	Thus,	an	offline	olefin	plant	optimizer	as	described	in	
Figure	26.23	allows	the	user	to	optimize	feedstock	selection,	
cracking	severity,	and	operating	conditions	according	to	the	
actual	plant	constraints	and	daily	plant	production	[69,70].

To	conclude	 this	 subsection,	and	as	a	 complement	 to	
the	 success	 cases	 already	 discussed	 through	 the	 different	
applications,	Table	26.4	summarizes	several	selected	recent	
literature	references	for	each	of	the	main	refinery	process	
units.	These	selected	examples	illustrate	recent	approaches	
to	refinery	unit	modeling.

figure 26.22—Development	and	application	of	a	reformer	reactor	model.
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26.3.3  Process Control
The	 dynamic	 simulation	 of	 refinery	 processes	 based	 on	
first-principles	models	has	also	become	a	mature	technol-
ogy	 over	 the	 last	 few	years.	This	 technology	 is	 commonly	
used	 during	 design	 and	 revamps	 for	 testing	 control	 con-
figurations,	the	development	of	operating	procedures,	and	
operator	 training.	 It	 can	also	be	used	 in	actual	operating	
refinery	 units	 for	 control	 strategy	 troubleshooting	 and	

	improvement	 as	 well	 as	 to	 accelerate	 the	 implementation	
of	APC	systems	[104,105].

Dynamic	simulation	requires	steady-state	models	to	be	
transformed	 into	 dynamics	 by	 specifying	 additional	 engi-
neering	details	 such	as	pressure/flow	relationships	across	
any	 unit	 operation,	 equipment	 dimensions,	 and	 control	
schemes.

26.3.3.1	 DYnAMIC	MoDeLS	For	ProCeSS	
ConTroL
The	 applications	 of	 dynamic	 simulations	 are	 quite	 dif-
ferent	 than	 those	of	steady-state	models	and	range	across	
operational	dynamic	studies,	safety	and	reliability,	control	
studies,	and	operator	training	systems.
•	 Process design: In	 the	 process	 design	 area,	 dynamic	

simulation	 is	used	 to	 evaluate	operational	 stability	 to	
ensure	 the	 controllability	 of	 a	 future	 plant.	 Several	
typical	disturbances	should	be	run	to	check	 the	plant	
response	 and	 determine	 the	 optimal	 designs	 from	 a	
controllability	point	of	view.	At	the	same	time,	dynamic	
models	can	also	help	in	cutting	capital	costs	by	mini-
mizing	the	overdesign	of	equipment.

•	 Safety and reliability studies: In	 the	 area	 of	 safety	
and	 reliability,	 dynamic	 simulation	 is	 mainly	 used	
for	relief	studies.	It	is	necessary	to	ensure	that	relief	
systems	are	capable	of	handling	all	emergency	relief	
scenarios	with	new	process	changes.	The	evaluation	
of	 the	 effect	 of	 possible	 pressure	 relief	 scenarios	
on	 flare	 system	 loading	 and	 identifying	 strategies	
to	 reduce	 relief	 loads	 are	 typical	 studies	 that	 are	
performed	 [106].	 The	 determination	 of	 design	 and	
analysis	 of	 emergency	 shutdown	 systems	 with	 a	
cause-and-effect	 matrix	 is	 a	 special	 case	 of	 plant	
operational	studies	[107].

•	 Process control and operation issues: Dynamic	simulation	
can	 be	 applied	 to	 develop	 a	 control	 strategy	 during	
process	design	activities	or	can	be	applied	over	an	exist-
ing	plant	that	needs	to	be	evaluated.	Dynamic	simulation	
provides	insight	into	the	process	by	allowing	the	control	
engineer	to	perform	the	following:
•	 Determine	how	disturbances	propagate	through	a	

system;
•	 Understand	the	relative	sensitivity	of	process	vari-

ables	to	process	upsets;
•	 Investigate	process	and	control-loop	interactions;
•	 Determine	 the	 effect	 of	 equipment	 sizing	 or	

arrangement	changes	on	disturbance	rejection	and	
overall	operability;

•	 Determine	 the	 effects	 of	 ambient	 conditions	 on	
process	operation;

•	 Compare	 the	dynamic	performance	of	alternative	
control	strategies;

•	 Perform	control-loop	tuning;	and
•	 Investigate	startup,	shutdown,	and	low-,	mid-,	and	

maximal	throughput	operation.
A	 dynamic	 model	 that	 represents	 plant	 behavior	

correctly	can	be	used	to	build	a	multivariable	process	
control	 model	 in	 a	 very	 short	 time	 and	 move	 into	 a	
production	system	quicker,	as	shown	in	Figure	26.24.	
The	multivariable	controller	requires	knowledge	of	the	
transient	 responses	of	 the	process	 from	known	distur-
bances	for	their	proper	design	and	implementation.	This	
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figure 26.23—olefin	plant	optimizer.

taBle 26.4 —Selected examples of 
applications of refinery unit Simulation 
models

unit references

Pretreatment units

Desalter 71,72

Preheat	train 73,74

Distillation

Atmospheric	distillation 48,75,76

vacuum	distillation 77–79

reactors

Catalytic	reformer 80–82

Hydrotreating 83–85

Hydrocracking 86–88

Fluid	catalytic	cracking 89–92

Delayed	coking 93,94

visbreaking 95,96

other	refinery	units

mtBe/etBe 97–99

Lubricant	production 100,101

Claus/hydrogen 102,103

MTBe	=	methyl	tertiary	butyl	ether,	eTBe	=	ethyl	tertiary	butyl	ether.
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knowledge	 has	 usually	 been	 obtained	 from	 extensive	
plant	 testing,	which	 is	expensive	and	 time-consuming.	
Using	rigorous	and	validated	dynamic	models	in	addi-
tion	to	limited	plant	testing	reduces	the	time	and	cost	
of	 the	 process	 identification	 step.	 Fine-tuning	 of	 the	
multivariable	controller	once	it	is	operating	is	the	final	
step	in	achieving	the	full	benefits	of	a	project	[108–110].

A	special	case	of	control	 studies	 is	 in	 the	benefits	
justification	 of	 the	 implementation	 of	 advanced	 con-
trol	 systems.	 Because	 most	 refinery	 reactor	 models	
are	 developed	 in	 the	 steady-state	 mode,	 these	 kinds	
of	process	models	are	used	 to	analyze	 the	benefits	of	
APC	 systems,	 considering	 that	 it	 is	 necessary	 plant	
information	 (usually	 test-run	 data),	 after	 and	 before	
implementation	to	the	controller.

Dynamic	 simulation	 can	 evaluate	 the	 benefits	 of	
adding	an	online	analyzer,	including	its	best	location	
and	 the	economical	and	operational	advantages.	For	
example,	using	HDS	dynamic	simulation,	it	is	possible	
to	study	the	possibility	of	adding	an	online	sulfur	ana-
lyzer	to	the	feedstock	of	the	unit.	The	model	allows	for	
the	inclusion	of	this	analyzer	as	a	new	variable	in	the	
multivariable	 controller	 and	 to	 check	 if	 an	 improve-
ment	 in	 the	 control	 response	 would	 be	 achieved	
(Figure	 26.25)	 in	 terms	 of	 the	 stabilization	 time	 and	
standard	deviation	[110].

It	is	important	to	mention	that	this	HDS	unit	model	
is	 completely	 dynamic	 (reaction	 and	 recovery	 areas)	
because	 rigorous	 refinery	 reactor	 models	 are	 usually	
operated	in	steady-state	mode.	

Compressor	studies	are	a	key	application	of	dynam-
ic	 simulation	 because	 the	 operation	 of	 compressors	
below	 their	 minimal	 design	 capacity	 can	 result	 in	
compressor	 damage,	 offspecification	 products,	 and	
unanticipated	 plant	 downtime.	 To	 ensure	 the	 control	
and	 operability	 of	 this	 important	 process	 operation,	
dynamic	 simulation	 is	 used	 to	 test	 and	 validate	 the	
performance	of	compressor	surge	control	systems	dur-
ing	production	changes,	normal	operation,	and	startup	
and	 shutdown.	 It	 is	 important	 to	 mention	 that	 this	
HDS	unit	model	 is	completely	dynamic	 (reaction	and	
recovery	areas)	because	rigorous	refinery	reactor	mod-
els	are	usually	in	steady-state	mode.	

•	 Operator training simulators: A	natural	extension	of	the	
plant	control	and	operational	studies	is	online	operator	
training.	 Once	 the	 control	 configuration	 has	 been	
validated	 and	 is	 working	 as	 expected,	 the	 integrated	
DCS/dynamic	model	makes	the	perfect	operator	train-
ing	station.	Operators	are	able	to	practice,	in	a	risk-free	
environment,	startup,	shutdown,	and	emergency	action	
sequences	 using	 the	 actual	 control-room	 hardware.	
Operations	 trainers	 can	 be	 configured	 with	 an	 APC	
layer	 to	 mimic	 the	 actual	 operating	 system.	 Alterna-
tively,	this	layer	can	be	disabled,	allowing	operators	to	
better	understand	the	fundamental	interactions	of	their	
process	units	[111].

26.4  future modelINg treNdS
Because	 process	 simulation	 is	 such	 a	 widely	 implemented	
technology	in	today’s	refineries,	different	users	have	different	
perspectives	 about	 future	 trends	 regarding	 refinery	 model	
simulation.	Some	of	the	common	ideas	could	be	organized	
as	follows:
•	 Development of more robust models and open code: 

•	 More	 simplicity	 in	 calibration	 of	 process	 unit	
models;

•	 Better	response	to	feed	or	catalyst	changes	or	both,	
improving	predictability;

•	 Future	 product	 specifications	 will	 be	 repro-
duced;	and

•	 More	open	simulation	environments	(CAPE	OPEN,	
third-party	 integration,	 etc.)	 that	 will	 allow	 inte-
grating	models	from	different	providers.

•	 Integration of models now specifically focused on partic-
ular applications such as planning, process and control:
•	 Planning	models	closer	to	reality	of	the	plant,	and
•	 Nonlinear	process	models	for	control	applications.

•	 Development of new simulation techniques and new 
applications.
These	changes	will	occur	 in	parallel	with	advances	 in	

mathematics,	information	systems,	analytic	techniques,	and	
online	applications.

26.4.1  More Robust and More Open Models
One	 of	 the	 main	 problems	 with	 the	 rigorous	 simulation	 of	
process	units	(in	particular	conversion	reactors)	resides	in	the	

figure 26.24—Dynamic	matrix	control	model	generation.	
Source:	Figure	used	with	permission	from	[110]. figure 26.25—Control	improvement	with	a	feed	sulfur	

analyzer.	Source:	Figure	used	with	permission	from	[110].
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difficulty	to	calibrate	it.	Model	calibration	relates	to	numer-
ous	factors,	the	most	important	of	which	are	due	to	process-
ing	different	feedstocks	and	different	catalysts	throughout	the	
life	of	the	unit.	Therefore,	the	improvement	in	the	predictive	
capability	of	 the	models	 involves	having	a	database	of	unit	
factors	 linked	 to	 the	 different	 feedstocks	 and	 catalysts.	 To	
generate	this	database	of	calibration	factors,	it	is	necessary	to	
have	much	information	from	the	physical	unit	and	from	the	
pilot	plant	with	different	future	feedstock	and	catalyst	types	
(catalyst	 evaluation).	 This	 will	 expand	 the	 range	 of	 model	
validity,	improving	the	model’s	predictive	response.

Models	will	also	need	to	be	responsive	to	new	product	
specifications	 so	 that	 they	 meet	 stringent	 environmental	
and	quality	restrictions.	This	will	imply	having	more	infor-
mation	regarding	the	chemistry	of	different	streams,	which	
will	need	to	be	analyzed	on	a	more	extended	routine	basis	
in	refinery	laboratories	(properties	such	as	benzene,	sulfur,	
nitrogen,	polyaromatics,	etc.).

Therefore,	models	with	complex	kinetics	will	be	devel-
oped	 to	 handle	 sulfur	 specifications.	 FCC	 models	 will	
not	only	use	UOP	characterization	 factor	or	 the	aromatic	
content	 to	 characterize	 the	 crackability	 of	 the	 feedstock	
but	also	 the	number	of	condensate	cycles	 in	aromatics	 to	
differentiate	feedstocks,	etc.

Commercial	 simulation	 packages	 are	 currently	 quite	
similar,	 although	 they	 often	 allow	 third-party	 extensions.	
Development	 seems	 to	 point	 in	 the	 direction	 of	 more	 open	
models.	 This	 is	 a	 continuation	 of	 CAPE	 OPEN,	 which	 will	
allow	for	the	integration	of	any	simulation	model	in	any	plat-
form	because	all	will	have	the	same	standards.	The	preceding	
discussion	 suggests	 that	 many	 advantages	 will	 be	 afforded	
to	the	user	because	they	will	allow	for	the	best	unit	models	
implemented	in	the	simulation	interface	of	their	choice.

Finally,	 data	 exchange	 using	 simple	 interfaces	 will	
allow	users	 to	 send	and	 receive	data	 from	spreadsheets	 to	
the	simulation	interface.	Specifically,	the	most	useful	mod-
els	 are	 those	 that	 use	 Microsoft™	 Excel	 or	 a	 .NET	 Excel	
emulation	for	input,	output,	and	graphics.	This	area	is	very	
close	to	information	systems	but	generally	requires	a	good	
understanding	of	the	models	and	its	applications.	Engineers	
like	such	models	because	they	do	not	have	to	learn	a	new	
graphical	user	interface.

26.4.2  More Integrated Models
The	development	of	new	mathematical	algorithms	for	solv-
ing	 massive	 equation	 systems	 is	 one	 of	 the	 challenges	 to	
cope	with	during	the	next	few	years.	There	are	already	new	
algorithms	 to	 resolve	massive	 linear	 equation	 systems	 that	
avoid	 local	optima	 [112].	Progress	 in	 the	nonlinear	area	 is	
expected	along	with	changes	in	calculus	systems	and	closer	
relationships	with	supercomputers	in	performing	daily	tasks.

Therefore,	 in	 the	 refinery	of	 the	 future,	 it	 is	 expected	
that	a	closer	 link	will	be	 forged	between	rigorous	and	LP	
models	for	planning	and	scheduling,	either	to	unify	models	
or	to	automate	the	update	of	the	LP.	Nonetheless,	the	refinery’s	
viability	will	be	a	function	mainly	of	the	execution	time	and	
convergence	of	the	models.

26.4.3  Development of New Simulation 
Applications and Techniques
The	 following	 are	 some	 applications	 that	 currently	 need	
improvement.	 These	 applications	 may	 be	 critical	 for	 the	
future	development	of	unit	models.

•	 Data mining: The	real-time	data	available	from	refineries	
present	special	challenges.	They	are	usually	corrupted	
by	noise	and	are	nonindependent;	additionally,	there	is	
a	large	quantity	of	data.	In	that	context,	data	mining	is	
derived	from	traditional	types	of	statistical	analysis	but	
is	focused	on	processing	large	databases	to	find	unde-
tected	 patterns	 and	 associations.	 The	 first-level	 tools	
include	 several	 special	 linear	 statistical	 techniques	
such	as	partial	least	squares	(PLS)	and	principal	com-
ponents	analysis	(PCA).	When	these	are	not	sufficient,	
other	 tools	 will	 be	 applied	 to	 provide	 more	 general	
pattern	recognition.	Thus,	within	the	statistical	follow-up	
of	units,	 these	 techniques	will	develop	 indicators	 that	
will	allow	for	the	detection	of	deviations	from	normal	
operation	 on	 the	 basis	 of	 managing	 large	 quantities	
of	data	from	previous	operations,	with	the	purpose	of	
detecting	needs	for	preventive	maintenance	or	to	antici-
pate	problems	with	operations	in	the	units.	In	any	case,	
these	statistical	models	must	be	accompanied	by	a	large	
dose	of	process	understanding	to	obtain	robust	models,	
avoiding	any	erroneous	conclusions.

•	 Computational fluid dynamics (CFD) models: An	oppor-
tunity	for	the	development	of	more	rigorous	models	is	
in	the	area	of	fluid	dynamics.	Typically,	process	models	
are	 developed	 with	 a	 detailed	 treatment	 of	 physical	
properties,	phase	equilibria,	and	reaction	kinetics	but	
with	 simplified	 fluid	 dynamics,	 whereas	 CFD	 models	
treat	fluid	dynamics	rigorously	but	with	highly	simpli-
fied	or	ignored	chemistry.	There	is	a	great	challenge	in	
developing	models	 that	accurately	 treat	chemical	and	
physical	phenomena.

•	 Advances in dynamic simulation: In	the	medium	term,	
the	technique	will	be	extended	to	the	study	of	reactors	
in	 conversion	 units.	 Thus,	 the	 application	 to	 opera-
tor	 training	 models	 will	 allow	 for	 the	 analysis	 of	 the	
normal	operation	of	a	unit,	its	startup,	and	emergency	
situations.	 It	 will	 also	 include	 the	 implementation	 of	
rigorous	dynamic	models	for	the	optimization	of	online	
processes,	supported	by	foreseeable	advances	in	instru-
mentation	and	techniques	for	online	analysis.

•	 Molecular simulation: Different	 currently	 used	 tech-
niques	(e.g.,	Monte	Carlo,	molecular	dynamics,	Gibbs	
ensemble	simulations,	etc.)	will	allow	for	 the	analysis	
of	complex	systems	in	regions	that	cannot	be	tackled	
with	 current	 techniques.	 Thus,	 molecular	 simulation	
will	 be	 the	 experimental	 counterpoint	 for	 determining	
the	 limiting	 properties	 of	 compounds	 (such	 as	 critical	
properties,	viscosity,	etc.).
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27.1  IntroductIon
Appropriate maintenance actions are of paramount impor-
tance from a safety and economic point of view. Once safety 
levels have been achieved through appropriate maintenance, 
the question is how much additional preventive mainte-
nance is economically advisable.

A typical refinery experiences approximately 10 days of 
downtime per year due to equipment failures resulting in 
an estimated economic loss of $20,000–$30,000 per hour [1]. 
Maintenance is defined as all actions appropriate for retain-
ing an item/part/equipment in, or restoring it to, a given 
condition [2]. The annual cost of maintenance (corrective 
and preventive) as a fraction of total operating budget can 
go up to 40–50 % for the mining industry [3] and 20–30 % 
for the chemical industry [1]. The typical size of a plant 
maintenance group in a manufacturing organization varied 
from 5 to 10 % of the total operating force [2]. It is estimated 
that over $300 billion are spent on plant maintenance and 
operations by U.S. industry each year, and that approxi-
mately 80 % of this is spent to correct the chronic failure 
of machines, systems, and human errors. The elimination 
of these chronic failures through effective maintenance can 
reduce the cost between 40 and 60 % [2].

Maintenance is defined as all actions appropriate for 
retaining an item/part/equipment in, or restoring it to, a 
given condition [2]. The perception about maintenance has 
shifted from being a “necessary evil” to being an effective 
tool to improve processing efficiency and ultimately larger 
profit. The trend is part of the new approach to processing 
named smart plants [4,5], which advances the concept that 
such plants anticipate problems instead of reacting to them.

Modern practices and management philosophy of 
maintenance can be found in various textbooks (e.g., the 
Maintenance Engineering Handbook [6]). In addition, there 
are many computerized maintenance management systems 
(CMMS) software packages devoted to help in the manage-
ment/organization of the maintenance activities (over 360 
software packages are listed in the website www.plant-
maintenance.com). Despite this abundance, the optimization 
of decision variables in maintenance planning (such as 
preventive maintenance frequency or level of availability 
of labor and spare parts), referred to as the maintenance 
optimization problem, is usually neither discussed in 
detail in textbooks nor it is included as a feature in the 
aforementioned software packages. Thus, for the most part, 
these packages are excellent databases that help track repair 

orders and maintain appropriate bookkeeping but are not 
capable of optimizing maintenance decision making.

Over the past 4 decades, several modern maintenance 
management theories such as reliability-centered mainte-
nance (RCM) and total productivity maintenance (TPM) 
have gained widespread popularity in the industry. These 
modern maintenance theories are systematic and have 
demonstrated that a remarkable improvement in plant 
performance and productivity over the traditional approach, 
the main goal of which is simply to correct equipment fail-
ures [7], can be achieved.

In this chapter we do not review all of these techniques 
in detail (another chapter focuses on the different types of 
maintenance and other important practices); rather, we 
focus on determining what is the effect of the decision vari-
ables (preventive maintenance frequency, task prioritiza-
tion, parts inventory levels, labor available, among others) 
on safety and production economics using simulation and 
on determining the level of preventive and corrective main-
tenance that is optimal for a plant.

None of the aforementioned preventive maintenance 
(PM) planning models consider constraints on resources 
available in process plants, which include labor resources 
and material (spare parts) resources. Limitation on man-
power is usually the most critical constraint affecting 
the ability to perform scheduled PM tasks on time. For 
example, the maintenance work force, which usually is lim-
ited, cannot perform scheduled PM tasks for some equip-
ment at the scheduled PM time because of the intervening 
repair of other failed equipment. Such dynamic situations 
cannot be handled by deterministic maintenance planning 
models or are not considered in published maintenance 
planning models that use Monte Carlo simulation tools. 
Resource constraint is more realized in the scheduling 
phase, so it is usually ignored in the planning phase. In 
fact, there are only a few papers that considered resource 
constraint, and they are all concerned with maintenance 
scheduling, namely the research papers of Gopalakrish-
nan et al. [8], Ahire et al. [9], and Yao et al. [10].

To ameliorate all of the aforementioned shortcomings, a 
new methodology that is based on the use of Monte Carlo 
simulations and incorporates all of the contributing fac-
tors to evaluate the effectiveness of maintenance policies was 
recently introduced [11]. This technique was later expanded 
further and merged with a genetic algorithm for its optimization 
by Nguyen and Bagajewicz (see Chapters 18 and 19 in [12]). 

27
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We now discuss the merits and shortcomings of the 
most popular models.

In general, a maintenance model needs to include the 
following:
• A maintenance policy: The most common maintenance 

policy is the standard periodic PM, enhanced sometimes 
by age-dependent features, sequential strategies, differ-
ent replacement policies, opportunistic maintenance 
practices, and or predictive maintenance, etc. [13]. 

• A set of decision variables: The most common ones are 
the periodic PM time or PM frequency (in periodic PM 
policy) for each piece of equipment or groups of equip-
ment, labor workforce size, and the inventory level of 
parts. 

• The objective: Objectives can include minimizing cost, 
maximizing profit, or maximizing reliability for safety 
purposes. To assess safety, hazard and operability 
analysis (HAZOP) and failure modes and effects analy-
sis (FEMA), which is reviewed in another chapter and 
is an important component in modern maintenance 
programs such as RCM, can be used. Cost reductions 
come from savings obtained by reducing losses, labor 
costs, inventory costs, etc. Because all of these issues 
are intertwined and apply to several pieces of equip-
ment simultaneously, the analysis cannot be made on an 
equipment-by-equipment basis, but rather considering 
the system of equipment as a whole.

• The constraints: Constraints include limitations on 
labor, budget, storage of spare parts, etc.
Any model needs to consider the breakdown or correc-

tive maintenance as well as the preventive and predictive 
maintenance schedules. Because labor is usually limited, 
prioritization rules (i.e., how much corrective maintenance 
is postponed to accommodate preventive maintenance) 
need to be considered. There is a third maintenance policy, 
predictive maintenance, which is also considered [6]. 

PM is in turn divided into two types: time-driven PM 
and condition-driven PM [7]. Condition-driven PM is basi-
cally the same as predictive maintenance. Because there 
is a very limited number of decision variables involved for 
these kinds of maintenance policies, they are usually not 
subjects for maintenance optimization research. Various 
versions of time-driven PM policy have been proposed 
and were summarized in a review paper by Wang [14]. For 
a single piece of equipment, they are age-dependent PM, 
periodic PM, PM that is based on failure limit (reliability 
reaches a threshold value), and unequal interval sequential 
PM (usually at shorter and shorter intervals). Finally, for 
multiunit systems with dependence between units, group 
maintenance or opportunistic maintenance policies can be 
used [14]. 

27.2  evaluatIon uSIng Monte carlo 
SIMulatIon
In this technique, repeated sampling of the equipment fail-
ure and subsequent evaluation of the cost of maintenance 
activities as well as the economic losses associated with 
the failed states are performed. The average of all of these 
sample-driven instances is computed, and the process is 
repeated until it converges to a finite value.

The sampling procedures to simulate equipment status 
within a finite time horizon in accordance with a mainte-
nance policy used by Nguyen et al. [15] are:

• Failure times of all equipment are sampled using the 
reliability function (failure rate) of equipment.

• At failure times of the equipment, the type of failure 
modes that caused the equipment failure is sampled in 
accordance with the probability of occurrence.

• The cost of corrective maintenance, the repair time, 
and the economic losses are determined based on the 
type of failure mode identified.

• PM requests for equipment are generated in accordance 
with the predetermined PM schedule (predetermined 
PM policy).

• The planning time horizon is divided into time intervals 
of weeks.

• In each week:
• All of the corrective (breakdown) maintenance 

(CM) requests (when equipment failed) and all of 
the scheduled PM requests are identified.

• CM and PM requests for equipment with the high-
est priority are fulfilled, and CM and PM requests 
of equipment with lower priority are continued 
until the available resource is used up (labor and 
material resources are considered). The reader is 
directed to the article by Nguyen et al. [11] and 
the work of Nguyen and Bagajewicz [12 (chapters 
17–19), 15] for more details. 

• If a CM or PM request is not fulfilled, it has to be 
delayed to the next week. Delayed CM requests 
are scheduled to be fulfilled early the next week or 
when the needed parts for repairing the equipment 
are available. 

• If a CM action on equipment was performed before 
the scheduled PM request for that equipment for 
a predetermined period, that PM request will be 
ignored.

• If the CM action for equipment has been delayed 
more than a predetermined period (current value 
is 21 days), the priority level of that equipment will 
be upgraded one level.

• When a maintenance action is performed on a single 
piece of equipment at time t, that equipment is assumed 
to be as good as brand new and failure events for that 
piece of equipment will be resampled (updated) starting 
from time t.

• The next week is considered, and the calculation is 
repeated. The procedure continues until the end of the 
planning time horizon is reached.

27.2.1  Sampling
To perform the sampling, the equipment failure data are 
needed. These can be obtained through historical values 
in the plant or from literature. Different distributions are 
available (Exponential, Weibull, Normal and logarithmic, 
among others). Nguyen et al. [11] used the exponential 
distribution. In addition, conditional probabilities need to 
be considered for the cases where the probabilities of certain 
failure are dependent on the occurrence of other failures. 
Equipment reliability data such as MTBF are obtained from 
reliable sources such as Guidelines for Process Equipment 
Reliability Data with Data Tables from the AIChE Center for 
Chemical Process Safety [16]. 

27.2.2  Costs and Economic Losses
Many approaches use maintenance cost rate (cost per unit 
time) and do not consider economic losses. Nguyen et al. [11] 
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use the total costs plus economic losses incurring within the 
planning time horizon, which is to be minimized. The cost 
term is computed as follows: 

Cost = PM cost + CM cost + Labor cost 
 + Inventory cost (27.1)

where PM cost and CM cost are the costs associated with 
PM and CM activities, respectively. Two types of losses are 
considered:
1. Economic loss associated with failed (or malfunctioned) 

equipment that has not been repaired (e.g., a fouled heat 
exchanger can continue operating but at reduced heat 
transfer rate)

2. Economic loss due to unavailability of equipment 
during repair time (applied to equipment that does not 
have a backup). 
The economic losses are obtained from the reduction 

of production throughput or even shutdown, the deteriora-
tion of product quality, the consequences of accidents, etc. 

27.2.3  Safety Issues
Some equipment failure leads to accidents, as noted above, 
which results in economic loss, but some could also lead to 
personnel injuries. As tempting as it is to associate person-
nel injuries with the associated economic losses, human 
injury prevention is handled in a different way. Nguyen et al. 
[11] suggest a constraint that limits the likelihood of events 
leading to human injury and death and infer the appropriate 
tradeoff from the Pareto optimal curve, but they did not 
explore it any further. 

27.2.4  Maintenance Rules and Scheduling
Several different organizational rules can be adopted and 
encoded in a Monte Carlo simulation. Nguyen et al. [11] 
considered PM performed at regular intervals and assumed 
negligible time between the identification of the failure and 
the decision-making, among other smaller assumptions. 

They assumed that a classification of severity of failure leads 
to different priorities (such as emergency, urgent, pressing, 
and affordable repairs) and assumed a certain prioritization 
to distribute repair tasks and certain changes in priority 
when equipment remains unrepaired for too long. They 
used tables connecting levels of failures to consequences 
(following Tischuk [17]) to assign priorities. 

Finally, Nguyen et al. [11] used the PM frequency as a 
fraction of the mean time between failures (MTBF) of each 
piece of equipment (i.e., PM time interval = a × MTBF, where 
the fraction a is optimized for each piece of equipment) and 
discussed different policies regarding which parts are to be 
kept in inventory. 

27.2.5  Input Data
To perform a simulation, the following data for each piece 
of equipment are needed:
• Reliability data such as the MTBF 
• Information on the failure modes and the associated 

probability of occurrence for each type of failure 
mode 

• The time and the associated material cost of performing 
CM (for each type of failure mode) and PM 

• The economic loss associated with each type of failure 
mode 

• The inventory cost rate for each type of spare part 
• Other input data are the waiting time for an emergen-

cy-ordered spare part to arrive, the labor rate paid, 
the available labor hours per employee per week 
(default value = 40), the ranking (for repair), and the 
classification (interfering or noninterfering) of the 
equipment.

27.3  Monte carlo SIMulatIon reSultS
Nguyen et al. [11] solved a medium-size plant taken from 
literature (the Tennessee Eastman problem [18]) shown in 
Figure 27.1.

figure 27.1—tennessee	eastman	process	flow	diagram.	
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Figure 27.2 shows the simulation results (cost + losses) 
obtained using PM with no resource limitations assuming 
that only CM is used, there are 10 maintenance personnel 
(more than enough for a plant with 19 pieces of equipment; 
hence, labor resources are always available), and spare 
parts are always available. The probability distribution of 
costs obtained is shown in Figure 27.3. This distribution is 
useful because it may identify extreme events (large cost + 
loss) and low probability that one may want to avoid if 
a risk analysis is desired to be made. Finally, Figure 27.4 
shows the effect of introducing labor limitations and iden-
tifying the minimum cost when three workers are used. 
Nguyen et al. also looked into the effect of having all spare 
parts available, some available, or no spare parts in inven-
tory. We refer the reader to the original article for further 
detail, such as the effect of the planning horizon, other PM 
policies, and analysis (computing time, etc). Nguyen and 
Bagajewicz [15] (see also Bagajewicz [12], Chapters 17–19) 
present a more detailed model for this plant and show that a genetic algorithm (GA) can predict the same results 

that are obtained by inspection in Figure 27.4.

27.4  MaIntenance oPtIMIzatIon
Maintenance optimization has been studied extensively, 
and many maintenance models have been published. Many 
models were discussed and summarized in the excellent 
textbook by Wang and Pham [19] and various review papers 
[14,20]. Most of the optimization models are deterministic 
models that use simplified assumptions. Typical simplified 
assumptions are negligible maintenance time or repair time, 
the unit has an increasing failure rate, and “as-good-as-new” 
(perfect) maintenance. The decision variables depend on the 
PM policy (e.g., the time interval length needs to be opti-
mized in periodic PM). 

The most common optimization criterion is minimum 
cost and the constraints are the requirements on system 
reliability measures, including availability and average 
uptime or downtime. For systems such as nuclear power 
plants or power generation systems in which reliability is 
much more important than cost, the optimization criteria 
are the highest reliability measures at a given maintenance 
budget.

In addition, GAs are used to solve complicated main-
tenance optimization models that simultaneously consider 
many decision variables (e.g., optimal PM time inter-
vals, spare parts inventory levels, labor workforce size, 
resources allocation, and replacement strategy) or solve 
realistic maintenance models that do not use simplified 
assumptions. Finally GAs were used by Savic et al. [21], 
Tan and Kramer [1], Sarker and Haque [22], Marseguerra 
and Zio [23], Marseguerra et al. [24,25], Podgorelec et al. 
[26], Saranga [27], Shum and Gong [28], and Ilgin and 
Tunali [29]. On the other hand, Monte Carlo simulations 
are usually used to estimate some outputs that are a result 
of very complex relationships, such as reliability. Finally, 
Tan and Kramer [1] as well as Nguyen and Bagajewicz ([12] 
Chapters 18 and 19, [15]) used Monte Carlo simulations 
and GAs. 

27.5  genetIc algorIthMS
In brief, a GA is based on mimicking the principles of 
genetics, natural selection, and evolution; it allows a 
population composed of many individuals to evolve under 
specified selection rules to a state that maximizes the “fitness” 
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(i.e., minimizes the cost function) [30]. The algorithm 
includes a population, a set of rules for “mating” to pro-
duce offsprings, a set of rules to produce “mutations,” and 
a procedure for survival of individuals so that the popula-
tion is kept at the same size. The algorithmic procedure 
and detailed description of the well-known GA method can 
be found in various textbooks such as Haupt and Haupt’s 
book [30].

The advantage of using Monte Carlo simulation/GA is 
that the Monte Carlo simulation approach is quite general 
and versatile for analyzing complex maintenance policies 
in which many decision variables are sought or realistic 
situations (e.g. resource limitation) are considered and it 
is computationally tractable for large systems [1,11,15], 
whereas a GA (or other stochastic search methods) is the 
only choice for a nondeterministic model. 

Okogbaa and Peng [31] proposed a method for PM 
analysis under transient response. They developed ana-
lytical maintenance models based on a renewal theory. 
The resulting model consists of differential and integral 
equations and was solved numerically. Some of the setbacks 
of this methodology include numerical inaccuracies and 
computation errors. It is also very complicated and cannot 
be easily modified for different plants as in the case of a 
simulation.

Tan and Kramer [1] optimized the opportunistic 
maintenance policy using a combination of Monte Carlo 
simulation and a GA. A Monte Carlo simulation was used 
to evaluate the cost rate, which is the total maintenance 
cost plus lost production costs divided by the time simu-
lated. The GA was then used to minimize a stochastically 
evaluated cost rate objective function. Solving maintenance 
optimization models already published in previous works, 
they compared their optimization approach with other 
techniques such as an analytical approach and concluded 
favorably for the Monte Carlo simulation/GA combination. 
Thus, Tan and Kramer [1]:
• Optimize the “opportunistic maintenance policy”—a 

realistic PM policy for chemical processes that usually 
have dependency among units 

• Focus on the optimization algorithm, not the mainte-
nance model

• Did not include realistic issues such as spare parts 
management and resource limitations.
Spare parts management or inventory policy is an 

important issue in maintenance optimization because the 
availability of spare parts can decide whether a requested 
maintenance activity can be conducted or not. Review of 
models for optimizing a spare parts inventory level can be 
found in Kennedy et al. [32]. The models usually focus on 
the spare parts inventory optimization problem itself, and 
only a few papers addressed the simultaneous optimization 
of maintenance policy and spare parts inventory; two such 
papers are described next. Shum and Gong [28] developed 
an analytical model and used GA to simultaneously optimize 
the maintenance frequency, part replacement frequency, 
and the purchasing quantity. Ilgin and Tunali [29] presented 
a simulation approach integrated with GA-based optimiza-
tion for finding the optimal inventory level and periodic 
PM intervals. 

Nguyen and Bagajewicz [11] considered the “standard” 
periodic PM policy for each piece of equipment (Chap-
ter 18), mostly because it is suitable for managing labor 

resources and it is commonly used in the industry. They 
assume independence among units and address resource 
limitations and spare parts inventory policy, which were not 
considered together before, and extended the model to con-
sider complex policies for labor assignment, more detailed 
spare parts inventory rules, and other failure distribution in 
addition to the exponential. Finally, they added imperfect 
maintenance (i.e., the fact that repairs are not “as good as 
new,” but some deterioration in reliability takes place [14].) 
They use a set of rules about breakdown/CM prioritization 
and spare parts inventory policy as part of the Monte Carlo 
simulation tool. The decision variables in the maintenance 
model are
• The PM time schedule for each piece of equipment 

involves two parameters: the time to perform the first 
PM (called the PM starting time) and the PM time 
interval. The PM starting time and PM time interval are 
expressed as a fraction of MTBF (e.g., PM time interval = 
a × MTBF), where the fraction a is to be optimized (for 
each piece of equipment). 

• Inventory level for each spare part.
• Number of maintenance employees in each group.

27.6  genetIc algorIthM oPtIMIzatIon 
reSultS for an fcc Plant 
As a large-scale problem, the fluid catalytic cracking (FCC) 
unit in a refinery is now considered. A large West Coast 
refinery volunteered equipment and volume specifica-
tions for its FCC unit. This unit, which processes roughly 
50,000 bbl/day of feed, is composed of 61 pumps (31 primary, 
30 spare), 2 compressors, 4 heaters, 87 heat exchangers, 
15 vessels, 1 catalytic reactor and its associated catalyst 
regenerator, and 12 columns and strippers. The main 
process equipment (process vessels, the catalytic reactor 
and its associated catalyst regenerator, and columns and 
strippers) and the valves are not included in this study. The 
reasons are
• The failure of main process equipment is very rare; the 

failure rate is from 10−4 to 10−2 (failures/year) (from 
data listed in [33])

• Practically, the main process equipment is preventively 
maintained only at turnaround (i.e., when an entire pro-
cessing unit or the refinery is shut down for overhaul). 
Thus, only rotating equipment (pumps and compressors), 
heaters, and exchangers are included in this study. 
These types of equipment are indeed the ones subjected 
to a PM program in refineries.
The MTBFs and the mean time to repair of the equip-

ment considered in this study are listed in Table 27.1. These 
values are estimated (corresponding to the operating condi-
tion in a refinery) based on the values provided by Mannan 
[33]. The mean time to perform PM is estimated. 

The following assumptions were made in estimating 
the economic losses:
• The economic loss of product is assumed to be $10/bbl. 

This results in an economic loss of $500,000/day if the 
process unit is fully shut down.

• For the pumps in the process:
• Spare pumps always work. If a spared pump fails, 

the spare instantaneously comes online.
• If a spare is insufficient to maintain a stream at its 

normal operating rate, the economic loss is pro-
portional to the loss in throughput.
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With these assumptions, the economic loss corre-
sponding to the failure of pumps with a spare is essentially 
zero (it takes a nominal value of $10/day in the model). 
• For the heat exchangers and heaters in the process:

• Failed exchangers transfer heat, but at a reduced 
rate (20–30 % heat transfer loss).

• Any exchanger located in series with other 
exchangers may be bypassed while being serviced 
without interrupting the process.

• Economic loss is proportional to the portion of the 
heat-duty lost because of the failure.

• For the compressors:
• If the component fails, the process goes offline.
• The result is a maximal economic loss per day 

($500,000/day). 

table 27.2—Sample of economic data in the fcc example

equipment
failure 
Mode

failure Mode 
description

Probability  
of occurrence

cM cost
($/cM action)

economic loss, 
type 1 ($/day)

economic loss, 
type 2 ($/day)

Inventory cost
($/part/year)

pump 1 Seals	failure 0.4 6,900 10 10 98

2 Leak 0.05 6,900 10 10 88

3 Motor	failure 0.05 6,900 10 10 79

4 Couplings 0.05 6,900 10 10 101

5 Bearings 0.05 6,900 10 10 91

6 Corrosion 0.2 6,900 10 10 0

7 Wear/tear 0.2 6,900 10 10 0

Compressor 1 Lubrication	
breakdown

0.15 37,400 200,000 500,000 1927

2 Seal	failure 0.2 37,400 200,000 500,000 1730

3 excessive	
vibration

0.15 37,400 200,000 500,000 1554

4 Fatigue/rupture 0.2 37,400 200,000 500,000 1927

5 Corrosion 0.15 37,400 200,000 500,000 1730

6 erosion/wear 0.15 37,400 200,000 500,000 1554

heater 1 Fouling 0.5 69,000 50,000 100,000 930

2 Fatigue/crack 0.1 69,000 50,000 100,000 831

3 tube	rupture 0.1 69,000 50,000 100,000 747

4 Corrosion 0.2 69,000 50,000 100,000 1002

5 Others 0.1 69,000 50,000 100,000 897

process	heat	
exchanger

1 Fouling 0.5 12,600 14,940 49,800 465

2 Fatigue/crack 0.1 12,600 14,940 49,800 416

3 tube	rupture 0.1 12,600 14,940 49,800 374

4 Corrosion 0.2 12,600 14,940 49,800 501

5 Others 0.1 12,600 14,940 49,800 449

heat	
exchanger

1 Fouling 0.5 6,700 1,500 3,000 310

2 Fatigue/crack 0.1 6,700 1,500 3,000 277

3 tube	rupture 0.1 6,700 1,500 3,000 249

4 Corrosion 0.2 6,700 1,500 3,000 334

5 Others 0.1 6,700 1,500 3,000 299

table 27.1—list of equipment of the fcc 
unit

units Quantity
Mtbf 
(days)

time 
needed 
for cM (h)

time 
needed 
for PM (h) Priority

pumps 61 694 6–8 4 1,	4,	5

Compressors 2 381 30 8 1

heaters 4	 1344 25–36 8 2

heat	
exchangers

87 1344 25–36 8 1,	2,	
3,	4
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A sample of economic data is given in Table 27.2, which 
shows the cost of CM, the economic loss due to the unre-
paired failure of equipment (type 1), the economic loss due 
to unavailability of equipment during the repair time (type 
2), and the probability of occurrence for each type of failure 
modes for some equipment. 

To save computational time, only 100 simulation runs 
are used to evaluate the total cost plus loss of a candidate 
PM policy (i.e., a chromosome). The objective value is the 
total costs plus losses for a 10-year span. The solutions 
(optimal and near-optimal) obtained by GA are re-evaluated 
by using a higher number of simulations (1000) to con-
firm the optimality of the solutions (it is the difference 
in objective values of the obtained solutions that matters, 
not their absolute values). Note that because GA does not 
guarantee global optimality, the term “optimal” is meant 
to be the best possible obtained by GA. The computational 
time is 6 h and 20 min. Figure 27.5 depicts the convergence 
of the GA.

Table 27.3 depicts the results. The inventory level for 
a group of equipment is calculated as the average inven-
tory level of all types of spare parts serving that group of 

equipment. The inventory level for a specific spare part is 
in turn calculated as the number of stored items divided 
by the number of pieces of equipment it services (assum-
ing one spare–one equipment relationship). For a specific 
group of equipment, the inventory levels for each type of 
spare part are optimized separately (they are generally dif-
ferent from one another, but the difference is small) but 
only the average inventory level is reported. The results 
show that, in general, a reasonable inventory level of 50 % 
is  recommended. 

The results show that PM is used for all types of equip-
ment under consideration in this FCC unit, but too frequent 
of PM is not recommended (the PM frequency is generally 
in the magnitude of fractions or multiples of the MTBF). 
There are two explanations for this: 
1. For equipment with a spare copy online such as 

pumps, their PM does not interfere with production 
(favorable condition to perform PM), but the economic 
loss incurred by their failures is also small (the reduc-
tion in loss, which is the benefit or the incentive to 
perform PM, is small). Moderate PM frequencies (0.9, 
0.1, and 0.35) are used for this type of equipment.

2. For equipment without a spare copy such as heat 
exchangers and compressors, it is assumed that their 
PM interferes with production (the extent of interfer-
ence is quantified by the economic loss incurred during 
the maintenance time of the equipment). As Nguyen 
et al. [11] pointed out, there are two competing effects 
of PM on economic loss for this type of equipment: 
as PM frequency increases (doing PM more often), 
the economic loss may decrease because PM reduces 
failure-induced downtime, but the economic loss 
may also increase because PM increases PM-induced 
downtime. It may be beneficial to apply PM for this 
kind of equipment, but the PM should not be done so 
frequently. The result shows that, for exchangers with 
a minor effect of PM activities on production (groups figure 27.5—Optimal	objective	value	by	Ga,	FCC	unit.

table 27.3—optimal Maintenance Policy by ga optimization for fcc unit
equipment 
group description group Size PM Starting time PM frequency Inventory level*

range of economic loss type 2
(thousands/day)

1 pumps 14 1.3 0.9 0.29 0.01

2 pumps 14 0.5 0.1 0.43 0.01

3 pumps 3 1 0.35 0.8 10–73

4 Compressors 2 1.3 1.6 0.63 500

5 heaters 4 1.3 1.05 0.5 100

6 exchangers 13 1.1 0.85 0.54 7–9

7 exchangers 12 0.5 0.9 0.47 15–33

8 exchangers 6 0.7 1.05 0.39 45–58

9 exchangers 6 1 1.3 0.33 115–450

10 exchangers 13 0.6 1.2 0.56 5–7

11 exchangers 9 0.8 0.7 0.3 8–15

12 exchangers 10 0.7 0.9 0.47 3

13 exchangers 9 0.7 1.6 0.56 22

14 exchangers 9 1 1.2 0.37 3
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6, 7, 10, 11, 12, and 14), PM is used with moderate 
frequencies (from 0.7 to 1.2). For main process equip-
ment (compressors, heaters, and exchangers groups 8, 
9, and 13) for which the PM activities cause significant 
PM-induced downtime and economic loss, PM is gener-
ally not recommended (PM frequency ranges from 1.05 
to 1.6) because the gain (reducing failures-related cost 
and lost) is shadowed by the undesirable side effect of 
PM (economic loss increases).
The optimal labor workforce size is shown in Table 27.4.
The contribution of different terms in the objective 

value for some solutions found by GA (the top chromo-
somes in the final population) is given in Table 27.5.

The reported average inventory level is the mean value 
of inventory levels for all groups of equipment. The inven-
tory cost of the top five solutions ranges from $500,000 
to $610,000 (the optimal inventory cost is 558,000). The 
economic loss ranges from $58.25 million (best solution) 
to $61.62 million (fifth-best solution). It can be seen from 
Table 27.5 that the total economic loss accounts for a large 
part (roughly 90 %) in the objective function. Thus, to 
reduce the total costs plus losses, it is necessary to reduce 
economic losses by maintaining sufficient resources (labor 
and spare parts) for punctuality of maintenance actions. 
The obtained optimal number of employees (7) is larger 
than the actual number in the actual FCC plant used in this 
example (5), and the optimal inventory level may also be 
larger than the standard level in industrial practice in which 
minimal inventory level is desired. The PM policy (PM fre-
quency) and the size of resources of the optimal solution are 
comparable to those of the next two top solutions, but the 
optimal solution either better allocates labor resources (as 
compared with the second-best solution for which the sizes 
of the two labor groups are 4 and 3) or has a larger spare 
parts inventory (as compared with the third best). 

27.7  concluSIonS
There are several maintenance policies and methods that 
have been used, and over 300 software programs available, 
most of which are large databases incapable of major deci-
sion-making. In this chapter, we presented a new Monte 
Carlo simulation-based maintenance [11] that is capable 
of capturing all of the intricacies of putting together labor 

availability, spare parts policy for each part, PM frequency, 
aging, costs, and losses. We also show that GAs can be 
used to obtain optimal allocation of resources and PM 
schedules.
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28.1  IntroductIon
The world experienced a “crude awakening” more than 
3  years ago when oil prices began to surpass one barrier 
after another within a short span of time. From approxi-
mately $50 (U.S.)/bbl then to more than $120 (U.S.)/bbl 
now (at the point of writing this chapter), this worldwide 
phenomenon has had an impact on almost every facet of our 
life. Rising crude oil price and global energy concern have 
revived great interests in the oil and gas industry, including 
the overall optimization of petroleum refinery operations. 
However, the economic environment of the refining indus-
try is typically one of low margins with intense competition; 
hence, the refinery of the future is one that is able to oper-
ate in a globally competitive energy market. This situation 
calls for a continuous improvement in operation efficiency 
by reducing costs through strategies derived based on 
an understanding of the world energy market as well as 
superiority in information and technology. With regards to 
the latter, the application of information technology (IT) 
and information systems (IS) in process engineering via 
computer-aided systems for process operations has been 
crucial in providing technical process services and support 
in navigating a tight operating range yet ensuring enough 
room for operation flexibility and resiliency in refineries.

The major functions of IT-supported computer-
aided process operation systems in refineries include the 
 following [1]:
• To optimize supply decisions on crude oil feedstock, 

intermediate products, and residues;
• To assist in determining the control and operat-

ing parameters (mainly the setpoints of throughputs, 
 temperatures, pressures, ratios, and transition regimes) 
that are optimal (technically and economically) for the 
production expected from the process units in terms of 
quantity (volume and yields) and quality;

• To contribute to the analysis of the possible discrepan-
cies in expected performance, including the availability 
of process units and their actual performance, to iden-
tify the probable causes and to recommend remedial 
actions;

• To perform regular surveillance of the operating param-
eters to
•	 Identify the bottlenecks restricting process unit 

capacity and thus, identify potential for debottle-
necking opportunities;

•	 Be ready to supply data to the short-term schedul-
ing and long-term planning services, hence be able 
to execute the required plant improvement proj-
ects, which have been commercially justified; and

•	 Identify opportunities for increasing operational 
efficiency (e.g., by reducing energy consumption);

• To ensure that the relevant technical parameters of 
the refinery short-term databases and plant simulation 
models are continuously updated; and

• To maintain a repository of the refinery’s knowledge, 
expertise, and best practices on the processes already 
installed or those that are potentially attractive for 
implementation in the existing sites, which mainly 
includes distillation, conventional or deep conversion, 
hydrogenation, desulfurization, octane enhancement, 
and production of specialty products (notably lubri-
cants, solvents, and bitumen [i.e., asphalt]). Other 
aspects of refinery operations of interest concern utility 
management and site-wide energy intensity as well as 
environmental protection considerations on effluent 
treatment technology and emissions reduction. An 
illustration of this function is the role of computer-
ized systems in providing structured communication 
networks using written and computerized support 
materials (mainly process manuals and analytical and 
diagnostic tools) to enable accessing and sharing know-
how, information, and experience pertaining to refin-
ery operations because most of the major integrated oil 
and gas companies have their own research and devel-
opment (R&D) centers and are inventors of or license 
holders for the processes operated in their refineries.

Integration of process operations in refineries (and process 
plants in general) has been stimulated by global competi-
tion, focus on customer needs, cost pressures, societal 
expectations, and rapid technological changes and has 
been facilitated by tremendous performance advances in 
computing technology. Pompéi [1] further advocates that 
in recent decades, the development and advancement in 
computerized systems have influenced refinery operations 
and organizational structures the most, rather than the 
technologies that are more directly related to the refining 
processes themselves.

28.1.1  Aims of the Chapter
IT, with its associated spin-off of IS, is developing very rap-
idly, as readers will be well aware of from their experience 
with personal computers, electronic mail, and the Internet. 
The same speed of development is apparent in the applica-
tions of IT to the field of process plant engineering. For this 
reason, there would be little value in devoting this article to a 
detailed review of the technology currently available because 
that would quickly become obsolete. Hence, the principal 
objective of this work is to examine how IT has contributed 
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to the improvement in operation, safety, and ultimately the 
profitability (or margins) of the petroleum refining industry. 
The emphasis will therefore be on the related concepts and 
benefits brought about by  computer-based applications in 
the following areas of refinery operations:
• Process automation: Automated safety systems and 

sequential automation systems;
• Process control: Data reconciliation and parameter 

estimation, fault detection, fault diagnosis, advanced 
process control, and real-time online optimization;

• Technical management systems: Planning and schedul-
ing, process simulation, product quality, maintenance, 
inspection, including the use of IT for document man-
agement; and

• The systems-based applications for utilization as 
 decision-making tools in various technical and eco-
nomic (technoeconomic) performance measurements, 
evaluations, and analyses.

The term “computerized systems” in this chapter always 
implies a computer program running in the background 
that possesses an algorithm, which attempts to model and 
emulate and thus automate an engineering task that used 
to be performed solely by a human. Aspects of IT not spe-
cific to the refining industry such as payroll, budgeting, 
and accounting systems are elaborated here insofar as they 
interface with production management systems.

In this chapter, the authors adopt a discussion frame-
work that is largely based on and influenced by the 
excellent work of Valleur [2,3] of Technip (the French engi-
neering and construction company) in the book edited by 
Favennec [4] of the French Institute of Petroleum (IFP). 
The general structure of each section in the chapter begins 
with the roles of computerized systems on a particular 
area of refinery operations, followed by the associated ben-
efits and challenges from technical and economic points 
of view. Excellent references on computer-aided process 
operations of refineries with coverage beyond the scope of 
this article can be found in the following (cited in order of 
recency): Valleur [2,3], Pompéi [1], Reklaitis and Koppel 
[5], and Bodington [6]. The latter is a representative text 
on computer-aided planning, scheduling, and control in 
process plants, which for many years (at least before the 
publication of the Technip–IFP book edited by Favennec 
[4]) has been the source of a nonmathematical, qualitative 
expository on the subject.

The extensive breadth that spans the coverage of 
computer-aided process operations has entailed a sheer 
amount of development and documentation of new knowl-
edge and information pertaining to industrial practices 
and academic research. As such, the authors wish to assert 
that this chapter is certainly not intended to be a complete 
review—the citations are only examples of a much richer 
literature, even for the problems described here, and there 
are also many more applications than those presented.

28.1.2  Current Developments and Trends 
on Roles of Computers in Refineries
The major recent developments and trends in the imple-
mentation of computerized systems in refineries include 
the following [1–3]:
• The technical and financial constraints limiting the use 

of computer hardware are diminishing as computing 
equipment becomes more powerful and less expensive.

• Storage capacities are increasing and the modes for 
information retrieval are improving, allowing com-
mon information management systems to be used 
 throughout the refinery as well as the entire supply 
chain and value chain network of the industry.

• Communication capacities have experienced an 
immense upsurge that eliminates constraints in the 
transmission of texts, images, and sound, and that 
provides for the remote control of certain facilities—in 
this respect, the Internet has opened up a multitude of 
new possibilities.

• Standard electronic data processing tools, particularly 
personal computers and the associated processing sys-
tems, are becoming commonplace, thus obviating the 
reliance on earlier monolithic proprietary systems.

• More and more standard application software is avail-
able, especially web-enabled applications.

• Constant progress in computer programming tools has 
enabled customized software to be developed within 
the expected time frame and cost.

• Raw data in digital form from the operating field are 
increasingly available—whereas previously only con-
nected to the distributed control system (DCS), comput-
erized systems are now used in domains that range from 
signal processing to enterprise-wide systems covering 
(almost) the entire spectrum of refinery operations.

• Systems to aid operational management and decision-
making are progressively more sophisticated, giving 
refiners more time to devote to the real issue of econom-
ic optimization. The impact of these developments in 
refinery control rooms can be considered as analogous 
to those in aeronautical cockpits, in which the role of the 
operators has changed from supervising the process to 
supervising a machine that supervises the process.

• Those once-disparate applications have now contin-
uously become increasingly integrated, particularly 
those related to planning, scheduling, control, mainte-
nance, and operations so as to produce a homogeneous 
control system with the objective of optimizing mar-
gins, as part of the concerted efforts for supply chain 
management and optimization.

The real difficulties that are now encountered, and that are 
likely to persist in the future, in implementing computer-
ized systems in refineries are more often than not related to 
natural resistance to change, to reorganization, and to the 
ability to cope with the complexities generated.

28.2  systems and strategIes for 
comPuter-aIded Process oPeratIons 
In refInerIes 
A wide range of computerized systems, strategies, and 
tools (including instrumentation) have become increasingly 
available to help refinery engineers with the construction 
of their desired and intended applications, as depicted in 
Figure 28.1, with the major elements highlighted as follows:
• Instrumentation such as sensors, analyzers, and actua-

tors, which are delivering digital information at an 
enhanced rate—the challenge now concerns how far to 
“overinstrument” for automation and for reconciliation 
of process data.

• Programmable logic controllers (PLCs), DCS, and per-
sonal computers, real-time servers, which are becom-
ing less and less expensive to buy and to maintain; 
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moreover, they are progressively more available with 
capacities in excess of requirements.

• New online analysis technology such as near-infrared 
spectroscopy (NIR).

• High-performance tools for storing and accessing data.
• Electronic technologies (e-technologies), which capi-

talize on the power afforded by the Internet.
• Increasingly rapid and reliable means of communica-

tion, covering the transmission of the initial input data 
up to integration with the head office.

• Software developments that are continually reducing 
the need for specialist proprietary systems.

• New powerful software development concepts and 
techniques such as constraint (logic) programming and 
fuzzy logic.

28.2.1  Process Automation in Refineries
The implementation of computerized systems for the 
purpose of automation of processes in refineries broadly 
involves two types of applications [3]:
1. Automated safety systems, which are capable of oper-

ating either automatically or when activated by the 

operator. The principal characteristics are the reliabil-
ity and irreversibility of the operation once started.

2. Sequential automated systems, which are used for 
operations that are neither dangerous nor highly 
repetitive. Customized DCS subsystems and PLCs are 
primary examples of these types of applications.

28.2.1.1	 automated	Safety	SyStemS
The initial functions of sequential control by PLCs have 
been extended to include safety when successive reorga-
nizations of work functions in control rooms put crisis 
management in question. Procedures for shutting down 
unit operations, which could be activated by pushing an 
emergency button in the control room, have therefore 
been included in the programs of the PLCs. For emergency 
use, these automated procedures are duplicated in the 
DCS and are synchronized on operator activation so that 
all anomalies in the operation of the sequential procedures 
can be detected, allowing the operator to take over the 
controls if necessary. The DCS also provides automatic 
switching to back up controllers and online testing of 
sensing elements.

Head Office Strategic Planning (Long-Term) Supply Marketing

Tactical Planning (Mid-Term) 

Scheduling/Short-Term Planning

Reconciled Material Balance
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figure 28.1—overall	configuration	of	computer-aided	decision	support	systems	in	a	typical	refinery.	Source:	figure	based	on	[3].
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This approach to sequential control has proved to be 
particularly effective because it allows consistency of the 
control instructions and process data such as temperature 
and pressure profiles over a consistent time horizon. The 
most common examples of this type of operator-controlled 
automatic security system include furnace shutdown, fur-
nace steam blowdown, partial shutdown of a certain 
section of a unit, recirculation, and general emergency 
shutdown. In the most critical cases such as emergency 
shutdowns, the PLCs are made redundant at the different 
levels of the central processing system and at the input 
and output points. The redundant PLCs are valuable tools 
for this type of application because they offer very high 
operational availability. In this regard, by capitalizing on 
the experience of operating nuclear plants and offshore oil 
facilities, refineries have been able to reach a higher level of 
safety than in the past with respect to emergency shutdown 
procedures [3].

28.2.1.2	 automated	Sequential	SyStemS
The first applications to undertake the functions of sequen-
tial control have been mainly concerned with the replace-
ment of traditional relay equipment. Such implementations 
have offered the flexibility of accommodating modifications 
in operating strategy as well as changes in input and output 
materials. Common applications include the switching of 
molecular sieves, filters, and absorbers and the local super-
vision of analyzer housing. These implementations have 
been extended to most repetitive operational procedures, 
which include automatic purges, emergency pump switch-
ing, bypassing of process sections, and furnace stack clean-
ing. With the installation of the necessary instrumentation, 
it is possible to dispense with the permanent presence of an 
operator by automation of the procedures using a PLC or 
a DCS. In refineries with the highest level of automation, 
it is not unusual to have more than 100 PLCs undertaking 
most sequential operations. The objectives for doing so are 
to minimize the need for personnel on the units, to ensure 
the total repeatability of operational procedures, and to 
provide the console operators with effective tools for use in 
the event of a crisis.

In conclusion, the systematic use of programmed 
automatic systems in refineries is taking place in a general 
context of increasingly automated operations and improved 
safety [3].

28.2.2  Process Control Systems
The discipline of process control has made remarkable 
advances in the last 3 decades or so with the advent of 
computer control of complex processes, such as those 
implemented widely and successfully in a refinery. Low-
level control actions involving regulatory control of opening 
and closing valves, which used to be performed by human 
operators, are now routinely executed in a computer-aided 
automated environment. Needless to say, the benefits to the 
refining industry have been enormous, with considerable 
sustained progress as demonstrated by the computerized 
systems of DCS and multivariable process control (MPC).

Two major types of control systems are implemented 
in refineries:
1. Preventive systems are intended to anticipate incidents 

and intervene by exception. Thus, the systems free the 
operators from the need for continual surveillance of 

problems, including plugging, fouling, choking, and 
foaming, in addition to abnormal developments that 
involve complex parameters (e.g., severity of a vis-
breaking unit), rotating machineries, control valves, 
and burners (flare).

2. Systems for assistance in crisis management enable the 
following functions: automatic emergency shutdowns 
and safety alerts; automatic steam curtain partitioning in 
the case of a fire, and emergency management in general.

28.2.2.1	 Control	SyStemS	arChiteCture
Most refineries adopt a combination of standard 
 proportional-integral-derivative (PID) controllers and lin-
ear multivariable process control (LMPC) to solve dynamic 
regulation problems. The PID–LMPC configuration has 
been deemed adequate, thus significantly reducing the 
incentive for further developments over the years and 
instead turning the attention to ensuring its optimal use for 
maximal performance of the installed applications

The following observations generally describe the major 
trends of process control implementations in  refineries [7]:
• LMPC will continue to be the workhorse of process 

control in oil refineries and will be used to control the 
largest and most important process units.

• For certain small systems that are highly nonlinear and 
not well understood, which are two characteristics not 
well handled by LMPC, the availability of user-friendly 
software and affordable hardware will result in the use 
of MPC technology, notably for systems involving high-
purity distillation columns and reactors with extensive 
fluid viscosity.

• On the other hand, MPCs will be used more for the 
purpose of driving the process units toward their actual 
limits, in which the units are bound to exhibit stronger 
nonlinear behavior that consequently will also expose 
the limitations of existing technology.

• In addition, there exist hybrid systems involving con-
tinuous and discrete decision variables that cannot 
be handled using current commercial packages but 
that have fuelled intense research efforts in academia, 
as evidenced by the work of Morari and coworkers 
(for example, see reference 8) and by Marquardt and 
coworkers (for example, see references 9 and 10). 
These hybrid systems will become more important in 
the future because of the increased integration of pro-
cess units, as characterized by continuous variables, 
with the refinery offsites, in which yes–no types of 
discrete decisions abound [7].

28.2.2.2	 refinery	proCeSS	data	
reConCiliation	and	parameter	eStimation
Process measurements taken from a process via DCS, sen-
sors, or any other methods of data collection in a refinery 
typically do not reveal the complete and correct informa-
tion about the process state. This situation is attribut-
able to two reasons: (1) the limited number of process 
quantities accessible to measurement instruments, and 
(2) unavoidable measurement errors caused by imperfect 
instrumentation and signal processing, some of which 
are difficult to detect. Thus, computer-aided techniques 
of data reconciliation provide a means of upgrading the 
quality of this process data by adjusting process mea-
surements with random errors to satisfy material and 
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energy balance constraints and by estimating unmeasured 
process quantities on the basis of a steady-state process 
model. This is achieved through establishing relationships 
among different variables, which are based on available 
redundant information, by using independent measuring 
devices and laws of conservation of material, energy, and 
momentum, which relate one measurement to another 
through the topology of the integrated processes in a 
refinery [11–13].

Refineries typically require some form of data recon-
ciliation of their aggregated and real-time process data to 
verify custody transfer and field flowmeters, field analyzers, 
and laboratory instruments, including the automatic tank 
gauging systems. In general, the reconciled process data are 
used for the following purposes:
• To specify the current status of the plant model to 

monitor the effectiveness and efficiency of the manu-
facturing process and to benchmark its performance 
against other plants consuming and producing similar 
feedstock and product stock, and

• To estimate the model parameters for plant model 
matching.

28.2.2.3	 Computer-aided	refinery	fault	
deteCtion	and	fault	diagnoSiS	SyStemS
Fault detection and diagnosis is a highly important prob-
lem in refineries and in the general realm of process engi-
neering. It is the central component of abnormal event 
management (AEM) that deals with the timely detection, 
diagnosis, and correction of abnormal conditions of faults 
in a process. Early detection and diagnosis of process faults 
while the refinery is still operating in a controllable region 
can help to avoid abnormal event progression and therefore 
reduce productivity losses. Because the downstream oil and 
gas industry suffers an estimated loss of billions of dollars 
every year, AEM has been rated as the major problem to be 
addressed in refineries.

In this regard, there has been much interest in the con-
cept of total process control [14] with the realization that 
automation of decision-making requires the addition of an 
exception-handling decision layer because of limitations 
that exist in developing accurate models. This necessitates 
tasks that include identification of occurrence of events 
outside of normal operation, diagnosis of the root cause, 
and culminating with the synthesis and implementation of 
corrective actions. The use of computerized artificial intel-
ligence tools such as expert systems and neural networks, 
separately or in an integrated fashion, for monitoring and 
diagnosis has been a commonplace feature in refinery 
systems. For reviews on developments in fault detection 
and diagnosis, the interested reader is referred to the excel-
lent survey by Venkatasubramanian et al. [15,16]. Fault 
diagnosis clearly shares with other process operations the 
realization that with powerful knowledge representation 
schemes on computerized systems, one could possibly cap-
ture the expertise of operators and control engineers with 
years of experience. Figure 28.2 illustrates an integration 
framework of process operational tasks of control with the 
operator.

28.2.3  Advanced Process Control Applications
The applications of advanced process control (APC) in 
refineries are concerned with real-time multivariable 

 control on  the basis of models of the process units. With 
the support of excellent instrumentation (and sufficient 
degrees of freedom), the main objectives of APC in refin-
eries have brought forth enormous benefits as follows, 
particularly through the applications of model predictive 
control:
• Increased ease in management of process units due to 

greater stability of operating conditions in the face of 
changes in the operating environment (e.g., changes in 
feedstock quality and variable atmospheric  conditions);

• Increased process capability due to reduction in pro-
cess variabilities;

• Maximized throughput (i.e., higher feed rate as a result 
of pushing multiple process constraints to higher levels);

• Increased yield of high-value products;
• Increased energy and general operating efficiency 

through reduced consumption of utilities and  chemicals;
• Reduced production losses; and
• Reduced fluctuations in quality and the associated 

product quality giveaways.
Furthermore, in most refinery revamp projects, APC is 
responsible for a major part of the quantifiable benefits; 
therefore, it is a priority in executing such projects.

A popular APC software system widely used in refiner-
ies is Honeywell’s Robust Multivariable Predictive Control 
Technology (RMPCT). The periodical Hydrocarbon Process-
ing annually publishes the Advanced Process Control & 
Information Systems Handbook, which contains informa-
tion on currently operating APC systems (or that have been 
in operation).

28.2.4  Real-Time Optimization
Despite its many advantages (as elucidated in the previous 
section), a possible objection to APC is that even erroneous 
setpoints are simply implemented quickly when a most 
difficult part of refinery operations is ensuring that cor-
rect setpoints are established in the automated controls. 
Thus, real-time optimization (RTO) systems (also known as 
online optimization) are used for determining the optimal 
values for the setpoints sent to the APC by executing online 
calculation.

At present, there are relatively few commercial applica-
tions for RTO (see Table 28.1) because the models must be 
able to generate solutions within minutes, and on top of 
that, they must be continually and automatically updated 
with data on the economic and technical conditions of the 
process units, which require a high-quality infrastructure 
to collect and verify the data entered into the models. For 
this reason, some packages such as Aspen Plus (version 11 
and later) couple a process simulator with RTO capabili-
ties. Because the models used for the optimization must be 
able to integrate all of the system’s constraints and use the 
degrees of freedom available, the optimization models are 
particularly complex with over hundreds of thousands of 
equations, with some possibly nonconvex, and millions of 
variables, all requiring a simultaneous solution strategy.

The standard approach to rigorous RTO typically 
involves the following procedure: (1) periodic execution 
of an algorithm that gathers data from steady-state opera-
tion, (2) reconciliation of these data, (3) adaptation of 
some model parameters so that the model results match 
the reconciled data, (4) calculation of the optimal targets 
for the process, and the final effect of (5) modification of 
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the process setpoints as necessary [6,7]. Recent develop-
ments in some refineries are witnessing the implemen-
tation of simultaneous optimization of multiple units 
in real-time mode, with the ultimate goal of attaining 
an online commercial optimization of the total refining 
process.

28.2.4.1	 rto	Software	paCkageS
Powerful nonlinear optimization algorithms are crucial 
for successful RTO applications to industrial optimiza-
tion problems [17]. RTO software packages are (typically) 
 equation-oriented systems that make use of large-scale 
sequential quadratic programming (SQP) concepts. An 
example is SimSci-Esscor’s ROMeo [18], which provides 
the following features to its users:
• Enables plant engineers and management to model 

process units and optimize operations on a plantwide 
basis;

• Uses a combination of real-time plant data and current 
economic objectives to precisely replicate plant operations;

• Calculates the optimal process setpoints for the plant 
control systems on the basis of a rigorous model of the 
operating facility;

• Assists in determining the location and cause of operat-
ing constraints and problems; and

• Unlike older optimization technology, it uses one 
model for process simulation, data reconciliation, and 
optimization—this single-model concept and state-
of-the-art graphical plug-and-play environment mini-
mizes the costs of model building, implementation, 
and maintenance.

28.2.4.2	 ChallengeS	to	rto	implementation	
in	refinerieS
Despite good results reported in many respectable indus-
trial and academic publications, RTO still lacks a general 
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figure 28.2—a	knowledge-based	integration	framework	for	continuous	operations	that	integrates	the	lower-level	process	
operational	tasks	encompassing	data	acquisition,	regulatory	control,	intelligent	monitoring,	data	reconciliation,	fault	diagnosis,	
supervisory	control,	and	communication	with	the	operator	[15,16].
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commercial acceptance because several practical limita-
tions significantly degrade the potential benefits in addi-
tion to uncertainties in the reported economics data of the 
process units. The practical limitations are primarily due 
to insufficiently detailed feed characterization, imprecise 
and poorly detailed models, and nonexistence of true steady 
state in reasonably disturbed plants. This situation applies 
particularly to the petroleum refining industry, but it can 
be expected that the gradual solution to these problems, 
including the implementation of efficient nonlinear pro-
gramming (NLP) algorithms for parameter estimation, will 
see the successful application of the RTO technology, as 
evidenced from developments in the gas-based petrochemi-
cal industry [7,22].

28.2.5  Refinery Offsite Automation
The areas covered by this application extend throughout the 
refinery and include its interfaces with the outside world 
that are made up of: (1) tank farms for crude oil, intermedi-
ate products, and finished products; (2) tankage at the load-
ing and discharging terminals; (3) pumps; (4) blenders; and 
(5) reception and loading facilities for rail, road, barges, 
vessels, and pipelines. For a long time ignored, offsite 
management is now accorded priority attention because of 
the increasing quality constraints on the finished products. 
At a time when substantial effort was expanded on the 
optimization of the refinery units, it was paradoxical that 
suboptimal operation, for example in the failure to control 
the quality giveaways, was accepted because of the lack of 
offsite controls. Thus, the main objective of computerized 
automated offsite systems is to optimize and reduce the 
high costs of this part of the refinery operations in addition 
to enhancing overall safety and flexibility, with the expected 
benefits as follows:
• Elimination of operator errors that have resulted in 

line contamination, undetected leaks, tank overflows, 
and other problems;

• Increased speed of reaction to changes in operating 
conditions; and

• Increased rapidity of blending with a reduction in the 
need for reblending operations [2].

28.2.6  Refinery Planning and Scheduling
The planning and scheduling of refinery operations is 
responsible for establishing the detailed manufacturing 
programs of a plant at various time scales. The plans and 
schedules must enable the operational departments to 
define the timing of the specific activities to produce the 
volumes of the essential products that are required for the 
company’s objectives to meet the demands of the core out-
lets of the supply and marketing departments for national 
and international retail sales [1,22]. This production must 
be ensured while minimizing the associated volumes of 
byproducts, which are generally sold uneconomically. 
Thus, computer-aided planning and scheduling systems 
play a very important function in refineries because of the 
potential realization of huge margins, large cost savings, 
and improved feeds to the process units. However, it is 
notoriously challenging and complicated to model refinery 
operations because they involve units operating in batch 
and continuous modes with multiple grades of crude oil 
and refined products. These models impart additional flex-
ibility to the problem by allowing the modeling of discrete 
and continuous types of decisions and constraints [23].
The refinery planning and scheduling activities can be 
divided into the following three categories as shown in 
Figure 28.3 [24–26]:
1. Front-end scheduling of crude oil movement and blend 

scheduling optimization: Involves handling of the crude 
arrivals, encompassing (1) crude oil unloading from 
the marine vessels, (2) crude oil transfer to the storage 
tanks, (3) blending of the different crude feedstock, and 
(4) charging schedule for each crude oil mixture for 
processing in the crude distillation units (CDUs).

2. Hydraulics planning and scheduling of refinery produc-
tion: Encompasses operations of the process units and 
inventories among the units to properly control the 
intermediate inventories. These involve reaction and 
fractionation processes, in which the former sections 
alter the molecular structure of hydrocarbons mainly 
to improve the octane number whereas the latter sec-
tions separate the reactor effluent into streams of par-
ticular properties and values.

table 28.1—commercial rto software [17,19]
software with rto developer/Vendor remarks

aspen	rto aspen	technology resulted	from	merging	of	dmo	and	rt-opt

aspen	plus	(release	11),	dmC-plus aspen	technology —

romeo	(rigorous	on-line	modeling	with	
equation	Based	optimization)

SimSci-esscor	(an	operating	unit	
of	invensys	process	Systems)

—

aspen	rt-opt aspen	technology 	• equation-based	closed-loop	optimization
	• originally	developed	by	dow	Chemicals	for	

application	in	multitrain	ethylene	plants

dmo	(dynamic	matrix	optimization) SunCor first	dmo	application	took	place	in	1988	for	a	
hydrocracker	in	Sunoco’s	Sarnia	refinery	in	Canada,	
incorporating	dynamic	matrix	control	(dmC)	
technology	of	Cutler	and	ramaker	[20,21].

opera Shell released	in	1986	for	implementation	in	ethylene	
plants.

noVa	optimization	and	modeling	System honeywell originally	developed	by	dynamic	optimization	
technology	(dot),	inc.
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3. Scheduling of product blending and distribution: Con-
cerns the blending, storage, and lifting of final products 
for delivery (or dispatch) and shipping while ensuring 
inventory control.

28.2.6.1	 BenefitS	of	Computerized	refinery	
planning	and	SCheduling	SyStemS
The successful role of the centralized planning unit 
and the local scheduling department largely determines 
the commercial success of the refineries. This clearly 
underlines the enormous importance of having highly 
reliable computerized planning and scheduling systems 
in automatically computing feasible schedules [1]. To 
guarantee the consistent implementation of the schedul-
ing programs, a short-term refinery scheduling database 
is often used, which conventionally runs on linear pro-
gramming (LP) models that are continuously updated 
with all of the necessary data. The data mainly include 
the minimal and maximal throughputs, yield structures, 
and marginal operating costs, including the ranges of 
validity. The establishment and maintenance of this 
database is a substantial task that has been greatly 
facilitated by the full integration of the database with 
the overall refinery IS.

28.2.6.2	 Current	StatuS	of	Computerized	
refinery	planning	and	SCheduling
The following recent developments have generated 
renewed interests in computerized decision-making 
tools for the optimization of refinery planning and 
scheduling:
• Refiners are encountering more and more scheduling 

problems because of the increasing number of con-
straints that reduce their degrees of freedom, such as 
more stringent product specifications, environmental 
constraints, and tankage limitations;

• Operations of refinery processing schemes and the 
number of different types of crudes processed are 
becoming increasingly complex; and

• Response times are becoming increasingly shorter—
processing refineries in particular must respond very 
quickly to dynamic market demands.

At the same time, technical advances have given rise to new 
possibilities of reaping greater benefits from improvements 
in planning and scheduling activities as follows:
• The problems can now be formulated more easily 

and by using more powerful state-of-the-art modeling 
techniques such as logic-based constraint program-
ming, artificial-intelligence-based expert systems, and 
hybrids involving mixed-integer optimization [27].

• Increased computing and computational power due to a 
meteoric rise in the availability of more powerful com-
puter hardware as well as the advancement in efficient 
and robust planning and scheduling algorithms [28–30].

• The availability of data on company networks provides 
immediate access to the necessary information, particu-
larly by using the resources made available by the Inter-
net and web-based technologies available in refineries.

This has enabled complex planning and scheduling prob-
lems, with solutions involving discrete decisions that 
require the evaluation of many possible feasible schedules 
and combinations (hence, giving rise to a combinatorial 
optimization problem), to be handled now with accept-
able computational time and effort. The techniques of 
object-oriented programming and graphical interfaces have 
been largely instrumental in enabling the practical use of 
these resource- and data-intensive systems. The joint use 
of artificial-intelligence-based cognitive techniques (e.g., 
expert systems and neural networks) and the latest clever 
mathematical algorithms, which has been made possible 
by high-performance computer hardware (as previously 
mentioned), has demonstrated great potential for the prac-
tical use of such planning and scheduling systems [31]. In 
light of the above, computerized systems are bound to sub-
stantially replace the function of many of the spreadsheet-
based tools currently used in the planning and scheduling 
departments of complex refineries, particularly those that 
handle the processing of multiple crudes, which involve 
decision-making to the following multiperiod problems: 
(1)  sequence of crude runs and crude blending rules, 
(2) allocation of storage and charging tanks, (3) operating 
conditions of the process units, (4) sequence of product 
movements, and (5) blend formulations for finished prod-
ucts to be shipped.
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figure 28.3—the	full	spectrum	of	planning	and	scheduling	activities	of	refinery	operations.

AST-MNL58-11-0801-028.indd   692 3/12/13   3:56 PM

 



	 Chapter	28					n					roles of comPuters In Petroleum refInerIes	 693

28.2.6.3	 ChallengeS	to	implementation	of	
Computerized	planning	and	SCheduling	
SyStemS	in	refinerieS
Planning and scheduling applications are at the core of a 
refinery’s IS and therefore require a substantial quantity of 
data that chiefly include tank levels at any time, operating 
conditions of process units, product qualities, component 
qualities, main equipment availabilities, marketing require-
ments, forecast deliveries from outside of the refinery, and 
forecast lifting requirements. To efficiently gather this 
amount of information requires a reliable communications 
network and a plantwide side database; hence, there exists 
room for major improvements in the current planning and 
scheduling systems of most refineries.

Planning and scheduling functions are presently 
adopted as decision support systems, but such systems do 
not always possess the capability of optimizing the entire 
refinery’s overall operations. For example, in practice, the 
crude oil movements and blend scheduling programs at 
the front end of refineries are typically separated from the 
computer programs used for the planning and scheduling 
of product blending and delivery. For the latter problem, 
the uncertainties arising from fluctuating product demands 
and other changing parameters of the market often render 
the schedules to be obsolete very quickly. Thus, for such 
problems the scheduling programs are mainly used for 
studies on tankage or for product optimization. For the 
former problem, the next section provides a more in-depth 
discussion in view of its growing significance.

28.2.6.4	 optimization	of	Crude	oil	Blend	
SCheduling
Millions of dollars can be saved if the critical operation of 
scheduling crude oil blends charged to the CDUs is executed 
in an optimal manner because crude oil costs account for 
nearly 80 % of a refinery’s turnover [13]. With declining 
supplies and increasing prices of premium crude oils, one of 
the main challenges facing refineries is how to best exploit 
the greater margins of the low-cost crude oils to increase 
profits by using varying blends of premium crudes with 
low-cost crudes. However, there is a penalty in using low-
cost crudes because of their high content of the undesirable 
components of sulfur, aromatics, high residues, and others, 
which is bound to cause processing and product quality 
problems in the CDUs and the downstream units. Hence, 
a key strategy to the refiners is to identify and process the 
optimal blend(s) of low-cost and premium crude oils in an 
effort to minimize the operational problems yet maximize 
profit margins. However, the crude scheduler’s functions 
and tasks in a refinery have become increasingly complex 
in recent years. They must continuously observe the crude 
oil movements and the operational status of the plant and 
match them to fluctuating market demands. The crude 
schedulers typically react to the crude arrivals by assign-
ing destination tank(s) for each crude, blending crudes as 
needed to meet the targets for yields and qualities of the 
fractionated products from the CDUs, and by subsequently 
determining the charging rate to each CDU. However, in 
most cases, under intense time pressure and low inventory 
flexibility, the schedulers rely largely on their experience 
and will be inclined to select the first feasible solution com-
puted by a spreadsheet-based model (or some other avail-
able tools), thus forsaking the tremendous opportunities 

for economic and operability improvements that potentially 
exist. Clearly, crude scheduling is a largely manual task with 
minimal rigorous optimization involved simply because it 
is almost impossible for the human scheduler to identify 
“optimal” crude blends to process in each CDU [32–34].

There is clearly value in exploiting a reliable automated 
scheduling system for crude oil blend optimization in an oil 
refinery. The potential economic and operational benefits to 
a refinery for using a computerized crude oil blend sched-
uling optimization procedure include improved options 
of crude blends, increased utilization and throughput, 
economic use of less expensive crude feedstock, capture of 
high-quality crude oil barrels, reduction of yield and quality 
giveaways, improved control and predictability of down-
stream production, and reduced demurrage costs [33].

28.2.6.5	 reCent	adVanCeS	and	Current	
deVelopmentS	in	Computerized	refinery	
planning	and	SCheduling
The way forward in refinery planning and scheduling is 
to expand the planning process to include larger systems 
involving a group of refineries instead of just a single site 
[35–37]. Another current development is the inclusion of 
some discrete scheduling decisions in the planning process 
pertaining to decisions dealing with binary 0–1 variables, 
in which complication arises because of a difference in the 
time scales of the two activities of planning and scheduling 
[31,38]. For instance, this form of integration is neces-
sary in multiperiod planning when certain decisions are 
exclusively related to the operating modes of process units. 
Finally, another important development is the overall inte-
gration and coordination of planning, scheduling, and con-
trol, which has been touted often as the holy grail of process 
operations. The interested reader is referred to recent work 
along this effort [39–43]. For further reference, the follow-
ing provides representative publications in the three major 
activities of refinery operations:
• Front-end crude oil scheduling [33,44–51],
• Production planning and scheduling [52–57], and
• Product blending and distribution scheduling 

[24,55,58–60].
Table 28.2 provides a partial list of commercially available 
industrial system applications software packages for the 
simulation and optimization of planning and scheduling of 
refinery operations.

28.2.7  Tools for Process Modeling, Simulation, 
and Optimization in Design and Retrofitting of 
Refinery Processes

28.2.7.1	 Steady-State	proCeSS	Simulation
Commercial process simulators are available to enable 
refinery engineers to perform detailed material and energy 
balances for debottlenecking studies on unit operations for 
plant revamp and rejuvenation exercises. Notable examples 
include steady-state simulators such as Aspen Technology’s 
Aspen Plus, Honeywell’s UniSim, Virtual Materials Group’s 
VMGSim [79], and PETRONAS’s iCON; SimSci-Esscor’s 
PRO/II (of Invensys Process Systems) and KBC’s Petro-SIM 
are dedicated simulation programs for refinery and petro-
chemical processes. Specialized tools are also commercially 
available for accomplishing realistic modeling and simula-
tion of certain process units  requiring detailed diagnostic 
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table 28.2—Industrial systems applications software for Planning and scheduling of refinery operations

software/tool

Vendor/
university/
researcher major features technique reference

aspenone	
planning	and	
Scheduling	for	
refining	and	
marketing

aspen	
technology

aspenone	consists	of	the	following	components:

	• aspen	pimS	(process	industry	
modeling	System)	

	• facilitates	enterprise-wide	linear	and	nonlinear	planning,	
allowing	for	multiplant	and	multiperiod	requirements	based	
on	optimizing	feedstock	selection,	product	slates,	plant	
design,	and	operational	execution	plans.

	• interfaces	to	rigorous	process	simulator	models.

Sequential	linear	
programming	
(Slp)

61,	62

	• aspen	Xt Supports	and	enables	more	accurate	scheduling	and	optimization	of	
refinery	activities	through	a	single	solution	for	crude	receipts,	crude	
and	feedstock	scheduling,	process	operations,	unit	operations,	
product	blending,	and	product	shipping.

	• simulation
	• lp
	• expert	

systems

63

	• aspen	mBo	(multi-Blend	
optimization)

	• for	offline	blend	scheduling	and	optimization	of	gasoline,	
distillates,	fuel	oils,	and	other	refinery	products.

	• generates	optimal	recipes	for	individual	blends	or	aggregate	
blends	into	time	partitions.

	• develops	optimal	schedules	for	short-	or	long-term	
campaigns,	or	both,	using	an	event-based,	multiperiod,	and	
multiblending	modeling	system.

	• automatic	generation	and	simultaneous	solution	of	entire	
blending	process	model	that	considers	complex	nonlinear	
blending	correlations,	tank	constraints,	discrete	volume	and	
recipe	constraints,	and	all	relevant	events	such	as	blends,	product	
shipments,	intermediate	receipts,	and	tank-to-tank	transfers.

mixed-integer	
nonlinear	
programming	
(minlp)

64

refinery	and	
petrochemical	
modeling	System	
(rpmS)

honeywell	
process	
Solutions	(the	
software	was	
originally	
developed	
by	Bonner	&	
moore)

	• powerful	graphical	user	interface	(gui)—highly	effective	and	
intuitive	interface	for	working	with	the	lp	model.

	• Contains	model	navigation	window	with	graphical	objects;	
the	latter	contain	information	on	charge	yields,	feeds,	
products,	results,	etc.

	• “data	factory”	and	“report	factory”	facilities	provide	
integrated	application	for	input	of	static	and	variable	data	
and	for	generating	standard	reports	in	excel.

	• enables	multiperiod	modeling	considering	different	
capacity	availabilities	and	seasonal	quality	specifications	via	
intermediate	storages.

	• enables	multiplant	modeling	for	integrating	multiple	
refineries	(including	petrochemical	plants)	in	single	
production	and	supply	model,	with	sharing	of	raw	materials,	
product	pools,	and	transportation	and	distribution	logistics.

	• handles	nonlinearities	via	automatic	recursion	techniques.

lp 65

omniSuite haverly	
Systems	(hiS)

	• for	supply-chain	management	of	integrated	planning	and	
scheduling	encompassing	crude	supply,	refining,	product	
blending,	and	product	distribution.

	• a	unified	package	with	major	modules	consisting	of
	• omni	model	management	system,
	• grtmpS	optimization	planning	system,
	• h/SChed	scheduling	system,	and
	• h/CamS	(haverly	Crude	assay	management	System).

	• main	features	of	grtmpS:
	• enables	formulation	of	multiperiod,	multirefinery,	and	

multilocation	models;
	• enables	specification	for	recipe	blending;
	• applicable	for	transportation,	inventory,	and	investment	

planning	problems;
	• features	distributive	recursion	and	delta-base	structures;	and
	• applicable	as	standalone	planning	application.

lp 66–69	
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table 28.2—Industrial systems applications software for Planning and scheduling of refinery 
operations (continued)

software/tool

Vendor/
university/
researcher major features technique reference

mimi	(manager	
for	interactive	
modeling	
interfaces)

aspen	
technology	
(software	
is	formerly	
owned	by	
Chesapeake	
decision	
Sciences,	inc.)

	• includes	a	family	of	supply-chain	solutions.
	• modeling	system	approach	is	a	combination	of	modeling	

language	and	matrix	generator	with	a	strong	database	
orientation.

Slp 70

petro	lp invensys	
production	
management

	• refinery-wide	lp	refinery	planning	system.
	• originally	developed	by	Chevrontexaco	in	1970s	and	widely	

used	in	their	refineries.
	• implements	distributive	recursion,	an	lp	approach	that	

enables	construction	of	realistic	refinery-wide	models.

lp 71

platoform exxonmobil 	• for	the	computational	treatment	of	optimization	problems	
arising	in	the	production	planning	and	sales	of	petroleum	
products	at	exxonmobil.

	• encompasses	applications	that	are	not	limited	only	to	
refinery	planning	and	scheduling	but	also	include	the	
following:	single	refinery	and	chemical	plant	model,	
regional	models	for	the	coordination	of	several	refineries	
or	chemical	plants,	product	distribution	through	
intermediate	facilities,	distribution	facility	investment,	
drilling	rig	scheduling,	portfolio	investment,	blocked	
operations	scheduling,	truck	fleet	sizing,	and	vessel	
scheduling.

lp 72,	73

gemmS Shell	global	
Solutions	
international	
(SgSi)

integrated	with	SimSci’s	promote–pro/ii	simulator	to	ensure	
process	models	are	tuned	to	observed	plant	performance.

lp 74

refSim SgSi high-level	decision-making	tool	focusing	on	production	
planning and	blending	operations	(with	minimal	operational	
details).

lp 75

proplan	and	
proSched

ingenious,	inc. 	• integrated	with	crude	assay	database.
	• web-enabled	(can	be	installed	in	different	locations	and	can	

be	executed	via	internet).
	• generate	reports	on	return	on	investment	(roi),	net	present	

value	(npV),	and	internal	rate	of	return	(irr)	for	ease	of	
financial	assessments.

	• optimization
	• genetic	

algorithms

76,	77

refopt Centre	for	
process	
integration,	
university	of	
manchester	
(formerly	
umiSt—
university	of	
manchester	
institute	of	
Science	and	
technology)

	• performs	simulation	and	optimization	of	refinery	processes	
and	operations.

	• useful	for	overall	refinery	operation	planning.
	• determines	appropriate	flow	distribution	and	operating	

conditions	for	various	unit	operations.
	• maximizes	overall	refinery	profit	by	accounting	for

	• major	aspects	associated	with	plantwide	operations	
(e.g.,	selection	of	feeds	and	products,	distribution	of	
intermediate	products,	connections	between	different	
processes	and	allocations	of	utilities),	and

	• operating	details	(e.g.,	temperatures,	pressures)	within	
each	process.

	• also	useful	for	analysis	and	design	of	hydrogen	distribution	
systems	in	refineries.	Sets	targets	for	minimum	overall	
hydrogen	supply	required	by	a	refinery	by	maximizing	
recovery	between	various	consumers.	purification	options	
can	also	be	considered.	generates	automated	hydrogen	
network	design	with	user	having	full	control	over	network	
complexities	and	constraints.

	• lp
	• nonlinear	

optimization

78
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studies, for example, in modeling of conversion units such 
as catalytic reformers, catalytic crackers, and hydrocrack-
ers that requires the incorporation of the kinetics of the 
reaction zones.

In addition, for certain applications, simulators have 
been directly integrated with available plant optimization 
routines on a continuous real-time basis, in which current 
process information from a simulator is used to update the 
process model. For instance, Aspen Technology has reported 
undertaking reactor modeling for optimizing hydrogen 
production via rigorous kinetic modeling to obtain a good 
understanding of process operation under different hydro-
gen feed conditions. The reactor models are linked to Aspen 
PIMS and by automatically updating the latter; the models 
are capable of enhancing detailed planning and scheduling 
activities as well as economic evaluation [80].

To improve its value to refiners, the real challenge in 
the use of these supporting tools lies in ensuring realistic 
simulation results that can be translated into practical 
plant operation language for implementation, leading to 
improvement quantifiable in terms of dollars and cents. 
Current developments have witnessed automatic link-
age of simulators with real-time database and linear- 
programming-based  optimization tools, which not only 
allow access to information on selected process stages and 
their comparison with simulator output but also more 
accurate long-term planning and target-setting.

28.2.7.2	 dynamiC	proCeSS	Simulation
Significant research over the past 20 years has produced sev-
eral highly developed software packages that are designed 
for plantwide dynamic simulation with ready adoption 
by refineries. Examples of these equation-based modeling 
environment software include SPEEDUP [81], DIVA [82], 
gPROMS [83], and ABACUSS [84]. These packages facili-
tate large-scale dynamic system simulation by isolating the 
engineer from numerical algorithms, code generation, and 
debugging, thereby leaving the engineer free to concentrate 
on model formulation and application. The productivity 
gains afforded by this modeling support largely determine 
the feasibility of dynamic-simulation-based activities in a 
refinery such as those encountered in parametric sensitivity 
studies, safety interlock design verification, control system 
design, and start-up–changeover–shutdown studies [85,86].

28.2.7.3	 operator	training	SimulatorS
The reorganization of control rooms and the consider-
able increase in the level and reliability of automation 
installed have meant that panel operators are exposed to 
operational incidents much less frequently than in the past. 
The increased scope of automation requires a different 
approach and much longer periods of training. In the event 
of a plant failure or failure of the automatic systems, the 
panel operators must use their superior level of training 
to guarantee the safety of the refinery. Refinery training 
simulators, which are based on dynamic simulation, have 
become an essential tool in delivering this form of training 
with the dual objectives of
1. Training new operators, particularly panel operators, 

who are stationed in the control rooms; and
2. Maintaining and regularly updating the knowledge and 

skill of the operators to react to exceptional circumstances.

This is very much similar to the role of flight simulators 
for aircrew training.

Using dynamic simulation models ensures the repre-
sentation of realistic operating conditions, especially in 
enabling the simulation of the period of transient time after 
either an incident or a change in operations. The latest 
simulators possess the ability to produce several possible 
scenarios and to assess how the operators react in real time. 
It is a common feature that training simulators incorporate 
operator consoles that are identical to those in the control 
rooms and are linked to the DCS so that they can access 
the initial state of the process variables. The comprehensive 
use of training simulators in refineries is an indication of 
competence in operational safety and can simultaneously 
ensure a level of safety assurance.

28.3  InstrumentatIon for automatIon 
and comPuterIzed systems In refInerIes
The quality of a refinery’s operational and management sys-
tems depends to a large extent on the quality of its instru-
mentation. It is worth mentioning that many automation 
projects have failed because the basic principles governing 
this facility have been neglected. The tools developed for 
automation and computerized systems in refineries are 
often identical, and they collectively realize the multiple 
applications of decision support systems used in a refinery.

28.3.1  Online Analyzers
The degree to which online analyzers are used for vari-
ous management and control applications, which could 
extend from just a few to more than a few hundred, is a 
representative indication of the extent computer-based 
technology has permeated a refinery setup (with the excep-
tion of hydrocarbon detectors, the use of which is related 
to safety). Online analyzers are most commonly found in 
refineries to be in APC schemes for maintaining key critical 
controlled variables for determining characteristics such as 
research octane number (RON) and motor octane number 
(MON) (by the Cooperative Fuel Research [CFR] engine), 
Reid vapor pressure (RVP), relative density, and ASTM 
distillation. Its use serves to reduce excessive inferential 
calculations that are computationally expensive and highly 
dependent on the accuracy of thermodynamic property 
data used. Furthermore, online analyzers eliminate the 
need to rely on laboratory data, which could take a few 
hours for the feedback to reach control schemes.

It is fortunate that the reliability and ease of mainte-
nance of online analyzers have improved in recent years 
such that today, they can be used for autodiagnosis and 
calibration, most frequently with digital DCS. New qualita-
tive analytical technologies, such as NIR and inferential 
analysis, have reduced the investment cost and simplified 
the installation of online analyzers, although the former 
remains a significant burden [2,87].

28.3.1.1	 online	analyzerS	for	Safety	
aSSuranCe
Online analyzers are used to detect breaches of environ-
mental threshold limits, particularly in terms of hydrocar-
bon content. This use is especially important for highly 
automated refineries with reduced number of personnel 
for which reliable information on the exact location of an 
alarm is essential. The installation of detectors in matrix 
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networks ensures that an entire refinery area has been 
covered in addition to installations at fixed points in criti-
cal areas. Basic information from the detectors provides 
the crisis management subsystems with the prediction of 
the release of potentially explosive or toxic gases into the 
atmosphere. This knowledge of the nature and location 
of the reported leak makes it possible to calculate future 
concentration and location of the gas plume (from the 
meteorological conditions) in time for action to be taken. 
In urban areas, this type of system, together with a network 
of analyzers outside of the refinery, is pertinent to the safety 
of the zone surrounding the refinery.

28.3.1.2	 online	analyzerS	for	optimal	unit	
operation
The objective of a major portion of APC applications is 
the maintenance of the setpoints despite variations arising 
elsewhere, with many of these variations caused by product 
quality and the associated product giveaways. Hence, it is 
essential to be able to measure quality on an online mode 
for feedback and feedforward APC strategies. For a long 
time, this has been one of the bottlenecks for the low level 
of APC implementations in refineries. Examples are most 
commonly found in relation to the units listed in Table 28.3.

It is acknowledged that the use of online analyzers in 
relation to APC gives rise to many problems, particularly 
the justification of the initial investment. Quite recently, 
there are other options that have become available, and 
this chapter sheds light on two such technologies—NIR 
and soft sensors—the latter are most frequently based on 
neural networks.

28.3.1.3	 online	analyzerS	for	quality	
Control	of	CommerCial	produCtS
In general, the quality control by online analyzers for com-
mercial products in refineries concerns two aspects:
1. Control of intermediate products to achieve RTO of the 

operating or blending conditions of the process units 
(or deferred optimization via intermediate tankage); 
and

2. Control to ensure that the finished products for ship-
ment outside of the refinery are on-specification 
(“on-specs”) because any failure to meet specification 

requirements could lead to heavy commercial penalties 
or even judicial ones (the latter in the instance of viola-
tion of some environmental regulations).

With regards to the latter, unlike the application of APC on 
process units, quality control of the finished products is the 
final stage of the whole refining manufacturing process; 
hence, APC at this stage must ensure that the products 
conform to the commercial specifications. For that reason, 
the use of online analyzers in offsite areas, notably in the 
tank farm and product blending areas, is important for 
two major reasons. First, absolute measurement of quality 
parameters in comparison with the commercial specifica-
tions must be made (because some APC applications only 
necessitate relative measurements). Second, the installation 
of inline blending eliminates the use of excessive tankage 
and reduces stocks. The lack of availability of online ana-
lyzers in the blender has an effect on the lifting schedules 
of crude oil charge into the CDUs. Technological progress 
of online analyzers has witnessed increasing reliability, 
diversity, and performance. As a result, many specification 
characteristics for intermediate and finished products can 
now be controlled online, including octane number, rela-
tive density, volatility, distillation curve, viscosity, and even 
chromatographic analysis.

28.3.2  NIR Spectroscopy 
The development of NIR spectroscopy technology at the 
end of the 1980s resulted in considerable advancement in 
the use of online analyzers. This technique, which previ-
ously has been mainly used in the food industry, enables the 
properties of products to be predicted by the identification 
and treatment of their spectroscopy signature. The proce-
dure involves passing a sample of the product through an 
optic cell so as to obtain an adsorption spectrum. Unlike 
other analytical methods, NIR spectrometry effectively pro-
vides a fingerprint of the complex hydrocarbon mixtures 
contained in a sample that is tested.

With the benefit of over 15 years of experience on the 
application of NIR technology in refineries, its uses are 
poised to increase for the following reasons. Its repeat-
ability is better than that of ASTM test methods, and, for 
a certain number of critical applications, it is possible to 
guarantee an NIR/ASTM reproducibility compatible with 
its use for online certification, which underlines the preci-
sion of the method in testing RON. NIR technology can be 
used for the measurement of characteristics such as coking 
index for steam cracking and “crackability” index for cata-
lytic cracking. Because it determines chemical composi-
tion, NIR technology can also assess blending indices for 
the principal qualities of motor gasoline, gas oil, and fuel 
oil pools.

The time required to obtain the test result is relatively 
much less than for the traditional methods, particularly for 
octane numbers and cold temperature properties. Mainte-
nance costs are of an order of magnitude less than for the 
ASTM test equipment, especially compared with the CFR 
motors.

The atmospheric distillation application is of obvi-
ous interest for the application of the NIR technology 
because the details of the true fractionation of the distil-
lation column need to be known in real time because of 
the following two reasons: (1) to have the true boiling 
point (TBP) of a crude oil mixture leaving the desalter 

table 28.3—Quality control Parameters 
for aPc Implementation on Process units

Process unit
Parameter for Quality 
control

atmospheric	distillation	unit quality	of	sidestreams

Catalytic	reformer increase	in	octane	number	of	
reformate	over	feedstock

fluidized	catalytic	cracker main	fractionation	column	
operation

hydocracker reactor	temperature	
exotherms

hydrofiner h2S	levels	of	recycle	gas	

alkylation	unit i-butane	recycle	ratio

Binary	fractionation	columns Column	operation

AST-MNL58-11-0801-028.indd   697 3/12/13   3:56 PM

 



698	 Petroleum refInIng and natural gas ProcessIng

constantly available and (2) similarly, to have the criti-
cal quality characteristics of the sidestreams (with the 
notable exception of the residue) available. If these data 
can be produced on crude blends in the feed tankage well 
before a change, then much more accurate planning and 
scheduling for production target-setting is possible. The 
application’s ability for performing prediction is particu-
larly important for refineries with frequent changes of 
crude oil.

Today, it is possible to use NIR for the measurement 
of blending indices for the most critical properties of each 
motor gasoline or gas oil component. This development has 
resulted in (1) a reduction in the frequency of the analysis 
of the contents of the components tanks, (2) greater preci-
sion in blend formulation because of online measurement 
of component properties, (3) direct loading of large parcels 
to vessels from the delivery line without using finished 
product tanks, and (4) rapid convergence of multivariable 
control tools [3]. Major vendors for NIR systems include 
Thermo Fisher Scientific and ABB.

28.3.3  Distributed Control Systems
In DCS, process measurements and control functions such 
as multiple PID loops are connected to application proces-
sors, which are networked throughout the plant. A GUI 
makes it easier for operators to view data, create plots, 
change setpoints, and respond to alarms. In addition to pro-
cess control, modern DCS software includes sophisticated 
trending and data storage.

The digitalization of control loops and the represen-
tation of unit operations onscreen, which the distributed 
DCS systems have achieved since their introduction in 
1975, have increased operating flexibility significantly and 
revolutionized the organization of refinery control rooms. 
The first demonstration of their reliability is when they 
replaced the panels, which had previously been the norm, 
as well as individual controllers. Their value has been 
subsequently increased by the addition of extra functions 
that include (1) modules for recording data over a period 
of time, (2)  calculation modules that provide equipment 
with the capability of implementing control strategies, and 
(3) interfaces with higher level systems.

DCS manufacturers and vendors maintain a constant 
program of research and development (R&D) to improve 
the DCS performance and to go further in transforming 
them into true computer networks operating on normal 
industrial standards. Most DCS systems installed today 
are built around powerful UNIX workstations and are 
increasingly based on top-of-the-range personal comput-
ers using the Windows NT or Windows 2000 operating 
systems for servers. Major DCS vendors include Honeywell, 
Yokogawa, ABB, Foxboro, Siemens, and Emerson Process 
 Management.

The authors now have over 30 years of experience with 
DCS—this timeframe itself is evidence that DCS is highly 
suitable for use in refinery control rooms because of its reli-
ability, response time, and even ergonomics. Nonetheless, 
improvement efforts are still ongoing, one of which con-
cerns the integration of DCS in the overall refinery systems 
architecture and the entailed division of functions between 
the DCS and the programmable control devices, in addition 
to reinforcing its interface functions with processing and its 
storage function of process data [2].

28.4  conclusIons
The continuing growth in the capacities of computerized 
systems for engineering computations and communica-
tion indicates that there are few technical limits to the use 
of IT in refinery operations. Many applications have now 
been established over several years, and, as in other indus-
trial and service sectors, many new and highly innovative 
applications are continually under trial for full-scale imple-
mentation. Nonetheless, the critical issues that remain to 
be addressed, as emphasized by Valleur [3], concern the 
following: (1) the choice of technologies to be made, (2) the 
nature of the provision of support in the long term, and 
(3) the impact of these technologies on the organization of 
the remaining manual tasks to be handled by the reduced 
number of refinery personnel.

28.5  fInal remarks and the Way forWard
At best, the current utilization of IT in refineries represents 
only a fraction of its true potential.	 Furthermore, the IT 
tools available rapidly become technically obsolete because 
of their very short lifecycle (akin to personal computers). 
The most important issue faced by refiners is that of mak-
ing the best choice out of the many IT tools available, train-
ing for the staff, and maintenance of the systems and the 
overall plant to ensure effectiveness and efficiency over a 
long period. The abundance of technologies for the imple-
mentation of computerized systems in refineries is proving 
to be a difficulty in itself, giving rise to the following issues: 
(1) how technologies are to be chosen for a particular appli-
cation, (2) how new technologies are to be integrated into a 
homogeneous system, and (3) how their durability is to be 
assured without excessive maintenance costs. These ques-
tions, and those of the choice of the applications and the 
sequence in which they should be implemented, ought to 
be considered within the framework of master plans elabo-
rated before the development of the specifications and the 
installation of the systems.

Nevertheless, it goes unarguable that the applications 
of a wide spectrum of computer-assisted automated tools 
and systems have been a powerful force in revolutionizing 
today’s oil refineries into an integral entity in the energy 
value chain. However, the technical aspects highlighted and 
stressed in this chapter are only part of the complete story. 
In fact, the work patterns of all refinery personnel are con-
stantly revolutionized by the introduction of computerized 
systems, in which the most difficult aspect to manage by 
far is the human impact brought about by such systems. If 
they are introduced without prior consultation and agree-
ment, automation and decision-making tools will inevitably 
be seen as threatening jobs that have hitherto been handled 
by a person. A master plan that is publicly disseminated, 
intensive training in the new roles to be undertaken, and 
an upgrading of positions, in line with the new responsibili-
ties, are essential ingredients for successful implementation 
of computer-based applications in refineries. At the same 
time, individual capability and suitability for the revised 
roles demands careful assessment.
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List of AbbreviAtions And notAtions
API	 American	Petroleum	Institute
BOD	 Biochemical	oxygen	demand
CDU	 Crude	distillation	unit
CO	 Carbon	monoxide
COD	 Chemical	oxygen	demand
CO2	 Carbon	dioxide
CFR	 Code	of	Federal	Regulations
CN	 Cyanides
CPI	 Corrugated	plate	interceptor
DAF	 Dissolved	air	flotation
DOE	 U.S.	Department	of	Energy
DS	 Dissolved	solids
EPA	 U.S.	Environmental	Protection	Agency
FCC	 	Fluid	(or	fluidized)	catalytic	cracking	unit	(or	fluid	

catalytic	cracker)
GHG	 Greenhouse	gases
H2	 Hydrogen	gas
H2S	 Hydrogen	sulfide
H2SO4	 Sulfuric	acid
HAP	 Hazardous	air	pollutants
HC	 Hydrocarbons
HF	 Hydrofluoric	acid
IAF	 Induced	air	flotation
MEK	 Methyl	ethyl	ketone
N2	 Nitrogen
NH3	 Ammonia
NOx	 Oxides	of	nitrogen
O2	 Oxygen
O&G	 Oil	and	grease
RO	 Reverse	osmosis
SO2	 Sulfur	dioxide
SOx	 Oxides	of	sulfur
SS	 Suspended	solids
VOC	 Volatile	organic	compounds
WW	 Wastewater
WWT	 Wastewater	treatment
WWTP	 Wastewater	treatment	plant

29.1 introduction
29.1.1  Orientation and Focus of the Chapter
This	 chapter	 focuses	 on	 a	 qualitative	 exposition	 of	 the	
environmental	issues	that	are	increasingly	affected	by	and	
affecting	 the	 oil	 product	 business	 of	 the	 petroleum	 refin-

ing	 value	 chain,	 including	 global	 climate	 change	 due	 to	
greenhouse	 gas	 (GHG)	 emissions,	 particularly	 CO2,	 from	
refineries.	 The	 overall	 framework	 of	 the	 chapter	 is	 largely	
influenced	 by	 the	 excellent	 work	 of	 the	 U.S.	 Department	
of	 Energy	 (DOE)	 [1],	 Jones	 [2],	 Wong	 and	 Hung	 [3],	 and	
Nemerow	and	Agardy	 [4],	which	all	 serve	as	 the	primary	
technical	 references	 for	 this	 work.	 This	 article	 also	 pro-
vides	references	to	a	few	authoritative	and	comprehensive	
reports	that	are	consulted	in	developing	its	contents,	mainly	
those	 published	 by	 the	 U.S.	 Environmental	 Protection	
Agency	 (EPA),	 the	 DOE,	 and	 API,	 as	 can	 be	 found	 in	 the	
References	section.

29.1.2  Current Developments and Trends in 
Environmental-Related Issues in Petroleum 
Refineries
The	petroleum	refining	industry	is	a	strong	contributor	to	the	
global	 and	 local	 economy	 and	 supplies	 a	 major	 part	 of	
the	energy	required	for	world	development.	However,	envi-
ronmental	pollution	due	to	large	industrial	activity,	including	
oil	refining,	which	deteriorates	the	ecology	and	the	environ-
ment,	is	an	issue	of	global	concern.	As	with	the	case	of	most	
manufacturing	 industries	 around	 the	 world,	 oil	 refineries	
have	been	facing	the	challenges	of	improving	their	environ-
mental	performance	and	complying	with	a	substantial	array	
of	health,	safety,	and	environmental	(HSE)	regulations.	The	
industry	spent	an	approximate	average	of	$10.3	billion	(USD)	
in	the	year	2004	on	environmental	compliance,	an	increase	
of	 approximately	 2.4	 %	 from	 its	 2003	 expenditures,	 and	
participates	in	several	public	and	private	initiatives	aimed	at	
improving	environmental	performance	[1].

For	 the	 past	 decade	 or	 so,	 the	 refining	 industry	 has	
faced	 considerable	 economic	 pressures	 mainly	 arising	
from	concerns	over	global	climate	change	that	are	largely	
due	 to	 GHG	 emissions,	 particularly	 CO2,	 in	 addition	 to	
compliance	 with	 new	 HSE	 regulations.	 Pollution	 control	
and	 regulatory	 authorities	 have	 been	 imposing	 specific	
standard	limits	for	the	individual	pollutant	emission	con-
centration	and	discharge	rate.	However,	such	an	approach	
does	 not	 consider	 the	 combined	 effect	 of	 all	 of	 the	 pol-
lutants;	 therefore,	 the	 actual	 net	 environmental	 effect	 of	
the	operation	of	the	refining	industry	cannot	be	fully	and	
meaningfully	 evaluated	 [5].	 In	 principle,	 to	 achieve	 true	
sustainable	development,	the	overall	environmental	effect	

29
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of	the	industry	must	be	minimized	so	that	waste	minimi-
zation	at	the	source	could	be	evaluated	as	the	first	option	
as	compared	to	end-of-pipe	treatment.	Hence,	this	chapter	
strives	to	provide	an	analysis	encompassing	all	of	the	major	
types	of	pollution	that	involve	refineries	to	provide	a	com-
prehensive	 picture	 and	 understanding	 of	 the	 issues	 that	
are	 important	 and	 significant	 for	 deciding	 on	 holistic	
approaches	 toward	 mitigating	 the	 environmental	 effects	
of	the	refining	industry.	To	begin,	Table	29.1	summarizes	
the	major	 types	of	pollutants	and	wastes	generated	 from	
refineries,	the	constituents	and	amounts	of	which	depend	
on	 various	 factors,	 primarily	 crude	 sources,	 crude	 oil	
capacity,	number	of	refining	processes,	and	the	associated	
operating	conditions.

29.2 WAter PoLLution in PetroLeum 
refineries
29.2.1  Refinery Aqueous Effluents 
of Wastewater and Biosolids: Sources, 
Characteristics, and Effects
29.2.1.1	 RefineRy	WasteWateR
The	 refining	 industry	 consumes	 enormous	 quantities	 of	
water,	 and	 it	 is	 generally	 second	only	 to	 that	of	 the	 steel	
industry	in	terms	of	total	industrial	water	consumption	in	
the	United	States	and	many	other	industrialized	countries.	
Virtually	every	 refinery	operation,	 from	crude	distillation	
through	 final	 waste	 treatment,	 requires	 a	 reliable	 supply	
of	large	volumes	of	water	for	various	purposes,	including	
steam	generation,	process	cooling,	and	end-product	manu-

tAbLe 29.1—major types of refinery Pollutants and Wastes
Pollutant/Waste example of source

aqueous
effluents

	• Wastewater	from	normal	process	operations	(e.g.,	process	area	wastewater	from	steam	stripping	
operations,	sour	water	treatment	unit,	and	demineralization	resin	regeneration	[i.e.,	“demin	regen”]

	• Wastewater	from	utility	operations	(e.g.,	blowdown	and	sidestream	filter	backwash	of	cooling	towers)
	• Contaminated	storm	water	runoff
	• sanitary	sewage	waste
	• Ballast	water	blowdown
	• Miscellaneous	discharges
	• free	and	emulsified	oil	from	leaks,	spills,	tank	drawoff,	and	other	sources
	• emulsions	incident	to	chemical	treatment
	• Condensate	waters	from	distillate	separators	and	tank	drawoff
	• alkaline	waters
	• acid	waters

solid	wastes 	• spent	filtering	clays
	• Coke	(coking	fines)	from	equipment	tubes,	towers,	and	other	locations
	• Waste	catalyst	and	catalyst	fines
	• Biomass
	• Contaminated	soils	or	solids
	• Pond	sediments
	• aPi	separator	sludge
	• spent	catalysts	from	hydroprocessing	and	fluid	catalytic	cracker
	• Primary	sludges
	• slop	oil	emulsion	solids
	• tank-bottom	sludges
	• tank	bottoms
	• sludge	from	the	WWtP	(dewatered	by	pressure	filtration)
	• Bottom	sediments	and	water	from	crude	storage	tanks
	• spent	amines
	• spent	acids	and	caustics
	• spent	clay	filter	media	(especially	for	simpler	refineries)
	• spent	glycol
	• spent	stretford	solution	and	sulfur

Wastes
(in	general)

	• spent	oil
	• special	chemicals	from	byproduct	chemical	manufacturing
	• spent	caustics	(or	waste	caustics)	and	caustic	sludges	from	(1)	treatment	of	oils	with	alkaline	reagents	to	

remove	acidic	components	and	(2)	sweetening	processing	of	oils	to	convert	or	remove	mercaptans
	• acid	sludges	from	H2sO4	treatment	of	oils
	• Dissolved	air	flotation	float	(which	contains	oil,	precipitated	minerals,	sand,	etc.)

Biosolids 	• activated	sludge
	• sludge	from	biological	treatment	plants,	bioponds,	and	aerated	lagoon

atmospheric
emissions

	• Volatile	organic	compounds
	• fuel	gas
	• acid	gases:	H2s	and	sOx	(primarily	sO2)
	• nH3

	• nOx	(primarily	nO2)
	• HC	(evaporation)
	• Others:	CO,	fine	catalyst	particulates,	CO2,	HCl,	smog,	acid	rain,	ozone,	lead

Sources:	[3	(p.	157),	4,	6–9]
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facturing.	 Consequently,	 huge	 volumes	 of	 aqueous	 efflu-
ents	 in	 the	 form	 of	 wastewater	 and	 biosolids,	 including	
hazardous	 wastes,	 are	 generated	 from	 refineries.	 Despite	
the	 huge	 volume	 of	 wastes	 generated,	 almost	 80–90	 %	
of	 the	 total	 water	 used	 by	 an	 average	 refinery	 is	 solely	
for	cooling	purposes,	and	 this	water	 is	not	contaminated	
except	by	leaks	in	the	lines.	However,	the	combined	refin-
ery	 wastes	 typically	 contain	 (1)	 crude	 oil	 and	 its	 various	
fractions,	 forming	 the	 contaminant	 generally	 categorized	
as	oil	and	grease;	(2)	organic	compounds;	and	(3)	dissolved	
or	suspended	minerals	[4].

29.2.1.2	 RefineRy	BiOsOliDs	anD	HazaRDOus	
Wastes
Wastewater	influent	streams	include	sludge,	which	is	waste	
solids	 that	 must	 be	 removed	 and	 subsequently	 disposed	
of,	 but	 often	 ultimately	 entail	 beneficial	 reuse.	 Strictly	
speaking,	these	substances	should	be	referred	to	as	waste-
water	 biosolids	 because	 of	 their	 reuse	 value	 (because	 the	
term	 “sludge”	 implies	 waste	 products).	 Thus,	 these	 solid	
particles	 suspended	 in	water	must	be	properly	 treated.	 In	
fact,	biosolid	management	has	become	an	 important	part	
of	the	wastewater	treatment	process.	Some	of	these	waste	
biosolids	are	hazardous,	especially	those	containing	hydro-
carbons	and	heavy	metals,	and	require	special	management	
and	disposal.

Table	 29.2	 lists	 the	 major	 sources	 and	 characteristics	
of	 refinery	 wastewater	 and	 biosolids	 according	 to	 typical	
refinery	 process	 units.	 Table	 29.3	 summarizes	 the	 conse-
quences	of	refinery	toxic	wastewater	pollutants.	Table	29.4	
presents	a	sense	of	magnitude	of	refinery	wastewater	flow	
and	 characteristics	 (chiefly	 in	 terms	 of	 contaminant	 con-
centrations)	and	 is	 largely	adapted	with	updates	 from	the	
excellent	qualitative	evaluation	presented	in	reference	3.

Figure	 29.1	 is	 a	 schematic	 diagram	 indicating	 repre-
sentative	 sources	 of	 aqueous	 effluents	 in	 overall	 refinery	
systems.	 Figure	 29.2	 illustrates	 representative	 sources	 of	
biosolids	in	refinery	wastewater	treatment	systems.

29.2.2  Refinery Aqueous Effluents: 
Environmental Regulations and Reduction, 
Control, and Treatment Techniques
Wastewater	streams	are	usually	discharged	to	a	centralized	
wastewater	 treatment	 system,	 but	 some	 of	 these	 streams	
(e.g.,	sour	water)	are	treated	first	in	what	is	termed	as	the	
opposing	 design	 philosophy	 of	 a	 distributed	 wastewater	
treatment	 system.	 Centralized	 treatment	 implies	 that	 all	
of	 the	 wastewater	 streams	 are	 collected	 and	 treated	 in	 a	
common	facility,	whereas	in	distributed	treatment,	streams	
are	either	treated	separately	or	only	partially	mixed,	which	
reduces	 the	 treatment	 flow	 rate	 to	 be	 processed	 as	 com-
pared	 with	 the	 former	 system.	 The	 trend	 of	 the	 industry	
in	 the	 past	 has	 been	 to	 reduce	 wastewater	 production	 by	
improving	 the	 design,	 operations,	 and	 management	 of	
the	 centralized	 systems,	 rather	 than	 to	 provide	 individual	
treatment	 for	 each	 process	 unit.	 Today,	 it	 has	 become	
a	 priority	 to	 consider	 the	 distributed	 systems,	 in	 which	
wastewater	streams	are	segregated	for	the	regeneration	of	
water,	coupled	with	efforts	for	water	reclaim,	direct	reuse,	
regeneration–reuse,	 and	 regeneration–recycle.	 According	
to	 reference	 10,	 this	 decentralized	 practice	 in	 turn	 serves	
to	 reduce	 investment	 because	 the	 capital	 cost	 of	 most	

	treatment	 operations	 is	 directly	 proportional	 to	 the	 total	
flow	of	the	inlet	wastewater	[11].

Wastewater	 discharge	 from	 refineries	 is	 subject	 to	
three	 categories	 of	 regulatory	 limitations,	 as	 stipulated	
in	Table	29.5	with	 the	associated	 reduction,	 control,	 and	
treatment	 techniques	 presented.	 In	 general,	 the	 manage-
ment	of	 aqueous	 effluents	 from	refineries	 conventionally	
involves	 three	 possible	 approaches:	 (1)	 in-plant	 source	
control,	(2)	segregation	and	pretreatment,	and	(3)	end-of-pipe	
treatment	[3].

29.3 Air PoLLution in PetroLeum 
refineries
29.3.1  Refinery Atmospheric Emissions: 
Sources, Characteristics, and Consequences
Refineries	 are	 concerned	 about	 atmospheric	 emissions	
to	 fulfill	 their	 dual	 responsibilities	 of	 the	 production	 of	
products	that	involves	a	minimum	release	of	toxic	or	unac-
ceptable	emissions,	either	when	used	or	stored,	and	at	the	
same	time,	identifying,	controlling,	and	reducing	undesir-
able	 emissions	 from	 refining	 operations	 and	 processes.	
For	 example,	 emissions	 that	 result	 from	 leaking	 equip-
ment	 and	 process	 vents	 include	 air	 toxics	 and	 hazardous	
air	 pollutants,	 the	 major	 constituents	 of	 which	 are	 NH3,	
H2SO4,	n-hexane,	toluene,	and	propylene.	Generally,	most	
oil	refineries	do	not	involve	very	hazardous	emissions	such	
as	those	usually	released	from	a	petrochemical	or	chemi-
cal	plant.	In	most	refineries,	the	source	of	air	pollution	is	
fuel	burning	 (i.e.,	 the	burning	of	heavy	hydrocarbon	oils	
that	 may	 contain	 high	 levels	 of	 sulfur	 or	 nitrogen	 com-
pounds	 or	 both).	 Table	 29.6	 lists	 the	 major	 sources	 and	
characteristics	of	refinery	atmospheric	emissions	accord-
ing	to	the	type	of	emission	with	the	associated	monitoring,	
reduction,	 control,	 and	 treatment	 techniques.	 Table	 29.7	
provides	a	summary	of	other	major	air	pollutants	emitted	
by	refineries	[2].

Almost	 paradoxically,	 the	 emissions	 of	 SOx	 and	 NOx	
from	 the	 combustion	 of	 refinery	 products	 outside	 of	 the	
refinery	are	much	higher	than	the	emissions	from	the	refining	
processes	 themselves.	 HC	 emissions	 from	 the	 transporta-
tion	sector,	while	refueling	and	in	running	motor	vehicles,	
are	 also	 considerably	 higher	 than	 during	 the	 steps	 from	
production	to	the	filling	station.	Nonetheless,	in	general,	the	
current	trend	has	reflected	a	reduction	in	the	total	amount	
of	emissions	from	refineries.	Significant	reduction	has	also	
been	estimated	for	distribution	and	refueling	activities	[15].

29.3.2  Monitoring, Reducing, and Controlling 
Air Pollution Caused by Refining Processes
The	 refining	 sector	 in	 general	 has	 been	 able	 to	 manage	
emissions	such	as	the	release	of	particulates	from	certain	
units	(e.g.,	fluid	catalytic	crackers	and	cokers).	In	all	if	not	
most	 cases,	 pollution	 control	 in	 refineries	 starts	 with	 an	
environmentally	conscious	design	of	the	processes	and	the	
systems	that	result	in	their	proper	operations.	In	terms	of	
legislation,	 the	 U.S.	 Clean	 Air	 Act	 (CAA)	 of	 1970	 and	 its	
amendments	in	1977	and	1990	(CAAA)	have	a	significant	
effect	on	the	U.S.	oil	refining	industry,	covering	the	refin-
ing	 processes	 and	 the	 formulation	 of	 refined	 products.	
Its	effects	have	also	been	cascaded	to	refineries	 in	other	
parts	of	the	world	[1,2].	The	interested	reader	may	refer	
to	Table	29.10	in	the	Appendix	for	a	partial	list	of	major	
regulations	that	affect	the	U.S.	refining	industry.
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tAbLe 29.2—sources and characteristics of refinery Aqueous effluents
Process unit source of Aqueous effluents (with contaminant in brackets) biosolid

1.		storage	tanks	for	crude	oil,	
intermediate	products,	and	final	
products

	• Wastewater	[free	oil,	emulsified	oil,	ss;	high	COD]
	• leaks,	spills,	salt	filters	(for	product	drying),	tank	cleaning
	• Wastewater	from	intermediate	product	storage:	[polysulfide,	

iron-sulfide	ss]
	• Wastewater	from	finished	product	storage:	[high	in	BOD,	

alkaline,	tetraethyl	lead]

	• tank-bottom	sediments

2.		Ballast	water	storage	(discharge	
from	tankers	shipping	
intermediate	and	final	products)

	• Ballast	waters	[organics,	e.g.,	water-soluble	alcohol,	brackish	
water,	sediments;	high	COD,	Ds]

	• Residual	fuels

3. topping/separation processes

3.1.	Crude	oil	desalter 	• Hot	salty	continuous	process	wastewater	stream	from	
desalter;	potential	thermal	pollutant	(temperature	often	
exceeds	95°C)	[emulsified	oil	(occasionally	free	oil),	H2s,	nH3,	
phenol,	sulfides,	and	ss,	leading	to	relatively	high	BOD	and	
COD	concentrations;	contains	enough	chlorides	and	other	
dissolved	materials	to	contribute	to	Ds	problems	in	discharges	
to	freshwater	bodies]

	• Crude	oil/desalter	sludge	
[iron	rust,	clay,	sand,	
water,	emulsified	oil	and	
wax,	heavy	metals]

3.2.		Crude	oil	distillation	
(atmospheric	and	vacuum)

	• Oily	sour	water	from	fractionators	[H2s,	nH3,	ss,	chlorides,	
mercaptans,	phenol]

	• spent	caustic

	• little	or	none	generated

3.2.1.		Prefractionation	and	
atmospheric	distillation	
(topping	or	skimming)

	• Process	area	wastewater	carried	over	to	prefractionation	
tower	from	desalting	process	(e.g.,	pump	glands,	area	drains)

	• none

3.2.2.		three-stage	crude	
distillation

	• Water	drawn	off	from	overhead	accumulators	before	
recirculation	or	transfer	of	HC	to	other	fractionators	[sulfides	
and	nH3	(especially	sour	crudes	processing),	oil,	chlorides,	
mercaptans,	phenols]

	• Discharge	from	oil	sampling	lines	(should	be	separable	but	
may	form	emulsions	in	sewer)

	• Oil	emulsions	formed	in	barometric	condensers	used	to	create	
reduced	pressures	in	vacuum	distillation	units	(not	with	
surface	condensers)

	• none

3.3.	thermal	cracker 	• Water	separated	from	HC	vapor	and	sent	to	sewer	system	at	
overhead	accumulator	on	fractionator

	• sour	water
	• Decking	water	(oil)
	• Process	area	wastewater	[contains	various	oils	and	fractions;	

may	be	high	in	BOD,	COD,	nH3,	phenol,	sulfides,	and	
alkalinity]

	• none

3.4.	Visbreaker 	• sour	wastewater	from	the	fractionator	[H2s,	nH3,	phenol,	ss,	
dissolved	solids]

	• little	or	none	generated

3.5.	Coker 	• Coke-laden	water	from	decoking	operations	in	delayed	cokers	
[H2s,	nH3,	ss,	cyanides]	(Note:	fluid	coking	produces	little	or	
no	effluents)

	• Coke	dust	[carbon	
particles	and	HC]	may	not	
be	a	waste	because	coke	
fines	may	be	a	product

3.6.	unsaturated	gas	plant	for	fCC	 	• sour	and	phenolic	wastewater	from	(1)	overhead	
accumulators	on	fractionators	or	gas	concentration	units	
and	(2)	steam	strippers	[high	in	oil,	ss,	sulfides,	phenols,	
cyanides,	H2s,	nH3	(produces	alkaline	wastewater	with	high	
BOD	and	COD)]

	• spent	caustic
	• Process	wastewater

	• spent	catalysts	[metals	
from	crude	oil	and	HC]

	• spent	catalyst	fines	from	
electrostatic	precipitators	
[aluminum	silicate	and	
metals]

3.7.		H2	production	plant	for	
catalytic	hydrocracker

	• sour	wastewater	from	the	fractionator	and	hydrogen	
separator

	• Process	wastewater
	• [sulfides,	ss]

	• spent	catalysts	[metals	
from	crude	oil	and	HC]

(Continued)
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tAbLe 29.2—sources and characteristics of refinery Aqueous effluents (continued)
Process unit source of Aqueous effluents (with contaminant in brackets) biosolid

4. combination/rearrangement processes

4.1.	Polymerization 	• Caustic	and	acid	wastes	[s,	mercaptans,	nH3] 	• none

4.2.		saturated	gas	plant	for	
alkylation

	• Wastewater	from	water	wash	of	reactor	HC	products	[ss,	Ds,	
H2s,	oils]

	• for	H2sO4	units:	spent	caustics
	• for	Hf	units:	water	drawn	off	from	overhead	accumulators	on	

fractionator

	• neutralized	alkylation	
sludge	(H2sO4,	HC)

4.3.	Reformer	(catalytic) 	• Process	wastewater	from	overhead	accumulator	on	stripping	
tower	for	removing	light	HC	fractions	from	reactor	effluent	
[alkaline;	high	in	oil,	ss;	low	in	H2s,	nH3,	mercaptans]

	• spent	catalysts	[metals	
and	H2]

4.4.	isomerization 	• no	major	pollutant:	sour	water	[low	in	H2s,	nH3],	chloride	salts,	
and	caustic	wash	water	[overall	low	in	phenolics,	BOD,	COD]

	• Calcium	chloride	sludge	
from	neutralized	HCl	gas

4.5.	ether	production 	• Pretreatment	wash	water	(n2	contaminants) 	• spent	catalysts	[metals]

4.6.	Catalytic	hydrotreater 	• sour	wastewater	from	fractionator	and	H2	separator	[ss,	H2s,	
nH3,	phenols]

	• spent	catalyst	fines	
[aluminum	silicate	and	
metals]

4.7.	sweetening/Merox	process 	• little	or	no	wastewater	generated 	• spent	caustics;	residual	
oil–disulfide	mixture

4.8.	sulfur	removal	(Claus	process) 	• Process	wastewater	[H2s,	nH3] 	• Hazardous	air	
emissions—H2s,	carbonyl	
sulfide	(COs),	and	carbon	
disulfide	(Cs2)

	• fugitive	solvent	emissions	
may	be	toxic	(e.g.,	
diethanolamine)

5. specialty product manufacturing

5.1.	l	ubricating	oil	manufacturing	
and	finishing	(deasphalting,	
solvent	extraction,	dewaxing)

	• steam	stripping	wastewater	[oil	and	solvents]
	• solvent	recovery	wastewater	[oil	and	propane]

	• little	or	none
	• fugitive	solvent	emissions	

may	be	toxic	[toluene,	
methyl	ethyl	ketone	
(MeK),	methyl	isobutyl	
ketone]

5.2.	Grease	manufacturing 	• Wash	water	from	batch	units	[soap,	oil]
	• little	wastewater
	• Pump	leaks	[little	oil]

	• none

5.3.	asphalt	production 	• Wastewater	[high	in	oil,	BOD,	COD;	low	in	phenol] 	• none

5.4.	Drying	and	sweetening 	• spent	caustics	[high	in	phenols,	H2s,	BOD,	COD]
	• Water	wash	of	treated	product	and	regeneration	of	treating	

solution	[low	in	oil,	treating	material]

	• none

5.5.	Blending	and	packaging 	• Wash	waters	from	washing	railroad	tank	cars	or	tankers	
before	loading	finished	products	[high	in	emulsified	oil]

	• sludges	from	finished	gasoline	storage	tanks	[high	in	lead	if	
tetraethyl	lead	is	used	as	major	additive]

	• none

5.6.	Hydrogen	production 	• Desulfurization	unit	[oil,	sulfur	compounds,	and	phenol]
	• Water	wash	for	free	carbon	removal	in	the	partial	oxidation	

subprocess

	• none

5.7.	utility	functions 	• Boiler	and	cooling	tower	blowdowns	[high	in	Ds,	ss,	
treatment	chemicals;	elevated	temperatures]

	• Waste	brine	and	sludge	
from	demineralization	and	
other	waste	treatment	
systems	[high	in	Ds,	ss,	
treatment	chemicals]

5.8.	tankage	area 	• tank	dike	area	drains
	• noncontaminated	rain	runoff

	• none

Note:	spent	caustics	refers	to	alkaline	wastes	in	the	form	of	solution.	Source:	[1,2]
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29.3.3  Monitoring, Reducing, and Controlling 
Air Pollution Caused by Refinery Products
Because	most	of	the	air	pollution	from	refineries	is	due	to	
pollutants	emitted	by	the	refining	products	when	they	are	
utilized,	a	major	effort	in	refinery	design	and	operation	is	
geared	 toward	 producing	 products	 that	 have	 a	 minimal	
effect	 on	 the	 environment.	 This	 has	 prompted	 research	
into	 refining	 technologies	 and	 product	 compositions	 that	
afford	 the	 means	 to	 alter	 the	 character	 of	 conventional	
refinery	 products	 [1,2].	 Alfke	 et	 al.	 [15]	 consolidate	 some	
of	the	major	conventional	techniques	for	producing	cleaner	
refining	 products	 that	 involve	 hydrodesulfurization	 of	
gasoline	 and	 middle	 distillates	 and	 reforming	 and	 isom-
erization	 for	 the	 production	 of	 high-octane	 components	
for	 unleaded	 gasoline,	 including	 the	 synthesis	 of	 suitable	
components	such	as	the	gasoline	additive	methyl	tert	butyl	
ether	(MTBE).

29.4 noise PoLLution in PetroLeum 
refineries
29.4.1  Refinery Sound Emissions: Sources 
and Consequences
Noise	pollution	caused	by	refineries	was	only	a	minor	issue	
in	the	past.	It	was	a	widely	accepted	practice	then	for	the	
pumps	and	compressors	to	be	installed	in	the	open	air	and	
not	 in	 enclosed	 buildings	 because	 of	 the	 flammability	 of	
petroleum	 and	 its	 products.	 Also,	 because	 refineries	 were	
smaller,	noise	emissions	from	the	units	were	relatively	low.	
In	 addition,	 the	 sound	 radiation	 from	 furnaces	 and	 the	
associated	burners	produced	relatively	low	sound	levels	in	
the	refinery	surroundings	because	of	the	compact	construc-
tion	of	the	main	process	plants.	Moreover,	the	radiation	was	
simultaneously	screened	by	low-noise	auxiliary	installations	
of	the	tank	farms	at	the	refinery’s	periphery	[15].

However,	densely	populated	areas	with	relatively	close	
distances	 between	 the	 industrial	 and	 residential	 areas	
have	 unavoidably	 given	 rise	 to	 increasingly	 serious	 noise	
pollution.	 Today,	 noise	 has	 been	 widely	 recognized	 as	 a	
major	 industrial	 and	 environmental	 problem	 in	 most	
processing	plants,	including	refineries,	because	of	the	risk	
of	hearing	loss	involved	when	workers	are	exposed	to	high	
noise	levels	[16].	Most	refinery	noise	problems	are	caused	
by	 flare	 noise	 in	 the	 event	 of	 process	 disturbances	 [15].	
Other	 major	 sources	 of	 the	 high	 noise	 levels	 in	 refineries	
can	 be	 attributed	 to	 compressors,	 fans,	 pumps,	 motors,	
steam	turbines,	gas	turbines,	furnaces,	control	valves,	and	
piping	systems	in	general.

29.4.2  Refinery Sound Emissions: 
Environmental Regulations and Reduction, 
Control, and Treatment Techniques
The	noise-generating	mechanism	for	each	piece	of	refinery	
equipment	 is	 complex,	but	 in	most	cases,	 the	noise	 levels	
can	be	reduced	to	desired	limits	through	the	implementa-
tion	of	proper	noise	control	measures.	Important	measures	
for	noise	reduction	include	the	following	considerations	in	
design	and	operations:
•	 Low-noise	burners	and	additional	noise	 insulation	on	

process	heaters	and	piping;
•	 Sound	hoods	on	driver	motors	and	turbines	of	pumps	

and	compressors;
•	 Complete	“in-housing”	that	entails	placing	all	related	

and	 relevant	 equipment	 in	 closed	 spaces;	 however,	
it	 is	 noteworthy	 that	 such	 practices	 may	 give	 rise	
to	 safety	 problems	 because	 firefighting	 is	 more	 dif-
ficult	and	the	danger	of	explosion	is	greater	in	closed	
rooms;

•	 Sound	insulation	on	control	valves;	and

tAbLe 29.3—common refinery toxicants and the corresponding reduction, control, and 
treatment techniques
toxicant source and consequence

Oil	(heavy	oil	and	
other	HC)

	• Most	problematic	pollution	in	refinery	water	effluent
	• all	refineries	exercise	most	stringent	methods	to	control	and	remove	oil	pollutants,	often	to	the	extent	

that	treated	effluent	streams	leaving	refinery	may	be	purer	than	incoming	potable	water	consumed

Phenols 	• Often	formed	in	catalytic	and	thermal	cracking
	• Highly	toxic	to	aquatic	life	(at	1–10	ppm)
	• unpleasant	taste	and	odor	to	drinking	water	(at	50–100	ppb)
	• Can	deactivate	water	treatment	units	such	as	trickle	filters	and	activated	sludge	(at	≥200	ppm)

Caustic	soda	and	
derivatives

	• solutions	containing	naOH	are	used	in	several	refinery	processes
	• some	inevitably	enter	the	wastewater	system
	• toxic	even	in	low	concentrations
	• spent	caustics	(e.g.,	sodium	sulfide)	leaving	the	processes	are	even	more	injurious

aqueous	solutions	of	
ammonium	salts

	• Most	common	are	nH4sH	and	ammonium	chloride—both	salts	are	present	in	effluent	water	from	CDu’s	
overhead	accumulator

	• However,	sulfide	salt	is	present	in	all	aqueous	effluents	from	cracking	processes	and	hydrotreaters
	• Other	ammonium	salts	also	present	in	hydrocracking	and	deep	oil	hydrotreating

acids	in	aqueous	
effluents

	• Most	common	are	from	alkylation	processes,	which	use	either	Hf	or	H2sO4

	• in	some	isomerization	processes,	HCl	is	used	to	promote	the	aluminum	chloride	catalyst
	• in	certain	older	processes,	sO2	is	used	to	remove	aromatics
	• typically	leaves	refineries	as	dilute	H2sO4	effluent

Ketones,	furfural,	
and	urea

	• used	in	lube	oil	refining
	• MeK	and	urea	are	used	in	dewaxing	processes;	furfural	in	extraction	processes	for	finished	lube	oil	stock
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tAbLe 29.4—Qualitative evaluation of refinery Wastewater flow and characteristics

source of waste flow
free
oil

emulsified
oil bod cod Phenol sulfide Ammonia chloride

suspended
solids ph temperature Acidity Alkalinity

Crude	oil	and	
product	storage

             

Crude	desalting              

Crude	distillation              

thermal	cracking              

Catalytic	cracking              

Hydrocracking              

Polymerization              

alkylation              

isomerization              

Reforming              

solvent	refining              

asphalt	blowing              

Dewaxing              

Hydrotreating              

Drying	and	
sweetening

             

Note:		=	major	contribution,		=	moderate	contribution,		=	minor	contribution,	 =	insignificant.	Source:	table	modified	after	[2].	information	also	from	[9].
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708	 PetroLeum refining And nAturAL gAs Processing

•	 Low-noise	 flare	 stack	 tips	 for	 elevated	 flares	 or	 addi-
tional	ground	flares.
A	noise	 reduction	by	10	dB(A)	 (that	 is,	 a	 reduction	of	 the	

observable	noise	level	by	approximately	one	half)	may	be	possi-
ble	depending	on	the	specific	refinery,	its	existing	noise	abatement	

measures,	and	the	state	of	 the	art,	although	such	an	effort	will	
usually	 involve	 considerable	 expenditure.	 Nonetheless,	 because	
of	the	growing	environmental	awareness	among	the	public	and	
stricter	 legislation	 requirements,	 further	 measures	 ought	
to	be	implemented	in	the	future	to	reduce	sound	emissions	[15].

figure 29.2—schematic	diagram	indicating	representative	sources	of	biosolids	in	refinery	wastewater	treatment	systems,	which	
include	floats	from	dissolved	air	flotation,	induced	air	flotation	units,	and	pond	and	tank	sediments.	all	of	these	wastes	except	
activated	sludge	are	classified	as	hazardous	wastes	because	of	their	oil	contents.	Source:	figure	based	on	[3].

figure 29.1—schematic	diagram	indicating	representative	sources	of	aqueous	effluents	in	overall	refinery	systems.	note	that	most	
biosolids	from	refineries	are	considered	hazardous	wastes	in	the	united	states.	Source:	figure	based	on	[3].
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With	increasing	awareness	of	the	noise	problem	and	its	
effect	on	the	general	public,	regulations	on	noise	standards	
have	been	adopted	in	many	countries	throughout	the	world.	
In	 the	 United	 States,	 the	 Occupational	 Safety	 and	 Health	
Act	(OSHA)	of	1970	(29	CFR	1910.95)	and	the	Noise	Control	
Act	of	1972	and	its	later	amendments	have	served	as	basic	
guidelines	 for	 noise	 control	 requirements.	 The	 former	
(OSHA)	contains	 the	maximal	permissible	 sound	pressure	
levels	 for	each	daily	 time	of	exposure.	The	 latter,	adminis-
tered	by	EPA,	is	intended	to	establish	federal	noise	emission	

standards.	 It	 serves	as	a	broader	scope	of	coordinating	all	
noise	control	 efforts	and	places	 the	primary	 responsibility	
for	noise	control	on	the	states	(in	the	United	States).

29.5 environmentAL mAnAgement of 
PetroLeum refineries
29.5.1  Environmental Impact Assessment Study 
of Petroleum Refining Industry
In	general,	an	environmental	impact	assessment	(EIA)	is	a	
study	of	the	implied	environmental	impacts	of	a	new	facility	

tAbLe 29.5—environmental regulations on refinery Wastewater discharge and the 
corresponding reduction, control, and treatment techniques

category of regulation (in united states)
reduction, control, and 
treatment technique example of technique

1.	 	effluent	limitations	for	industrial	point	
source	on	significant	wastewater	
constituents	that	are	based	on	water	
quality	impact	and	treatability	in	
conventional	treatment	systems
	• e.g.,	ePa’s	effluent	Guidelines	

and	standards	for	the	Petroleum	
Refining	industry	under	40	CfR	
Part 419	(May	9,	1974)

(Note:	“point	source”	refers	to	water	
pollution	sources	or	dischargers	that	
can	be	collected	and	routed	in	pipes	or	
channels,	e.g.,	industrial	and	municipal	
effluents)

In-plant source control:	Onsite	
processes	for	reducing	overall	
pollutant	load	for	subsequent		
end-of-pipe	treatment	before	
discharge

	• Good	housekeeping
	• Process	modifications
	• Wastewater reuse–recycle:	effective	strategy	for	

reducing	overall	pollutant	loadings	but	water	
quality	is	critical—contaminants	present	must	
be	compatible	with	reuse	(i.e.,	contaminant	
concentrations	must	not	be	greater	than	level	
permissible	for	reuse)

2.	 	Pretreatment	discharge	requirements
	• e.g.,	ePa’s	effluent	Guidelines	

and	standards	for	the	Petroleum	
Refining	industry	under	40	CfR	
Part 419

Segregation and pretreatment:
	• Reduces	or	eliminates	a	

pollutant	before	it	is	diluted	
in	main	WWt	stream

	• Provides	opportunity	for	
material	recovery

	• first	step	is	segregation	
of	major	WWt	streams	to	
implement	distributed	WWt	
treatment	system

	• sour	water	stripping
	• spent	caustic	neutralizers
	• spent	caustic	oxidizers
	• Ballast	water	separation
	• slop	oil	treatment

3.	 	effluent	limitations	for	certain	bodies	
of	effluent-receiving	waters	that	
are	based	on	water-quality-limiting	
segments
	• e.g.,	ePa’s	Public	law	92-500

End-of-pipe treatment:	final	
stage	for	meeting	regulatory	
discharge	requirements	and	
for	protection	of	stream	water	
quality

	• aPi	separators	or	other	similar	oil–water	
separating	devices

	• secondary	treatment,	e.g.,	chemical	coagulation;	
filtration;	trickling	filter;	dissolved	(Daf)	and	
induced	(iaf)	air	flotation;	aerators	(e.g.,	aerated	
lagoon);	equalization;	parallel	and	corrugated	
plate	separation/interception;	waste	stabilization	
pond;	activated	sludge;	rotating	biological	
contactor;	activated	carbon	adsorption

	• Advanced treatment processes:	Control	of	whole	
effluent	toxicity,	cyanide	control,	heavy	metals	
removal

	• Treatment modifications due to newer 
regulations:	Primary	sludge	listing;	revised	
toxicity	characteristics	(tC)	rule;	national	emission	
standards	for	Hazardous	air	Pollutants	(nesHaP)	
for	benzene

	• Treatment for reuse–recycle and zero discharge:
	• involves	reclaim,	reuse,	and	recycle	of	water	

for	cooling,	steam	generation,	and	process	
use

	• Main	obstacle	of	zero	liquid	discharge:	
generation	of	large	amount	of	solid	waste,	
mostly	salt	from	wastewater

Source:	table	data	modified	after	[3,12–14].
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710	 PetroLeum refining And nAturAL gAs Processing

tAbLe 29.6—sources of refinery Atmospheric emissions and the corresponding reduction, 
control, and treatment techniques
type of 
emission source Air Pollutant reduction, control, and treatment technique

Process	vents Sulfur recovery units:	sulfur	
removal	process	(Claus	process)	
and	sulfur	storage	pit

sO2 	• Claus	plants	for	sulfur	recovery	from	H2s	followed	
by	fine	purification

	• subsurface	tiled	pit	for	storing	liquid	sulfur	
product	from	sulfur	plant	(which	is	covered	by	
concrete	or	other	suitable	slabs)	are	sealed	to	
prevent	emission	of	sO2	that	is	always	present	
above	liquid	sulfur

	• accumulated	sO2	is	normally	vented	off	to	a	small	
bullet	partially	filled	with	water

	• H2sO4	formed	is	either	used	for	caustic	
neutralization	or	sold	to	other	users

	• During	manufacturing,	e.g.,	
from	chemical	reactions

	• fugitive	emissions	from	
visbreaker	and	catalytic	
reformer

	• spent	catalyst	regeneration	
in	catalytic	reformer	and	
fCC	(the	latter	in	exit	stack	
of	steam	strippers	and	CO	
boilers	due	to	disruption	
caused	by	air	surges)

	• saturated	gas	plant	for	
alkylation

	• isomerization
	• sweetening	in	Merox	process

fuel	gas,	H2s,	nH3,	sOx	
(sO2),	nOx,	HC,	CO,	
VOC,	and	fine	catalyst	
particulates

fCC	emissions	can	be	reused	by	burning	CO	and	
volatiles	as	boiler	fuel;	gases	are	then	passed	through	
electrostatic	precipitator	or	cyclone	separator	to	
remove	particles

Combustion fuel	burning	including	for	
electricity	generation

CO2 a	wide	variety	of	measures	depending	on	type	of	fuel

equipment	
leaks

leaking	involving	valves,	pumps,	
seals,	packing,	pressure	relief	
valves,	piping	joints,	poorly	
maintained	flanged	joints	and	
control	valves,	and	other	process	
devices	throughout	refinery

VOC	(e.g.,	nH3,	
benzene,	toluene,	
propylene,	xylene)

leak	detection	and	repair	program

storage	tanks	
for	crude	oil,	
intermediate	
products,	and	
final	products	
that	are	open	
or	poorly	
ventilated

	• During	transfer	of	crude	oil	
and	products

	• filling	facilities	of	railcars	
and	road	tankers

	• ship	loading	and	unloading	
facilities	in	the	jetty	area

	• lPG	loading

	• Major	source	of	
VOC

	• HC	(evaporation)

	• HC	vapor	recovery	systems	for	storage	and	loading	
of	volatile	products

	• Properly	installed	floating	roofs	and	floating	
covers	in	storage	tanks

	• extension	of	closed	inert	gas	circulating	system	
to	all	fixed	roof	tanks	as	inert	blanket	prevents	
VOC	emission	during	filling	(Note:	inert	blanket	
is	often	required	in	intermediate	tanks	for	which	
the	contents	are	feed	for	processes	needing	to	
eliminate	O2)

	• float	make-or-break	valves	of	the	spheres	and	
bullets	on	the	refinery	fuel	gas	main	of	lPG	
storage	are	floated

	• Automatic shutoff on loading arm nozzles at 
loading facilities (similar to those in public filling 
stations):	Operates	using	a	level	sensitive	device	
that	closes	filling	valve	at	prescribed	filling	level	
in tank

	• Flash recycle system:	Route	flashed	lPG	vapor	
under	pressure	control	to	compressor	and	cooler	
assembly	where	it	is	liquefied	and	returned	to	
lPG	feed	stream	(system	continues	to	operate	
throughout	loading	activity,	acting	as	loading	
relief	system)

(Continued)
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tAbLe 29.6—sources of refinery Atmospheric emissions and the corresponding reduction, 
control, and treatment techniques (continued)
type of 
emission source Air Pollutant reduction, control, and treatment technique

Wastewaters 	• fugitive	emissions	from	
tanks,	treatment	ponds,	
sewer	system	drains

	• treatment	of	oil–water	
separators

	• Cooling	water	towers

H2s,	nH3,	and	light	HC 	• Drainage	to	wastewater	treatment	plants
	• Closed	sampling	systems,	laboratory	analysis,	and	

online	instruments	for	pollutant	measurement	in	
air	and	wastewater

flue	gas	or	
stack	gas	or	
process	tail	gas	
from	heaters	
and	furnaces	
(fired	heaters)

	• Crude	oil	desalter
	• Crude	oil	distillation	

(atmospheric	and	vacuum)
	• thermal	cracker
	• Coker
	• fCC
	• H2	production	plant	for	

catalytic	hydrocracker
	• Catalytic	reformer
	• isomerization
	• Catalytic	hydrotreater
	• lubricating	oil	

manufacturing	and	finishing	
(deasphalting,	solvent	
extraction,	dewaxing)

sOx	(especially	sO2) 	• Reduce	sOx	and	nOx	emissions from	refinery	
furnaces

	• Reduce	sulfur	content	of	fuel	oil	to	permissible	
levels	for	flue	gas	emitted	when	burnt	in	fire	box

	• Blend	with	hydrotreated	middle	distillate	streams	
(gas	oil	or	kerosine)	to	reduce	total	stream	sulfur

	• Customize	planning	and	scheduling	of	operations	
to	fuel	criteria

nOx 	• Optimize	minimal	excess	air	required	for	proper	
heater	operation

	• Optimize	heater	fire	box	geometry	to	lower	or	at	
least	maintain	required	excess	air	criteria

	• use	low	nOx	burners
	• Design	stack	height	to	ensure	that	emission	fallout	

avoids	populated	areas
	• Common	refinery	engineering	practice	now	is	to	

use	computer	simulation	programs	that	define	
contour	maps	(i.e.,	fallout	contours	at	ground	level	
distances	from	fired	heater	stacks)	in	layout	studies	
during	design	stages	for	locating	process	units	and	
fired	heaters	on	plant	site

CO,	HC,	particulates,	
HCl	(possible	in	fuel	gas	
from	isomerization)

flue	gas	from	
boilers

	• isomerization
	• ether	production

CO,	sOx,	nOx,	HC,	and	
particulates

Particulate	
emissions

Coker	(during	decoking) Particulates

steam	ejector Vacuum	distillation	unit HC,	sO2 Closed	systems	for	discharge	of	HC	gases	(via	a	flare)

Breakdown	
of	protection	
equipment

fCC	particularly	cyclone	
separators	located	in	critical	
areas	(e.g.,	at	reactor	outlet	and	
regenerator	flue	gas	outlet)

sO2,	CO,	particulates shutdown	for	repair

flare	and	
incinerator

sulfur	removal	(Claus	process) HC Closed	systems	for	discharge	of	HC	gases	(via	a	flare)

fugitive	solvents	
and	fugitive	
propane

lubricating	oil	manufacturing	
and	finishing	

HC Closed	systems	for	discharge	of	HC	gases	(via	a	flare)	
and	liquids

acid	gas	from	
sour	gases	
treating

Drying	and	sweetening High	in	H2s flared,	burned,	or	processed	for	elemental	sulfur	
recovery

Partial	
oxidation

Hydrogen	production CO2

Draining	of	
bottoms	from	
road	tankers	
and	railcars

slop	system VOC 	• steam	out	facilities	on	vessels	carrying	heavy	
petroleum	cuts

	• Route	vents	to	flare	header

Note: VOC	refers	to	chemicals	such	as	nH3,	benzene,	toluene,	propylene,	xylene,	methylene	chloride,	and	methyl	chloroform.	n.a.	indicates	that	no	
information	is	available	in	the	open	literature	regarding	a	probable	reduction,	control,	and	treatment	technique.	Source:	table	data	modified	after	[1,2].
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tAbLe 29.7—other major refinery Air Pollutants

refinery Air Pollutant
source (include refinery 
products) health effect environmental effect Property damage

smog	formers	and	VOC 	• Rail	and	road	tanker	
filling	facilities

	• ship	loading	and	
unloading	facilities	in	
jetty	area

	• Product	loading	
facilities

	• tank	farm
	• Handling	of	light	HC	

streams	(e.g.,	lPG	
loading)

	• fuels	burning	(e.g.,	
gasoline,	oil,	wood	
coal,	natural	gas);	
cars	and	other	motor	
vehicles;	solvents;	
paint	glues;	certain	
products	used	at	
work	or	at	home

serious	illness	
(e.g., cancer)

	• Reduce	visibility
	• Damage	plants	and	

trees	(caused	by	
formaldehyde	and	
ethylene)

—

acid	rain	(encompasses	
acid	snow,	acid	fog	or	
mist,	acid	gas,	and	acid	
dust)

Heavy	HC	burning	
(e.g., fuel	oils)

Breathing	and	lung	
problems	(especially	to	
asthmatics)

	• Damage	plants,	
animal	life,	and	lakes

	• Hazy	skies

eats	away	at	stone	
buildings	and	statues

Ozone	(ground-level	
ozone	is	principal	
component	of	smog)

Chemical	reactions	of	
pollutants;	VOC;	nOx

Breathing	problems;	
reduced	lung	function;	
asthma;	eye	irritation;	
stuffy	nose;	reduced	
resistance	to	colds	
and	other	infections;	
accelerated	aging	of	
lung	tissue

similar	to	smog Damage	rubber,	fabrics,	
etc.

nitrogen	dioxide		
(nO2;

	a	type	of	nOx);	
smog-forming	chemicals

fuel	burning;	cars	
(especially	nO2)

lung	damage;	illnesses	
of	respiratory	system	
(breathing	passages	and	
lungs)

Damage	trees	and	lakes	
(it	is	an	ingredient	of	
acid	rain	[acid	aerosols]);	
reduced	visibility

acid	aerosols	can	eat	
away	stone	used	on	
buildings,	statues,	
monuments,	etc.

CO fuel	burning Reduced	ability	of	blood	
to	bring	O2	to	body	cells	
and	tissues;	particularly	
hazardous	to	people	
with	heart/circulatory	
(blood	vessel)	problems	
and	damaged	lungs/
breathing	passages

impair	transport	of	O2	in	
plants	and	animals	even	
at	low	concentrations

little	effect

Particulate	matter		
(e.g.,	dusts,	smoke,		
soot,	ashes)

fuel	burning	(e.g.,	
wood,	diesel);	industrial	
plants;	agriculture	
(plowing,	burning	off	
fields);	unpaved	roads

nose	and	throat	
irritation;	lung	damage;	
bronchitis;	early	death

Main	cause	of	haze—
reduced	visibility

Dirty	and	discolor	
structures	and	other	
property	(e.g.,	clothes,	
furniture)

lead leaded	gasoline	(being	
phased	out);	paint	
(houses,	cars);	smelters	
(metal	refineries);	
manufacture	of	lead	
storage	batteries

Damaged	brain	and	
other	nervous	system	
components;	children	
are	at	particular	risk;	
cancer	in	animals;	
digestive	and	other	
health	problems

Harm	wildlife Blood

CO2	(Note:	not	
monitored	by	ePa	or	
Caa)

Combustion Climate	change

Source:	table	data	modified	after	[2].
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or	operation.	In	the	context	of	the	refining	industry,	the	pri-
mary	purpose	of	an	EIA	is	to	evaluate	the	potential	effect	of	
constructing	a	new	or	grass-root	refinery	project	to	assure	
the	 stakeholders	 that	 the	 environment	 will	 not	 be	 unduly	
threatened	by	the	refinery	development	project.	EIAs	have	
become	 common	 requirements	 for	 financial	 institutions,	
government	agencies,	and	other	stakeholders	involved	in	a	
large-scale	project	such	as	a	new	oil	refining	facility	[17].	It	
can	be	extremely	effective	in	ensuring	the	minimization	of	
environmental	impacts	on	the	community	in	the	most	cost-
effective	manner.	It	also	serves	to	ensure	that	the	industry,	
government,	and	local	community	channels	of	communica-
tion	are	opened	and	remain	established	throughout	the	life	
of	a	refinery	project	[18].	These	goals	are	accomplished	via	
the	public	documents,	which	typically	constitute	EIAs,	that	
incorporate	 the	 following	 aspects	 in	 detail:	 (1)	 a	 descrip-
tion	and	scope	of	the	project,	(2)	all	relevant	environmental	
regulatory	requirements,	(3)	a	study	and	documentation	of	
existing	environmental	conditions,	(4)	a	description	of	any	
potential	environmental	impacts	of	a	project,	(5)	plans	and	
programs	 to	 manage	 and	 mitigate	 the	 potential	 environ-
mental	 impacts,	 (6)	a	monitoring	plan	to	ensure	compli-
ance	 with	 these	 environmental	 management	 programs,	
and	 (7)	 establishment	 of	 communications	 channels	 with	
government	agencies	and	the	community	[19].

29.5.2  Life Cycle Impact Assessment for 
Petroleum Refining Products
The	concept	of	life	cycle	assessment	(LCA)	serves	to	evalu-
ate	 the	 environmental	 effects	 associated	 with	 any	 given	
activity	 from	 the	 initial	 gathering	 of	 raw	 material(s)	 from	
the	Earth	until	the	point	at	which	all	residuals	are	returned	
to	 the	 Earth.	 In	 the	 case	 of	 the	 oil	 refining	 industry,	 an	
example	 of	 LCA	 involves	 a	 study	 on	 the	 life	 cycle	 of	 the	
product	 kerosine	 that	 spans	 the	 oil	 exploration,	 develop-
ment,	and	production	stage	to	the	stage	in	which	it	is	used	
in	a	commercial	jet	aircraft	[20].	This	particular	work	uses	
the	LCA	approach	of	Eco-indicator	95	by	PRé	Consultants,	
which	is	the	predecessor	version	of	the	popular	LCA	method	
of	Eco-indicator	99	[21].

Life	cycle	impact	assessment	(LCIA)	is	a	part	of	LCA	that	
evaluates	the	combined	environmental	effect	of	pollutants	of	
different	events	of	an	activity	on	the	basis	of	inventory	analy-
sis.	Using	the	LCIA	approach,	a	single	potential	environmental	
impact	(PEI)	score	for	a	refinery	operation	can	be	determined.	
Such	 a	 PEI	 score	 represents	 the	 environmental	 deteriora-
tion	 considering	 all	 of	 the	 relevant	 pollutants	 and	 all	 types	
of	impacts.	It	can	also	be	used	to	optimize	design	configura-
tions	 of	 new	 refineries	 to	 minimize	 environmental	 effects.	
This	unique	score	holds	the	potential	of	being	established	as	
a	benchmark	by	 the	regulatory	bodies	 for	 the	 limit	value	of	
pollution	 by	 the	 refining	 industry	 (or	 any	 industry	 for	 that	
matter).	This	numerical	PEI	value	can	ultimately	be	used	for	
comparison	among	different	industries;	hence,	it	can	be	uti-
lized	for	 improving	environmental	compliance	of	 the	multi-
tude	of	processes	involved	in	oil	refining	[5].	An	example	of	an	
LCIA	method	is	ReCiPe	2008,	also	by	PRé	Consultants	[22].

29.5.3  CO2 Management in Petroleum 
Refineries
CO2	 emissions	 from	 refineries	 account	 for	 approximately	
4	%	of	the	global	CO2	emissions,	close	to	1	billion	t	of	CO2	
per	 year.	 This	 places	 the	 refining	 sector	 as	 third	 among	

stationary	CO2	producers,	after	the	power	generation	sector	
and	the	cement	industry.	With	increasingly	stringent	envi-
ronmental	regulations,	oil	refining	is	likely	to	be	featured	in	
any	legislation	aimed	at	curbing	CO2	emissions,	especially	
because	 legislators	 tend	 to	 group	 refining	 with	 power	
generation	and	other	stationary	CO2	sources	[23].	Table	29.8	
provides	 a	 breakdown	 of	 CO2	 emissions	 in	 percentages	
according	to	oil-refining-related	activities.

Concurrently,	 refineries	 are	 facing	 many	 new	 and	
challenging	situations,	including	such	trends	as
•	 Increased	 markets	 for	 heavy	 crude	 oils	 that	 have	

resulted	 in	 increased	 use	 of	 and	 heightened	 capacity	
demand	for	conversion	units,	particularly	hydrocrackers	
and	 FCCs,	 and	 consequently,	 a	 need	 to	 increase	 the	
associated	hydrogen	consumption;	and

•	 Clean-fuel	legislation	that	enforces	reduction	of	sulfur	
content	 in	 fuel	 products	 for	 the	 production	 of	 ultra-
low	sulfur	(ULS)	gasoline	and	diesel	fuels,	which	again	
require	a	greater	amount	of	hydrogen	[25].
Thus,	 the	 world	 refining	 industry	 must	 deal	 with	

tradeoffs	 between	 emissions	 of	 pollutants	 with	 global	
effects	(in	the	former	because	of	the	increased	energy	use	
at	 refineries	 to	 remove	 contaminants	 from	 oil	 products)	
and	emissions	of	pollutants	with	local	effects	(in	the	latter	
because	of	fuel	specifications).	The	overall	issue	becomes	
compounded	because	hydrogen	production	is	often	a	large	
source	of	CO2	emissions	from	refineries.	For	example,	the	
enforced	 reduction	 in	 the	 sulfur	 content	 of	 diesel	 and	
gasoline	between	2002	and	2009	has	increased	the	energy	
use	 of	 Brazil’s	 refining	 industry	 by	 approximately	 30	 %,	
with	a	similar	pattern	observed	in	its	CO2	emissions	[26].

Nonetheless,	there	are	real	economic	benefits	to	refiner-
ies	for	adopting	a	CO2	management	and	reduction	strategy,	
primarily	 the	economic	gains	 through	conventional	mea-
sures	 involving	 energy	 conservation	 and	 CO2	 utilization.	
Phillips	 [24]	 advocates	 the	 use	 of	 gasification	 technology	
for	 relatively	 easy	CO2	 capture	 in	 a	 single	 site	by	utilizing	
a	 relatively	 simple	 amine-based	 scrubbing	 technology	 that	
produces	hydrogen	in	the	form	of	syngas	and	that	enables	
destruction	 of	 low-value	 heavy	 crude	 residues	 in	 addition	
to	other	 environmental	benefits.	On	 the	basis	of	 the	 same	
premise,	 potentially	 promising	 technology	 options	 include	
the	 development	 of	 CO2	 treatment	 processes	 using	 non-
hydrogen-consuming	 techniques.	Table	 29.9	discusses	 the	
reduction,	control,	and	treatment	techniques	for	major	CO2	
emission	sources	from	refineries.

There	are	also	incentives	to	be	reaped	through	partici-
pation	in	the	emerging	cap	and	trade	market	of	the	carbon	

tAbLe 29.8—co2 emissions from 
oil-refining-related Activities

co2 emission source
Percentage of co2 
emission (%)

Oil	products	and	combustion 91.72

Oil	refining	processes 4.95

Crude	oil	transportation	(shipping) 2.29

Oil	products	distribution	(shipping) 1.03

Source:	table	data	modified	after	[24].
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emissions	trading	scheme,	as	provided	under	the	execution	
of	 the	 Kyoto	 Protocol.	 Such	 participations	 are	 particularly	
advantageous	 simply	 because,	 on	 average,	 the	 costs	 of	
CO2	capture	or	removal	 in	refineries	on	the	basis	of	avail-
able	 amine-based	 technology	 is	 approximately	 3–4	 times	
higher	 than	 current	 trading	 values	 of	 carbon	 emission	
credits.	The	accord	also	provides	 two	other	cost-effective	
project-based	means	for	achieving	CO2	emissions	targets:	Joint	
Implementation	 (JI)	 and	 Clean	 Development	 Mechanism	
(CDM).	Other	spillover	benefits	from	using	a	formal	program	
for	CO2	capture	and	sequestration	include	the	upholding	of	
corporate	social	responsibility	(CSR)	for	an	organization.

29.5.4  Ongoing Environmental Management 
Initiatives in the Petroleum Industry
In	 2003,	 the	 API	 members	 established	 the	 API	 Climate	
Challenge	 Programs	 to	 develop	 rigorous	 industry-wide	
tools	and	procedures	for	estimating	and	tracking	emissions	
and	 to	 reduce	 emissions	 through	 increased	 energy	 effi-
ciency,	use	of	alternative	energy,	and	development	of	new	
technologies	 for	 the	elimination	or	 sequestration	of	emis-
sions	[1].	As	part	of	the	program,	member	refiners	commit-
ted	 to	 improving	 their	energy	efficiency	by	10	%	between	
2002	and	2012	 [29].	Members	have	also	established	clean	

water	 committees	 that	 collaborate	 with	 industry,	 govern-
mental,	and	other	groups	to	address	a	broad	range	of	water	
quality	issues,	including	biomonitoring	research,	produc-
tion	effluent	guidelines,	soil	or	groundwater	research,	and	
emergency	preparedness	and	response	 [30].	Recently,	API	
has	provided	a	suite	of	tools	for	the	estimation,	accounting,	
and	reporting	of	emissions	comprising	(1)	a	compendium	
of	 methodologies	 [31],	 (2)	 software	 that	 was	 originally	
developed	 by	 Chevron	 Corporation	 with	 Battelle’s	 assis-
tance	[32],	and	(3)	a	set	of	guidelines	jointly	developed	with	
the	 International	Petroleum	Industry	Environmental	Con-
servation	Association	(IPIECA)	and	the	International	Asso-
ciation	of	Oil	and	Gas	Producers	[33].	With	the	emergence	
of	 mandatory	 reporting	 programs	 and	 economic	 instru-
ments	 that	 rely	 on	 precise	 knowledge	 of	 GHG	 emissions	
(and	 emission	 reductions),	 a	 supplementary	 publication	
[34]	 is	 provided	 to	 address	 measurement	 uncertainty	 and	
statistical	calculation	methods.

29.6 concLusions
As	society	matures	and	industry	moves	forward	in	the	mod-
ern	era,	it	is	foreseeable	that	environmental	considerations	
will	continue	to	increasingly	assume	the	central	stage	in	the	
drive	 to	 pursue	 sustainable	 development.	 Hence,	 to	 arrive	
at	 informed	 decision-making	 in	 using	 the	 appropriate	
initiatives	 to	 tackle	 the	 multifarious	 environmental	 issues	
of	 pollution	 and	 climate-change-inducing	 emissions,	 it	 is	
vital	for	refiners	to	understand	the	fundamental	aspects	of	a	
particular	type	of	pollution,	which	encompass	the	sources,	
characteristics,	and	consequences	of	 the	three	major	 types	
of	 pollution	 affecting	 the	 industry,	 namely	 water,	 air,	 and	
noise,	and	the	associated	legal	regulations.	With	that,	strate-
gies	on	suitable	monitoring,	reduction,	control,	and	treatment	
techniques	 can	 be	 formulated	 in	 devising	 a	 framework	 of	
approaches	 and	 measures	 for	 an	 effective	 and	 efficient	
refinery	 environmental	 management	 program.	 Ultimately,	
these	environmental	 issues	of	multiple	origins	ought	 to	be	
addressed	 via	 an	 integrated	 systems	 approach	 rather	 than	
as	separate	problems.

APPendix

tAbLe 29.10—u.s. federal and state 
Legislation requirements Affecting the 
environmental impacts of the refining 
industry
	• Clean	Water	act	(CWa)
	• safe	Drinking	Water	act

	• Clean	air	act	1963
	• Clean	air	act	of	1970	(Caa)	and	regulations
	• Clean	air	act	amendments	of	1977	and	1990	(Caaa)	and	

regulations	thereunder
	• Clear	skies	act	of	2003

	• Resource	Conservation	and	Recovery	act	(RCRa)
	• superfund:	Comprehensive	environmental	Response,	

Compensation,	and	liability	act	(CeRCla)
	• emergency	Planning	and	Community	Right-to-Know	

(ePCRa)
	• Occupational	safety	and	Health	act	(OsHa)
	• toxic	substances	Control	act	(tsCa)
	• Oil	Pollution	act
	• spill	Prevention	Control	and	Countermeasure	Plans

tAbLe 29.9—major co2 emission sources 
from refineries and the corresponding 
reduction, control, and treatment 
techniques

source of co2 emission
reduction, control, and 
treatment technique

Onsite	H2	production	
for	numerous	refining	
processes

Optimization	of	H2	required	
for	hydrocracking	and	catalytic	
cracking	reactions

Coke	burning	from	fCC	
regenerator

Process	changes	involving
	• Coke (concarbon) 

management:	Minimize	
coke	yield	while	maintaining	
product	slate

	• Capacity management:	
(1)	reduce	unit	capacity	and	
(2)	separate	feedstock	into	
high-coke	and	low-coke	
yields

	• use	alternative	hydrocracking	
technologies

utilities	for	onsite	
production	of	steam	and	
electricity

Optimization	of	utility	use

fuels	burning	in	furnaces	
and	utility	boilers	to	
provide	heat	for	separation	
of	liquid	feed	and	
processes	such	as	reforming	
and	cracking

fuel	replacement	for	the		
dirtier	heavy	high-sulfur		
fuel	oil	by	opting	for	the	
cleaner	energy	sources	of	
natural	gas	and	H2-rich	fuel	
(although	conceptually	
acceptable,	this	is	an	arguably	
expensive	and	perhaps	even	
impractical	measure	to	
implement)

Sources:	[23,25,27,28]

AST-MNL58-11-0801-029.indd   714 3/12/13   4:00 PM

 



	 CHaPteR	29					n					environmentAL issues reLAted to the PetroLeum refining industry	 715

references
[1]	U.S.	Department	of	Energy,	Energy and Environmental Profile 

of the U.S. Petroleum Refining Industry,	 Energetics	 Incorpo-
rated,	Columbia,	MD,	2007.

[2]	Jones,	 D.S.J.,	 “Environmental	 Control	 and	 Engineering	 in	
Petroleum	Refining,”	in	Jones,	D.S.J.,	and	Pujadó,	P.R.,	Eds.,	
Handbook of Petroleum Processing,	Springer,	Dordrecht,	The	
Netherlands,	2006,	pp.	611–673.

[3]	Wong,	 J.M.,	 and	 Yung-Tse,	 H.,	 “Treatment	 of	 Oilfield	 and	
Refinery	 Wastes,”	 in	 Wang,	 L.K.,	 Hung,	 Y.T.,	 Lo,	 H.H.,	 and	
Yapijakis,	 C.,	 Eds.,	 Handbook of Industrial and Hazardous 
Wastes Treatment,	2nd	ed.,	Marcel	Dekker,	New	York,	2004.

[4]	Nemerow,	N.L.,	 and	Agardy,	F.J.,	Strategies of Industrial and 
Hazardous Waste Management,	Van	Nostrand	Reinhold,	New	
York,	1998,	pp.	491–499.

[5]	Dutta,	 A.,	 Dikshit,	 A.K.,	 Ray,	 S.,	 and	 Bandyopadhyay,	 M.,	
“Environmental	Impact	Assessment	and	Its	Minimization	in	a	
Refinery	Using	Life	Cycle	Impact	Analysis	Approach,”	Int. J. 
Life Cycle Assess.,	Vol.	7,	2002,	pp.	185–186.

[6]	Management of Residual Materials: 1995—Petroleum Refining 
Performance,	API	Publication	No.	339,	API,	Washington,	DC,	
1997.

[7]	The Generation and Management of Residual Materials: 1991—
Petroleum Refining Performance,	API	Publication	No.	329,	API,	
Washington,	DC,	1994.

[8]	Wong,	 J.M.,	 “Hazardous	 Waste	 Minimization	 (SB	 14)	 in	
California	 Petroleum	 Refineries,”	 in	 Proceedings of the 50th 
Purdue International Waste Conference,	 Chelsea,	 MN,	 Lewis	
Publishers,	1993.

[9]	Ford,	D.L,	“Water	Pollution	Control	in	the	Petroleum	Industry,”	
in	 Azad,	 H.S.,	 Ed.,	 Industrial Wastewater Management Hand-
book,	McGraw-Hill,	New	York,	1976.

[10]	McLaughlin,	L.A.,	McLaughlin,	H.S.,	and	Groff,	K.A.,	“Devel-
op	 an	 Effective	 Wastewater	 Treatment	 Strategy,”	 Chem. Eng. 
Prog.,	September,	1992,	pp.	34–42.

[11]	Galan,	B.,	and	Grossmann,	I.E.,	“Optimal	Design	of	Distributed	
Wastewater	 Treatment	 Networks,”	 Ind. Eng. Chemistry Res.,	
Vol.	37,	1998,	pp.	4036–4048.

[12]	Wong,	 J.M.,	 “Petrochemicals,”	 Water Environ. Res.,	 Vol.	 71,	
1998,	pp.	828–833.

[13]	Ortolano,	 L.,	 Environmental Regulation and Impact Assess-
ment,	Wiley,	New	York,	1997.

[14]	Sittig,	M.,	Petroleum Refining Industry Energy Saving and Envi-
ronmental Control,	 Noyes	 Data	 Corporation,	 Park	 Ridge,	 NJ,	
1978.

[15]	Alfke,	G.,	Irion,	W.W.,	and	Neuwirth,	O.S.,	“Oil	Refining,”	 in	
Elvers,	B.,	Ed.,	Handbook of Fuels: Energy Sources for Trans-
portation,	Wiley,	Weinheim,	Germany,	2008.

[16]	Celly,	 J.,	and	Zambrano,	 J.,	 “Hearing	Loss:	A	Case	Study	on	
the	Burden	of	the	Oil	Industry,”	Paper	SPE	111613	presented	
at	the	2008 SPE International Conference on Health, Safety, and 
Environment in Oil and Gas Exploration and Production,	Nice,	
France,	April	15–17,	2008.

[17]	Environmental Assessment Source Book Volume 3: Guideline 
or Environmental Assessment of Energy and Industry Projects,	
World	Bank,	Geneva,	Switzerland,	1996.

[18]	United	Nations	Environmental	Program,	Environmental Impact 
Assessment Manual,	2nd	ed.,	Earthprint	Publisher,	Stevenridge,	
UK,	2002.

[19]	Mohamed,	 L.,	 and	 Al-Thukair,	 A.A.,	 “Environmental	 Assess-
ments	in	the	Oil	and	Gas	Industry,”	Water, Air, Soil Pollut.,	Vol.	
9,	2009,	99–105.

[20]	Koroneos,	C.,	Dompros,	A.,	Roumbas,	G.,	and	Moussiopoulos,	
N.,	“Life	Cycle	Assessment	of	Kerosene	Used	in	Aviation,”	Int. 
J. Life Cycle Assess.,	Vol.	10,	2005,	pp.	417–424.

[21]	Goedkoop,	M.,	Effting,	S.,	and	Collignon,	M.,	The Eco-Indicator 
99: A Damage Oriented Method for Life Cycle Impact Assess-
ment—Manual for Designers,	 2nd	 ed.,	 2000,	 http://www.pre.nl/
eco-indicator99/default.htm	(accessed	July	9,	2010).

[22]	Goedkoop,	M.,	Heijungs,	R.,	Huijbregts,	M.,	De	Schryver,	A.,	
Struijs,	J.,	and	van	Zelm,	R.,	ReCiPe 2008: A Life Cycle Impact 
Assessment Method Which Comprises Harmonized Category 
Indicators at the Midpoint and the Endpoint Level,	 1st	 ed.,	
2009,	 Report	 1:	 Characterisation,	 http://www.lcia-recipe.net	
(accessed	March	17,	2009).

[23]	van	 Straelen,	 J.,	 Geuzebroek,	 F.,	 Goodchild,	 N.,	 Protopapas,	
G.,	and	Mahony,	L.,	“CO2	Capture	for	Refineries,	A	Practical	
Approach,”	Energy Procedia,	Vol.	1,	2009,	pp.	179–185.

[24]	Phillips,	 G.,	 “CO2	 Management	 in	 Refineries,”	 2002,	 http://
canmetenergy-canmetenergie.nrcan-rncan.gc.ca/fichier/78901/
co2_management_in_refineries.pdf	(accessed	August	5,	2009).

[25]	Alhajri,	 I.,	 “Integration	 of	 Hydrogen	 and	 CO2	 Management	
within	Refinery	Planning,”	PhD	Thesis,	University	of	Waterloo,	
Ontario,	Canada,	2008.

[26]	Szklo,	A.	and	Schaeffer,	R.,	“Fuel	Specification,	Energy	Con-
sumption	 and	 CO2	 Emission	 in	 Oil	 Refineries,”	 Energy,	 Vol.	
32,	2007,	pp.	1075–1092.

[27]	Stockle,	 M.,	 Carter,	 D.,	 and	 Jounes,	 L.,	 “Optimising	 Refinery	
CO2	 Emissions,”	 Petrol. Technol. Quart.,	 Winter,	 2008,	 pp.	
123–130.

[28]	Mertens,	J.N.,	Minks,	K.,	and	Spoor,	R.M.,	“Refinery	CO2	Chal-
lenges,”	Petrol. Technol. Quart,	Summer,	2006,	pp.	113–121.

[29]	API,	 Climate Challenge: A Progress Report,	 December,	 2005,	
http://api-ec.api.org/ehs/climate/new/index.cfm	(accessed	July	
11,	2009).

[30]	API,	 Environmental Record of Performance—2009	 (updat-
ed	 October	 9,	 2009),	 http://www.api.org/ehs/performance/	
environmental-record.cfm	(accessed	August	31,	2009).

[31]	API,	Compendium of Greenhouse Gas Emissions Methodologies 
for the Oil and Natural Gas Industry,	August	2009,	http://www
.api.org/ehs/climate/response/index.cfm	 (accessed	 August	 31,	
2009).

[32]	API,	 SANGEA™	 Emissions Estimating System,	 June,	 2004,	
Software,	http://ghg.api.org/	(accessed	August	31,	2009).

[33]	International	Petroleum	Industry	Environmental	Conservation	
Association,	International	Association	of	Oil	and	Gas	Produc-
ers,	and	API,	prepared	by	Battelle.	Petroleum Industry Guide-
lines for Reporting Greenhouse Gas Emissions,	December,	2003,	
http://www.ipieca.org	(accessed	August	31,	2009).

[34]	API,	Addressing Uncertainty in Oil & Gas Industry GHG Inven-
tories: Technical Considerations and Calculation Methods,	http://
www.api.org/ehs/climate/response	/index.cfm	(accessed	August	
10,	2009).

AST-MNL58-11-0801-029.indd   715 3/12/13   4:00 PM

 

http://www.pre.nl/eco-indicator99/default.htm
http://www.lcia-recipe.net
http://canmetenergy-canmetenergie.nrcan-rncan.gc.ca/fichier/78901/co2_management_in_refineries.pdf
http://canmetenergy-canmetenergie.nrcan-rncan.gc.ca/fichier/78901/co2_management_in_refineries.pdf
http://api-ec.api.org/ehs/climate/new/index.cfm
http://www.api.org/ehs/performance/environmental-record.cfm
http://www.api.org/ehs/climate/response/index.cfm
http://ghg.api.org
http://www.ipieca.org
http://www.api.org/ehs/climate/response
http://www.api.org/ehs/climate/response
http://www.pre.nl/eco-indicator99/default.htm
http://canmetenergy-canmetenergie.nrcan-rncan.gc.ca/fichier/78901/co2_management_in_refineries.pdf
http://www.api.org/ehs/performance/environmental-record.cfm
http://www.api.org/ehs/climate/response/index.cfm


AST-MNL58-11-0801-029.indd   716 3/12/13   4:00 PM

 



717

30.1  IntroductIon and HIstory
Petroleum refineries operate in an industry category often 
referred to as the process industry. Although all of the 
incidents that will be discussed here are not petroleum 
refinery related, because of similar processing methodolo-
gies, their applicability to refining and their effect on the 
safety and health programs are the same. Historic process 
incidents are well documented, and their impact on today’s 
safety approaches in petroleum refineries is significant 
enough that it is important to at least summarize some of 
them. Although it would make sense to cover these incidents 
chronologically from the earliest to the most recent, a recent 
incident in the refining industry was so significant that we 
should start with it. 

On March 23, 2005, an explosion and fire occurred 
at the British Petroleum refinery in Texas City, TX. There 
were 15 people killed, and the damage was significant. This 
incident did not necessarily prompt people to generate 
new regulations, but it did force a major re-emphasis of 
compliance with the appropriate process safety regula-
tions and standards. During a postmaintenance turnaround 
startup, in an isomerization unit, a vessel was overfilled with 
a flammable intermediate product called raffinate. The 
vessel contents were routed to a blow-down drum, which 
subsequently overfilled and the raffinate ignited, killing 15 
people and injuring many. This was a complex incident, and 
it is beyond the scope of this chapter to cover it all in detail. 
However, it did highlight many safety-related problems, such 
as operating procedures, facility siting, communication, 
supervision, and preventive maintenance, to name a few [1].

Two incidents in Europe during the 1970s brought about 
some of the attention that eventually led to a more significant 
regulatory contribution (e.g., revisions to the Seveso Direc-
tive, the United Kingdom’s Health and Safety Executive’s 
Safety Case, and the United States’ Occupational Safety and 
Health Administration (OSHA) Process Safety Management 
of Highly Hazardous Chemicals regulation) to the process 
safety problem. In June 1974, an incident occurred at the 
Nypro, Ltd. Caprolactam plant in Flixborough, United King-
dom. There were 28 fatalities and 89 injuries in the plant and 
outside in the community. There was physical damage to 
more than 1800 homes and 167 businesses in the plant area. 
In this case, the large fire occurred after a temporary bellows 
joint and line between two reactors in a cyclohexane oxida-
tion plant failed. When the connection failed, containment 
was lost, and a significant amount of cyclohexane escaped 
and subsequently ignited. Before this incident, there was no 
analysis done to  determine if this temporary line and bellows 

connection could safely operate under the intended process 
conditions (120 psig and 145°C). It could not, but it was 
unknowingly operated and failed. This organization did not 
evaluate the safety-related implications of managing changes. 
When significant changes are made to a process, they can 
lead to inadvertent and undesired consequences upstream 
and downstream of the change as well as to the revised part of 
the process. There should be a process in place to ensure that 
these changes are evaluated for unintended consequences. 
This evaluation process is called management of change [2].

The second 1970s incident for discussion occurred 
approximately 2 years after Flixborough in Seveso, Italy. 
Approximately 2 kg of dioxin were released to the atmo-
sphere through a reactor’s pressure relief valve. It was 
reported in various sources that the operating crew had 
gone home for the weekend without completing the last 
step in this batch recipe. As a last step, manufacturing 
this batch required the addition of quench water. Without 
water to control the reaction rate, the unattended reac-
tion continued, generating heat and overpressuring the 
reaction vessel. The pressure relief valve on the vessel 
protected the reactor against rupture; however, 2 kilograms 
of 2,3,7,8-tetrachlorodibenzopara-dioxin was discharged to 
the atmosphere. Wind carried the dioxin into the town and 
countryside. This incident highlighted the importance of 
having up-to-date standard operating procedures that are 
read, understood, and used. It also showed the necessity 
of training employees about the hazards they are working 
with and about proper emergency response [2].

In 1984, a notable and significant process incident 
occurred in Bhopal, India at a Union Carbide plant. On 
December 3, methyl isocyanate (MIC) was vented to the 
atmosphere from a vent gas scrubber after a runaway reac-
tion exceeded the scrubber’s capacity. It is reported that 
more than 2500 people died and 20,000 people were injured 
as a result of exposure to MIC. The subsequent investiga-
tion showed that a runaway reaction occurred in the MIC 
tanks after water was reportedly added to the tank. The 
safety systems, a pressure relief valve, a vent gas scrubber, 
and a flare were reportedly poorly maintained. The relief 
valve worked to vent the pressure, but the scrubber was 
overwhelmed and the flare was down for maintenance. 
This incident highlighted several safety-related issues that 
needed improvement. A preventive maintenance program 
and an effective emergency preparedness and response plan 
(working with the community to notify the public was 
ineffectual) did not appear to be in place or working. The 
plant was built over a mile away from the community, but the 
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community eventually moved right to the plant boundaries, 
which also increased the number of overexposures [2].

An explosion occurred at a Phillips Petroleum high-
density polyethylene plant in 1989 in Pasadena, TX, when 
a large amount of a flammable mixture of ethylene, isobu-
tene, hexane, and hydrogen were released and subsequently 
ignited. Twenty-three fatalities, 314 injuries, and more than 
$700 million in losses resulted. It was determined that a 
contract maintenance crew was attempting to unplug a 
settling leg in one of the polyethylene product systems. 
They apparently did not follow the defined safety procedure 
for such an operation. This incident highlighted several 
deficiencies in the system’s design, the permit-to-work system 
was ineffective, there were no permanent combustible gas 
detection or alarms available, and building spacing was 
questionable in terms of absolute distance and a high occu-
pancy (the control room) [2].

Some notable recent incidents that contribute to the 
need for maintaining an effective safety and health inter-
vention program in petroleum refineries include
• A July 2007 fire and explosion at the Barton Solvents 

Facility in Valley Center, KS, where a static spark 
discharge during a loading/unloading operation in a 
flammable solvent storage operation ignited the vapor 
space of one of the facility’s storage tanks. The ensuing 
fire ignited the flammable vapor in several other tanks 
in the storage facility, resulting in significant damage 
and a long period of downtime. An understanding of 
and control of static generation and discharge is a 
critical content area in any refinery safety and health 
program. Loading and unloading of static-accumulating 
refined products is an activity that warrants attention 
in petroleum refining operations [1].

• A February 2007 explosion and fire at the Valero McKee 
Refinery in Sunray, TX, at a propane deasphalting unit 
highlighted the importance of proper management of 
change practices and preventive maintenance activities. 
A dead leg in a line that was created when a section of 
piping was blocked during the early 1990s allowed 
the accumulation of water in a propane line, which 
froze during a cold snap. The expansion associated 
with the formation of ice cracked the line, allowing the 
escape of propane when the ice melted. The propane 
found an ignition source in a nearby boiler room, and 
the resulting fire ignited flammable materials in several 
other locations as other fire-damaged equipment in 
the radiant heat impact zone released additional flam-
mable contents. The resulting injuries included three 
serious burns and 11 minor injuries, but approximately 
$50 million in losses resulted from downtime and 
reduced capacity over the next several months [1].

• A June 2006 incident in Raleigh, MS, in which three 
workers were fatally injured and one was seriously 
injured highlighted the importance of proper isola-
tion of equipment for maintenance. It also showed the 
importance of the regulations regarding the proper 
access to elevated work sites. Three people were killed 
when a welder ignited the flammable vapors evaporat-
ing from a vessel near his welding site. Those killed 
were contract maintenance people; two were standing 
on a ladder being used by the welder (a work platform 
that does not meet the appropriate regulations) and one 
was a supervisor overseeing the job [1].

There continue to be incidents that clearly show us 
that we have not yet solved the safety problem in refineries 
and other process industries. A November 2005 incident 
occurred at the Valero refinery in Delaware City, DE, in 
which two workers were asphyxiated upon entering a tank 
containing nitrogen in violation of confined space entry 
requirements. An October 2005 explosion and fire at the 
Formosa Plastics Plant in Point Comfort, TX, where a 
worker who was driving a forklift struck a valve on a system 
containing propylene, which allowed a significant amount 
of flammable propylene to escape and ignite. Two workers 
were burned, 14 received minor injuries, and the ensuing 
fire resulted in extensive damage and 5 months of down-
time. In January 2006, at a wastewater treatment plant in 
Daytona Beach, FL, a fire resulted from the ignition of 
methanol being released from a tank beneath a hot work job 
to repair a hurricane-damaged roof above the tank. A worker 
operating a torch to cut sections of the damaged roof ignited 
methanol vapors, and the resulting fire and explosion killed 
two workers and severely injured a third [1].

There were also several more historic incidents in 
industries involving injuries (including many fatal) and loss 
of containment of flammable or toxic material that have 
had an effect on the approaches used in the petroleum refin-
ery safety today, such as a liquefied petroleum gas (LPG) 
explosion in Mexico City in 1984, a North Sea offshore oil 
platform explosion in 1988, and a fuel tank rupture in Pitts-
burgh, PA, in 1988 [2].

The catastrophic incidents are more publicized and 
may be considered more newsworthy than the day-to-day 
injuries that are much more prevalent in daily refinery 
operations; however, it is necessary to consider the effect 
of these day-to-day incidents. The National Safety Council 
reports that the cost of injuries in general industry was as 
high as $156 billion during 2006 [3].

Incidents teach and have taught us much about their 
future prevention, and more importantly, the earlier ones 
seemed to have provided the motivation for industry and 
government to aggressively address the catastrophic loss 
potential associated with the petroleum refining industry 
specifically and the chemical process industry in general. 
They helped generate enthusiasm around the development 
of several consensus and regulatory standards that have 
since become so much a way of life in the chemical process 
industry that they are now the way business is done in these 
important industries. 

30.2  Petroleum refInery Hazards
30.2.1  Flammability
This author has heard refineries described jokingly as 
“controlled bombs.” It is not really a joke, but in many ways, 
one could say this is to a certain extent true. The main 
products of a petroleum refinery are, by their very nature 
and expected specifications, flammable and in some cases 
explosive. This quality is inherent in the crude oil raw mate-
rial, and it is made more so through the processing of many 
of the products, certainly with gasoline, jet fuel, diesel, and 
heating oil products. The processing of these flammables 
is done through many steps, many of which involve high 
pressure, high temperature, or both. High temperature and 
pressure alone can increase the magnitude of the hazards 
associated with the process. However, loss of containment 
can also occur as raw materials, intermediate products, and 
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final products flow through the system. This includes fill-
ing into and draining from vessels being heated and cooled 
and undergoing state changes. These process hazards, com-
bined with numerous potential ignition sources throughout 
the refinery, create the need for aggressive proactive safety 
and health programs. 

30.2.2  Toxicity
A petroleum refinery, again, by its very nature presents some 
significant health hazards because of the toxicity of the raw 
materials, intermediate products, side reaction products, 
catalysts, additives, wastes, and final products. Hydrocar-
bon exposure in general is of concern because many of the 
specific hydrocarbons are central nervous system depres-
sants. However, certain categories of hydrocarbons possess 
carcinogenic potential as well; the aromatics, namely 
benzene, is a leukemia concern and the polynuclear aromatic 
hydrocarbons have shown mutagenic potential [4,5].

The two contaminants that warrant significant respect 
result from waste streams. Many crude oils contain sulfur, 
and as the crude is processed, it evolves hydrogen sulfide, 
one of the more pervasive and toxic refinery exposure 
contaminants. Hydrogen sulfide has been responsible for 
many fatalities over the years. It ties up the hemoglobin in 
the blood once inhaled, and it can be fatal at high enough 
concentrations (immediately dangerous to life or health 
[IDLH] = 400 ppm) [6]. As the sulfur is removed from the 
crude and is processed to elemental sulfur in most cases, 
sulfur dioxide also evolves. Although many people subjectively 
do not put it in the same category of toxicity as hydrogen 
sulfide, it in fact carries a lower IDLH concentration [4,5].

Heavy metals present in crude streams (e.g., nickel, 
chromium, etc.) can have carcinogenic or mutagenic 
potential. Many of the wastes, corrosion inhibitors, and 
system additives should be evaluated for exposure and car-
cinogenic or mutagenic potential, such as aniline, selenium, 
hydrazine, arsenic, etc. Because heat is such a major part 
of refinery operations, much of the equipment and piping 
are and have been insulated. Although asbestos is no longer 
used, it is present in many older refinery insulations. Its 
carcinogenic potential is well documented. Ceramic fiber 
insulation is used in many high-temperature applications 
such as firebox lining in furnaces or hot process reactors. 
This material breaks down into various silica-based struc-
tures that can cause respiratory concerns [4,5].

Carbon monoxide and nitrogen are two interesting 
exposure contaminants that warrant some discussion here. 
Nitrogen was responsible for approximately 80 fatalities in 
U.S. industries during the period from 1992 to 2002. This is 
important because nitrogen makes up approximately 78% 
of the air that we breathe. However, it is a simple asphyxi-
ant that excludes oxygen, and therefore workers exposed to 
nitrogen to the point where the oxygen concentration falls 
below approximately 16% are at great risk of suffocation. 
Nitrogen is used in many places in a refinery; however, 
one important place from a health and safety concern is 
in vessels that must be inerted because of the need to keep 
flammable hydrocarbons inside while work is being done. 
Sometimes a catalyst must remain inside of the vessel 
while work commences, and if the hydrocarbon cannot be 
removed, the oxygen must be so that ignition cannot occur. 
This means normal human breathing cannot occur either. 
Entry can only be done under strict protective requirements 

including the use of closely monitored, supplied breathing 
air [1,4,5].

Carbon monoxide can exist anyplace that combustion 
occurs. This is also of great concern inside of vessels that are 
undergoing welding or burning. It is also of some concern in 
any place where combustion and an enclosure on an inside 
environment exists. It too is an asphyxiant, but it does its 
damage by binding to the hemoglobin in place of oxygen, 
resulting in the cells being starved of oxygen. It is also of 
particular concern because it is colorless and odorless (not 
like the rotten egg smell of hydrogen sulfide) and cannot 
be detected without the proper gas testing equipment. 
Supplied air respiratory protection is appropriate for use 
around known concentrations of carbon monoxide [4,5].

30.2.3  Physical, Ergonomic, and Human Factor 
Hazards
The petroleum refinery is a collection of very large equip-
ment; many elevated work areas; congested work areas; and 
much equipment that is hot and heavy or requires the use 
of large power tools or equipment to access, open, or move. 
It also is an operation that uses extensive high-technology 
computer control systems to operate, with each area test-
ing the physical and cognitive skills and capacities of the 
work force. During maintenance turnarounds, the refin-
ery is often filled (sometimes congested) with contract 
workers who may not be as familiar with the hazards or 
the work area as the workers who are there every day all 
year round [2].

Material handling hazards with heavy equipment 
(sprains and strains), elevated work hazards (falls and 
dropped objects), heavy lifts (dropped objects), inaccessible 
equipment controls (ergonomic strain or falling), operating 
computer control systems (errors, eyestrain, ergonomic 
hazards of the workstation, i.e., carpal tunnel syndrome, 
cupital tunnel syndrome, etc.), excavation (cave-ins, crush-
ing injuries), and extensive use of electricity (electrocution 
hazards) are all safety- and health-related concerns in a 
petroleum refinery. In general, maintenance work can result 
in any of the above noted consequences [2].

30.2.4  Burns
The petroleum refinery can present many burn hazards, 
both thermal and chemical burns. Because so much of 
the refinery process involves heat, there are burn hazards 
associated with coming into contact with any hot surface—
vessels, piping, steam turbines, or other hot surface. The 
refinery is the site of many furnace operations, therefore 
direct fire-related burns are also a potential concern. 
Chemical burns are not as well understood as thermal burns; 
we learn about not touching the hot stove as children, but 
we do not always get full instruction on acid or caustic burns 
as we are growing up. Acids, caustics, and other primary 
irritants are used in or result from refinery operations. These 
materials can oxidize human tissue if exposed to great 
enough concentrations and for a long enough time. They are 
used as catalysts (hydrofluoric or sulfuric acid—alkylation 
processes), as chemical cleaning agents (inside of vessels—
preparation for maintenance), as corrosion inhibitors, etc. 
Although the main objective of a safety and health effort is 
to keep the chemical burn material in the process, this is an 
area where many companies provide and expect the use of 
appropriate personal protective equipment (goggles, gloves, 

AST-MNL58-11-0801-030.indd   719 3/12/13   4:05 PM

 



720	 Petroleum refInIng and natural gas ProcessIng

chemical suits, etc.) to further protect employees from this 
hazard [4].

30.2.5  Release of Marshaled Energy
There are many opportunities for workers to be injured 
or overexposed to various forms of energy in a petroleum 
refinery. It can be as simple as an electrocution for contact-
ing live electrical equipment or other energized equipment 
in the process of being shut down. However, electrical 
energy is not the only hazard worthy of our respect. Steam 
under pressure, toxic chemicals, and moving parts of 
equipment can also be energy-related hazards if released 
in an uncontrolled manner while shutting down or starting 
up equipment. Entry into equipment that contains or can 
contain released energy to inspect or repair internal com-
ponents introduces the hazards associated with exposure 
to the atmosphere that can exist within a confined space 
(e.g., oxygen deficiency, flammable concentrations, toxic 
concentrations of hydrogen sulfide, sulfur dioxide, etc.). 
The atmospheric hazards can exist at the beginning of the 
entry or they may develop as the work progresses. If the 
space is not properly cleaned and isolated, it may not 
be safe to enter. If the work being done is something such 
as welding or burning (where oxygen is consumed and/
or carbon monoxide is generated), a hazardous atmosphere 
may develop. When equipment is being prepared for main-
tenance, the process can be complex and extensive. There 
are many hazards, and not all of them are visible [4].

30.3  regulatIons and consensus 
standards
The foundation of safety in petroleum refineries is formed 
first by governmental regulations, and then by consensus 
standards and general, industry-wide, good engineering 
practices. OSHA has promulgated regulations covering 
nearly every aspect of safety and health in the modern 
petroleum refinery. These regulations are supported by the 
U.S. Environmental Protection Agency (EPA)’s regulations 
covering mostly environmental and health-related concerns. 
The regulations that seem to have a significant effect on the 
petroleum refinery are as follows:
• OSHA general industry regulations [7]: OSHA’s Process 

Safety Management of Highly Hazardous Chemicals 
regulation (PSM; 29 CFR 1910.119), which took effect 
in 1992, includes 
• 29 CFR 1919.120 Hazardous Waste Operations and 

Emergency Response.
• 29 CFR 1910.1200 Hazard Communication Stan-

dard
• 29 CFR 1910.28 Scaffolding
• 29 CFR 1910.38 Emergency Action Plans
• 29 CFR 1910 Subpart G Occupational Health and 

Environmental Control
• 29 CFR 1910 Subpart I Personal Protective 

Equipment
• 29 CFR 1910 Subpart H Hazardous Materials.
• 29 CFR 1910.146 Permit Controlled Confined 

Spaces
• 29 CFR 1910.147 The Control of Hazardous Energy 

Sources (Lock out Tagout)
• 29 CFR 1910 Subpart L Fire Protection
• 29 CFR 1910 Subpart O Machining and Machine 

Guarding

• 29 CFR 1910 Subpart S Electrical
• 29 CFR 1910 Subpart Z Toxic and Hazardous 

Substances
• Also from OSHA construction regulations:

• 29 CFR 1926 Subpart L Scaffolds
• 29 CFR 1926 Subpart M Fall Protection
• 29 CFR 1926 Subpart P Excavations
• 29 CFR 1926 Subpart R Steel Erection

• From EPA (not all-inclusive) [8]: EPA’s Risk Management 
Program (RMP; 40 CFR Subpart B), which took effect 
in 1996, includes
• Emergency Planning and Community Right to 

Know Act (EPCRA) Section 313 Industry Guidance: 
Petroleum Terminals and Bulk Storage Facilities

• Spill Prevention, Control and Countermeasure 
(SPCC) rule at 40 CFR Part 112. 

These performance standards are similar and had 
industry input through the former Chemical Manufac-
turers Association [now the American Chemistry Council 
(ACC)] and the American Petroleum Institute (API), among 
others. These standards assist industry in preventing (and 
minimizing the consequences or likelihood of occurrence) 
catastrophic incidents and injuries like those that occurred 
in India, the United Kingdom, Mexico, Italy, the United 
States, and other places [7,8].

The U.S. Chemical Safety and Hazard Investigation 
Board (CSB) is a relatively recent addition to the safety 
and health effort for the U.S. refining industry. It was 
authorized by the Clean Air Act in 1990 and became opera-
tional in January 1998. The CSB is an independent federal 
agency that, through its investigations of incidents, seeks 
to prevent process-related chemical accidents in the future. 
They do this by identifying root causes and issuing recom-
mendations to correct those causes. Their work is well 
publicized, and when they issue an investigation report, it 
is made available to the public. They are not a regulatory 
body, but their recommendations are taken seriously in the 
petroleum refining industry [1].

Consensus standards and voluntary programs also 
help to support refining efforts. The Responsible Care 
Program of the ACC helped get companies to address 
protecting not only workers, but also their plant neighbors, 
their customers, and the rest of the community. Although 
they do not directly apply to the refining industry, many 
of their methods and programs have been adopted by the 
petroleum refiners. They promote this wider view through 
practices such as product stewardship and emergency pre-
paredness and response. OSHA’s Voluntary Protection Pro-
gram (VPP) promotes the use of safety management 
systems and encourages active employee involvement in the 
management of safety and in preventing injuries [7].

Consensus and industry organizations have contributed 
greatly to the safety and health efforts of the petroleum 
refining industry. The API developed Recommended Prac-
tice 750 Process Hazards Management [9] (which preceded 
the OSHA PSM standard), Recommended Practice 752 on 
Facility Siting [10], and API Recommended Practice 650 
on Welded Steel Tanks for Oil Storage [11], among others. 
The American Institute of Chemical Engineers’ (AIChE) 
Center for Chemical Process Safety (CCPS) developed a 
complete series of textbooks that provide guidance (and 
“how-to” information) on the 14 elements of OSHA’s PSM 
standard. They also sponsor conferences, seminars, and 
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symposiums; publish proceedings; and provide industry 
with valuable process safety resources [2].

30.4  regulatory and management 
PractIces for safety and HealtH
30.4.1  Labor or Personnel Safety
Today’s safety and health programs in petroleum refineries 
are gravitating toward a management systems approach 
that incorporates the traditional safety program elements, 
but it also allows the program to be managed using mod-
ern oversight and measurement techniques along with 
extensive employee involvement. The general content of a 
typical safety and health program includes a safety train-
ing component, an inspection and audit provision or both, 
an awareness and motivation component, a work control 
provision (permit-to-work system), a behavioral observa-
tion component, a hazard analysis component, and an 
incident investigation component. These components are 
addressed using various techniques that are so varied and 
extensive that they cannot be completely covered in this 
chapter. Each component is treated extensively in many 
complete texts, which one can refer to for further infor-
mation. This part of the chapter will treat, to some extent, 
behavioral safety and permit-to-work systems. However, 
it is important to mention that housekeeping and com-
pliance inspections, safety meetings, safety incentive 
programs, job safety analyses, and safety committees are 
often found as part of a refinery safety and health program 
[7,12–15].

30.4.2  Behavioral Safety
A safety and health program element in refineries that 
seems to have become popular in the last 15–20 years is the 
element referred to generally as “behavioral safety.” It has 
various proprietary names and it is supported by many con-
sultants who specialize in the area. The general description 
of the approach and the goals may not provide the reader 
with enough information to establish a behavioral safety 
program, but it will provide enough to allow the reader to 
understand the concept and to pursue further information 
if desired. In the opinion of the author, the element has its 
strengths in two areas. The first is that it is usually consid-
ered a “grassroots” program developed for the employees 
by the employees. It involves one-on-one peer evaluations 
and is not managed from above. The other strength is that it 
involves an observation step in the process. What better way 
to evaluate behavior than to watch a person doing his or her 
real job? Work observation is one of the strongest tools in 
the quest to measure and evaluate human behavior, and the 
observation tool is used for this purpose in many disciplines. 
With observations, one gets a realistic picture of how a job is 
actually done. With peers observing peers, one is more likely 
to observe true behavior [16].

The process usually involves the selection of a core 
team of developers from among the employees. These 
employees then develop a critical inventory of behaviors 
that they are interested in observing. The “critical” term 
refers to those behaviors that the team believes could have 
an effect on the relative level of safety of the task. The team 
then develops a definition for safe behavior versus at-risk 
behavior for each of the entries in the critical behavior 
index or list. Once the behaviors and their safe or at-risk 
nature have been identified and defined, they are published 

in a checklist for observers to use while observing their 
peers performing their jobs [16].

If the person being observed performs his or her task 
safely, according to the behavior index, the observer would 
give the behavior a “safe” rating. If it is not performed safely, 
the observer would identify and record on the checklist the 
particular behavior that was putting the worker at risk. The 
observer then discusses the findings with the person being 
observed, and together they develop an action plan to cor-
rect the at-risk nature of the behavior or the task. This, in 
and of itself, can reduce at-risk behavior in the operation, 
and most users of the system would probably claim that it 
has reduced at-risk behaviors. However, there is more that 
can be gained by analyzing the data that are collected dur-
ing this process. Through various analytical techniques, an 
organization can determine if safe behavior is at acceptable 
levels or if it is improving toward the safe level, what types 
of behavior are showing up in the at-risk category more 
often than desired, whether or not suggested action plans 
are working, etc. With proper management and analysis of 
the data collected, the behavioral safety program can be a 
valuable tool in the quest to improve human performance 
in the refinery [16].

A process such as this also has its drawbacks. Hopkins 
(2006) warns us that many of these programs are operated 
under the assumption that unsafe behaviors are the only 
causes of accidents that are worth studying [17]. Hopkins 
(2006) also suggests that unsafe behavior is often just the 
last link in the causal chain and it is not necessarily the link 
that most accurately explains the real cause of accidents 
[17]. Hopkins (2006) suggests in his study that behavioral 
safety programs might be more effective if they involve 
observation of the managers [17].

30.4.3  Permit-to-Work Systems
Permit-to-work systems are a staple in any safety and 
health program in a refinery. There are many hazards associ-
ated with maintenance work in a refinery, and a work control 
program can help reduce the risk of these hazards manifest-
ing themselves in the form of an injury, fire, or explosion. 
When maintenance is done in a refinery, equipment must be 
shut down, cleaned, and isolated before work can be started. 
If this shutting down, cleaning, and isolating is not done 
properly and all participants and affected workers are not 
informed of what is going on, some of the high pressure, high 
temperature, electric shock, toxic or flammable chemicals, 
or steam energy can be released. This loss of containment is 
where the injury, fire, or explosion consequences can occur. 
So although there are varying practices used in the refining 
industry, OSHA regulations cover the basic requirements for 
hot work, locking, and tagging-out equipment; entering con-
fined spaces; excavations; elevated work or work done from 
scaffolds or both. For most work, the basic process involves 
the following steps or something similar:
• Shut down the equipment (pump, compressor, turbine, 

etc.; align appropriate valves and push the start/stop 
switch, button, etc.; close the main switch in the motor 
control center); lock switches closed; and tag the equip-
ment and appropriate switch or control at the motor 
control center.

• Align all suction/discharge or inlet and outlet valves 
(open and close appropriate valves) to drain the equip-
ment of liquid content.
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• Steam, purge, or otherwise remove all vapor  
contaminants.

• When equipment is clean, install blinds (or blanks as 
they are sometimes called) at the appropriate flanges, 
close block valves, open bleeder valves, and then lock 
and tag the valves open or closed as appropriate.

• Cover drains or other sources so that flammable mate-
rial cannot flow back into the area.

• If an entry into a permit-required space or hot work 
is being done, test the atmosphere for the appropriate 
contaminants (i.e., flammables and toxics, or both, and 
oxygen deficiency as appropriate).

• Provide respiratory and other protective equipment, and 
provide entry standby personnel, fire watch personnel, 
or other back-up people to aid in communications and 
rescue if needed.

• Provide any necessary communications (radios) and 
rescue equipment.

• Ensure all permits, tags, warning signs, etc. are completed 
and approved/signed by the appropriate authorities.
These are basic steps, and individual programs will 

have much more detail and include more or different 
actions. It is important to note that OSHA requires a lock-
out/tag-out procedure for each piece of equipment in which 
energy can be released and injure a worker while he/she is 
performing maintenance or tests on the equipment [2,7,18].

Excavation work and elevated work, although not 
always under a permit-to-work system for all companies, do 
warrant special attention because of their unique hazards. 
For excavation, the biggest concern is collapse with workers 
inside, and for elevated work, of course, the concern is 
falls. There are many issues around excavations that must 
be addressed to ensure that collapse does not occur. These 
issues include soil type (stable or unstable), presence of 
water, force created by the weight of the equipment and 
spoil pile on the sides of the excavation, shoring, angled 
cutbacks, escape, sensitive occupancies such as nearby 
gas lines, etc., vibration, and atmospheric concerns. For 
elevated work, height and guarding are important; decision 
between life-lines or scaffolding, footing and stability, fall 
life-line drop distance, and task mobility while being tied 
off are a few of the issues that must be addressed. Each 
of these issues can be addressed in a procedure, a permit 
system, or both that requires task participants to communi-
cate with each other and check each other’s input, analysis, 
approval, etc. [7].

30.4.4  Management Systems
In large organizations, such as we find with many U.S. 
refineries, the safety “problem” should be managed with the 
use of a systematic approach. This is already the way many 
refineries manage the safety and injury prevention busi-
ness, as the following sections will describe. However, the 
Chemical Safety and Hazard Investigation Board (CSB) has 
determined that not all refineries manage their safety and 
health system well [19]. Blair (2004) found that through all 
of the CSB Investigations, many companies fail to perform 
effective hazard reviews of their processes and facilities, 
they do not adequately investigate and follow up after inci-
dents occur, they do not adequately train their employees, 
and they fail to implement sound and effective mechanical 
integrity programs. Although many have seen that it is 
appropriate to establish a management system for safety 

and health management, it seems that there is still work to 
do to effectively implement this system [19].

30.4.5  Process Safety
Although the two main management systems that have 
driven process safety in petroleum refineries are regulations, 
the way the industry has implemented them since 1992 
represents an effective way to manage process safety and 
still comply with the regulations. The regulations are OSHA’s 
PSM and EPA’s RMP regulations. Although they took effect 
at different times, they are similar in what they require from 
industry. They both address many aspects of how business 
operates. It appears to this author that over the last 17 years 
industry representatives have made complying with these 
regulations more the way business is done rather than an 
additional task for the sake of compliance. 

30.4.5.1	 OSha’S	prOCeSS	Safety	ManageMent	
Of	highly	hazardOuS	CheMiCalS
OSHA’s PSM regulation 29 CFR 1910.119 covers 14 elements. 
Although operations are required to determine if they are 
covered by the regulation by reviewing the applicability 
section of the regulation (29 CFR 1910.119 (a)), most petro-
leum refineries in the United States are covered [7].

The Employee Participation (29 CFR 1910.119 (c)) 
element describes the requirements for employees who could 
be affected by an incident. Covered employers are required 
to provide affected employees access to pertinent PSM infor-
mation and allow them to have input to its development and 
use. Affected employees must be trained in the standard’s 
content. This element complements the OSHA VPP effort 
because both require employees to actively engage and 
participate in the safety and health program. Employee par-
ticipation in PSM implementation must be documented [7].

The Process Safety Information (PSI) (29 CFR 1910.119 
(d)) requires each covered operation to produce, maintain, 
and use information associated with the chemicals, process 
technology information, and covered equipment informa-
tion. Among others, this information includes Material 
Safety Data Sheets (MSDS), Piping and Instrument Diagrams 
(P&ID), Block Flow Diagrams, relief valve design and sizing 
information, ventilation system information, data sheets on 
pumps (pump curve data, etc.), compressors, pressure vessel 
ratings, and safe operating and design limits for equipment. 
The information must be kept up to date and available to 
employees who work at or on the covered process [7].

The Process Hazards Analysis (PHA) (29 CFR 1910.119 
(e)) element requires that a covered process be analyzed to 
identify hazards that could lead to a catastrophic incident. 
Acceptable analytical techniques, according to OSHA, are 
what-if studies, what-if/checklists studies, hazard and oper-
ability (HAZOP) studies, failure mode and effects analysis 
(FMEA), and fault tree analysis (FTA). Other techniques 
may be acceptable. An initial analysis must be performed 
by a trained, multidisciplinary team of analysts and then the 
study must be revalidated every 5 years. The team identi-
fies hazards, determines potential consequences, identifies 
existing safeguards, determines the risk associated with 
each identified hazard, and recommends corrective action 
if the risk is considered to be too high. Corrective actions 
are then evaluated by a management team for resolution 
(justifiably decline or accept and implement on a timely 
basis) [7]. 
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The Operating Procedures (29 CFR 1910.119 (f))  
element requires that the operation of a covered process be 
guided by written, up-to-date (must be certified annually 
as being up-to-date) operating procedures that are used by 
the employees who operate that process. They must cover 
normal operations, start-up, emergency shutdown, temporary 
operations, and start-up after a maintenance turnaround. 
They must cover safe operating limits for critical process 
parameters, how to prevent operation outside of those limits, 
and what to do if the limits are exceeded. Users must be 
trained in the contents of the procedure [7].

The Training element (29 CFR 1910.119 (g)) requires 
that operators of a covered process be trained in its safe 
operation. They must receive initial training and then receive 
refresher training at least every 3 years after the initial 
training. The training must include the Operating Proce-
dure and any Management of Change–driven changes to the 
process. Trainees must show that they have understood the 
training [7].

The Contractors (29 CFR 1910.119 (h)) element 
requires that companies that use contractors for work on a 
covered process must consider the contractors’ past safety 
performance before selecting them. The company must 
then ensure that the contractor employees are qualified to 
do the work and that the contract employees understand 
the hazards they will be working with or near. Regular 
audits of the contractor performance are required as well 
as keeping the contractor’s incident records [7].

If a refinery process is started up for the first time or 
undergoes a maintenance turnaround, it must receive a 
Pre-Start-up Safety Review (PSSR) (29 CFR 1910.119 (i)). 
This element is integrated with the Management of Change 
element and it is intended to help ensure that anytime there 
is a change to the process, it is reviewed and documented. 
The intent is to ensure that necessary changes to operat-
ing procedures have been made, that operators have been 
trained, that required updates to the PSI have been made, 
that PHA corrective action recommendations have been 
resolved and completed, and that all required design speci-
fications have been followed [7].

The Mechanical Integrity (29 CFR 1910.119 (j)) element 
includes the requirements to maintain the integrity of exist-
ing equipment throughout its useful life. Critical equip-
ment must be identified and tracked. Implementation of 
inspection, testing, and preventive maintenance programs 
is required. A quality assurance practice must be in place 
to ensure that equipment, spare parts, lubricants, and other 
consumable maintenance materials, etc. are built properly 
and manufactured to specifications for dimensions, mate-
rials of construction, composition, strength, etc. Regular 
and contract employees must be trained to perform the 
intended maintenance, inspections, and testing, and defi-
ciencies in equipment of the program must be managed [7].

The Hot Work Permit (29 CFR 1910.119 (k)) element 
addresses work that involves use of an ignition source in 
areas where flammables could be present. It also addresses 
energy isolation for work on covered equipment (where 
flammability is of concern). This element supports the 
existing hot work regulation 29 CFR 1910.252. Hot work is 
managed in a system in which the permits convey safety-
related information (protective equipment requirements, 
special atmospheric testing, approval signatures, etc.) and 
preventive actions (seal drains, assign a fire watch, contain 

sparks, etc.) to those performing hot work. Permits for hot 
work require those involved in the task to review the permit 
and, in some cases, approve and sign it [7].

The Management of Change (29 CFR 1910.119 (l)) 
element requires an evaluation of each change to ensure 
that it will not introduce any safety-related concerns. It also 
requires that the documents containing any process safety 
information be revised and that employees are informed of 
and, in some cases, trained as needed to operate new equip-
ment, etc. It applies to changes in equipment; raw materials; 
intermediates; and products, methods, or procedures and 
can apply to changes in consumable supplies such as lubri-
cants, gaskets, O-rings, etc. [7].

The Incident Investigation (29 CFR 1910.119 (m)) 
element requires that all process incidents (such as fire, 
explosion, or toxic release in which people are injured or 
killed; or equipment, facilities, or the community are 
damaged) that either occurred or could have occurred be 
investigated. An investigation, done by a multidisciplinary 
team with the appropriate expertise, must begin within 
48 h of occurrence. The team determines the causes and 
develops recommended corrective actions to help keep the 
incident from happening again. The team puts together a 
report of the findings, conclusions, and recommended 
corrective actions, along with the details of the incident, 
and makes it available to employees who may be affected 
by this or a similar incident [7].

The Emergency Preparedness and Response (29 CFR 
1910.119 (n)) element is important to anyone who can be 
affected by an incident requiring evacuation or at least a 
response. This element supports two other OSHA emergency-
response-related regulations: 29 CFR 1910.38 (Emergency 
Action Plans) and 29 CFR 1910.120 (Hazardous Waste Oper-
ations and Emergency Response). The objective is to help 
ensure that affected employees are informed about alarms 
and alarm notification, actual response (fire fighters, air 
monitoring specialists, etc.), notification of outside response 
organizations, evacuation procedures, damage assessment, 
and clean-up. The program must be written, and training 
and critiqued practice sessions must be performed for all 
affected [7].

The Compliance Audit (29 CFR 1910.119 (o)) element 
requires that overall program performance be evaluated 
every 3 years [7].

There is also a Trade Secret (29 CFR 1910.119 (p)) provi-
sion to allow companies to protect competitive advantage 
associated with their chemical formulations. However, they 
are required to disclose PSI for any hazards associated 
with that process or process materials [7].

30.4.5.2	 epa’S	riSk	ManageMent	prOgraM
EPA’s Risk Management Program (RMP) regulation (40 CFR 
Subpart B) is similar to OSHA’s PSM standard. Its intent is 
also to prevent accidental releases of toxic or flammable 
material, but to off-site receptors. RMP’s major elements 
include its Hazard Assessment, Prevention Program, Emer-
gency Response Program, and documentation maintained 
on-site and submitted to federal, state, and local environ-
mental authorities [2,8].

The Hazard Assessment element requires a consequence 
analysis be done for a worst-case event (an event involving 
the release of the entire contents of the largest vessel in 
10 min under the worst atmospheric conditions). Covered 
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processes are allowed then to analyze an alternative case 
(more likely to occur, but usually with less severe conse-
quences) [2,8].

The Prevention Program has 11 of the same PSM 
elements, but it has no Employee Participation, Contractor 
Safety, Hot Work Permit, or Trade Secret elements [2,8].

Implementation of these two regulations accounts for 
much of the safety- and health-related effort in a petroleum 
refinery. Although they are regulatory requirements, they 
form the basis of the management systems used by most 
refineries in the United States to manage the catastrophic 
risk associated with process conditions that may increase 
the potential for loss of containment. Although these manage-
ment activities are thought to be effective, there are addi-
tional engineered approaches that also warrant coverage.

30.5  engIneerIng aPProacHes to safety 
and HealtH
Engineered prevention interventions are also used to reduce 
the risk of incidents in the petroleum refinery. The systems 
or design specifications and practices that contribute to 
the safety and health effort include (but are not limited 
to) pressure relief systems and flares, automated control 
systems including detection and alarm systems, piping and 
equipment or material specifications, purging and ventila-
tion systems, fire suppression systems, explosion venting 
systems, positive pressure buildings, and equipment layout 
and siting practices [2].

A National Institute of Occupational Safety and Health 
(NIOSH) initiative also stresses an engineered approach 
to safety and health with its “Prevention-Through-Design” 
initiative [20]. Howard (2008) stresses the importance of 
designing out hazards in the early design phase of every 
project [20]. This also seems to support the OSHA hierar-
chy of control that places the highest value on engineering 
out the hazard and then allows companies to use adminis-
trative controls and protective equipment after engineered 
controls have been explored [7].

30.5.1  Pressure Relief Systems
Many refinery vessels operate at pressures above atmo-
spheric, and each vessel is rated to safely contain a range 
of pressures. The pressure can increase dramatically in an 
exothermic runaway reaction or an external fire. In vacuum 
systems, the pressure can also decrease below safe limits. If 
the maximum rated pressure is exceeded (or the minimum 
pressure is reduced into excessive vacuum), the vessel 
can potentially rupture and release its contents. For these 
potential pressure swings, it is typical to install on a vessel 
a pressure relief device (pressure vessel) or vacuum breaker 
(for atmospheric vessel). Although these devices are gener-
ally used to protect the vessel from damage, they can also 
be used to protect personnel from exposure to the contents 
of the vessel and minimize loss of product or other material 
if they vent to an enclosed system [21]. The choice of what 
type to use is beyond the scope of this chapter; however, 
the Crowl and Louvar (2002) book provides a summary of 
design issues and advantages and disadvantages [21]. 

Pressure relief devices (or pressure safety valve—PSV is 
a common acronym to describe them) must be designed—
meaning they must be properly sized (capacity) and the 
discharge location is critical. The PSVs are usually sized 
for an external fire or some type of internal process upset 

such as the uncontrolled exothermic reaction noted above. 
A decision must also be made about whether to discharge to 
the atmosphere or to a closed system that includes a scrubber, 
a flare, or in some cases a water tank. If discharging to the 
atmosphere, one must ensure that it does not discharge to 
high-traffic or high-occupancy areas (facility siting decisions 
should be made here), to a building air intake, or in the 
area of potential ignitions sources if the vented material is 
flammable. Crowl and Louvar (2002) address these design 
decisions in more detail [21]. 

30.5.2  Automated Control Systems (Including 
Interlocks, Detection, and Alarm Systems)
Petroleum refineries are controlled extensively using auto-
mated control systems. Automated computer controlled 
systems have long been used in refineries to control pressures, 
temperatures, flows, levels, process stream concentrations, 
etc. It has been said, and it seems most people recognize, 
that the automation performs the control function more 
efficiently, more effectively, and more safely than humans. 
For this reason, automated systems are relied upon exten-
sively for their contribution to the safety and health effort. 
There is debate about the optimal mix of automated versus 
manual functions for optimal performance: the human must 
be involved to some extent because the computer cannot be 
programmed to recognize all safety-related upsets [22–24]. 

A control system is designed to detect when process 
conditions are trending outside of the intended limits. For 
example, if during a distillation operation, the temperature 
goes above a specified limit at a specific level in the tower, 
a temperature indicator/controller generates a signal that a 
transmitter then sends to possibly the steam flow control 
valve at the reboiler, telling it to trend toward closed or to 
a flow control valve on the reflux loop telling it to trend 
toward open, etc. This can be accomplished without human 
intervention. If there is a leak, a detection system measures 
the concentration of a flammable material in the air, and at 
a prescribed concentration it sends a signal to a sprinkler 
system or an alarm enunciator or control room screen alert-
ing operators to the problem [22–24].

In larger upsets, control operators can easily become 
overwhelmed with alarms in a very short period of time. 
In one case in the author’s experience, a furnace tube rupture 
was determined to have generated over 300 alarm signals 
in one 5-min period. Operators are unable to address all 
of those. One effective design philosophy and management 
strategy to address alarm overload is called abnormal situ-
ation management (ASM). An ASM system can be built and 
integrated into a normal process control system. Control 
system engineers try to anticipate the actions that an experi-
enced operator would take to head off an incident and then 
attempt to design these responses into the control system. 
They contain an alarm priority protocol that is intended to 
recognize and then suppress low-priority alarms to make 
it easier for the operators to acknowledge and address the 
higher priority alarms. The objective of this strategy and 
system is to reduce the information overload on the operator 
while still minimizing the risk of catastrophic incident. This 
allows the operator to focus more of their valuable time 
where it needs to be to avert an upset [2,7].

Automated systems contribute significantly to the over-
all refinery safety effort; however, one must understand the 
limits of automation, its energy source (electricity, water 
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instrument air, etc.), its failure mode (open, closed, on, or 
off, etc.), whether an alarm is registered where the upset 
occurred (possibly in a location where no one would see or 
hear it) or in the control room, which is occupied 24 hours 
per day [22–24].

30.5.3  Piping Specifications
Piping must contain the pressure and the toxic or flammable 
material that it carries. In piping, the process stream is 
almost always flowing (instead of sitting in a vessel). This 
keeps a dynamic load on the pipe and that load must be con-
sidered when determining the materials of construction, the 
thickness, the flange ratings, etc. Piping can rupture; corrode 
through; leak at a weld, flange, or other connection point; 
and can even leak through its walls (if the molecular size 
of the process stream is small, e.g., hydrogen). To keep the 
conveying material from getting out of the pipe, the piping 
for each particular application must be designed to handle 
the stresses (both environmental and process stream) to 
which it will be exposed. These specifications are written in 
several ways and are different for each company, but they 
all usually include an identifying number that is shown on 
the piping and instrument diagram. This number is coded 
to indicate a description of the safe range of process stream 
contents and conditions (maximum and minimum tempera-
tures, maximum and minimum pressures, flow rates, etc.) 
and materials of construction (minimize the risk of 
corrosion attack). The specification also usually includes 
a description of the required wall thickness, type, material, 
and size of gaskets, O-rings and fittings, pipe joining tech-
nique, etc. These specifications also provide information 
about the valve types to be used and any other connections 
or appurtenances (thermowells or injection points, etc.). All 
of these requirements are intended to ensure that contain-
ment is not lost through failure of the piping [25].

Many piping specifications are found in consensus 
standards such as the American National Standards Institute 
(ANSI), ANSI B31.3, Chemical Plant and Petroleum Piping 
Code [26], the American Petroleum Institute (API)’s API 
5L Specifications for Lined Pipe [27], or the National Fire 
Protection Association (NFPA)’s NFPA 30 Flammable and 
Combustible Liquids Code [28]. These can form the founda-
tion for an individual company’s specifications. Adjustments 
to the consensus standard specification may be necessary 
because of differences in plant operating conditions and 
history [25].

30.5.4  Inerting, Purging, and Ventilation
Refinery vessels and other process containers must be 
opened periodically for inspection, maintenance, or both. 
Vessels are most often drained and cleaned, but sometimes 
residual toxic or flammable vapors remain. Under certain 
conditions, work must be performed in these vessels where 
residual material cannot be fully removed. In some cases, 
flammable concentrations must remain (e.g., some catalysts 
cannot be water-washed or steamed) during entry. Because 
flammables may not be completely removed, other protection 
methods must be used to minimize human exposure. To 
accomplish this, many refineries use inerting, purging, and 
ventilating to remove oxygen or add more oxygen, depending 
on the situation. If all of the flammable material cannot be 
removed, a vessel is inerted with a material such as nitrogen 
or carbon dioxide to reduce oxygen concentrations to a point 

where ignition is not possible. In some cases, a hot nitrogen 
purge is used to remove heavier hydrocarbons from vessel 
internals or from catalysts. Other general types of purges 
such as vacuum and pressure purges are used to remove 
toxic or flammables from a work environment as well. It is 
critical that the purged material be safely discharged to an 
appropriate location or closed system. There are many rout-
ing options depending upon the material. It may be routed 
through a collection medium such as a bag house, electro-
static precipitator, incinerator, or flare system [2,21].

General dilution and local exhaust ventilation are two 
removal techniques used to remove contaminants (toxic or 
flammable) from a work space. This is done more on a local 
scale to protect employees rather than the public. Ventila-
tion systems are sized based on space dimensions, expected 
contaminant loading, necessary capture velocity, physical 
and chemical properties of the contaminant, and extent and 
time of the space. Ventilation system discharge must also 
be appropriately managed to ensure it is not discharged to 
traffic or flammable areas [2,29]. 

30.5.5  Explosion Venting and Explosion-Proof 
Equipment
Process operating areas can be given special designations 
such as XP (explosion proof) or non-XP. An XP designation 
means that flammable vapors could be present under upset 
or other intermittent conditions. This is comparable to the 
National Electric Code’s Class 1 Division 2 area designation. 
In these areas, safety-related measures must be taken to 
minimize fire and explosion risk, such as elimination or 
factory sealing of equipment that could be ignition sources, 
installing explosion-proof housing around electrical equip-
ment (this is housing that can withstand an internal explo-
sion), or providing explosion venting capability. This does 
not prevent an explosion, but it does reduce damage when 
the explosion occurs because the overpressure is vented in 
a controlled manner. This could be accomplished with a 
welded or riveted panel on an atmospheric vessel wall or a 
weak seam weld on a tank roof-to-wall seam, among many 
other approaches. In each case, the weak component 
provides a designed vent area because it opens for venting 
the overpressure to protect the equipment [2,21,30].

When electrically driven equipment is operated in an 
XP or electrically classified area, it must be rated for that 
environment. This means that the electrical ignition source 
associated with the equipment must be sealed away from 
the flammable vapors to prevent them from infiltrating the 
housing. The integrity of these seals dictates whether the 
equipment can be operated in an environment where flam-
mable vapors are always presents [National Electric Code 
(NEC) Class 1 Division 1 area] or where flammable vapors 
could be present (NEC Class 1 Division 2) [2,21,30].

30.5.6  Fire Suppression Systems
If a fire occurs in a refinery, the consequences can be cata-
strophic. Therefore, although it is most important to prevent 
fires, some attention must be given to controlling and 
suppressing fires if they do ignite. There are many types of 
fire suppression systems in use in refineries, and therefore 
design decision-making becomes necessary. The engineer 
must determine if a water-based system will be needed or 
if a non-water-based system is more appropriate. They will 
need to decide between automatic and manual systems or 
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between wet pipe and dry pipe systems. They will also need 
to decide how fast the system needs to respond and whether 
the system is to extinguish the fire or merely control it 
until the fire department arrives. Actual design decisions 
are beyond the scope of this chapter; however, the NFPA’s 
Fire Protection Handbook and the Society of Fire Protection 
Engineers’ Handbook of Fire Protection Engineering can 
provide all of the information necessary to design a fire 
suppression system [2,30].

In general, refineries are protected by fire hydrants, 
water monitors, and hose reels. In most cases, refinery fires 
are fought manually. In some cases, with liquefied petroleum 
gas vessels, for example, a deluge system is installed over 
the vessel to help keep the vessel cool in a fire to prevent a 
boiling liquid expanding vapor explosion (BLEVE). Sprinkler 
systems can be used over critical motor-operated isolation 
valves, in compressor buildings, or in critical pump rooms 
where operators may be trapped if they enter to try to fight 
a fire. Non-water-based systems are found in control rooms 
where computer equipment is found, in electrical rooms, or 
in records-retention areas where water damage is a concern 

[30,31].

30.5.7  Facility Siting and Equipment Spacing
In refineries, in the event of an explosion, release, or fire, 
there is a concern for adjacent units, areas, buildings, and 
other occupancies in general because of the potential for 
knock-on or domino effects. Consideration for the effects 
from an adjacent fire, explosion, or other release, facility 
siting, as described in the API’s Recommended Practice 752 
addresses the potential for collateral damage in adjacent 
units or occupancies. The analytical practice of facility 
siting focuses on equipment and building spacing. It some-
times involves a consequence analyses step to determine the 
extent of the vulnerability zone associated with dispersion 
of toxic or flammable vapor cloud, the blast overpressure 
impact, or radiant heat effects. One first determines credible 
release scenarios that will be considered, then they determine 
the extent of its vulnerability zone from the release, and 
then they identify buildings or facilities inside of that zone. 
After the buildings in the vulnerability zone are identified, 
the facility siting analyst must determine if that building 
is occupied to the level (number of people hours) reaching 
unacceptable risk (acceptability is suggested in the API RP 
752 Consensus Standard). If the risk of impact is considered 
unacceptable, a decision is made to remove the activity to a 
location outside of the vulnerability zone, move the building 
or function to a location outside of the vulnerability zone, 
pressurize the building, change the process to minimize the 
likelihood of the release scenario’s occurrence, strengthen 
the blast resistance or vapor tightness of the building, or 
install a barrier between the source and the occupied 
building. This is a design decision-making process that is 
based on the extent of the risk and the feasibility of the 
countermeasures [32].

Equipment spacing practices involve determining safe 
distances between equipment in a refinery to keep flam-
mables away from ignition sources, to keep two reactive 
chemicals away from each other, etc. It is best to accom-
plish this step during the design phase. The response taken 
will be based on the forecasted vapor cloud travel distance, 
presence of an ignition source, and the compatibility 
between materials handled in the process being studied. 

One would like to provide as much distance as possible 
between individual pieces of equipment; however, this uses 
more real estate and involves more cost associated with 
longer piping runs and process inefficiencies. There are 
tradeoffs, and if one can install rated electrical equipment 
near a flammable vapor source, this may be less expensive 
than doubling the distance between them and be just as 
safe. Proper application of protective spacing protocols can 
lower the risk of fire [32].

30.5.8  Other Protective Systems
Other loss prevention practices, procedures, devices, etc. 
that can be considered for implementation as needed 
include
• Static electricity controls—bonding and grounding, 

relaxation and increasing process stream conductivity 
with additives

• Corrosion prevention—material selection, addition of 
corrosion inhibitors, cathodic protection, galvanic cor-
rosion prevention and non-destructive and destructive 
inspection protocols

• Remote impounding of flammable liquids— containment 
and drainage away from process equipment
Please consult the references for this chapter to 

learn  more about these and other types of protection 
systems [2].

30.6  conclusIons
Safety in petroleum refineries has come a long way in the 
last half century. It is now, thanks to regulatory and industry 
input, a more managed function than it ever was. The OSHA 
PSM standard and the EPA RMP have become an integral 
part of the overall safety and health program in U.S. petro-
leum refineries. Permit-to-work systems, behavioral safety 
programs, inspection, and preventive or predictive mainte-
nance programs have contributed greatly to injury reduction. 
We have learned much through too many catastrophic 
incidents, and the engineering and management systems 
approaches have contributed much to the improvement of 
safety and health in petroleum refineries.
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31.1  IntroductIon
“The oil refining industry is at a crossroad in its history. 
World refining capacity was in surplus from the mid 1970s 
to the mid 1990s due to overinvestment in the early 1970s, 
a downturn in demand after the oil shocks of 1973–1974 
and 1979–1980 and the Asian financial crisis. As a result 
of strong growth in demand for refined products in recent 
years, spare capacity is diminishing rapidly and produc-
tion flexibility even faster. Allowing for maintenance, 
there is now little scope for further increasing utilization; 
thus, capacity additions will be essential to meet growing 
demand for refined products.” (Fatih Birol, Chief Econo-
mist and Head, Economic Analysis Division, International 
Energy Agency [IEA]) [1]. 

The crude price is currently in waves: skyrocketing over 
a period of months and falling drastically in an even shorter 
period. The pressures related to environmental matters 
from tightening regulatory requirements and impact from 
climate change are the highest ever. 

The refinery’s management is further faced with
• Increased variety of crude oils (heavier, more sulfur)
• Increased complexity of operations from increased 

diversity of products
• Tighter rules on product specifications and lower sulfur 

content 
• Uncertainty in future refinery margins – ups & downs, 

but 
• Positive average growth

As a result, the refinery management is faced with 
changing external factors while the facility change projects 
to adjust to these factors are getting more complex and are 
taking longer. 

A refinery operations manager of a large oil company, 
responsible for more than 10 plants, said in the 1980s: 
“The console operator has in his hands the set point knob 
for the profitability of the refinery. Let us do everything to 
support him.”

Is this still true after almost 30 years? Is it valid today 
after integrated value chain planning, advanced control, 
process optimization, and total productive maintenance 
processes may have been implemented? 

31.2  LeadershIp
Much has been written on the subject of leadership and as 
evidenced by the many MBA and other business school pro-
grams offering leadership as a study module, it would seem 
that many business academics have views on what their 
students should learn to become effective leaders.

In the recent management school literature, the effec-
tive leader has been likened in some ways to an orchestra 
conductor. He/she has to somehow get a group of poten-
tially diverse and talented people to work together toward 
a common output or goal. Will the conductor harness and 
blend all the gifts his or her players possess? Will the play-
ers accept the degree of creative expression they have? Will 
the audience enjoy the sound they make? (This is arguably 
the goal of the whole orchestra as an organization.) The 
conductor, as leader, has a clear determining influence on 
all of these questions.

His leadership is regular: his authority to lead is clear. 
His means of influencing the members of the orchestra may 
be either direct or indirect depending on individuals, the 
gap in their performance, and the urgency of the required 
performance improvement (increasingly direct as opening 
night approaches).

Less noticeable in an orchestra though are the irregular, 
indirect leaders we find in the workplace, most often relatively 
junior in level of official authority and compensation, but 
with a disproportionate degree of (often negative) influ-
ence among peers, subordinates, and thereby indirectly 
amongst more senior management. The refinery leadership 
must also align the aims and actions of these sometimes 
uncooperative and even unwilling “leaders” throughout the 
refinery organization.

So, the role of the refinery leadership (which might 
be a sole refinery manager, or more often, the refinery 
manager and his senior team of managers of each major 
refinery function such as operations, maintenance, and 
engineering) is then to encourage behaviors among the 
refinery population that will allow them to reach their goal 
(and similarly to discourage behaviors that work against 
achieving this goal). The effective refinery leadership will 
also further help the members of their organization by 
clearing away any undesirable obstacles in their path as 
these are brought to their attention.

To do this, the refinery leadership must possess a range 
of leadership qualities, preferably personally in the refinery 
manager, or if not, then certainly among his small cadre of 
senior managers upon whom he can rely. These leadership 
qualities should include:
• A clear sense of purpose (or mission): Clear goals, focus, 

and commitment.
• Results-oriented: Directing every action toward a mis-

sion; prioritizing activities to spend time where results 
most accrue.

• Cooperation: The ability to work well with others.

31
refinery Management
Folkert J. Herlyn1

1 Herlyn Consulting, Köln, Germany, www.herlyn.com
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• Sense of humor: The ability to see and to share in the 
humorous aspect of a situation.

• Awareness of environment: The ability to understand 
the environment they lead in and how they affect and 
are affected by it (in our experience, a strong grounding 
in the technical / specific skills of refining is required to 
fully possess this capability).

• Integrity: The integration of outward actions and inner 
values.
So, we know what refinery leadership needs to do, 

and what qualities they’ll need to possess to do it, but can 
we advise on the most important question: to where, or in 
which direction, should the refinery be led? (It’s our posi-
tion here that an organization progressing untroubled in 
steady-state might need management, but only if we have 
to change direction do we need leadership).

Again current management school literature would say 
that the direction in which an organization is to be led is 
best expressed as a “vision.” And further, to be effective, a 
vision should:
• Appear as a simple, yet vibrant, image in the mind of 

the leader
• Describe a future state, credible and preferable to the 

present state
• Act as a bridge between the current state and a future 

optimum state
• Appear desirable enough to energize followers
• Succeed in speaking to followers at an emotional or 

spiritual level
A leader, or the group of leaders, will therefore encourage, 

aid, and influence their employees to move the organization 
successfully towards this vision as their goal with a plan 
(sometimes called strategic change plan, strategic plan, or 
simply strategy). 

So, with a vision, let’s say to maximize the utilization of 
feedstock at minimum cost, and with the required leadership 
qualities, and a plan (or strategy) to move the organization 
towards the vision, it should be plain sailing for the leader-
ship of a refinery, shouldn’t it? 

31.3  strategIes
31.3.1  Definition
A strategy is a long-term plan of action designed to achieve 
a particular goal or desired change/end-state. Implicit in all 

organizations are the ongoing activities within each function, 
department, or plant (the “how do we do things around 
here” statements) driven by its local management, which 
are causing the small incremental changes within that 
function, department, or plant from today’s performance to 
tomorrow’s. See Figure 31.1.

Some typical functional strategies for a refinery might be:
• Ensure safe operations and maintain plant reliability
• Ensure quality and operations excellence in all areas
• Continue to improve profitability and competitiveness
• Comply to internal and external regulations
• Progress work and projects smoothly and safely 
• Further improve working environment and teamwork

So, in order for the refinery leadership to deliver its 
strategy (that is, to move the organization towards its vision 
of maximizing the utilization of feedstock at minimum cost), 
it must cause change at the level of these local/functional 
strategies into “how will we do things differently here?” 
statements. To do this, the refinery leadership must, of 
course, provide details, targets, and action plans, for each 
functional strategy so that those employees required to 
execute the plans during their routine operations activities 
understand what is required of them and can be motivated 
to do them as required. But more importantly, the detailed 
targets and action plans for each functional strategy must 
be linked to ensure that when they are realized, they also 
realize the broader refinery strategy towards maximizing 
the utilization of feedstock at minimum cost.

31.3.2  Checklist for Functional Strategies
So, firstly, how do we ensure we have considered all the 
functional strategies, that is the local action plans for which 
we’ll develop a statement of “how will we do things differently 
here?” One helpful approach is the use of a structure that 
groups the functional strategies into functional areas. If we 
think of three major business process functions: operations 
(which we’ll use interchangeably with production), mainte-
nance, and reliability, we can then divide each of these into, 
for example:
• Planning process
• Performance analysis and review process
• Ownership and accountabilities
• Technology
• Leverage

figure 31.1—Strategy	development	elements.
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tabLe 31.1—checklist for functional strategies 
Maintenance  reliability  operations 

planning process 

Central	planning	process	 Central	support	process	 Central	support	process	

expectation	to	maintenance	excellence	 expectations	to	reliability	excellence	 expectations	to	operations	excellence	

project	participation	and	planning	 project	involvement	related	to	
reliability	

planning	process	integration	

Shut	down	planning	process	 reliability	aspects	in	S/D	planning	
process	

Shut	down	planning	synchronization	

Cost	optimization	 asset	live	cycle	optimization	 production	optimization	

performance analysis and review process 

Maintenance	performance	 reliability	performance	 production	performance	

Cost	performance	 Life	cycle	reliability	vs.	cost	expectations	 Cost	performance	

equipment	integrity	performance	 Integrity	performance	 process	integrity	performance	

Compliance	to	regulations	 Compliance	to	regulations	

Contractor	performance	measurement	 Contractor	support	performance	

Cost	optimization	 Cost	optimization	 Cost	optimization	

ownership and accountabilities 

Function	and	individual	accountabilities	 Function	and	individual	accountabilities	 Function	and	individual	accountabilities	

Governance	 Governance	 Governance	

Data	and	communication	ownership	 Data	and	communication	ownership	 Data	and	communication	ownership	

Maintenance	cost	responsibilities	 Life	cycle	cost	awareness	 production	cost	responsibilities	

Capitalization	process	on	new	investment	 Capitalization	process	on	new	
investment	

Capitalization	process	on	new	investment	

Support	agreements	 Support	agreements	 Support	agreements	

technology	

equipment	technologies	 reliability	analysis	support	tools	 process	technologies	

Monitoring	technologies	 Monitoring	technologies	 advanced	controls	technologies	

asset	management	It	support	tools	 process	management	It	support	tools	

Specialist	It	tools	and	applications	 Specialist	It	tools	and	applications	 Specialist	It	tools	and	applications	

Leverage	

Contractor	philosophy	 Service	philosophy	 Service	philosophy	

Spare	parts	outsourcing	philosophy	 routine	surveys	and	auditing	 auditing	for	integrity	

Spare	parts	philosophy	 Utility	support	and	integration	philosophy	

Interface	to	engineering	vendors	 Interface	to	external	support	services	 Interfaces	to	supporting	functions	

Information	update	process	to	as-built	 Involvement	in	as-built	updating	 Information	update	process	to	as-built	

Interfaces	with	other	functions	 Interfaces	with	other	functions	 Interfaces	with	other	functions	

Vendor	assistance	for	technology	support	 Vendor	assistance	for	technology	
support	

Vendor	assistance	for	technology	support	

total	productive	maintenance	 total	productive	maintenance	 total	productive	maintenance	

people (labor, specialist) 

Skill	development	 Skill	development	 Skill	development	

training,	external	support	 training,	external	support	 training,	external	support	

(Continued)
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• People
• Culture

This second level of detail then demonstrates that each 
major business process can then be impacted by one, and 
sometimes more than one, functional strategy. An iterative 
check that each major business process has at least one 
function describing its own functional strategy to impact 
that business process will ensure that all functional strategies 
are described.

The value of this analysis comes when we recognize 
that, although each function (operations, maintenance, and 
reliability) accepts a charter to deliver its own functional 
strategies (see Table 31.1), they must at the same time realize 
the importance of working together with other functions to 
deliver the required change to the business process. None of 
them can be successful in isolation. Reliability, for example, 
is a shared responsibility between maintenance and opera-
tions, and a “how will we do things differently?” statement 
for the business process “improve reliability” would require 
input from both the maintenance and operations functions.

The development of functional strategies is an iterative 
process. Throughout the process, it is essential to involve 
key personnel to achieve their buy-in and to ensure their 

functional strategies focus on the main issues that must be 
addressed to deliver the refinery strategy. 

31.4  busIness processes 
31.4.1  Introduction
Attempts to use business process analysis and BPM to 
re-engineer businesses down to the detailed refinery activi-
ties have cost some companies tens of man-years but were 
of limited value for developing optimization strategies. 
However, simple process models are used successfully for 
specifying information technology applications and struc-
turing data resources. 

Competitive benchmarking would not be easy without 
some form of structure aligned to business processes, and 
some simple business process models (BPMs) are effec-
tively used to describe best practices and key performance 
indicators [2]. 

31.4.2  Scope
So, which business processes should we ensure we have 
functional strategies to address? This really requires us to 
look at whether the profitability of the refinery is really in 
the hands of the operator? If we look at Figure 31.2, which 

tabLe 31.1—checklist for functional strategies (continued)
Maintenance  reliability  operations 

Compensation	principles	 Compensation	principles	 Compensation	principles	

culture 

planning	and	performance	review	cycle	 planning	and	performance	review	cycle	 planning	and	performance	review	cycle	

Continuous	improvement	management	 Continuous	improvement	management	 Continuous	improvement	management	

Quality	management	 Quality	management	 Quality	management	

Organizational	learning	 Organizational	learning	 Organizational	learning	

figure 31.2—Major	refining	downstream	processes.
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includes the major refining downstream functions from 
feedstock supply to sales, we can see that a significant 
part of the processes are typically covered by headquarters 
organizations/functions and another large part by the 
refineries distributed within a country or a region. This 
sort of a diagram is helpful to define the scope of manage-
ment for the refinery team. It makes clear that the primary 
businesses of the value chain between supplier (feedstock 
supplies) and the customer (distribution) does includes pro-
duction (manage refining entity), and it shows all the other 
functions classically considered “support functions” by fol-
lowers of Michel Porter. If we accept this, then it is entirely 
consistent that the profitability of the refinery is (largely) in 
the hands of the “operator.” 

Is there any value in analyzing the business processes 
of refining?

31.5  benchMarkIng and best practIces
31.5.1  Introduction
Benchmarking (also “best practice benchmarking” or “process 
benchmarking”) is a process used in management and 
particularly strategic management, in which organizations 
evaluate various aspects of their processes in relation to 
best practice, usually within their own sector. This then 
allows organizations to develop plans on how to adopt 
such best practice, usually with the aim of increasing some 
aspect of performance. Benchmarking may be a one-off 
event but is often treated as a continuous process in which 
organizations continually seek to challenge their practices.

Benchmarking is a powerful management tool because 
it overcomes “paradigm blindness” – the belief that “The 
way we do it is the best because this is the way we’ve always 
done it.” [3]. Benchmarking opens organizations to new 
methods, ideas, and tools to improve their effectiveness. It 
helps crack through resistance to change by demonstrating 
other methods of solving problems than the one currently 
employed, and demonstrating that they work because they 
are being used by others. 

31.5.2  Benchmarking Process Example
The process of benchmarking is shown in Figure 31.3. Assum-
ing the best practices (reference practices) are collected, then 

they have to be adapted (conditioning) to the specific pur-
pose. The comparison of the best practice with the actual 
state will results in proposals for actions to change current 
practices. 

Large oil companies have built up benchmarking 
knowledge in such a way that they can compare a simulated 
reference refinery with the physical installation. If best 
practices are not available, then they will have to be collected, 
and there are a variety of places to look:
• Who performs the business process very well?
• Who has practices that are adaptable to your own 

organization?
• Who is most compatible to conduct the benchmark with?
• Obtain 80–90 % of what you need just from using 

resources of a different nature.
• Networks, consortium, internet, consulting companies, 

etc.

31.5.3  Best Practice Example
After the best practices have been collected and adjusted 
to the site’s needs, they can be used to better understand 
the present situation. Each function may have 10–20 best 
practices that should be listed (one is shown in Table 31.2 
by way of illustration) [4]:

figure 31.3—Benchmarking	process	example.

tabLe 31.2—best practice example Listing 
unit: refinery 

best practices hydrocarbon processing plant, reliability Management example 

best practices 

business 
process Model 
number  bp name  practice  how to  enablers 

1,2	 reliability	strategy	
is	available	

establish	a	reliability	
strategy	that	defines	the	
expectations	for	all	functions	
in	the	organization	which	
contribute	to	the	process	and	
maintenance	excellence.	

the	reliability	strategy	includes	
shared	goals	from	all	functions	of	the	
organization.	It	formulates	the	concepts	
to	achieve	the	goals.	these	concepts	
include	(1)	reliability	and	maintenance	
concepts.	(2)	the	organizational	concept	
to	ensure	effective	design,	management	
and	delivery	of	specified	plant	availability	
performance.	(3)	the	computer	systems	
concept	associated	with	the	other	two	
concepts.	

Site	management	
strategies	

AST-MNL58-11-0801-031.indd   733 3/12/13   4:10 PM

 



734	 petroLeuM refInIng and naturaL gas processIng

The present situation may be scored relative to the 
best practices. Although the scoring is rather subjective, it 
assists in better quantifying the current state in comparison 
to best practices. The quantification leads more to focusing 
on areas that need highest attention. The outcome may look 
like Figure 31.4.

After the benchmarking, relative to best practice, has 
been completed, the usually experienced internal barriers 
to change are significantly reduced. It is a good way to get 
buy-in.

31.6  MeasureMents: key perforMance 
IndIcators (kpIs)
31.6.1  Introduction
The missing element to good strategy development is quan-
titative targets. This section outlines “measurements”– the 
important element to successful strategy development, 
implementation, and control of progress.

In an ideal world, people would know intuitively what 
was going well and what was not. Intuition would be part of 
the toolkit of skills brought to bear on problem resolution; 
decisions would be easy to take [5].

Unfortunately, this is not an ideal world. People live 
in a complex environment where cause and effect have 
become lost in the mass of data received, which must be 
processed before it is possible to act. For example, when 
overtime cost is up and maintenance on line performance 
is down, how does the leader know which thing to address 
and what to look for? Energy consumption has risen, and 
the total production output is less. Why is the energy con-
sumption higher? With 1 % too much energy on a 100,000 
bpd refinery costing about US$ 4 million/year, it is worth 
having performance indicators (PIs) that permit fast “drill 
down” of information into the system for analysis and deci-
sion making.

Measurement and evaluation of performance are central 
to control of hydrocarbon process plants. The refinery man-
ager needs to be able to answer four basic questions:
• What is happening and what has happened? 
• Why has it happened? 
• Is it going to continue? 
• What needs to be done about it?

If the first question can be answered by accurate per-
formance measurements, then this same information can 
be usefully applied to better answer the remaining three. 

31.6.2  Current Issues
All plants have formal or informal performance measures 
throughout the organization. They evolve over time and 
are available in for example daily, monthly, and yearly 
reports and other such means. Unfortunately, many indi-
cators are not providing measures for the most important 
issues, or they have limited credibility due to inconsistent 
data or lack of timeliness. Others may be outdated and 
become a burden in reporting. Some people feel also 
overwhelmed with the amount of data that is printed in 
frequent reports or is available on network billboards. In 
many cases, there is neither visible structure for selection 
nor adequate management process for maintaining PIs to 
their full potential. 

31.6.3  Opportunity
Carefully selected and managed performance indicators 
drive the efficiency and effectiveness of the organization 
towards success. About 50 to 100 indicators can provide 
the necessary knowledge for meaningful diagnosis. Addi-
tional measures (100 to 200 or more) permit “drill down” 
into the details of an issue as required. A good selection 
provides a balance between financial and technical perfor-
mance information and between detail and overview (e.g., 
a good system of PIs should be designed to permit senior 
management to find condensed information to “control 
by exception” while the engineer uses the full information 
effectively to relate the actual value to the desired state). 
Such targets or criteria may be benchmarks, optimized 
process parameter settings, or quality-related information 
within ranges. Others may originate from the business 
strategy development process and need to be monitored 
over a longer period.

Overall, performance indicators are available in well-
performing plants that satisfy all levels of the organization 
for transparency and timeliness. A roadmap on the best 
selection and setup of performance indicators is provided 
below.

Best Practice Scoring  

0% 20% 40% 60% 80% 100%
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Maintenance Performance Reconciliation

Maintenance Execution

Maintenance Planning and Scheduling

Quality Support

Technical Support

Reliability Support

Process Performance

Production Execution

Planning & Scheduling

F
un

ct
io

ns

Actual versus Best Practices in Percent

Present State Target State

figure 31.4—Best	practice	scoring	example.
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31.6.4  Business Perspective and Balanced 
Scorecard
At its core are the corporate and local business vision 
and the strategy. By measuring financial performance, 
organizational effectiveness, customer satisfaction, and 
operational efficiency the long-term refinery strategy can 
be linked to short-term actions within the functional strate-
gies. The vision should set and the strategy should drive the 
components of the performance monitoring system. This 
system, sometimes also known as the balanced scorecard, 
makes visible an understanding of what is critical to survive 
and to succeed (see Figure 31.5) [6].

As shown above, the scorecard should, for example:
• Include financial and non-financial measures.
• Align departmental goals with vision and strategy.
• Reflect commitments to safety, reliability, environment, 

and customer service.
• Link measures throughout the organization.
• Be shared with as many staff as is practical.
• Involve staff members during design.
• Be maintained with a continuous improvement process.
• May be linked to compensation.

31.6.5  Getting from Business Vision to 
Performance Measures
The link between the vision and strategy and the metrics 
is provided through sample best practices (or other key 
practices measure), as explored in the previous section. 

The best practices provide the path to, or the targets for, 
the desired state of the business. If we want to understand 
performance, and track our progress along this path, we 
need to compare our performance against these targets. A 
simple measure of actual/current to historical performance 
is valuable, but in many cases not enough; without the target 
expressing the relationship with the business vision and 
strategies (Figure 31.5), it wouldn’t be clear whether any 
deviation was in the desired direction or not.

The link from the vision “to be the best…” requires a 
series of individual functional strategies. These functional 
strategies will require action steps for getting the desired 
results. As an illustration, one such functional strategy 
might be to drive the cost down by reducing the energy con-
sumption without penalties on product quality and plant 
reliability. The success of actions to achieve the reduced 
energy consumption must be monitored in real time, over 
time, and in relation to a target of, for example, the energy 
efficiency index (EEI). In case of deviation, the staff mem-
bers will have to analyze the cause and take action to make 
changes. 

A single measure such as the EEI for the total plant is 
not enough to gain sufficient knowledge to act on. “Drill 
down” information with sub-targets and measured data 
reflecting the type of feedstock, the products, and the plant 
configuration are necessary. Figure 31.7 provides an exam-
ple of the “drill-down” structure needed for effective search 
of cause and effect of deviation (also shown in Figure 31.6).

figure 31.5—Survive	and	succeed	criteria	viewpoint.

figure 31.6—Vision	linked	to	performance.

AST-MNL58-11-0801-031.indd   735 3/12/13   4:10 PM

 



736	 petroLeuM refInIng and naturaL gas processIng

Usually, the planning group will have the tools and 
capability to define the target of the energy index, and 
many others, precisely. Technical targets will also be pro-
vided for technical staff such as inspection and mechanical 
and process engineering personnel. Finally, each group will 
use its own performance indicators, all of which should be 
clearly linked to the business objectives. 

31.7  change ManageMent: strategy 
IMpLeMentatIon
We posed the question earlier, “So why do so many good 
strategies fail, and what can be done to effectively lead these 
strategic plans?” 

In our experience, there are three parts to developing 
a good strategy: 
• Analyze the market (its current and future state projec-

tion), our current situation versus best practices, our 
desired changed state (with respect to our view of the 
market), next 

• Develop the strategy (our plan of necessary change 
actions to get to our desired changed state), and 

• Implement the strategy (make the necessary changes 
and monitor the effect of these).
Although we have spent time discussing in detail the 

first two steps, the toughest step by far is the implemen-
tation. The implementation of the strategic plan requires 
management of change. The key to the change is to change 
people’s behavior and behavioral change requires a shift in 
their thinking. To achieve this may require many changes in 
the way things are currently done (by way of illustration, a 
change program in the maintenance function may have the 
behavior change objectives identified in Table 31.3). This 

might include or require changes to some “sacred cows” 
such as changes in compensation and authority: strategic 
change is difficult because people often perceive they will 
lose power and/or resources. But most importantly, it will 
require a change in people’s perception of what their own 
contribution (and value) is to the business today, and in the 
future changed state.

Much has been written about management of change, and 
there are many academic/sociological models available which 
seek to provide explanations and guidance on how best to 
effect organizational change. But in our practical experience 
there are five prerequisites for any change program:
1. Plan: The change plan must be thought through with 

the same discipline as the development of the strategy 
that it will cause to happen. 

2. Focus: The strategic change plan must set priorities. Too 
many tasks at once can overwhelm even the believers.

3. Accountabilities: Managers should be assigned specific 
change tasks and specific objectives to work towards. 
If they feel like their input to the change program is 
essential (which of course it is), this will help to ensure 
their buy-in.

4. Communication: Change can be a threat or an exciting 
journey. One must promote the benefits of change to 
the internal team as much as to the customers, and be 
realistic about any threats that may result. 

5. Courage: When the change plan is defined and commu-
nicated, courage is needed to push the change program 
through.
This section has provided a methodology that will 

equip the refinery leadership with the ammunition to 
address the first four of these, and in so doing will provide 

figure 31.7—target	and	actual	comparison	for	“drill	down.”

tabLe 31.3—Maintenance example for change Management 
current behavior target behavior

	9 Disruptive	scheduling,	coordination 	9 Job	planning,	controlled	scheduling	process	

	9 Immediate	response	/	failure	focus 	9 predictive/preventive	vs.	corrective	

	9 Victim	mentality 	9 proactive	

	9 No	control 	9 In	control	

	9 allocation	of	maintenance	cost 	9 Charge	for	services	rendered	

	9 Buffer	hourly	staffing 	9 Optimal	hourly	staffing	
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them with the confidence to enable them to act in ways 
which demonstrate the fifth.

31.8  further areas to support 
successfuL refInery ManageMent
31.8.1  Management of Planning/Scheduling 
and Control
31.8.1.1	 INtrODUCtION
A competitive refinery needs an optimal plan for use of 
labor and equipment, raw materials or feedstock, inbound/
outbound transportation, storage capacity, and other con-
straints that may affect the decision of what to produce, 
when, and in what quantity, balancing the tradeoffs between 
all constraints to meet management goals.

The planning process is a loop ranging from, for 
example, crude selection to production, performance analysis 
of operations, and the shipment of the products. It is an 
important activity to synchronize all activities based on the 
customer product requirements. These requirements are 
usually defined by the market or the sales team. Figure 31.8 
demonstrates the feedback process along the individual 
planning process steps.

31.8.1.2	 CrUDe	OIL	SeLeCtION
The optimized crude selection for each refinery based on 
customer requirements is unique to each plant’s configura-
tion, logistical capabilities, and product slate and price 
variations. Refining optimization and crude selection in 
“Best Practice” refineries, utilize linear and nonlinear models. 
Short-term crude selection may be based on variable cost and 
profit opportunities. Not necessarily minimum cost but maxi-
mum utilization of facilities at maximum profit. Incremental 
capacity and crude/product opportunities may be analyzed 
on marginal economics of cost/profit model evaluations. 
These are complex calculations and include information 
from many sources such as:
• Crude assay data that define the crude quality
• Assays model feedback factors included from actual 

runs
• Plant configuration in the form of a model with yields 

and energy impact
• Processing and transportation data relationships easily 

structured
• Plant availability
• Cost and product/feedstock price information

The solution determines the optimal crude from 
availabilities and the related need of resources and 
sourcing patterns, considering capacities of production 
and distribution assets. Business objectives, such as cost 
minimization or profit maximization, are used to finally 
develop the plans.

With such a tool in hand, powerful scenario analysis is 
possible: it enables planners to develop and compare multiple 
scenarios for operations. 

31.8.1.3	 pLaNNING	aND	SCheDULING
The main plan driver is always the product requirements. 
Spot sales or long-term contracts define the frequency. The 
typical plan frequency is monthly, quarterly, and yearly with 
some updates within a month. Companies have realized 
that weekly planning is appropriate if the market changes 
quickly.

The plan data are used to develop the schedules. Those 
schedules must include logistics and distribution data in 
detail on a daily basis as well as maintenance/equipment 
availabilities from the maintenance planning/scheduling 
system. A main feature of today’s scheduling systems is the 
blending optimization. The planning runs ensure the avail-
abilities of blend components, but the blending optimizer 
calculates the most cost effective solution to meet the 
product requirements. Actual component qualities, inven-
tory, and cost per component are included for blending 
optimizer output.

31.8.1.4	 OperatIONS	aND	ShIpMeNt	exeCUtION
With the schedules in hand, the operations and shipment 
instructions are transmitted for execution. A good, accurate 
planning system will provide trust in the instructions and 
ensure that the customer requirements are met and at the 
same time that the business strategies are implemented. As 
such, the planning system quality is the most valuable tool 
for the management to achieve its objectives.

31.8.1.5	 perFOrMaNCe	MONItOrING	aND	
aNaLySIS
Performance monitoring includes all areas of the refining 
functions; however, the most critical one is the monitoring 
of the process in real time and over a longer time period. 
The source of data is usually the DCS (distributed control 
system) with digital gateway to an RTDB (real-time database 
system). The data are stored over time in hourly, daily, and 
monthly averages as predefined by the people that need it.

Performance monitoring means the comparison of, 
for example, process data to history data or to targets. The 
targets may be a result of complex process simulation or 
production plans and schedules. Performance monitoring 
is different if performed by different vertical business levels. 
The financial department is interested in the accounting 
data of production and its financial performance, while a 
maintenance person is interested in the corrosion of some 
equipment from pH control results or the vibration level of 
a pump. Figure 31.9 represents the different levels of perfor-
mance and control areas to the process.

A prerequisite for all performance monitoring activities 
is the availability of recent, accurate, and sufficient data. 
The trend is to increase the real data input as instrumentation 
becomes less expensive and data analysis more automated. 
Usually, the DCS data are transferred to an RTDB for 
analysis. The RTDB receives and stores the data at regular 
intervals. The value has a time stamp and an identifier that 
represents a unique tag name. Above the RTDB system is the 
refinery shared database (relational database) that acts also 
as an integrator to many other applications and systems. 
Tools should be available for process analysis, such as figure 31.8—planning	process.
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statistical quality control, data reconciliation, and process 
simulation (steady state and dynamic). The RTDB may also 
house all key performance indicator calculations that are 
described in previous sections. 

At best, the planning and control process is continu-
ously improved and aligned to the business objectives. If 
equipped and applied with appropriate information systems 
on the site networks, it is the most valuable tool not only 
for the refinery manager but also for each individual at site. 

31.8.2  Safety, Environmental Management, 
Industrial Health, and Security
31.8.2.1	 exaMpLe	INCIDeNt	DeSCrIptION
At approximately 1:20 p.m. on March 23, 2005, a series of 
explosions occurred at a refinery during the restarting of a 
hydrocarbon isomerization unit. Fifteen workers were killed 
and 180 others were injured. Many of the victims were in or 
around work trailers located near an atmospheric vent stack. 
The explosions occurred when a distillation tower flooded 
with hydrocarbons and was over-pressurized, causing a 
geyser-like release from the vent stack [7].

31.8.2.2	 INCIDeNt	preVeNtION
The highest priority of refinery management is compliance to 
safety, environmental targets, health of personnel, and secu-
rity. All of these functions to manage are related to survival. 

31.8.2.3  rISk	MaNaGeMeNt
It begins with a plan. A risk management plan (RMP) is a 
proactive identification and assessment of the potential inci-
dents or hazards. An assessment is an analysis of the current 
potential and past dangers and incidents and near misses for 
safety, environmental issues, and industrial health. Based on 
this plan, a prevention program is developed to address and 
mitigate any potential hazards or possible incident within the 
assessment. The goal is to avoid any noncompliance to the 
internal goals and external regulations. Usually, a prevention 
program addresses 12 safety elements:
• Safety information
• Hazard analysis
• Operating and maintenance procedures
• Training
• Mechanical integrity
• Management of change
• Pre-startup safety reviews
• Compliance audits
• Incident investigations

• Employee participation
• Contractor safety
• Emergency response

31.8.2.4	 INCIDeNt	INVeStIGatIONS	
Root cause investigations of incidents must be conducted 
to understand the reason and to prevent any incident recur-
ring for this or similar reasons. Root causes of the example 
described above are usually deficiencies in safety manage-
ment systems but can be any factor that would have prevented 
the accident if that factor had not occurred. Other accident 
causes often involve equipment failures, human errors, 
unforeseen chemical reactions, or other hazards.

Each near miss and each incident will require root 
cause analysis by a team setup from in-house personnel 
and with support from external organizations. In the United 
States, for example, regulatory agencies such as the Occu-
pational Safety and Health Administration (OSHA) and the 
Environmental Protection Agency (EPA), industry organi-
zations, and labor groups make recommendations for 
prevention as well as part of the analysis after an incident 
has occurred. It becomes apparent that a well-designed 
performance control system provides meaningful data also 
for better root cause analysis.

Practices and procedures: Effective organizational 
practices and procedures, such as encouraging the report-
ing of incidents and allocating adequate resources for 
safe operation, are required to make safety systems work 
successfully.

31.8.2.5	 INteGrIty	aUDItS	aND	
IMpLeMeNtatION	OF	reCOMMeNDatIONS
Operational and equipment integrity should not be com-
promised, including the training for personnel for han-
dling. Cost-cutting measures have intervened with work to 
get things right: often reliability improvements and training 
are cut.

31.8.2.6	 INCIDeNt	reSpONSe
Part of the practices and procedures include an emergency 
response system. In the event of an emergency, a refinery’s 
first contacts are made to internal management and external 
agencies, This system is dictated by the emergency situa-
tion, applicable regulations, and response protocol. Persons 
may be contacted by phone, fax, or detection devices. These 
contacts decide on next steps that have been defined as part 
of the response system procedures. Automated phone and 

figure 31.9—Information	and	control	levels.
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radio systems supplement fire and police notification tools, 
for example, to direct the community to either shelter in 
place or evacuate.

31.8.2.7	 CULtUre
Finally, the organization’s culture toward safety, environ-
mental management, and industrial health, most notice-
able in the provision of sufficient resources to achieve 
all commitments, is a key to success. A statement of the 
CSB Chairman Carolyn W. Merritt in the United States on 
March 20, 2007: “Process safety programs to protect the lives 
of workers and the public deserve the same level of atten-
tion, investment, and scrutiny as companies now dedicate to 
maintaining their financial controls. The boards of directors 
of oil and chemical companies should examine every detail of 
their process safety programs to ensure that no other terrible 
tragedy (like the one described above) occurs.”

31.8.3  Cost Control
31.8.3.1	 COSt	CONtrOL	ISSUeS	IDeNtIFIeD
A current concern of any manufacturer is cost. For managers 
faced with reducing cost, budgetary and actual cost reports 
are typically their only insight into cost reduction opportu-
nities. Unfortunately, these tend to be vertically based; they 
represent the business on a departmental responsibility 
basis. There is often insufficient understanding of costs 
by unit or individual equipment. Mostly predetermined 
allocation is used to get at least some insight. For good 
cost control it is necessary to understand how much of the 
overall cost is related to, for example, the maintenance of 
individual equipment. How much is related to services from 
technology, engineering, and central technology organization, 
and to which equipment or project? Does it include shop 
floor work not counted for in a work order system? Without 
a drill-down system or proper actual cost, it will be difficult 
to trace the cost and who has requested work. Without 
proper cost allocation assignments based on the cause and 
effect principle with the drill-down capability, it is extremely 
difficult to control expenditures as there is less care taken 
in identifying really necessary spending, and less chance to 
understand waste in the system. In this situation, nobody is 
held accountable for costs getting out of control.

Clearly, a customer that is held accountable for 
resources requested will use those requests wisely. In a situ-
ation where costs are wrongly assigned, it may appear that 
costs exceed targets or costs have increased above industry 
average. This may in turn lead to corrective actions that, 
based on inaccurate costing information, may be unwise, 
for example, the conclusion to outsource some of the 
maintenance activities. It is unwise to act without clear 
understanding of the total picture and costs involved. As 
has been found during a wave of maintenance outsourcing 
recently, such decisions may be detrimental to the refinery’s 
strategic objectives. Victims of these trends have often been 
shop services for the fleet and for repair of equipment with 
the assumption that outsourcing of these activities would 
be for the better.

31.8.3.2	 aCtIVIty-BaSeD	MaNaGeMeNt	(aBM)
ABM, of which activity-based costing is only a part, has 
been shown in some circumstances to provide a more 
competitive operation. The principle of ABM is to run 
functions or departments, such as maintenance for 

example, as businesses within the business units and not 
as departments. ABM can play a critical role by improving a 
company’s understanding of its product profitability, cross 
functional process cost, and proper performance measures.

ABM provides more than just valuable product 
cost information; it also highlights the consumption of 
resources from a cross-functional perspective (e.g., steam, 
electricity, laboratory sampling cost, and contractor cost). 
For example, the true cost of outsourcing to contractors is 
probably greater than the cost of a contractor hourly rate 
itself when one includes the accounting, logistical issues 
within maintenance, and contract services performed by 
internal individuals. Benefits from understanding this 
information include supporting outsourcing decisions, 
elimination of redundant activities, or developing pro-
grams to ensure that activities are performed more effi-
ciently and effectively.

ABM concepts move the emphasis away from vertical 
department focus to a horizontal business process focus (see 
Figure 31.10). ABM concepts will shift away from an overhead 
based measure to a business product measure with insight 
into maintenance results as opposed to hours.

Within the maintenance function, cost control is possible 
if all activities are charged to the repair work order raised. 
That work order is equipment specific and closed after the 
work is completed. Standing work orders should be mini-
mized, but all work should apply the work order system 
for recording. Once activities are understood managers can 
set up systems that help manage people to perform more 
preferred behavior (see Figure 31.11).

Tools need to be available to accomplish ABM; however, 
the system must be set up and loaded with sufficient base 
information to define the functions and set up the screens 
for easy use. A user-friendly information access system will 
encourage the users to analyze cost as part of their normal 
activity. Example:

Under ABM, the shop services provide services at cost 
per unit and bill the hours at true cost so that the repair 
cost can be compared to outside services. The safety valve 
shop no longer sells hours; it sells rebuilt valves charged to 
a specific work order. The shop may bill on price list just 
like their competitors. The price list is developed based on 
process value analysis. Additional process value analysis 
was also performed on outsourcing valves. Based on the 
results of such an analysis, outsourcing may not be the best 
way of servicing valves. 

The laboratory cost may be allocated to sample types. 
It is apparent that the cost assignment based on cause and 
effect principle by the samples analyzed will trigger oppor-
tunities for optimization. If the sample frequency is too 
low, there may be lower yield recovery for the higher value 

Traditional Accounting

Salaries 100 K
Overhead 50 K
Supplies 25 K
Other cost 10 K

Total 185 K

ABM

Work planning 20 K
Work request processing 100 K
Valves repair 25 K
Pump repair 25 K

Pipe fabrication 15 K

Total 185 K

figure 31.10—typical	versus	activity-based	management	for	
maintenance	services.
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product sold. Overall, the unit supervisor will have, through 
activity-based costing, better tools in his hands to balance 
between quality control cost and product give-away. He 
may evaluate the need for on-stream analyzers if he is 
forced to control quality as often as once per shift or more. 
In addition, the advanced process control application may 
require real-time quality information to operate closer to 
the product specification. The activity-based cost analysis 
provides information for true incentive calculations.

Overall, one of the successful management tools to 
optimize the cost is ABM. Its use helps costs to become 
more transparent and useful as part of the planning 
 optimizers. 

31.8.4  Information and Knowledge 
Management
31.8.4.1	 INtrODUCtION
A competitive refinery requires an information system that 
• Integrates business processes and technology to improve 

manufacturing productivity, profitability, and assets.
• Enables make-to-order and shortens fulfillment time 

from demand-driven production planning.
• Connects to e-marketplace and based on collaboration.
• Increases customer satisfaction through Web-enabled 

visibility and transparency of the plant’s capability to 
promise and deliver product(s).

• Synchronizes with ERP (enterprise resource planning) 
and provides access to information throughout the 
supply chain.
Such a system will enable excellence in refinery opera-

tions and provides a sustainable competitive advantage in 
the marketplace.

Over the past three decades, refineries have implemented 
many applications as driven by the individual divisions. In 
the early stages of computing, it began with laboratory auto-
mation. Later, the maintenance work order systems were 
added and then the data from DCS collected frequently into 
unique databases, called a real-time database or a historian 
for the process data used by the technical personnel. Many 
small applications were added (bolt-on), justified by local 
immediate need, without a strategy or a master plan. As 
a result, the proliferation of applications was high, and IT 
personnel had to deal with many systems. Management was 
dissatisfied with the results.

31.8.4.2	 MaNaGeMeNt	SySteMS
One reason for dissatisfactory IT systems at refineries is 
often the lack of adequate management or governance 
systems. IT Governance is “a framework for the leadership, 
organizational structures and business processes, standards 
and compliance to these standards, which ensure that the 
organization’s IT supports and enables the achievement of its 
strategies and objectives” [6].

In particular, IT governance defines the following 
topics: 
• What type of IT governance decisions have to be taken? 

(Scope)
• Who has the final decision for which type of decision? 

(Roles and Responsibilities)
• Which mechanisms have to be followed to come to 

these decisions? (Control)
IT governance is a critical component of corporate and 

refinery governance. 

31.8.4.3	 GOVerNaNCe	–	SCOpe
The impact on the business of an organization’s IT is high 
and continuously increasing. Recognizing this, business 
functions are rightly demanding the participation in key 
IT decisions. At the same time, IT is emerging as a key 
business function. IT organizations should be proactive in 
identifying new IT opportunities to provide a competitive 
edge to the business through more effective execution of 
differentiating business processes. No longer the reactive 
supporting department, IT management positions are 
increasingly being viewed as key board-level appointments, 
alongside the business unit managers they support.

In an ideal situation, IT management is being aligned 
directly to the board to proactively facilitate and imple-
ment the needs of the business functions. An effective IT 
governance structure can realize some of the benefits of 
this ideal situation. Refinery IT groups are functionally 
linked to company IT management and take advantage 
of the management systems related to infrastructure and 
some applications. The company IT organizations must 
ensure that the refinery technical type applications are of 
a high standard. This is more likely to happen if the refin-
ery has an IT group that has a clear charter and strong 
support from management. The governance portfolio 
must reflect this.

figure 31.11—typical	and	target	behavior	shift	with	support	of	aBM.

AST-MNL58-11-0801-031.indd   740 3/12/13   4:11 PM

 



	 Chapter	31					n					refInery ManageMent	 741

31.8.4.4	 rOLeS	aND	reSpONSIBILItIeS
The IT function must assume the role of a reliable utility 
provider who supports the refining operations. It does not 
matter where the role and responsibilities are located in 
either the headquarters or in the plant. This is often depen-
dent on the size of the company and the refinery. 

The IT function’s role is to:
• Promote, standardize, and support technology, license 

agreements, and operating system decisions. This 
includes infrastructure elements, tools, and applications 
to standardize hardware/software equipment. 

• Provide IT service management.
• Provide knowledge management, including guardian-

ship of the company’s intellectual capital.
• Establish and maintain project governance principles.
• Conduct risk analysis and provide risk/security man-

agement. 
• Ensure business continuity and disaster recovery.
• Maintain regulatory compliance.

While remaining the responsibility of the IT function, 
all of these roles are carried out in a highly interdependent 
relationship with the users. For this reason, the actions 
to be taken to fulfill the governance requirements can be 
neither entirely that of IT, nor of the user, but will be depen-
dent on individual situations.

Some will be readily apparent, such as that the respon-
sibility for all IT hardware and base software should rest 
within the IT function, as should the responsibility for 
information security. Other areas are less clear, such as that 
the IT function might have responsibility for an applica-
tion’s development and support, but not necessarily for its 
operations. The responsibility for applications might rest 
within the business function, for example:
• HR application system (HR)
• Finance application system (finance)
• Refinery information system (refinery)
• Maintenance application system (refinery)

Service agreements should be developed to clarify the 
responsibilities related to all systems in sufficient detail 
such that there is no scope for misunderstanding.

For this reason, it is essential that the requirements 
and responsibilities are laid out clearly in Policies and 
Procedures, which can be established and then monitored 
by an IT Governance structure. These are both described 
below.

Policies
Policies are high-level documents developed by manage-
ment to transmit its guiding strategy and philosophy to 
employees. They define, detail, and specify what is expected 
from employees and how management intends to meet the 
needs of customers, employees, and stakeholders. Policies 
can be developed internally, or can be based on interna-
tional standards such as Common Criteria or ISO.

An example of one specific type of policy is the organi-
zation’s security policy. Another would be the organization’s 
policy on procurement and standardization of individual 
user PCs.

Procedures
Procedures are somewhat like children—they are detailed 
documents built from the parent policy. They require more 
frequent changes to stay relevant to business processes and 
the technological environment. Procedures are detailed docu-

ments tied to specific technologies and devices. Procedures 
change when equipment changes. For this reason, the 
prime concern of a refinery is related to procedures that 
need to be updated with the updated IT strategies and the 
implementation of larger projects such as workflow and 
refinery information system (RIS).

Policies and procedures should describe the specific 
responsibilities for all areas covered by the IT function.

31.8.4.5	 CONtrOLS
The company has to meet two specific goals: 
• Align the goals of IT to the goals of the company—both 

must be focused on and working for the common good 
of the company.

• Establish accountability—accountability requires that 
individuals be held responsible for their actions.
Accountability can be seen as a pyramid of respon-

sibility that starts with the lowest level of employees and 
builds itself up to top management. It is, however, best 
described from the top down, and this top-down structure 
of committees, each with defined accountabilities for defin-
ing, monitoring, and reporting compliance, is an essential 
requirement of IT governance.

31.8.4.5.1  Company IT Steering Committee
The overall IT governance of a company is directed through 
an IT steering committee with members that are account-
able for all policies and procedures covering all IT service 
provision, but paying particular attention to the larger busi-
ness applications.

The committee is responsible for reviewing the 
steady-state performance of IT support at the sites, and 
of the IT function and major IT projects, budgets, and 
plans. These duties and responsibilities should be defined 
in a formal charter. The charter gives the committee 
the power to provide strategic guidance. The committee 
should not be involved in the day-to-day activities of the IT 
function.

Use of the balanced scorecard at the organizational 
level is a good method for the steering committee to measure 
performance and align business strategy with IT objec-
tives. It can be used to foster consensus among different 
organizational departments and groups. The information 
gathered by using the balanced scorecard should be passed 
down the organizational structure to supervisors, teams, 
and employees (Figure 31.12). Managers can use the infor-
mation to further align employees’ performance plans with 
organizational goals.

31.8.4.5.2  Site Steering Committees
The steering committee by refinery is responsible for: 
• IT planning 
• Site development and implementation of projects and 

applications 
• Operation and maintenance of site-owned systems and 

networks
• Management of site-owned data, practices, and procedures
• Review of performance on a frequent basis.

The plant’s performance is highly impacted by IT. Each 
Site IT steering committee should contain a representative 
from the headquarters IT function to ensure common stan-
dards across sites, sharing of development activities, and 
shared services to minimize cost. 
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31.8.4.5.3  IT Governance in a Major Project
It is necessary to set up a project team for a large single 
project such as RIS or maintenance work order manage-
ment system, which will ensure that the implementation 
meets the business objectives. This will necessarily operate 
outside of the usual IT Steering Committee structure until 
it is fully implemented and handed over to the responsible 
sites in steady state. 

31.8.5  Skill Levels and Training 
The refinery is a complex technical manufacturing site and 
needs high (technical) skills at all levels of the organiza-
tion. Typically, management systems assist in selecting 
personnel according to their leadership potential and less 
to their professional knowledge. As a result, some profes-
sional personnel may consider seeking other opportunities 
where their skills are more valued. Skill levels and lack of a 
transparent skill development framework are serious issues 
for the future growth of refineries.

It is mandatory to establish and communicate a career 
(skill development) system that provides advancement for 
all professionals. Successful career development frame-
works are implemented that reflect the needs.

Broad development of professional knowledge and 
its recognition should be developed together with clearly 
defined role statements and mentorship relations. Both the 
clients (for example, production leaders) and the service 
persons (technical professionals) must share expectations 
and performances based on a structure that could be 
expressed in the form of a detailed skill matrix.

If the technical person does not see a career in the 
technical field, he will not try to develop himself to his 
maximum professional potential. This may be one reason 
for insufficient plant reliability.
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31.9  appendIces
31.9.1  Refinery Business Processes
Typically, about 40 to 50 main business processes or busi-
ness functions are needed to manage a refinery of medium 
complexity (10 to 20 units). Each of these functions 

includes 5 to 10 major activities. These can be represented 
on a BPM, a diagram of each of these major functions 
and activities. A generic model (see below) can be used 
to explain the management challenges and improvement 
opportunities faced by a typical refinery management. 

Firstly, we should differentiate between a BPM and orga-
nization chart. Organization structures at a site may look 
similar to the BPM, but they are highly dependent for their 
detail on, for example, the local situation, desired business 
focus, skill availability, and complexity of production. A BPM, 
however, will differ less between refineries since it always 
describes the functions in a company without the duplica-
tion of an organization chart. For example, a refinery with 20 
units has 20 unit supervisors on an organization chart, but in 
a BPM it would say supervise unit. As a subset, the activities 
would be defined to operate the units. There is then no differ-
ence between a unit that produces a gasoline component and 
one that extracts hydrogen from fuel gas. The BPM view is on 
the process and not on the content within the process.

Details of those refinery functions within the respon-
sibility of the refining organization are further explored in 
Figure 31.13.

31.9.2  Business Process Descriptions
In the following descriptions, we’ll use the business process 
descriptions used in the generic BPM.

31.9.2.1	 Make	QUaLIty	prODUCtS
This includes all production functions from feedstock 
receipt to product delivery.

31.9.2.1.1  Operations Management
Operations management represents the natural clustering 
of all functions and entities that physically operate the 
facilities and produce the products. Included are those 
functions and entities that are required to plan, operate, 
move, store, and dispatch feed and products. Also included 
are the direct processes technical and support services (e.g., 
process engineering and quality assurance).

Feed and product planning and scheduling, develop 
feed and product plans
Feed: The activities needed to plan, select and allocate feed-
stock (for example, crude) within the site, for both the short 

figure 31.12—refinery	It	steering	committee	example.
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and longer term. This includes interaction with corporate 
functions.

Products: The activities needed to meet the customer 
requirements in product volume, quality, and time. The 
Operations and Technical functions provide sufficient data 
and models of the facilities for optimizing feedstock selec-
tion and production targets.

Develop feed and production schedules
Feed includes the activities needed to schedule feed and 
products for individual units within the plant. This schedule 
includes the calculation and definition of operations targets 
to generate optimum margins. The operations and technical 
functions provide sufficient data and models of the facilities 
for optimizing the production schedule.

Manage inventories and dispositions
This function ensures that there is a balanced inventory plan 
of raw materials and products meeting quality and shipping 
requirements.

31.9.2.1.2  On-Sites Operation
Plan and schedule operations
Plan/Schedule: The function comprises the activities needed 
to plan/schedule the individual unit operations on the basis 
of the plant-wide operation schedules. Those schedules cover, 
for example, feedstock changes, regenerations, turn-arounds 
and major repairs.

Operate on-site units
The on-sites function is responsible for execution of the 
actual operation of the units according to agreed targets. 
It includes keeping the production processes under control 
and also the delivery of the products according to specifi-
cations in quantity and quality at competitive cost at the 
required time.

Monitor performance
This function captures all activities required to monitor 
process performance that is to compare actual and his-
torical data (hourly, daily, monthly averages) with targets. 
These data will include, for example, quality give-aways, 
utility consumptions, capacity utilization, efficiencies 
of equipment, and fouling trends. Data reconciliation is 
performed on the actual plant data as required to ensure 
that the results of the comparisons are accurate. Devia-
tions from plan and violation of physical and/or technical 
constraints are highlighted for corrective action. Equip-
ment performance and historical data are available to 
take corrective actions.

31.9.2.1.3  Off-Sites and Shared Operations
Plan/schedule off-sites and shared unit operations
The plant-wide daily scheduling application function 
provides the main targets for blending optimization, move-
ments, inventory, and shipments.

figure 31.13—refinery	BpM.
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Operate off-sites
Blending: This function operates the blending facilities for all 
products that require blending to specifications. This includes 
the selection of components from unit run-down lines or 
tankage and forwarding the products to shipment or tankage.

Feed and product movements: This function operates 
the movements that are necessary between on-site units 
and shipment.

Loading and shipment: This function schedules and exe-
cutes the actual movements of all feed and product entering 
and leaving the plant via ships, trucks, rail cars, and pipeline 
facilities. This includes the participation in the development 
of the plan for pier, station, and tank movements.

The function is responsible for the administration of all 
activities related to the receipt, dispatch, and storage of feed 
and products. This includes the documents for suppliers, 
customers, shipment, and authorities.

31.9.2.1.4  Operate Utilities
This function is responsible for execution of the actual oper-
ation of the utility units (e.g., steam, power, air, inert gas, 
hydrogen purification units or facilities) according to agreed 
targets. It includes keeping the production process under 
control and delivering the utilities to required specifications 
as needed and at competitive cost. This includes scheduling 
and coordinating the supporting resources such as mainte-
nance and technical for trouble shooting and repair.

Operate environmental units
This function is responsible for monitoring of the environ-
mental units (e.g., waste water treatment) and their operation 
to agreed targets to meet regulatory requirements.

31.9.2.1.5  Operations Support 
Perform technical support
This includes both the determination and guidance functions 
for all operations improvements.

Determine: This function monitors all production pro-
cesses to derive an overall performance measure of the 
operation of the units. It also includes analyzing production 
performance, losses, quality, give-away for the assessment 
of utilization and deviation reporting.

Guide: This function is responsible for all activities 
pertaining to the analysis and the troubleshooting of the 
production process by anticipating and reacting to process 
status and events. These activities finally result in guiding 
and recommending technical settings for the production 
processes. 

Provide advanced process control
This function develops advanced process controls (APC), 
trains the operators, and maintains any APC applications. 
This function includes the monitoring of application cost/ben-
efits and the support of the console operator for assisting him 
in achieving safe and optimum production results.

Manage laboratory operations
This function operates the laboratory facilities for the 
purpose of tracking and analyzing samples to support 
operations and quality assurance functions. It includes 
management of the resources within the lab, the scheduling, 
transportation, receipt and disposal of the samples, and the 
assistance in monitoring quality assurance.

Determine/reconcile production and energy balances
This function, called in some plants “product accounting,” 
monitors the production and energy consumption and pre-
pares material balances to come to an overall calculation 
of the energy consumption, and oil/material accounts and 
any losses. This includes reconciliation and preparation of 
data for accounting and stewardship purposes. Performance 
indicators are available for comparison to targets and plans. 

31.9.2.1.6  Manage Maintenance
Plan maintenance
Plan maintenance comprises the development of resource 
plans to ensure the integrity of the facilities and equipment 
over their planned life cycle based on requirements of oper-
ating plans (T/A, regenerations, etc.), equipment inspection, 
and preventive maintenance needs. Part of this function 
is the development of maintenance budgets and overall 
control, issuing and maintaining up-to-date maintenance 
guidelines and manuals, and training of the personnel on 
any changes. The systems will permit prioritization and 
sufficient input to perform work scheduling as the next step 
of work preparations.

The planning frequency is continuous but has formal 
planning outputs at monthly, quarterly, and yearly intervals. 
Turnaround planning is part of this function.

Schedule maintenance
Schedule maintenance comprises all activities pertaining to 
the scheduling of resources for maintenance jobs including 
in-house personnel, contractors, material, documentation 
for repairs, and the equipment and tools to execute the job. 
It also includes reconciliation after completion to ensure 
continuous improvement of scheduling.

Execute and control maintenance
The execute and control maintenance function comprises 
the physical execution and control of tasks outlined in the 
maintenance schedules. This includes scheduling of daily 
activities and taking corrective action on backlog of jobs. The 
function ensures that documentation, material, and tools 
provided as part of the scheduling activities is correct before 
use. Finally, the function is responsible for recording of tasks 
performed, materials used, and services and man-hours con-
sumed for later analysis by the individual equipment such as 
the pump, the exchanger, and the system of piping.

Analyze and reconcile maintenance
This function consists of monitoring the maintenance 
activities and cost to come to an overall assessment of the 
maintenance services provided. This includes analyzing 
efficiency and effectiveness using indicators for comparison 
to plans and analyzing backlog of work and the effective-
ness of preventive and predictive maintenance.

31.9.2.1.7  Warehouse and Procurement
Operate materials warehouse
This function ensures that there are sufficient parts and 
tools available at optimum cost to satisfy the refinery’s 
(maintenance) requirements. It includes:
1. Materials cataloging
2. Movement tracking
3. Procurement as an integral part of warehousing 

 management
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The function makes required information accessible at 
plant technician level around the clock. Plant personnel can 
access materials information, request materials to be routed 
to work locations, and initiate reorders for larger repair work 
(turnaround). Reserved stock material information is available 
to those who are planning, scheduling, and performing work 
at the plant site. This function also includes the analysis and 
optimization of warehouse stock levels and reorder frequency.

Manage materials and contract services
This function includes all activities required to develop 
a legal agreement between the supplier and the plant on 
services and materials which will allow the various plant 
departments to purchase services and equipment from the 
supplier. This includes processing purchase requests, bid 
development, evaluation, contract negotiations, contract 
documentation, and approval.

31.9.2.1.8  Manage Engineering and Technical Services 
Engineering and technical services management comprises 
all functions and entities that develop and implement projects 
and provide technical service and expertise on facilities to 
operations, maintenance and project functions.

Facilities engineering and maintenance services
Provide inspection services: 
This includes all activities that are needed for carrying out 
quality assurance of all facilities in operation and also those 
at the design and implementation stage. It includes the 
translation of statutory regulations into preventive mainte-
nance services and operational constraints.

Provide instrumentation services:
The instrumentation service function concerns all activities 
related to instrumentation, analyzer, and control systems. 
This covers the activities over the full life cycle (design, 
engineering, maintenance) of equipment and software.

Provide electrical services:
The electrical service function comprises all activities 
related to the electrical equipment and supply of electricity 
to the plant over its life cycle.

Provide machinery services: 
The machinery (rotating equipment) services function 
includes all activities related to machinery (rotating equip-
ment) over its life cycle. This includes monitoring of the 
performance of the equipment, the planning, design, and 
implementation of replacements and new projects.

Mechanical services:
The mechanical services function is responsible for all 
activities related to the refinery’s mechanical equipment 
over its full life cycle. This includes monitoring of the per-
formance of the equipment and the planning, design, and 
implementation of replacements and new projects.

Provide civil services:
This function comprises all activities related to the buildings, 
roads, and similar base infrastructure installations. This 
includes monitoring the adequacy of those in place and the 
planning, design, and implementation of replacements and 
new projects.

31.9.2.1.9  Facilities Modification and Expansions 
Plan and schedule projects
The project planning and scheduling function includes all 
activities pertaining to the planning and scheduling of over-
all resource allocations for the projects within the plant. It 
includes the consideration of constraints, synergies, and pri-
orities. Additionally, the detailed project planning and sched-
uling for each project is covered by this function.

Design and engineer facilities
The facilities design and engineering function supports the 
design, engineering, and estimating of facilities.

Execute and control projects
The project execution and control function comprises all 
activities needed to make the facilities physically avail-
able and acceptable to the operating functions. Part of 
this function is the requisitioning and purchasing of goods 
and services, the control of costs, the coordination of qual-
ity assurance of equipment received, the installation, the 
scheduling of daily activities, and the taking corrective 
actions on backlogs of jobs.

Provide cost estimating and controls
The cost estimating and controls function includes all 
activities needed to support the project management from 
inception to completion.

Cost estimating is performed at an early stage of project 
planning to understand the cost implications. Cost estimat-
ing will be updated as the project develops. Cost control will 
be performed to ensure the project is on budget and plans.

Facilities process development/evaluate process 
opportunities
This function comprises all activities that have the objective 
to evaluate opportunities to improve plant performance 
through modifications to the existing process and plant. 
Among others, it includes surveying new technologies, 
technical and economic feasibilities, and preparing design 
proposals.

Design projects
The function is responsible for all design and engineering 
activities needed for the reviews of appropriations and 
proposals.

31.9.2.1.10  Manage Business Support
Some of the business support processes below are function-
ally linked to the headquarters processes (business practices) 
and are needed to focus on meeting functional strategies 
(e.g., reliability). 

Business planning/performance monitoring/consolidate 
and reconcile business plans
Business planning involves the preparation of medium and 
longer term plans, including major investments, and the 
budgeting for capital expenditures, expenses, and costs. 
Finally, it includes the activities that are needed to effectively 
measure business performance and to adjust business targets 
where needed. Business planning is performed at the plant 
level and will, therefore, impact every organizational unit 
in the complex.
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Determine plant performance
This function evaluates how the plant has performed by 
comparing planned versus actual business characteristics 
and identifying reasons for discrepancies both internal and 
external to the plant.

Manage business practices/compliance
This function translates the corporate goals and govern-
mental rules into a working set of policies, guidelines, and 
standards. This includes, for example, the business controls, 
ethics requirements, and engineering standards. Each busi-
ness function has its own details that relate to the plant 
master set.

Perform target management
Target management translates the business goals (includ-
ing balanced scorecards management) and objectives into 
a working set of policies, guidelines, and standards. This 
includes the planning, implementation, and control of 
achievements against these goals and objectives.

Manage safety
Safety management comprises the development and imple-
mentation of programs designed to prevent the occurrence 
of incidents that would adversely affect the plant business 
assets, human resources, and the public. This includes the 
effective and efficient implementation of action plans to 
control incidents.

Manage security
Security management is the development and implementa-
tion of programs designed to ensure plant access control 
and asset control and to perform some investigative tasks 
to prevent the occurrence of incidents and losses that would 
adversely affect the plant business assets, human resources, 
and the public. Regulations and plant management have 
to know which people are on site at any time. The security 
task includes the effective and efficient implementation of 
action plans to control incidents

Manage environmental activities
This function includes the development and implementation 
of programs designed to ensure compliance with environ-
mental regulations, those determined both internally and 
externally to the site or company. This includes the effective 
and efficient implementation of action plans to avoid or to 
control environmental incidents. Furthermore, the control 
of waste handling is included in case it is not covered by 
the operating unit.

Manage industrial hygiene
The function covers the development and implementation 
of programs designed to comply with industrial hygiene 
practices and procedures.

Manage information systems
Manage Information Architectures: planning, developing, 
implementing and maintaining the three architectures of 
information, systems, and technology.

Manage information applications: Managing the tech-
nology which provides the required views of the refinery’s 

information. This includes developing, integrating, and 
maintaining information applications. 

Manage library and data stores: Operating and main-
taining the storehouse of information that the company 
requires to function.

Manage reliability
The function develops and monitors programs designed to 
improve the integrity and reliability of equipment and 
processes. This includes the effective and efficient imple-
mentation of action plans to avoid equipment failure or 
process malfunctions and related incidents. This function 
may act as a consulting service to maintenance, process 
operations, engineering services, and management.

Manage human resources
Plan: Development of an all-encompassing human resource 
plan that will provide the right people for the site. It includes 
managing position planning, the appraisal program, and 
organizational redesign programs.

Acquire employees: Managing the process which will 
legally obtain employees for the refinery including recruit-
ment, selection, and orientation of new employees.

Provide employee services: Maintenance of the contrac-
tual relationship between the employee and the company 
including areas of compensation, benefits, transfers, service 
awards, and retirement.

Manage employee development: Developing and imple-
menting the plan which will continuously balance the vari-
ables of employee interests and needs, employee skills and 
abilities, and the company’s needs. This includes manage-
ment of the employee career development program.

Manage external relations
Interpret government relations: Accumulating, interpreting, 
and complying with the laws and regulations set forth by 
all forms of government which may have an impact on the 
operations of the refinery.

Manage public relations: The management of all activi-
ties whereby the refinery interfaces with the general public 
including the interpretation of public opinion, providing 
public relations advice on external communications, and 
enhancing the refinery’s public image. 
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Acronyms
A/F	 Air-fuel	rate
BOB	 Blendstock	for	oxygen	blending
BTL	 Biomass	to	liquid
CCS	 Carbon	capture	and	sequestration
CDM	 Clean	development	mechanism
CFPP	 Cold	filter	plugging	point
CONCAWE	 	Conservation	 of	 Clean	 Air	 and	 Water	 in		

Europe
CTL	 Coal	to	liquid
DME	 Dimethyl	ether
DOE	 U.S.	Department	of	Energy
EISA	 Energy	Independence	and	Security	Act
ETBE	 Ethyl	terc	butyl	ether
EtOH	 Ethanol
EUCAR	 European	Council	for	Automotive	R	&	D
FAEE		 Fatty	acid	ethyl	ester
FAME		 Fatty	acid	methyl	ester
FT		 Fischer-Tropsch	
GHG	 Greenhouse	gases
GMO		 Genetically	modified	organism
GTL	 Gas	to	liquid
HDS	 Hydrodesulfurization
HV	 Heating	value
HVO		 Hydrogenated	vegetable	oil
IEA	 International	Energy	Agency
JRC	 Joint	Research	Centre
LCA	 Life	cycle	analysis
LCFS	 Low	carbon	fuel	standard
LHV	 Low	heating	value
LPG	 Liquefied	petroleum	gas
MON	 Motor	octane	number
NOx	 Nitrogen	oxides
PVO	 Pure	vegetable	oils
R&D	 Research	and	development
RON	 Research	octane	number
SOS	 Security	of	supply
SRA	 Strategic	research	agenda
VP		 Vapour	pressure
WTL	 Waste	to	liquid
XTL		 Something	to	liquid
WTW	 Well	to	wheel

nomenclAture
Gtoe	 Giga	tons	of	equivalent	oil
BG	 Billion	gallons

32.1  IntroductIon
Karl	Benz	built	the	first	automobile	in	1885.	Since	then,	the	
automobile	 industry	has	undergone	 constant	 technological	

evolution,	 involving	 improvements	 in	 a	 wide	 variety	 of	
areas.	Fuels,	lubricants,	and	the	processes	associated	with	
their	production	have	always	been	one	of	the	main	focuses	
for	technology	development.

The	 continuous	 demand	 for	 innovation	 implies	 the	
existence	of	future	unsolved	technological	needs.	The	auto-
mobile	industry	has	constantly	raced	against	time	to	solve	
these	technological	issues	successfully.	For	instance,	the	oil	
industry	 has	 supplied	 sulfur-free	 fuels	 to	 satisfy	 environ-
mental	 regulations,	and	 this	change	also	needs	 low-sulfur	
lubricants	or	gasoline	with	redesigned	volatility.	These	tech-
nology	solutions	need	to	be	also	economically	competitive	to	
become	widely	accepted	by	the	industry.

The	evolution	of	the	automobile	industry	is	continuing	
with	 no	 signs	 of	 slowing	 down.	 Moreover,	 it	 is	 currently	
facing	probable	revolutionary	changes	in	the	vehicle	concept.	
The	 most	 important	 current	 challenge	 for	 the	 industry	 is	
to	increase	the	energy	efficiency	of	transportation	without	
increasing	 the	 associated	 pollutant	 emissions,	 including	
greenhouse	gas	(GHG)	emissions.

Fossil	 fuel	 reserves	 are	 finite	 and	 not	 fully	 available	
to	all	market	economy	countries.	The	estimated	global	oil	
reserves	are	335	Gtoe	(equivalent	to	about	70	years	at	cur-
rent	 rate	 of	 consumption),	 and	 the	 estimated	 natural	 gas	
reserves	 are	 similar.	 At	 a	 glance,	 fossil	 fuels	 were	 formed	
over	millions	of	years	but	have	been	 largely	consumed	 in	
only	one	century.	This	massive	consumption	of	fossil	fuels	
has	altered	the	carbon	equilibrium	on	our	planet	by	releas-
ing	 large	amounts	of	carbon	dioxide	 (CO2)	 into	 the	atmo-
sphere.	CO2	is	considered	one	of	the	most	important	GHGs	
and	 has	 direct	 implications	 in	 environmental	 regulations	
related	to	climate	change.

These	 supply	 and	 environmental	 drivers	 are	 forcing	 a	
change	in	the	conventional	distribution	of	energy	sources,	as	
discussed	in	Chapter	3,	and	increasing	the	share	of	renew-
able	sources	in	the	production	of	fuels	for	transportation.

32.2  the need of BIofuels for 
trAnsportAtIon
Over	 the	 past	 decades,	 scientists	 around	 the	 world	 have	
foreseen	serious	 threats	 for	human	 life	 in	 the	near	 future	
and	 have	 identified	 sustainable	 energy	 as	 a	 target	 for	
the	 21st	 century.	 However,	 what	 exactly	 does	 sustainable	
energy	mean?	Sustainable	energy	must	fully	satisfy	global	
energy	 demands,	 produced	 at	 the	 same	 rate	 at	 which	 it	
is	 consumed,	 and	 with	 an	 economic	 cost	 that	 guarantees	
availability	in	every	country	and	social	strata.	Although	this	
might	be	considered	a	utopia,	the	need	is	evident	and	has	
been	one	of	the	main	legislation	focuses	in	different	world	
areas	during	the	last	decades.

32
Biofuels and Biorefineries
José	Baro	Calle1

1	 Repsol	S.A.,	Madrid,	Spain
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In	2000,	the	European	Commission	released	a	“Green	
Paper”	 proposing	 a	 European	 strategy	 for	 the	 security	 of	
energy	 supply	 [1].	This	Green	Paper	highlighted	and	pro-
vided	evidences	on	Europe’s	dependence	on	energy	supply	
and	 the	 narrow	 available	 margins,	 anticipating	 the	 chal-
lenges	 to	 accomplish	 the	 targets	 mandated	 by	 the	 Kyoto	
Protocol	and	starting	to	consider	the	use	of	more	biofuels	
for	 transport.	 This	 concern	 was	 further	 developed	 by	 a	
White	Paper	on	a	common	transport	policy	[2],	suggesting	
an	action	plan	with	a	 target	of	substituting	20	%	of	 fossil	
fuels	consumed	 in	 transportation	with	alternative	 fuels	 in	
2020.	This	approach	should	provide:
•	 Improvement	 in	 security	 of	 energy	 supply	 (SOS)	 by	

source	diversification
•	 Reduction	of	GHG	emissions

In	November	2001,	the	Commission	presented	a	commu-
nication	 on	 alternative	 fuels	 for	 road	 transportation	 [3],	
identifying	biofuels,	natural	gas,	and	hydrogen	as	possible	
future	energy	sources	for	transport.	Each	of	these	options	
was	proposed	to	potentially	cover	at	least	5	%	of	total	trans-
portation	fuel	consumption	in	2020	and	to	be	implemented	
in	the	following	order:	biofuels	for	the	short	term,	natural	
gas	for	the	medium	term,	and	hydrogen	for	the	long	term.	
In	the	same	document,	the	Commission	presented	proposals	
for	 directives	 on	 the	 promotion	 of	 the	 use	 of	 biofuels	 for	
transport	and	opening	the	possibility	for	the	state	members	
to	introduce	reduced	tax	duties	on	mixtures	of	biofuels	with	
mineral	oils.

This	approach	was	confirmed	by	a	stakeholder	Contact	
Group	on	Alternative	Fuels,	established	by	the	Commission,	
which	presented	a	comprehensive	report	outlining	a	detailed	
strategy	on	market	development	for	these	alternative	fuels	[4].	
The	 report	 confirmed	 the	 technical	 feasibility	 of	 reaching	
the	 20	 %	 market	 share	 target	 defined	 by	 the	 Commission	
for	2020	and	was	mainly	based	on	a	well-to-wheel	 (WTW)	
analysis	for	the	different	alternative	fuels.

In	2003	the	European	Union	adopted	Directive	2003/30	
EC	[5]	on	the	promotion	of	the	use	of	biofuels	and	other	
renewable	 fuels	 for	 transport.	 Under	 this	 biofuels	 direc-
tive,	the	European	Union	established	the	goal	for	member	
states	to	set	 indicative	targets	for	a	minimum	proportion	
of	 biofuels	 to	 be	 placed	 on	 the	 market	 of	 2	 %	 in	 2005	
and	5.75	%	 in	2010.	Due	 to	 the	difference	 in	prices	with	
conventional	fuels,	 the	European	Union	allowed	member	
states	 to	apply	a	 total	or	partial	 tax	exemption	for	biofu-
els,	as	competitiveness	was	identified	as	one	of	the	major	
barriers	[6].

During	 2007,	 the	 European	 Union	 proposed	 a	 new	
energy	 strategy	 with	 several	 improvements	 to	 be	 attained	
by	 2020.	 An	 updated	 roadmap	 [7]	 demonstrated	 that	 a	
target	of	20	%	for	overall	share	of	renewable	energies	and	
a	10	%	 target	 in	 transport	 would	 be	 feasible	 objectives.	
These	 targets,	 together	 with	 improvement	 in	 energy	 effi-
ciency,	were	endorsed	by	the	European	Council	and	by	the	
European	Parliament	 [8]	and	 included	 in	 the	updated	and	
broader	Directive	2009/28/EC	[9]	on	the	use	of	energy	from	
renewable	 sources.	 The	 confirmed	 targets	 included	 20	 %	
reduction	in	GHG	emissions	(versus	1990),	20	%	of	the	total	
energy	 from	renewable	sources	 (10	%	in	 transport),	and	
20	%	reduction	in	primary	energy	consumption.

At	the	beginning	of	2009,	a	revision	of	the	Fuel	Directive	
(Directive	 2009/30/EC,	 [10])	 was	 approved,	 allowing	 the	
addition	 of	 ethanol	 (EtOH)	 to	 gasoline	 up	 to	 10	 %	 and	

the	addition	of	 fatty	acid	methyl	ester	 (FAME)	(biodiesel)	
to	diesel	up	to	7	%.	The	directive	also	sets	targets	to	reduce	
fuel’s	 life	 cycle	 GHG	 emissions,	 placing	 the	 responsibility	
of	 reducing	 these	 emissions	 on	 fuel	 suppliers.	 The	 most	
important	commitment	is	the	reduction	of	GHG	emissions	
to	90	%	of	the	2010	level	by	2020.	The	targets,	which	could	
be	reviewed	in	2014,	include:
•	 A	mandatory	reduction	of	fuel	GHG	emissions	of	6	%	

by	2020.	Member	states	may	increase	this	reduction	up	
to	10	%	and	establish	intermediate	targets	(2	%	by	2014	
and	4	%	by	2017).

•	 An	 indicative	 2	 %	 target	 subject	 to	 a	 Commission	
assessment	by	the	end	of	2012	to	be	delivered	through	
alternative	vehicles	(e.g.,	electric	or	hydrogen	vehicles,	
etc.)	and	the	application	of	carbon	capture	and	seques-
tration	(CCS).

•	 An	indicative	2	%	target	by	2020	to	be	achieved	by	the	
purchase	of	credits	through	clean	development	mecha-
nism	(CDM)	under	the	Kyoto	Protocol.	
The	main	current	consequence	from	these	regulations	

related	to	biofuels	is	that	the	European	transport	sector	is	
required	to	source	10	%	of	its	energy	needs	from	renewable	
energies,	including	sustainable	biofuels	and	others.

While	 these	 steps	 were	 given	 in	 Europe,	 regulation	
activities	 related	 to	 biofuels	 were	 also	 taking	 place	 in	 the	
United	States.	Legislations	like	the	Clean	Air	Act	Amendments	
(1990)	and	the	Energy	Policy	Act	of	1992	opened	possibilities	
for	 alternative	 fuels	 that	 could	 be	 produced	 from	 internal	
resources.	Although	the	main	biofuels	focus	was	EtOH	from	
corn,	 activities	were	also	 starting	 in	bioethanol	 from	other	
sources	and	biodiesel	[11].

In	 2007,	 the	 U.S.	 Government	 introduced	 the	 Energy	
Independence	and	Security	Act	(EISA)	[12],	increasing	and	
expanding	the	Energy	Policy	Act	of	2005	with	the	objective	to	
improve	vehicle	fuel	economy	and	reduce	U.S.	dependence	
on	 petroleum.	 EISA	 proposed	 a	 target	 to	 replace	 30  %	 of	
transportation	 fuel	 consumption	 with	 alternative	 fuels	 by	
2030.	This	reduction	should	be	obtained	through	an	increase	
of	 the	 percentage	 of	 renewable	 fuel	 blended	 with	 conven-
tional	 fuels	 for	 transportation.	The	new	 regulation	defined	
seven	 categories	 of	 “advanced	 biofuels”	 (other	 than	 corn-
derived	EtOH)	that	could	be	grouped	in:
•	 Cellulosic	 biofuels,	 including	 EtOH	 derived	 from	 cel-

lulose,	hemicellulose	or	lignin
•	 Biomass-based	biodiesel
•	 Other	 advanced	 biofuels:	 EtOH	 from	 sugar,	 non-corn	

starch	 or	 waste	 material;	 biogas,	 butanol	 and	 other	
alcohols	from	renewable	biomass
This	 legislation	 proposed	 a	 calendar	 of	 renewable	

volume	obligations	(RVO).	Some	of	the	targets	proposed	for	
different	biofuels	with	significant	GHG	emissions	reduction	
include:
•	 Renewable	fuels:	9	billion	gallons	(BG)	in	2008,	rising	

to	36	BG	in	2022
•	 Advanced	biofuels:	0.6	BG	in	2009	to	21	BG	in	2022
•	 Cellulosic	biofuels:	0.1	BG	in	2010	to	16	BG	in	2022
•	 Biomass-based	 biodiesel:	 0.5	 BG	 in	 2009	 to	 1	 BG	 in	

2012
In	 another	 initiative,	 California	 issued	 the	 executive	

order	 S-01-07	 [13],	 which	 proposed	 the	 development	 of	
“Low	Carbon	Fuel	Standard”	(LCFS),	which	aims	to	reduce	
the	GHG	footprint	of	transportation	fuels	by	at	least	20	%	in	
2020.	This	target	would	be	met	largely	by	the	introduction	
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of	biofuels,	mainly	through	the	addition	of	EtOH	to	gasoline	
at	a	rate	beyond	the	federal	mandate	(possibly	requiring	a	
50	to	100	%	higher	penetration	of	biofuels	by	2020).

Similar	 legislations	 have	 appeared	 in	 other	 areas	
around	 the	 world,	 including	 countries	 like	 Brazil,	 Argen-
tina,	South	Africa,	Thailand,	India,	and	China.	Taking	into	
account	these	actions,	the	market	for	biofuels	seems	to	be	
enormous,	at	least	until	2020.

The	 International	Energy	Agency	 (IEA)	 [14]	has	 fore-
casted	 in	 the	 reference	 scenario	 that	 biofuel	 use	 will	
continue	 rising	 until	 2030.	 After	 a	 strong	 increase	 from	
2006–2008,	 mainly	 in	 North	 America	 and	 Europe,	 reach-
ing	1.7	%	of	total	road-transport	fuels,	economic	downturn	
and	concerns	about	effects	on	 food	prices	 related	 to	crop	
dedication	 to	 biofuels	 reduced	 the	 growth	 rate.	 However,	
the	 projected	 scenario	 for	 2030	 (Figure	 32.1)	 considers	 a	
significant	growth	in	all	world	areas	 in	2030,	when	it	will	
meet	about	5	%	of	worldwide	transportation	fuel	consump-
tion.	Nearly	one	quarter	of	 this	 increase	 is	expected	to	be	
produced	using	second	generation	technologies.

However,	 even	 with	 current	 exceptionally	 high	 fossil	
fuel	 prices,	 biofuels	 remain	 expensive	 to	 produce	 and	 are	
generally	noncompetitive.	Thus,	the	question	remains	about	
the	 reason	 why	 biofuels	 have	 received	 major	 interest	 as	
alternative	 renewable	 fuels.	 Probably	 the	 simplest	 answer	
would	 be	 “because	 they	 are	 here”	 (quoting	 Mallory,	 the	
mythic	 mountain	 climber),	 meaning	 that	 biofuels	 are	 the	
only	 renewable	 alternative	 for	 transportation	 fuels	 that	 is	
commercially	available.	However,	simply	being	here	 is	not	
enough.	Public	support	schemes	must	 justify	 the	 financial	
resources	 invested	 in	 biofuels.	 The	 assumed	 benefits	 of	
biofuels	are	 that	 they	contribute	 to	SOS	and	reduce	GHG	
emissions.	 Other	 benefits	 might	 include	 the	 reduction	 of	
crude	 oil	 consumption,	 and	 hence	 a	 slower	 depletion	 of	
proved	reserves,	and	the	support	of	rural	areas,	particularly	
in	developing	countries,	preventing	an	exodus	of	 the	rural	
population	as	demonstrated	in	Brazil.

Depending	on	the	objective	and	local	resources,	several	
biofuels	 and	 raw	 materials	 could	 be	 suitable.	 However,	
although	 any	 biofuel	 may	 be	 a	 good	 response	 to	 GHG	
concerns,	the	selection	between	producing	biofuels	of	bio-
energy	 (biomass	dedicated	 to	generate	 electricity	or	heat)	
might	 be	 uncertain	 from	 the	 savings	 in	 GHG	 emissions	
point	of	view	[15].

32.3  the Key concept: sustAInABIlIty
Plants	use	solar	energy	to	convert	CO2	and	water	into	organic	
molecules,	composed	by	carbon	and	hydrogen,	allowing	them	
to	 store	 energy	 through	 this	 process.	 During	 the	 natural	
cycle	of	plant	 life,	 these	organic	molecules	 formed	during	
crop	growth	are	degraded,	releasing	CO2	back	into	the	atmo-
sphere.	Therefore,	plants	can	be	used	not	only	as	 food	but	
also	 to	 produce	 energy.	 In	 this	 alternative	 application,	 CO2	
returns	to	the	atmosphere	when	biomass	is	burned,	and	the	
CO2	is	captured	again	after	a	limited	period	of	time	that	may	
range,	depending	on	the	plan,	from	1	year	in	oleaginous	or	
cereal	crops	to	decades	for	woods.

Under	this	concept,	energy	from	biomass	is	renewable.	
However,	 the	 level	 at	 which	 biomass	 can	 be	 considered	 a	
renewable	energy	source	 is	determined	by	 its	energy	con-
tent	minus	the	necessary	fossil	energy	required	(if	required)	
for	its	production.	In	other	words,	not	100	%	of	the	energy	
content	in	biomass	is	renewable,	and	therefore,	only	some	of	
the	CO2	emitted	during	biomass	combustion	is	renewable.	
There	are	other	renewable	energy	sources	(solar,	wind,	tides,	
etc.),	 but	 energy	 from	biomass	 is	unique	 in	 the	 sense	 that	
it	is	stored	in	molecules,	making	possible	the	conversion	to	
other	usable	forms	of	energy	or	the	production	of	chemicals.

In	the	past,	an	energy	source	only	needed	to	be	renew-
able	to	obtain	social	acceptance,	but	today	renewable	is	an	
insufficient	label,	and	it	must	be	also	sustainable.	The	sustain-
ability	 concept	 implies	 more	 than	 SOS	 or	 environmental	
concerns,	and	includes	the	global	social	impact.	It	is	not	just	
“what”	needs	to	be	done	but	“how”	it	is	done.	Conceptually,	
sustainable	 energy	 refers	 to	 energy	 that	 can	 be	 generated	
for	 long	 periods	 of	 time	 without	 compromising	 potential	
resources	for	future	generations.

Climate	change	and	its	relationship	with	anthropogenic	
GHG	emission	promoted	interest	in	sustainability	certifica-
tion.	Transportation	is	presumed	to	be	the	main	contributor	
to	GHG	emissions,	and	transportation-related	emissions	will	
continue	increasing	over	the	next	decades.	For	this	reason,	
the	transportation	sector	was	a	pioneer	in	GHG	control,	and	
proposed	some	of	the	first	rigorous	WTW	studies	[16].

However,	 after	 these	 analyses	 were	 carried	 out,	 it	 was	
already	 evident	 that	 this	 approach	 was	 insufficient.	 In	
2007,	 large-scale	 biofuel	 development	 started	 to	 raise	
concerns	 regarding	 competition	 with	 food	 and	 pressure	
on	 land	 resources	 [17,18].	 In	 some	 cases,	 it	 was	 even	

figure 32.1—Forecast	on	biofuels	demand	for	transportation.	Source:	Iea	[14].	Note:	On	an	energy-equivalent	basis.
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feared	 that	 plowing	 land	 with	 high	 carbon	 content	 could	
produce	 enough	 additional	 CO2	 emissions	 to	 negate	 any	
GHG	emission	benefits	 for	 several	decades.	Society	needs	
to	 be	 confident	 that	 the	 benefits	 of	 biofuels	 vastly	 exceed	
any	 undesirable	 effects.	 Thus,	 the	 biofuel	 industry	 needs	
to	 apply	 an	 internationally	 recognized	 and	 accepted	 sus-
tainability	 certification	 scheme	 and	 avoid	 a	 proliferation	
of	 local	 schemes,	which	would	challenge	 the	survival	of	a	
global	market.

The	 scientific	 community	 has	 been	 working	 since	 that	
moment	to	define	parameters	and	to	create	mechanisms	to	
measure	 these	 parameters	 in	 a	 transparent	 and	 nonauto-
cratic	way.	The	demands	for	the	energy	industry	should	also	
be	comparable	with	other	industries	to	maintain	equilibrium	
in	all	economic	activities.	The	criteria	for	sustainability	rep-
resent	a	very	complex	subject	that	requires	not	only	technical	
knowledge	 but	 ethical	 and	 political	 aspects.	 Figure	 32.2	
represents	some	of	the	main	groups	of	sustainability	pillars	
as	proposed	by	IEA	[19].

There	 are	 currently	 several	 initiatives	 that	 have	 built	
some	certification	schemes	for	biofuels	with	certain	degree	
of	international	recognition	that	cover	the	different	sustain-
ability	legislations,	mainly	in	Europe	and	the	United	States.	
These	schemes	consider	most	of	the	following	sustainability	
criteria,	organized	under	these	main	pillar	groups:
•	 Environmental pillars:	 lifecycle	 GHG,	 soil	 quality,	 soil	

degradation,	 harvest	 levels,	 emission	 of	 non-GHG	 air	
pollutants,	water	use	and	efficiency,	water	quality,	bio-
logical	diversity,	forest	preservation,	land	use,	and	land	
use	change

•	 Social pillars:	allocation	and	occupation	of	land,	human	
food	competition,	 local	wealth,	 jobs	 in	biofuels	sector,	
access	to	modern	energy	services,	human	rights,	worker	
rights,	and	indicators	related	to	diseases,	injuries,	and	
mortality

•	 Economic pillars:	productivity,	net	energy	balance,	gross	
value,	change	in	consumption	of	fossil	fuels,	workforce	
training,	 energy	 diversity,	 infrastructure,	 and	 logistics,	
capacity,	and	flexibility	of	bioenergy	use
IEA	 [19]	 identified	 near	 70	 worldwide	 initiatives	 to	

develop	 sustainability	 criteria	 and	 standards,	 including	
public	and	private	 initiatives.	Some	of	 the	most	advanced	
international	activities	for	sustainability	criteria	standards	
include:	
•	 ISO/TC	 248,	 Sustainability	 Criteria	 for	 Bioenergy	

(international	standard	on	preparation)
•	 The	 European	 Standard	 EN	 16214	 from	 European	

Committee	 for	 Standardisation	 CEN/TC  383	 on	 sus-
tainably	produced	biomass	for	energy	applications	[20]

•	 The	Global	Bioenergy	Partnership	(GEBP)	Indicators	[21]

•	 Roundtable	 on	 Sustainable	 Biofuels	 (RSB),	 open	 and	
multi-stakeholder	process	that	has	developed	certification	
systems	recognized	by	the	European	Union	under	the	
Renewable	Energy	Directive	[22]

•	 The	 International	 Sustainability	 and	 Carbon	 Certi-
fication	 System	 (ISCC),	 with	 the	 first	 internationally	
recognized	certification	system	for	biomass
Some	of	the	main	criteria	from	the	previous	standard	

proposals	will	be	covered	in	this	section.	It	is	expected	that	
after	biofuels,	the	certification	scheme	will	be	extended	to	
include	energetic	biomass	and,	potentially,	to	other	energy	
sources	 that	 could	 be	 certified	 under	 similar	 schemes,	
specifically	adapted	to	each	source.

Regarding	land	use	change	for	biofuels,	some	theoretical	
calculations	estimate	that	dedicating	a	small	percentage	of	
arable	land	(<5	%)	would	be	sufficient	to	meet	the	needs	for	
biofuel	development.	Land	use	could	be	the	most	important	
issue	for	biofuel	business	development	because	the	possi-
bility	of	extending	the	available	arable	land	is	difficult	when	
considering	other	 sustainability	 criteria,	mainly	 forest	and	
unaltered	land	preservation.

A	 very	 effective	 certification	 system	 is	 necessary	 to	
ensure	that	biofuels	do	not	come	from	land	with	high	carbon	
stock.	Preventing	the	consequences	of	indirect	land	changes	
is	a	very	challenging	problem,	beginning	with	the	difficulty	
of	 calculating	 the	 total	 negative	 effects	 and,	 in	 particular,	
the	 GHG	 emissions	 associated	 with	 land	 use	 change.	 The	
GHG	balance	seems	to	be	related	to	the	production	chain,	
but	it	has	recently	been	realized	that	converting	land	from	
natural	or	man-made	forest	or	grassland	to	agricultural	land	
can	release	substantial	quantities	of	carbon	through	reduc-
tion	of	both	the	above-ground	biomass	and	the	soil	carbon	
content.	This	 land	use	change	effect	can	be	very	 large	and	
negate	the	GHG	benefits	of	any	energy	crop	for	many	years.

The	 most	 productive	 land	 is	 already	 in	 use	 for	 food	
production	or	industrial	applications.	Thus,	even	under	the	
most	optimistic	scenarios,	the	fraction	of	total	biomass	that	
could	be	used	for	energy	is	relatively	small,	and	changes	in	
expected	agricultural	yields	or	food	production	requirements	
can	make	a	large	difference	in	biomass	availability	forecasts.	
This	consideration	has	led	the	European	Biofuels	Technology	
Platform	to	conclude	in	their	Strategic	Research	Agenda	[23,	
24]	that	research	and	development	(R&D)	related	to	biofuel	
feedstocks	should	be	focused	on	areas	such	as:	
•	 Developing	 new	 high-yield	 and	 low-input	 agricultural	

and	 forest	 systems	 with	 breeding	 of	 crops	 and	 trees	
optimized	for	biofuel	production

•	 Developing	efficient	biomass	logistic	systems	(harvest-
ing/collection/storage)	 for	 different	 conversion	 con-
cepts	at	different	scales

figure 32.2—environmental,	social,	and	economic	aspects	of	biofuels	and	bioenergy	production.	Source:	Iea	[19].
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•	 Developing	 second	 generation	 biofuels	 through	 alter-
native	feedstocks	like	algae	and	other	aquatic	biomass
Several	 sources	 estimate	 that	 an	 average	 7	 %	 of	 the	

world’s	energy	could	be	covered	by	biomass	by	2030	without	
generating	 undue	 competition	 with	 food	 production	 and	
other	uses.	As	previously	stated,	the	degree	of	uncertainty	
in	such	figures	is	quite	high.	Competition	with	food	crops	
raises	ethical	issues,	and	public	opinion	is	very	sensitive	to	
these	issues.	The	extensive	debate	of	recent	years	has	not	yet	
concluded.	 It	 seems	 evident	 that	 large-scale	 development	
of	 biofuels	 will	 inevitably	 impact	 agricultural	 commodity	
markets	(e.g.,	vegetable	oil	or	cereals)	and	will	potentially	
increase	both	price	level	and	volatility	[25].	However,	large-
scale	 development	 of	 biofuels	 will	 also	 promote	 positive	
impacts	in	rural	areas,	particularly	in	developing	countries.

Water	availability	and	biodiversity	protection	are	also	
serious	concerns.	However,	biofuels	are	supposed	to	induce	
benefits	 in	 rural	 areas	 (local	wealth	and	 social	 impact),	 a	
positive	impact	on	air	quality	by	reducing	pollutants	from	
older	 vehicles,	 and	 especially	 a	 strong	 reduction	 in	 GHG	
emissions.	 This	 reduction	 in	 GHG	 emissions	 is	 the	 main	
driver	for	the	introduction	of	biofuels.	Fuel	GHG	emissions	
must	 be	 considered	 globally	 as	 a	 chain	 that	 begins	 with	
the	fuel	production	and	ends	with	the	fuel	consumption	by	
a	 vehicle.	There	are	 fuel	 technologies	 that	 are	 efficient	 in	
vehicles	but	inefficient	in	production,	with	the	result	of	an	
overall	negative	effect.	Therefore,	to	establish	the	real	GHG	
emissions	of	a	fuel	or	a	biofuel,	it	is	necessary	to	perform	a	
complete	analysis	of	the	production	and	use	cycle,	known	
as	a	life	cycle	analysis	(LCA).	In	the	case	of	road	fuels,	this	
type	of	analysis	is	also	called	WTW	(in	reference	to	oil	wells	
and	vehicles).

The	energy	content	of	a	fuel	is	measured	as	its	heating	
value.	However,	the	real	energy	required	to	provide	a	unit	
of	energy	to	the	end	user	is	the	sum	of	the	energy	employed	
during	fuel	production,	transport,	and	distribution.	In	the	
case	of	fossil	fuels,	providing	1	unit	of	energy	to	the	end	user	
(the	wheel)	requires	approximately	1.15	units	of	energy	at	

the	beginning	of	the	chain	(the	well).	In	the	case	of	biofuels,	
the	 required	 initial	 energy	 is	 significantly	 larger	 (e.g.,	 1.5	
units	at	the	well).	As	the	energy	contained	in	a	fuel	(fossil	
or	bio)	 comes	 from	 its	 carbon	and	hydrogen	content,	 the	
total	energy	balance	is	closely	related	to	the	GHG	content.	
As	 previously	 stated,	 biofuel	 carbon	 originates	 from	 bio-
mass	and	therefore	from	the	CO2	fixation	by	green	plants.	
In	our	example	of	1.5	units	of	energy,	only	1	unit	is	really	
biofuel	and	therefore	“carbon-neutral.”	The	remaining	0.5	
units	may	be	 fossil	 fuel,	 though	the	share	of	 fossil	 fuel	 in	
this	amount	depends	on	the	production	chain.	In	the	worst	
scenario,	 assuming	 that	 all	 of	 this	 required	 energy	 comes	
from	fossil	fuels,	the	final	biofuel	will	produce	approximately	
45	%	of	the	emissions	compared	with	fossil	fuels.

This	 example	 is	 largely	 simplified	 and	 performed	
through	a	 very	general	 approach,	 as	 there	are	many	addi-
tional	 variables	 affecting	 sustainability	 to	 consider.	 For	
example,	CH4	and	N2O	are	more	active	than	CO2	in	green-
house	effects	(23	and	300	times	more,	respectively).	N2O	is	
emitted	 from	 fertilizers	 and	 thus	 directly	 related	 to	 agri-
culture	 and	 biofuels.	 Relatively	 small	 volumes	 of	 nitrogen	
oxides	(NOx)	may	drastically	change	the	calculated	balance.	
Another	example	is	the	type	of	energy	consumed	during	the	
production	process.	Electricity	 from	wind	or	 from	nuclear	
plants	 is	 nearly	 “carbon	 neutral,”	 while	 electricity	 from	
coal	plants	increases	the	GHG	emissions	of	the	associated	
product,	significantly	affecting	the	final	GHG	balance.

In	 general,	 biofuels	 can	 potentially	 reduce	 the	 net	
GHG	 emissions	 produced	 by	 transportation,	 although	
different	biofuels	produce	very	different	reductions	in	GHG	
emissions.	 Figure	 32.3	 summarizes	 JEC	 (JRC//EUCAR/
CONCAWE)	WTW	report	for	automotive	fuels	[16],	compar-
ing	GHG	emissions	 from	biofuels	with	conventional	 fossil	
fuels.	For	example,	EtOH	savings	range	from	0	%	to	over	
80	%	compared	to	fossil	gasoline,	depending	primarily	on	the	
crop	and	type	of	energy	used	in	the	manufacturing	process.	
The	 European	 Fuel	 Directive	 defines	 typical	 and	 default	
GHG	 saving	 values	 for	 biofuels	 if	 produced	 with	 no	 net	

figure 32.3—WtW	energy	and	GhG	emissions.	Source:	JrC/eUCar/CONCaWe	[16].
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carbon	emissions	from	land	use	change,	and	provides	rules	
for	calculating	GHG	impact.	Table	32.1	summarizes	values	
for	some	of	the	most	common	biofuels.

As	a	final	summary,	sustainability	will	impact	the	avail-
ability	of	biofuels.	Some	principles	that	are	being	imposed	
by	world	organizations	enacting	international	certification	
schemes	include:
•	 Land	 availability,	 land	 use,	 and	 the	 management	 of	

water	are	key	problems	around	the	world.	It	is	widely	
accepted	 that	 the	most	productive	 land	must	be	dedi-
cated	to	produce	food	for	people.	Industrial	crops	must	
be	 grown	 on	 degraded	 land,	 land	 that	 has	 been	 set	
aside,	or	low-quality	land

•	 Competition	between	biofuel	and	food	crops	is	unac-
ceptable

•	 Crops	for	biofuels	could	be	an	opportunity	for	developing	
countries

•	 International	rules	must	restrict	the	production	of	indus-
trial	crops	in	countries	suffering	from	food	shortages

•	 Biotechnology	provides	hope	for	reduced	GHG	emissions	
and	is	expected	to	contribute	to	the	development	of	new	
crops	able	to	grow	in	arid	fields

•	 Industrial	use	of	biomass	has	to	be	optimized	(biofuel,	
bioheat,	biopower,	biomaterials)

•	 The	use	of	wastes	as	raw	material	for	biofuels	or	bio-
energy	must	be	an	international	target

32.4  cAtegorIes of BIofuels for 
trAnsportAtIon
“Biofuel”	 is	 a	 generic	 term	 designating	 fuels	 produced	
from	raw	biological	material.	Although	it	can	apply	to	any	
fuel,	 in	 this	 chapter	 the	 term	 “biofuel”	 will	 specifically	
refer	to	transportation	fuels	substituting	gasoline	or	diesel.	
Although	biogas	should	also	be	considered,	energy	density	is	
a	critical	fuel	property	related	to	space	and	weight	limitations	

in	 transportation	 (particularly	 in	 private	 cars),	 and	 liquid	
fuels	are	favored	over	gaseous	fuels.

Synthetic	liquid	biofuels	can	be	produced	from	a	wide	
range	 of	 biomass	 feedstocks	 and	 different	 processes.	 The	
alternatives	 that	 received	 more	 interest	 during	 the	 last	
decades	include:
•	 EtOH	is	the	main	biofuel,	produced	through	the	fermen-

tation	of	a	wide	variety	of	feedstocks,	mainly	corn	and	
sugar	cane,	but	also	from	other	feedstocks	like	cereals	
and	 lignocellulosic	materials.	Biobutanol	may	also	be	
produced	from	similar	processes.

•	 Biodiesels	are	diesel	fuels	obtained	by	reacting	vegetable	
oils	with	alcohols.	The	 transesterification	 reaction	pro-
duces	FAME	when	methanol	is	the	alcohol	used	or	fatty	
acid	ethyl	ester	(FAEE)	when	EtOH	is	used,	with	proper-
ties	very	similar	for	both	esters.	Different	vegetable	oils	
used	as	feedstocks	include	rapeseed	oil	(canola),	soybean	
oil,	palm	oil,	and	recently	jatropha	oil,	but	a	wide	variety	
of	alternative	oils	are	 feasible:	castor	oil,	 sunflower	oil,	
tallow,	and	even	used	cooking	oils	and	animal	fats.

•	 Pure	 vegetables	 oils	 (PVOs)	 could	 be	 used	 directly	 in	
diesel	engines	with	significant	changes	in	the	design	of	
some	parts	of	the	engine,	but	the	automobile	industry	
is	strongly	opposed	to	this	possibility.

•	 Hydrogenated	vegetable	oil	(HVO)	is	another	alternative	
to	produce	fuel	from	vegetable	oils	or	animal	fats.	HVO	
is	produced	through	a	hydrotreatment	process	followed	
by	an	isomerization	step.	HVO	has	similar	properties	to	
fossil	diesel,	with	high	cetane	numbers	and	low	aromatic	
contents.

•	 Synthetic	 diesel	 from	 biomass	 to	 liquid	 (BTL)	 is	 pro-
duced	through	a	biomass	gasification	process	to	carbon	
monoxide	(CO)	and	H2	(syngas),	followed	by	oligomeriza-
tion	processes.	The	process	is	similar	to	those	currently	
used	to	produce	liquid	fuels	from	natural	gas	and	coal.

•	 Other	 compounds	 suitable	 for	 use	 as	 transport	 fuels	
can	 be	 produced	 from	 bio-syngas,	 such	 as	 methanol,	
dimethylether	(DME),	and	synthetic	naphtha.	Biomass	
can	 also	 be	 transformed	 to	 biocrude	 (pyrolysis)	 and	
theoretically	mixed	into	the	crude	basket	in	conventional	
refineries.	
The	previous	list	includes	most	of	the	potential	 liquid	

biofuels,	although	some	of	them	are	only	considered	from	
the	 theoretical	 point	 of	 view.	 For	 example,	 biomethanol,	
PVOs,	DME,	and	biocrudes	are	currently	not	suitable	fuels.	
There	are	no	industrial	facilities	to	produce	methanol	from	
biomass	 today,	 and	 there	 are	 no	 project	 plans	 for	 them,	
as	the	use	of	biomethanol	offers	no	advantages	compared	
to	 other	 biofuels	 (e.g.,	 EtOH)	 and	 has	 serious	 issues	 in	
comparison	with	EtOH	(less	energy	content	by	mass	or	by	
volume,	higher	heat	of	vaporization	and	high	toxicity).	PVO	
does	not	reach	the	minimum	quality	required	for	diesel	fuel	
and	would	require	special	dedicated	engines,	and	bio-DME	
also	requires	dedicated	engines	or	serious	modifications	to	
standard	diesel	engines.	Biocrudes	are	still	far	from	being	
an	industrial	reality.

With	 these	 practical	 considerations,	 the	 two	 most	
common	 types	 of	 biofuels	 with	 worldwide	 use	 today	 are	
bioethanol	and	biodiesel,	and	they	will	be	 the	main	 focus	
of	the	chapter.	However,	other	real	alternative	biofuels	to	be	
considered	include	butanol,	HVO,	and	BTL,	which	will	also	
be	covered	in	other	sections.

tABle 32.1—typical and default ghg 
savings for some of the most common 
Biofuels (selected data from 2009/28/ec 
european directive [9])

typical ghg 
saving (%)

default ghg 
saving (%)

etOh	from	sugar	beet 61 52

etOh	from	wheat	(fuel:	lignite	
in	Chp	plant)

32 16

etOh	from	wheat	(fuel:	natural	
gas	in	Chp	plant)

53 47

etOh	from	wheat	(fuel:	straw	
in	Chp	plant)

69 69

etOh	from	sugar	cane 71 71

Biodiesel	from	rapeseed 45 38

Biodiesel	from	sunflower 58 51

Biodiesel	from	waste	vegetable	
or	animal	oil

88 83

hVO	from	rapeseed 51 47

hVO	from	sunflower 65 62
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There	 are	 several	 biofuel	 classifications	 according	 to	
different	 criteria.	 One	 of	 the	 most	 common	 approaches	
to	 categorize	 biofuels	 is	 related	 to	 the	 substituted	 fuel	 or	
to the	type	of	engine	fed	by	each	one	of	the	biofuels.	EtOH	
and	 other	 alcohols	 and	 ethers	 may	 substitute	 gasoline	 in	
spark	engines,	while	biodiesels	such	as	FAME,	PVO,	HVO,	
BTL,	and	DME	are	suitable	for	use	in	compression	engines	
substituting	diesel	fuel.	Figure	32.4	shows	the	substitutability	
of	various	biofuels	for	common	fossil-derived	fuels	[26].

Another	classification	for	liquid	biofuels	that	has	become	
popular	 during	 the	 last	 years	 includes	 the	 generation,	 and	
refers	to	“first-generation”	and	“second-generation”	biofuels.	
There	are	no	strict	technical	definitions	for	this	categoriza-
tion.	In	most	of	the	references,	the	term	“first-generation”	is	
widely	used	to	describe	current	biofuels,	made	from	part	of	
the	plant	through	relatively	simple	processes	and	generating	
large	amounts	of	by-products	or	residues	 that	may	or	may	
not	be	used	for	energy.	“Second-generation”	refers	to	biofuels	
made	using	 full	plants	and	maximizing	biofuel	production	
per	 hectare	 of	 land,	 through	 more	 complex	 processes	 and	
from	a	wider	range	of	vegetal	feedstocks	with	rapid	growth,	
including	also	marine	crops,	algae,	cyanobacteria,	and	waste	
material	such	as	straw	or	agriculture	residues.

In	 other	 references,	 the	 term	 “first-generation”	 is	 used	
for	those	current	commercial	biofuels,	produced	primarily	
from	food	crops,	while	“second-generation”	is	used	for	non-
commercial	biofuels,	to	be	mainly	developed	from	non-food	
biomass.	A	scheme	about	the	routes	for	several	current	and	
future	biofuels	is	summarized	in	Figure	32.5	[27].

Some	 authors	 have	 even	 proposed	 the	 term	 “third-
generation”	to	refer	to	biofuels	whose	raw	materials	will	be	
generated	from	genetically	designed	plants,	algae,	or	cyano-
bacteria,	some	of	the	most	challenging	R&D	activities,	not	
expected	to	become	commercial	in	the	near	future.

32.5  dIscussIon of BIofuels for 
trAnsportAtIon
A	 full	 review	 of	 current	 and	 future	 biofuels	 would	 be	 a	
subject	for	a	complete	handbook,	and	it	would	be	out	of	the	
scope	of	this	chapter.	In	this	section,	the	most	common	types	

of	 biofuels	 with	 will	 be	 discussed,	 with	 criteria	 based	 on	
current	worldwide	use	for	first-generation	and	potential	for	
second-generation	biofuels.	The	discussion	will	be	 focused	
on	their	production	processes	and	three	main	aspects:
a)	 Biofuel	properties
	 The	suitability	of	blending	biofuels	to	be	used	as	auto-

motive	fuel	is	currently	an	outdated	topic.	Biofuels	have	
been	 blended	 in	 automotive	 fuels	 at	 low	 percentages	
for	decades	and	have	been	demonstrated	to	be	suitable	
components	for	automotive	fuels	without	market	prob-
lems.	 In	 the	beginning,	biofuels	were	very	extensively	
tested.	 Analytical	 characterization	 and	 vehicle	 perfor-
mance	 tests	were	performed	 in	most	of	 the	countries	
involved	 in	 biofuel	 development,	 and	 these	 studies	
are	available	from	official	organizations	(U.S.	Depart-
ment	of	Energy	[DOE],	Biofuels	Association,	etc.).	It	is	
important	 to	 note	 that	 studies	 were	 performed	 both	
by	 organizations	 supporting	 and	 opposing	 biofuels,	
which	represents	a	very	sensitive	subject	in	this	field.	
Several	 initial	 national	 standards	 were	 released,	 and	
the	 resulting	 market	 was	 difficult	 for	 vehicle	 manu-
facturers,	 requested	 to	 guarantee	 the	 vehicles	 they	
produce	and	requiring	unified	and	universally	accepted	
fuel	standards.	Since	the	1990s,	standards	were	devel-
oped	 by	 national	 institutes	 of	 standardization	 such	
as	 ISO,	 ASTM	 in	 the	 United	 States,	 and	 CEN	 in	 the	
European	Union,	 resulting	 in	 the	availability	of	 inter-
national	 standards	 for	 most	 of	 the	 existing	 biofuels,	
and	the	update	of	conventional	fuel	standards	to	allow	
biofuel	blends.

b)	 Biofuel	handling
	 Biofuels	 must	 be	 integrated	 into	 existing	 infrastruc-

tures	and	be	compatible	with	existing	vehicle	fleets	and	
refueling	networks.	Therefore,	biofuels	must	be	blended	
with	hydrocarbons	at	refineries	 (or	 terminal	plants)	 to	
maintain	 the	 primary	 property	 of	 conventional	 fuels:	
fungibility.	 Fungible	 fuels	 have	 common	 use,	 com-
mingled	distribution,	specifications,	and	quality	control	
that	guarantee	their	substitution	for	each	other	without	
problems	 [28].	 Biofuels	 could	 also	 be	 commercialized	

figure 32.4—Substitutability	of	biofuels	with	common	petroleum-derived	fuels.	Source:	United	Nations	[26].	LpG,	liquid	petroleum	
gas;	Ft,	Fischer	tropsch.

AST-MNL58-11-0801-032.indd   753 3/12/13   4:16 PM

 



754	 petroleum refInIng And nAturAl gAs processIng

in	special	markets	for	dedicated	engines	or	vehicles,	but	
this	niche	market	is	a	very	small	share	of	the	total	market.

There	 are	 two	 alternative	 methods	 for	 blending	
biofuels:	splash	blending	or	banalization.	Splash	blend-
ing	essentially	involves	adding	biofuels	to	conventional	
fuel	 at	 the	 filling	 station.	 This	 practice	 is	 not	 recom-
mended	by	the	oil	and	automobile	 industries	because	
the	uncontrolled	blending	of	biofuels	and	conventional	
fuels	can	lead	to	vehicle	performance	problems.	Banal-
ization	involves	mixing	systems	in	tanks	or	lines	before	
the	loading	rack	facilities	and	can	be	carried	out	at	the	
refinery	 or	 at	 the	 terminal.	 When	 possible,	 refinery	
blending	 is	 recommended,	 and	 either	 tank	 mixing	 or	
line	blending	may	be	preferred	depending	on	the	bio-
fuel	handled.

c)	 Biofuel	end	use
	 Biofuels	 are	 generally	 considered	 to	 reduce	 pollutants	

at	 the	exhaust	pipe,	but	 in	truth,	 the	reduction	occurs	
before	 the	 catalyzer.	 After	 the	 catalyzer,	 pollutant	
emissions	do	not	depend	on	biofuel	content.	The	most	
important	factor	in	vehicle	performance	is	vehicle	tech-
nology.	Biofuels	(or	conventional	fuels)	are	not	required	
to	 improve	 performance,	 but	 they	 must	 not	 be	 detri-
mental.	Other	performance	aspects,	such	as	startability,	
driveability,	or	the	emission	of	nonregulated	pollutants,	
vary	from	biofuel	to	biofuel	and	will	be	discussed	later.

32.5.1  Bioethanol
32.5.1.1	 NatUre	aNd	prOdUCtION	prOCeSS
Bioethanol	is	by	far	the	most	widely	used	biofuel	for	trans-
portation	purposes.	Although	it	has	been	used	for	decades	
in	countries	 like	Brazil,	 the	beginning	of	 this	century	saw	
the	 worldwide	 expansion	 of	 this	 biofuel	 as	 substitute	 for	
gasoline,	 with	 a	 well-established	 industry	 because	 of	 the	
availability	 of	 a	 wide	 range	 of	 feedstocks	 and	 production	
processes	with	well-established	technologies.

EtOH	is	currently	produced	primarily	by	the	fermenta-
tion	of	sugars	produced	by	plants	(sugar	cane,	sugar	beet,	

etc.),	 or	 starches	 (corn,	 barley,	 sorghum).	 Ethyl	 alcohol	
from	 cellulosic	 feedstocks	 (such	 as	 wood)	 is	 expected	 to	
become	 increasingly	 important.	Although	 research	on	 the	
use	 of	 cellulosic	 feedstocks,	 including	 paper,	 wood,	 and	
other	 fibrous	 plant	 material,	 dates	 back	 to	 the	 early	 20th	
century,	only	recently	are	large-scale	demonstrating	plants	
coming	into	production.

Roughly	48	%	of	world	EtOH	production	is	from	sugar	
cane	 and	 sugar	 beet.	 Most	 of	 the	 remainder	 comes	 from	
grain,	 with	 corn	 playing	 a	 dominant	 role.	 Brazil	 is	 the	
largest	sugar	EtOH	producer	in	the	world,	and	the	United	
States	and	Canada	are	the	largest	starch	EtOH	producers.	
EtOH	is	widely	used	in	Brazil	and	in	the	United	States,	and	
the	two	countries	were	responsible	for	88	%	of	the	world’s	
EtOH	fuel	production	in	2009,	as	shown	in	Figure	32.6	[29].

The	traditional	biological	routes	to	produce	bioethanol	
are	 well	 established.	 The	 production	 from	 sugar	 cane,	 or	
more	properly	from	molasses	(waste	from	the	sugar	industry),	
involves	the	use	of	a	microorganism	named	Saccharomyces 
cerevisiae.	 Since	 ancient	 times,	 EtOH	 has	 been	 made	 by	
fermenting	 sugars	 and	 recovering	 EtOH	 by	 distillation.	
Simple	sugars	are	 the	basic	raw	material	 for	 fermentation	
but	are	not	always	readily	available	and	alternative	feedstocks	
from	starch	crops	may	be	used.

When	starch	crops	are	used	as	raw	material,	the	con-
version	process	is	similar	but	includes	an	additional	step	to	
hydrolyze	the	starch	into	fermentable	sugars.	This	process,	
called	 “saccharification,”	 uses	 acid	 hydrolysis	 or	 starch-
hydrolyzing	 amylase	 enzymes.	 Two	 types	 of	 commercial	
enzymes	are	required	to	completely	convert	starch	into	the	
fermentable	 sugar	 glucose:	 α-amylase	 and	 amyloglucosi-
dase.	Acid	hydrolysis	is	also	possible	but	requires	expensive	
acid-resistant	equipment	and	is	less	efficient	than	enzymatic	
hydrolysis.	After	this	hydrolysis	step,	the	fermentation	process	
is	similar	to	that	of	sugar	cane,	as	shown	in	Figure	32.7.

The	saccharification	process	has	changed	significantly	
in	the	last	15	years.	The	two	best	known	and	most	widely	used	
processes	 for	starchy	materials	are	wet	and	dry	milling.	

Current generation Advanced
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Syn-diesel (BTL)
DME
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Hydrogen
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(CO+H2)
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Hydrogen
EtOH EtOH and

other alcohols
(butanol)
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figure 32.5—Overview	of	the	different	routes	to	biofuels	production.	Source:	IpIeCa	[27].
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The	differences	between	the	two	processes	are	in	the	pre-
treatment	of	the	grain	prior	to	hydrolysis.	In	the	wet	milling	
process,	the	corn	is	first	steeped	in	a	solution	of	water	and	
sulfur	dioxide	for	24–48	h	at	50	ºC	and	then	passed	through	
mills	to	loosen	the	germ	and	the	hull	fibers.	Next,	the	germ	
is	 removed	 from	 the	 kernel,	 and	 corn	 oil	 (a	 valuable	 by-
product)	 is	extracted	from	the	germ.	The	remaining	germ	
meal	is	added	to	the	hulls	and	fiber	to	form	the	corn	gluten	
feed	stream.

In	the	dry	milling	process,	the	grain	is	first	crushed	to	
the	 smallest	 possible	 particle	 size	 to	 facilitate	 subsequent	
penetration	of	water	 in	 the	process.	 In	both	 technologies,	
the	final	step	is	the	EtOH	distillation	to	remove	water.	Wet	
milling	industrial	plants	are	larger	than	dry	milling	plants,	
and	the	decision	between	the	two	technologies	is	driven	by	
the	investment	and	expected	product	cost.

Although	these	routes	for	sugar	cane	or	starch	processes	
may	improve	in	the	near	future,	both	methods	cannot	com-
pete	with	fossil	fuels	because	of	the	high	cost	of	feedstocks.	
Low-cost	 raw	 material	 is	 critical	 to	 develop	 a	 profitable	
EtOH	 pathway.	 Using	 biomass	 as	 a	 raw	 material	 (straw,	
farm	residues,	forest	residues,	biomass	crops,	or	industrial	

and	municipal	wastes)	seems	to	be	one	of	the	most	promis-
ing	approaches	in	this	direction.

Cellulosic	materials	contain	lignin	and	hemicelluloses,	
and	 hence	 they	 are	 sometimes	 termed	 as	 lignocellulosic	
feedstocks.	 One	 of	 the	 primary	 functions	 of	 lignin	 is	 to	
provide	 structural	 support	 for	 the	 plant.	 Unfortunately,	
lignin,	which	contains	no	sugars,	encloses	the	cellulose	and	
hemicellulose	 molecules,	 making	 them	 difficult	 to	 reach.	
Cellulose	molecules	contain	long-chain	glucose	molecules,	
comparable	 to	 starch	 molecules,	 but	 with	 a	 different	
structural	configuration.	These	structural	features	and	the	
encapsulation	 by	 lignin	 make	 cellulosic	 materials	 more	
difficult	to	hydrolyze	than	starch	feedstocks.

Hemicellulose	 also	 contains	 long	 chains	 of	 sugar	
molecules,	but	with	pentoses	(5-carbon	sugars,	C5	sugar)	in	
addition	to	glucose	(6-carbon	or	hexose	sugar,	C6	sugar).	
As	 an	 additional	 complication,	 the	 exact	 sugar	 composi-
tions	of	hemicelluloses	can	vary	depending	on	the	type	of	
plant.	As	C5	sugars	represent	a	high	fraction	of	the	available	
sugars,	the	efficiency	and	economics	of	the	process	depend	
on	 the	 ability	 to	 extract	 and	 ferment	 these	 sugars.	 There	
are	three	basic	types	of	cellulose-to-EtOH	processes—acid	

Country Production (Ml / %)
United States 40.130 54.3%
Brazil 24.900 33.7%
China 2.050 2.8%
Canada 1.348 1.8%
France 1.250 1.7%
Germany 750 1.0%
Spain 465 0.6%
Thailand 401 0.5%
India 350 0.5%
Colombia 310 0.4%
Australia 220 0.3%
Austria 180 0.2%
Sweden 175 0.2%
Poland 166 0.2%
Hungary 150 0.2%
Others 1.110 1.5%

73.954 100.0%

figure 32.6—World	etOh	production	by	selected	countries	in	2009.	Source:	data	from	Biofuels	platform	[29].

figure 32.7—Conversion	routes	for	sugar	or	starch	feedstocks	to	etOh.	Source:	Iea	[30].
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hydrolysis,	enzymatic	hydrolysis,	and	thermochemical—with	
variations	 of	 each	 one.	 The	 most	 common	 treatment	 is	
acid	hydrolysis,	which	 tends	 to	destroy	some	of	 the	use-
ful	 products,	 particularly	 cellulose	 and	 hemicelluloses.	
Alternative	 approaches	 to	 the	 separation	of	 lignocelluloses	
include	steam	explosion,	treatment	with	EtOH/water	mix-
tures	(the	“Organosolv”	process),	treatment	with	alkalis,	and	
enzymatic	separation.

In	 2006,	 the	 U.S.	 government	 announced	 a	 new	
Advanced	 Energy	 Initiative	 to	 help	 overcome	 dependence	
on	foreign	sources	on	energy,	with	a	target	for	biofuels	to	
become	cost-competitive	in	2012	and	displacing	up	to	30	%	
of	the	nation	gasoline’s	use	by	2030.	In	June	2006,	the	DOE	
released	a	Strategic	Research	Agenda	focused	on	developing	
cellulosic	EtOH	(Figure	32.8).	The	DOE	expects	to	complete	
the	tasks	within	5–15	years,	and	the	R&D	agenda	requests	
advances	 in	 a	 number	 of	 areas,	 including	 collecting	 and	

transporting	biomass	to	plants,	pretreatment,	enzymatic	sac-
charification,	 and	 fermentation,	 to	 obtain	 significant	 cost	
reductions	 and	 reach	 the	 target	 for	 bioethanol	 to	 become	
cost	competitive.

32.5.1.2	 prOpertIeS
Over	 the	 last	decades,	 the	most	 important	world	gasoline	
specifications	(ASTM	and	EN)	have	allowed	the	formulation	
of	 gasoline	 containing	 oxygenated	 compounds,	 including	
EtOH.	The	Worldwide	Fuel	Charter	Committee	(World	Car	
Manufacturers	Association),	in	their	EtOH	Guidelines	[32]	
established	a	recommended	limit	of	10	%	volume	of	anhy-
drous	EtOH	in	blends	with	petroleum-based	gasoline	used	
in	vehicles	with	spark	ignition	engines.	Additionally,	there	
are	specifications	to	establish	the	quality	of	EtOH	for	auto-
motive	use,	such	as	ASTM	D4806)	[33]	and	the	equivalent	
European	specification	EN	15376	[34].

The	fuel	properties	of	EtOH	compared	to	those	of	gaso-
line	are	summarized	in	Table	32.2.	The	addition	of	EtOH	to	
gasoline	raises	three	main	concerns:	
•	 Effect	 of	 EtOH	 on	 fuel	 volatility	 (vapor	 pressure	 and	

distillation)
•	 Effect	of	EtOH	on	fuel	octane
•	 Hygroscopic	nature	of	EtOH

In	 addition,	 there	 are	 other	 nonnegligible	 challenges	
to	consider:	
•	 Removal	of	solid	contaminants,	such	as	dirt	or	rust
•	 Material	compatibility
•	 Minor	contaminants	such	as	sulfates	in	the	EtOH

Although	 pure	 EtOH,	 as	 shown	 in	 Table	 32.3,	 has	 a	
much	lower	vapor	pressure	(15–20	kPa)	than	gasoline,	the	
addition	of	EtOH	increases	the	vapor	pressure	of	the	EtOH/
gasoline	 blend,	 with	 a	 maximum	 increase	 low	 concentra-
tions	(1-5	%	v/v)	of	EtOH	in	the	blend.	Addition	of	only	2	%	of	
EtOH	can	increase	the	vapor	pressure	by	6-8	kPa,	as	shown	
in	Figure	32.9,	potentially	 leading	 to	noncompliance	with	
fuel	specifications	[35,36].

EtOH	also	 influences	 the	distillation	characteristics	of	
the	 fuel,	 primarily	 the	 evaporated	 fraction	 at	 70	 °C	 (E70)	
and	100	ºC	(E100).	E70	increases	by	up	to	18	%	volume	for	
a	10 %	EtOH	blend	and	E100	by	about	5	%	volume	for	the	
same	blends	as	shown	in	Figure	32.10.

Another	important	issue	is	the	effect	of	EtOH	in	octane	
numbers.	 The	 octane	 blending	 index	 of	 EtOH	 can	 vary	

figure 32.8—phased	development	of	bioenergy	systems.	
Source:	Biological	and	environmental	research	Information	
System,	Oak	ridge	National	Laboratory;	sponsored	by	the	U.S.	
department	of	energy	Biological	and	environmental	research	
program	[31].

tABle 32.2—fuel property comparison for gasoline and several Biofuels
gasolinea etoha etBe n-Butanol

rON 90–100 108 118 96

MON 81–90 92 101 78

Boiling	range,	ºC 27–225 78 70 118

density	at	15	ºC	(kg/m3) 720–780 792 742 810

reid	vapor	pressure,	kpa	(pure) 50–100 15–17 30 2.2

LhV	(MJ/kg) 41.8–44.0 28.9 36.3 33.1

LhV	(MJ/l) 31.1–33.5 23.0 27.0 26.8

Stoichiometric	air/fuel,	weight 14.5–14.7 8.9–9.0 68.7 11.2

etBe,	ethyl	terc	butyl	ether;	LhV,	low	heating	value;	MON,	motor	octane	number;	rON,	research	octane	number.	

a	data	compilation	from	several	sources.
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from	 120–130	 (for	 RON)	 and	 98–103	 (for	 MON),	 values	
significantly	 higher	 than	 pure	 EtOH	 (Table	 32.3).	 EtOH	
improves	 the	 octane	 of	 the	 gasoline	 base	 stock	 as	 shown	
in	Figure	32.11,	and	the	increase	depends	on	the	gasoline	
base	 stock.	 Typical	 values	 for	 E10	 (10	 %	 EtOH	 blend)	
are	 +2	 RON	 units	 and	 +1.5	 MON	 units,	 and	 these	 values	
increase	as	the	base	gasoline	octane	number	decreases.

EtOH	has	a	strong	affinity	 for	water	due	to	 its	hygro-
scopic	nature.	As	a	result,	EtOH	absorbs	existing	water	 in	
distribution,	 storage,	 and	 vehicle	 fuel	 systems,	 which	 can	
result	 in	phase	 separation.	When	 this	occurs,	 the	gasoline	
in	 the	 upper	 phase	 contains	 a	 reduced	 EtOH	 concentra-
tion	and	may	fail	to	meet	specifications	for	octane	or	other	
key	characteristics	such	as	vapor	pressure	and	distillation.	
Higher	EtOH	content	in	gasoline	creates	a	greater	capacity	
to	absorb	water	(Figure	32.12)	but	does	not	increase	the	risk	
of	 phase	 separation	 because	 the	 amount	 of	 water	 needed	
to	cause	phase	separation	is	very	large	and	less	probable	at	
higher	EtOH	contents.

The	 solvent	 nature	 of	 EtOH	 is	 well	 known.	 For	 this	
reason,	 EtOH	 blends	 may	 remove	 sediment	 and	 sludge	
from	tanks	and	filling	lines	due	to	the	solvency	of	the	blend.	
Special	care	should	be	taken	in	the	distribution	system,	as	
discussed	in	the	handling	section,	with	filters	to	prevent	the	
arrival	of	those	sediments	to	the	vehicle.

With	 respect	 to	 compatibility	 of	 EtOH	 blends	 with	
materials	from	various	components	in	fuel	distribution	sys-
tems	and	vehicles,	there	are	differences	from	normal	hydro-
carbon	fuels.	EtOH	is	different	from	other	fuel	hydrocarbons	
in	aspects	such	as	the	presence	of	polar	groups,	a	relatively	
smaller	 size,	 and	 higher	 conductivity.	 These	 properties	

figure 32.9—Vapor	pressures	of	mixtures	of	unleaded	gasoline	
and	etOh.	Source:	CONCaWe	[35].

tABle 32.3—Average fatty Acid composition (wt %) of different fAme (source: [40])
fAme lauric mystic palmitic stearic palmitoleic oleic linoleic linolenic

Soybean 0.00 0.06 10.64 3.88 0.14 32.38 46.36 5.53

Sunflower 0.00 0.01 6.48 4.25 0.00 18.97 69.07 0.26

peanut 0.29 0.87 43.08 4.31 0.12 40.55 9.64 0.32

tallow 0.08 1.30 23.88 17.88 0.00 45.25 2.85 0.53

Cottonseed 0.02 0.32 22.05 2.17 0.13 16.13 55.72 0.25

palm	Oil 0.00 0.00 11.10 4.22 0.00 47.23 32.14 0.68

Lard 0.07 1.00 26.03 15.00 0.00 45.43 9.87 0.50

rapeseed 0.00 0.02 4.06 1.20 0.04 63.12 21.28 8.63

figure 32.10—Changes	in	distillation	curve	for	motor	gasoline	as	a	function	of	etOh	content.	Source:	CONCaWe	[35].
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may	 create	 problems	 with	 the	 integrity	 of	 some	 polymers	
used	in	different	parts	of	the	supply	and	distribution	chain	
and	 EtOH	 diffusion	 through	 polymers,	 increasing	 volatile	
organic	compound	emissions	[35].	EtOH	can	also	contribute	
to	corrosion	and	wear	of	various	metal	components.

Other	 issues	 reported	 are	 related	 to	 the	 presence	 of	
minor	amounts	of	sulfates	in	EtOH/gasoline	blends.	These	
sulfates	are	believed	to	originate	from	sulfates	carried	over	
during	 the	 manufacturing	 process,	 and	 should	 be	 mini-
mized	through	proper	fuel	specifications	to	avoid	plugging	
problems	in	vehicle	filters	and	injectors.

32.5.1.3	 haNdLING
The	concerns	related	to	the	use	of	gasoline	formulated	with	
EtOH	usually	increase	with	EtOH	concentration.	The	main	
potential	complications	related	to	handling	EtOH	blends	are	
related	to	water	content,	vapor	pressure,	and	energy	content.

EtOH	 distribution	 is	 rather	 difficult	 because	 of	 its	
affinity	 with	 water	 and	 its	 solvent	 properties,	 which	 allow	
it	 to	dissolve	substances	 insoluble	 in	gasoline.	This	solvent	
capability	allows	the	dissolution	of	material	accumulated	in	
pipelines,	storage	tanks,	and	other	parts	of	the	distribution	
system	and	thereby	introduce	impurities	 into	the	fuel.	The	
affinity	of	EtOH	for	water	can	also	result	in	phase	separation	
of	blended	alcohol/gasoline	fuels.	If	phase	separation	occurs,	
the	quality	of	the	remaining	gasoline	phase	will	change	and	
is	not	likely	to	meet	specifications.	The	water-rich	phase	has	
no	value	and	contains	hydrocarbons,	which	makes	it	a	waste	
to	be	treated	with	special	handling	according	to	local	regu-
lations.	Phase	separation	 is	a	 function	of	water	and	EtOH	
content,	temperature,	and	gasoline	properties.

To	minimize	potential	phase	separation	problems,	the	
EtOH-fuel	 blend	 should	 be	 made	 as	 far	 down	 the	 chain	

as	possible,	maintaining	the	quality	control	that	guarantees	
that	the	fuel	meets	standards.	Distribution	of	EtOH-blended	
gasoline	via	multiproduct	pipelines	is	usually	not	recom-
mended,	 due	 to	 concerns	 about	 water	 content	 and	 the	
serious	 potential	 risk	 of	 jet	 fuel	 contamination.	 Loading	
racks	at	terminals	appear	as	convenient	places	for	blend-
ing	 facilities.	 Bioethanol	 is	 usually	 blended	 in	 distribu-
tion	 networks	 by	 mixing	 with	 special	 gasoline	 basestock	
(blendstock	 for	 oxygenate	 blending	 [BOB])	 (matched	
blends)	 or	 with	 conventional	 gasoline	 (splash	 blends).	
A	 BOB	 is	 a	 base	 fuel	 formulated	 at	 the	 refinery	 with	
specifications	already	adjusted	to	account	for	the	changes	
caused	by	EtOH.	To	prevent	the	fuel	from	failing	to	fulfill	
volatility	specifications,	some	countries	tolerate	extended	
limits	 for	 EtOH	 blends	 (volatility	 waiver).	 At	 terminals,	
pure	EtOH	can	be	stored	in	fixed	roof	tanks	with	or	with-
out	 internal	 floating	 decks.	 Tanks	 with	 external	 floating	
decks	are	not	recommended	given	the	hygroscopic	nature	
of	 the	 product.	 If	 no	 additional	 measures	 are	 taken,	 the	
vapor	 concentration	 above	 the	 liquid	 EtOH	 will	 gener-
ally	be	 flammable,	 so	 adequate	 safety	measures	must	be	
implemented.

Special	attention	should	be	taken	when	EtOH-blended	
gasoline	 is	 introduced	 to	 filling	 stations	 for	 the	 first	 time	
to	account	for	the	risks	of	phase	separation	and	sediments	
(rust	 particles,	 etc.)	 dissolving	 into	 the	 fuel.	 It	 is	 recom-
mended	to	install	filters	(preferably	those	resistant	to	water)	
in	the	fuel	dispensers.	Additionally,	when	EtOH	blends	are	
first	 introduced,	 the	 compatibility	 of	 existing	 materials	
should	 be	 reviewed	 because	 some	 materials	 (elastomers,	
hoses,	nozzles,	etc.)	commonly	used	in	distribution	systems	
are	 affected	 more	 strongly	 by	 EtOH	 blends	 than	 by	
hydrocarbon	fuels.	Some	metallic	components	can	also	be	
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figure 32.11—Octane	numbers	of	5	%	etOh	mixtures	with	base	gasolines.
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susceptible	 to	 the	 corrosion	 caused	 by	 adding	 EtOH,	 but	
this	effect	can	be	controlled	with	anti-corrosion	additives.

The	introduction	of	pure	EtOH	or	EtOH	blends	into	the	
market	requires	proper	handling	and	refueling	practices.	In	
the	United	States,	safety	protocols	for	handling	EtOH	have	
been	 edited	 for	 several	 years.	 In	 Europe,	 the	 CEN	 TC19	
(European	Standardization	Committee)	has	more	recently	
approved	a	protocol	based	primarily	on	CONCAWE	reports	
including	guidelines	for	blending	and	handling	fuels	contain-
ing	EtOH	[35].

32.5.1.4	 eNd	USe
Ethyl	alcohol	has	long	been	used	as	an	automotive	fuel	in	
two	different	ways:	hydrous	alcohol,	which	can	completely	
replace	gasoline	in	dedicated	internal	combustion	engines,	
and	 anhydrous	 alcohol,	 as	 an	 effective	 “octane	 booster”	
when	mixed	with	gasoline.	EtOH	is	an	appropriate	biofuel	
for	 Otto	 engines	 because	 of	 its	 high	 octane	 number	 and	
compatible	volatility.

As	 previously	 stated,	 EtOH	 is	 the	 most	 widely	 used	
biofuel	in	the	world	[37].	The	most	common	blends	range	
from	E10	(10	%	v/v	EtOH)	to	E22	(22	%	v/v	EtOH).	Most	
vehicle	engines	can	consume	low-percentage	EtOH	blends	
without	 any	 inconvenience,	 although	 the	 European	 Car	
Industry	Association	published	a	list	of	noncompatible	E10	
vehicles.	However,	the	feasibility	to	use	higher	EtOH	blends	
is	an	issue	still	under	discussion.	New	vehicle	technologies	
(flexible	 fuel	 vehicles)	 have	 been	 developed	 that	 can	 use	
blends	 up	 to	 85	 %	 v/v	 EtOH	 (known	 as	 E85),	 based	 on	
Brazilian	 experience.	 The	 possibility	 to	 use	 these	 blends	
in	conventional	vehicles	without	modifications	depends	on	
variables	like	the	age	of	the	vehicle,	the	vehicle	manufacture	
and	emission	control	type	[38].

Automotive	EtOH	has	been	supported	through	exten-
sive	 studies	 by	 worldwide	 institutions,	 mainly	 in	 the	
United	 States	 and	 Europe.	 The	 use	 of	 EtOH	 introduces	
new	challenges	not	just	to	refineries	and	distribution	logis-
tics,	but	also	to	the	performance	of	vehicle	engines	and	fuel	
systems:	
•	 As	 the	 heating	 value	 of	 EtOH	 is	 lower	 than	 that	 of	

gasoline,	both	 in	mass	 and	volumetric	 terms,	 the	 fuel	
consumption	 is	 higher—that	 is,	 the	 fuel	 economy	 is	
lower—when	an	engine	consumes	EtOH	(approximately	
3.5	%	less	distance	per	litre	in	the	case	of	E10).

•	 Although	 engines	 can	 theoretically	 be	 designed	 to	 use	
the	 high	 octane	 number	 of	 EtOH	 to	 achieve	 better	
performance,	 this	 is	 not	 usually	 the	 case	 in	 practice,	
particularly	due	 to	 the	need	 to	 revert	 to	gasoline	when	
EtOH	is	not	available.

•	 Startability	 in	 cold	 conditions	 could	 also	 be	 worse	
because	of	 the	high	heat	of	 vaporization	of	EtOH.	On	
the	other	hand,	 the	higher	volatilities	of	EtOH	blends,	
already	 discussed	 in	 this	 section,	 slightly	 increase	 the	
evaporative	emissions	in	older	vehicles.	However,	modern	
vehicles	 with	 active	 coal	 canisters	 and	 new	 refueling	
facilities	 will	 practically	 eliminate	 this	 increase	 in	
emissions.	 Other	 exhaust	 emissions,	 particularly	 CO	
emissions,	are	improved	in	older	vehicles.

•	 Water	 phase	 separation	 in	 case	 of	 problems	 through	
the	distribution	system	could	cause	engine	damage	or	
poor	vehicle	performance.	
EtOH	has	been	used	in	diesel	engines,	but	this	applica-

tion	has	strong	barriers,	primarily	the	stability	(EtOH	is	not	

soluble	with	diesel	 at	 low	 temperatures)	and	bad	 ignition	
quality	(cetane	number)	of	diesel-EtOH	blends.

A	special	and	 less	controversial	way	 to	blend	EtOH	 in	
gasoline	 is	 ETBE.	 ETBE	 is	 produced	 at	 refineries	 through	
reactions	with	 isobutene.	ETBE	can	be	blended	with	gaso-
line	 to	 percentages	 defined	 by	 oxygen	 content	 legislation	
without	any	technical	problem	in	vehicle	performance.	Physi-
cal	properties	of	ETBE	are	also	summarized	in	Table	32.2.

32.5.2  Biobutanol
Butyl	 alcohol	 is	 a	 4-carbon	 alcohol	 that	 can	 be	 obtained	
from	 the	 same	 agricultural	 feedstocks	 as	 EtOH	 through	
the	 use	 of	 different	 microorganisms	 during	 the	 fermenta-
tion	process.	Although	 there	have	been	many	attempts	 to	
improve	butanol	production	 in	conventional	 fermentation	
processes,	 the	 productivity	 is	 still	 relatively	 low,	 but	 new	
approaches	provide	promising	results	[39].	The	companies	
BP	 and	 Dupont	 have	 updated	 the	 biobutanol	 production	
process,	 announcing	 the	 construction	 of	 an	 industrial	
plant	in	the	UK	through	a	promising	Genetically	Modified	
Organism	(GMO).

Future	 final	 target	 would	 be	 the	 production	 of	 buta-
nol	 from	 lignocelluloses,	 profiting	 from	 the	 advances	 of	
second-generation	 EtOH-derived	 processes,	 as	 the	 first	
step	generating	sugars	 from	 lignocelluloses	 is	common	 to	
both	processes.	 It	 is	 expected	 that	 the	biobutanol	process	
may	require	better	biomass	pretreatment,	improvements	in	
biotechnology,	and	reduced	energy	consumption	during	the	
purification	process.

Biobutanol	is	claimed	to	offer	a	number	of	advantages	
over	EtOH-based	biofuels:	
•	 It	 can	 be	 blended	 at	 higher	 concentrations	 than	 bio-

ethanol	for	use	in	standard	vehicles	and	current	tech-
nologies	without	further	modifications.

•	 Biobutanol	 has	 lower	 problems	 in	 terms	 of	 volatility,	
due	 to	 its	 low	vapor	pressure,	 and	can	be	adapted	 to	
current	distribution	systems.	It	also	has	better	material	
compatibility	than	EtOH.

•	 Energy	 density	 of	 butanol	 is	 closer	 to	 gasoline,	 with	
impact	 in	 fuel	consumption	compared	 to	EtOH.	How-
ever,	the	octane	number	of	butanol	is	lower	than	that	of	
EtOH,	as	summarized	in	Table	32.2.

•	 Biobutanol	 is	 less	 susceptible	 to	 suffer	 from	 water	
separation	 problems,	 as	 its	 affinity	 towards	 water	 is	
significantly	reduced	compared	to	EtOH.	
As	a	 summary,	butanol	 is	 expected	 to	become	a	more	

suitable	biofuel	than	EtOH	from	the	point	of	view	of	the	end	
user,	 and	 in	 terms	 of	 WTW	 analysis	 of	 GHG	 emissions,	 it	
also	seems	to	be	comparable	to	EtOH.	The	future	expansion	
of	butanol-based	biofuels	will	depend	on	its	economic	com-
petitiveness	 with	 EtOH,	 especially	 with	 second-generation	
processes	from	lignocellulosic	feedstocks	from	fast-growing	
crops	or	agricultural	by	products.

32.5.3  FAME (Biodiesel)
32.5.3.1	 NatUre	aNd	prOdUCtION	prOCeSS
FAME,	also	commonly	known	as	biodiesel,	is	the	most	com-
mon	 biofuel	 used	 in	 diesel	 engines.	 FAME	 is	 not	 a	 single	
molecule	like	EtOH,	but	a	mixture	of	several	methylic	esters	
of	different	fatty	acids,	depending	on	the	original	vegetable	
(or	animal)	oil	used	in	the	production	process.	Vegetable	oils	
are	primarily	composed	of	triglycerides	(glycerol	esters	of	
fatty	acids).	Theoretically,	PVOs	can	be	used	in	diesel	engines	
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but	are	strongly	disapproved	by	the	most	important	car	and	
fuel	injection	equipment	manufacturers	for	several	reasons,	
among	 them	 the	 presence	 of	 very	 high	 molecular	 weight	
compounds	(e.g.,	sterol	glucosides),	which	can	induce	severe	
deposit	problems.	Therefore,	using	vegetable	oils	in	vehicles	
requires	transforming	triglycerides	into	more	engine-friendly	
molecules.	Vegetable	oils	are	trans-esterified	with	light	alco-
hols;	 if	 the	reaction	is	carried	out	with	methanol	FAME	is	
obtained,	while	FAEE	is	the	product	if	the	alcohol	is	EtOH.

The	 production	 of	 biodiesel	 is	 more	 geographically	
dispersed	 than	EtOH.	Germany	 leads	 the	world	production	
(primarily	from	rapeseed	and	sunflower)	with	nearly	16	%	of	
world	biodiesel	production,	closely	followed	by	France.	In	the	
United	 States,	 biodiesel	 production,	 mainly	 from	 soybeans,	
was	close	to	2	billion	litres	in	2009.	World	biodiesel	produc-
tion	in	selected	countries	is	shown	in	Figure	32.13	[29].

The	 esterification	 process	 for	 biodiesel	 manufacture	
is	relatively	simple	and	takes	place	at	normal	pressure	and	
ambient	temperature,	through	the	following	reaction,	with	
glycerol	obtained	as	a	coproduct	of	 the	 transesterification	
process.
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The	radicals	R,	R′,	and	R″	represent	the	different	fatty	
acids	involved.	The	composition	of	these	fatty	acids	depends	
on	 the	 feedstock	 plant	 and	 range	 from	 14	 to	 24	 atoms	 of	
carbon.	 FAME	 may	 be	 produced	 from	 raw	 vegetable	 oils	
derived	from	soybean,	palm,	canola,	rapeseed,	or	sunflower,	
as	 well	 as	 animal	 fats	 and	 used	 cooking	 oil.	 Table	 32.3	

compares	 the	 average	 compositions	 of	 biodiesel	 products	
from	the	most	common	feedstocks	[40].

Figure	32.14	shows	the	different	steps	in	the	biodiesel	
production	 process.	 The	 reaction	 to	 produce	 FAME	 is	 in	
fact	 a	 set	 of	 three	 reactions:	 from	 triglycerides	 to	 diglyc-
erides,	 from	 diglycerides	 to	 monoglycerides,	 and	 a	 final	
step	 to	 convert	 monoglycerides	 to	 FAME.	 Catalysts	 are	
used	to	improve	reaction	rate	and	yield.	Basic	homogenous	
catalysis	is	the	most	common	technology	employed	in	FAME	
plants,	but	there	are	also	commercially	available	heteroge-
neous	catalysis	processes	working	at	higher	pressures	and	
temperatures,	 but	 requiring	 very	 dry	 reactants.	 Although	
there	are	currently	few	or	no	biodiesel	plants	using	hetero-
geneous	catalysts,	potential	 advantages	of	 this	 technology	
would	include:	
•	 No	acids	are	required	for	neutralization
•	 There	are	no	waste	soaps
•	 There	are	no	catalysts	consumed	in	the	reaction
•	 Increased	conversion	yields	(>	99	%)
•	 Easier	purification
•	 The	coproduct	is	pure	glycerine

FAME	is	mainly	produced	from	rapeseed	(canola),	palm,	
soybean	and	sunflower	oils	feedstocks.	Jatropha	oil	has	also	
recently	entered	the	market.	There	is	also	research	into	using	
other	plants	(brassica	carinata,	crambe	abyssinica,	camelina,	
jojoba,	etc.).	 It	 is	also	possible	 to	use	used	cooking	oil	and	
animal	fats,	and	research	on	lipids	originating	from	algae	is	
currently	underway.

Methanol	could	be	replaced	by	other	alcohols,	such	as	
EtOH	or	butanol.	The	same	reaction	using	EtOH	produces	
FAEE.	 However,	 as	 EtOH	 is	 usually	 more	 expensive	 than	
methanol	 and	 plant	 investment	 and	 operational	 costs	 are	
higher,	FAEE	is	commercially	nonexistent.

32.5.3.2	 prOpertIeS
As	 previously	 stated,	 FAME	 is	 a	 complex	 mix	 of	 com-
pounds,	and	its	specifications	must	regulate	characteristics	
to	 ensure	 correct	 engine	 behavior	 (cetane	 number,	 cold	
filter	plugging	point	[CFPP]	or	oxidation	stability	for	exam-
ple).	 There	 are	 two	 specifications	 for	 FAME	 (EN	 14214	
[41]	in	Europe	and	ASTM	D6751	[42]	in	the	United	States),	
which	do	not	relate	fuel	properties	to	the	origin	of	the	fuel	
(except	 for	 the	 Iodine	 Index	 in	EN	14214)	but	do	depend	
on	 the	 production	 process	 (content	 of	 monoglycerides,	
diglycerides,	 triglycerides,	 and	 total	 glycerine).	 Table	 32.4	

Country Production (Ml / %)
Germany 2.859 15.9%
France 2.206 12.3%
United States 2.060 11.5%
Brazil 1.535 8.6%
Argentina 1.340 7.5%
Spain 967 5.4%
Italy 830 4.6%
Thailand 610 3.4%
Belgium 468 2.6%
Poland 374 2.1%
Netherlands 364 2.0%
Austria 349 1.9%
China 338 1.9%
Colombia 330 1.8%
South Korea 300 1.7%
Others 2.998 16.7%

17.929 100.0%

figure 32.13—World	biodiesel	production	by	selected	countries	in	2009.	Source:	data	from	Biofuels	platform	[29].
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compares	European	FAME	and	diesel	specifications.	FAME	
is	fully	soluble	and	compatible	with	diesel	oil.

The	 implementation	 of	 these	 standards	 has	 been	 a	
key	element	for	market	penetration	of	biodiesel,	leading	to	
its	acceptance	by	vehicle	manufacturers	as	a	reliable	fuel.	
Modern	 diesel	 engines	 are	 expected	 to	 provide	 very	 high	

performance	 and	 efficiency	 but	 require	 advanced	 fuels,	
manufactured	to	very	fine	tolerances.	Biodiesel	is	produced	
from	many	different	sources	and	feedstocks,	and	constant	
quality	 is	 an	 issue	 even	 with	 batch	 quality	 control.	 Small	
differences	 in	 the	 fatty	 acid	 distribution	 may	 led	 to	 differ-
ences	 in	 heating	 value,	 viscosity,	 and	 lubricity,	 without	

figure 32.14—Conversion	routes	for	biodiesel.	Source:	Iea	[30].

tABle 32.4—comparison of european diesel and fAme specifications

property units

diesel A en 590 Biodiesel en 14214

min max min max

Cetane	number – 51.0 51.0

Cetane	index – 46.0

density	@	15°C kg/m3 820 845 860 900

aromatic	pCas %	(m/m) 11

Sulfur	content mg/kg 50 10

Kinematic	viscosity	@	40	°C mm2/s 2.0 4.5 3.5 5.0

Flash	point °C 55 120

Cold	filter	plugging	point

Winter	(Oct	1st	–	Mar	31st) °C –10 –10

Summer	(apr	1st	–	Sep	20th) °C 0 0

Carbon	residue %	(m/m) 0.30 0.30

Lubricity	(corrected	wsd	1.4)	@	60	°C μm 460

Water	content mg/kg 200 50

Solid	particles mg/kg 24 24

ash	content %	(m/m) 0.01 0.02

acidity mg	KOh/g 0.5

Oxidation	stability g/m3 25

Oxidation	stability	@	110	°C hours 6
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taking	into	account	contaminations	from	different	part	of	
the	process.	As	an	example	of	this	specification	complexity,	
EN	14214	has	more	than	30	criteria	and	limits	to	guarantee	
fuel	quality	[29].

The	 properties	 of	 FAME	 compared	 with	 conventional	
diesel	are	summarized	in	Table	32.5.	The	main	differences	
between	FAME	and	diesel	oil	are:
•	 Lower	heating	value	(equivalent	to	less	energetic	density)
•	 Low	temperature	operability
•	 Lower	stability

As	 it	 happened	 with	 bioethanol,	 the	 heating	 value	 of	
biodiesel	is	 lower	than	conventional	diesel.	The	difference	
in	density	creates	a	difference	between	the	two	products	of	
about	8	%	in	volume	and	12.5	%	less	energy	per	weight	unit.	
This	 difference	 creates	 higher	 fuel	 consumption,	 which	
depends	on	the	percentage	of	FAME	in	the	fuel.

Distillation	properties	have	also	been	 identified	as	an	
issue	with	FAME.	The	higher	distillation	profile	(biodiesel	
exhibits	a	distillation	range	more	than	a	distillation	curve)	
and	some	evidences	of	dilution	because	of	the	appearance	
of	biodiesel	in	the	lubricant	are	considered	an	issue.

Low-temperature	 properties	 of	 biodiesel	 are	 also	 a	
critical	specification.	Individual	FAME	products	have	differ-
ent	properties,	related	to	their	composition	and	impurities	
from	the	production	process,	but	typically	with	higher	pour	
point,	cloud	point,	and	CFPP,	and	more	difficult	to	predict.	
Table	32.6	summarizes	cold	properties	from	different	feed-
stocks.	Saturated	chains	increase	the	oil’s	tendency	to	block	
filters	in	cold	conditions	[43].	Concerns	on	cold	properties	
are	related	to	handling	and	operability,	as	discussed	later	in	
those	sections.

Stability	is	related	to	the	fuel’s	tendency	to	form	deposits	
that	could	induce	filter	blocking	or	foul	injector	nozzles	in	
vehicles,	and	also	if	the	product	can	be	stored	during	long	

periods.	 Stability	 depends	 on	 the	 original	 vegetable	 oil,	
which	impacts	the	type	of	seed	used	for	the	raw	material.	
Oils	with	more	unsaturated	fatty	acid	chains	produces	less	
stable	 FAME,	 and	 antioxidants	 must	 be	 added.	 Although	
additives	may	solve	this	technical	barrier,	additive	response	
depends	on	 the	 feedstock,	with	FAME	 from	sunflower	oil	
being	the	most	difficult	to	treat.

In	 addition,	 the	 presence	 of	 metals	 increases	 the	
amount	 of	 insoluble	 deposits	 formed.	 In	 a	 vehicle	 it	 is	
very	difficult	to	avoid	the	presence	of	trace	copper	or	zinc,	
and	 therefore	 antioxidant	 additives	 may	 not	 be	 enough.	
When	metals	are	present,	FAME	blends	require	stabilizing	
additives,	 and	 some	 reports	 strongly	 recommend	 the	 use	
of	 metal-deactivating	 additives	 in	 modern	 engine	 injec-
tion	 systems	 (small	 hole	 injectors,	 small	 tolerances,	 and	
extremely	 high	 working	 pressures).	 The	 tendency	 to	 form	
deposits	 (and	 more	 specifically,	 to	 block	 filters)	 is	 a	 very	
complex	problem.	Other	factors	aside	from	stability	are	now	
being	considered,	and	there	are	proposals	to	specify	a	lower	
limit	 for	 monoglyceride	 content	 or	 to	 introduce	 limits	 on	
the	saturated	mono-glyceride	and	sterol-glucoside	contents	
in	future	specifications.

FAEE	 has	 not	 been	 widely	 studied	 in	 vehicles,	 but	 it	
is	expected	to	behave	similar	to	FAME.	Although	there	are	
no	industrial	plants	producing	and	commercializing	FAEE,	
the	European	Committee	for	standardization	has	created	a	
group	to	specify	the	characteristics	of	FAEE.	The	properties	
of	FAEE	are	very	similar	to	those	of	FAME,	but	FAEE	does	
have	some	advantages:
•	 Slightly	higher	LHV
•	 Better	cetane	number
•	 Better	properties	in	cold	conditions
•	 Better	GHG	savings

32.5.3.3	 haNdLING
FAME	 is	 usually	 blended	 with	 diesel	 fuel	 at	 refineries	
because	FAME-diesel	blends	are	 compatible	with	delivery	
networks.	Nevertheless,	 transportation	of	FAME	blends	in	
multi-product	pipelines	is	highly	restricted	to	prevent	cross-
contamination	in	the	supply	chain	between	diesel	and	other	
fuels	that	may	only	accept	FAME	traces,	such	as	jet	fuels,	
heating	oil,	and	marine	gasoil	[43].	Tests	are	currently	being	
performed	 by	 international	 organizations	 regulating	 avia-
tion	fuels	to	establish	an	acceptable	limit	for	FAME	content	
and	to	define	final	specifications	on	this	issue.

Due	to	its	hygroscopic	nature,	FAME	blends	may	contain	
more	 water	 than	 hydrocarbon	 fuels.	 As	 water	 separation	
is	more	difficult,	proper	water	management	is	essential	at	
the	 refineries	 and	 the	 terminals	 when	 FAME	 is	 handled.	

tABle 32.5—fuel property comparison for diesel and several Biofuelsa

diesel en-590 fAme hVo Btl

Cetane	number >51 51 80–99 70–80

density	at	15	ºC	(kg/m3) 820–845 885 775–785 700–800

LhV	(MJ/kg) 42.0–43.0 37.5 44.0 43–45

LhV	(MJ/l) 35.3–36.4 33.2 34.4 33.1–34.3

Viscosity	40	ºC	(mm2/s) 2.0–4.5 4.5 2.5–3.5 –

distillation	range	(ºC) 180–360 350–370 180–320 –

adata	compilation	from	several	sources:	eN	590	summer	diesel;	FaMe	from	rapeseed.

tABle 32.6—typical properties for fAme 
manufactured from different feedstocks [43]

feedstock cloud point (°c) cfpp (°c)
Viscosity (mm2/s 
at 40°c)

rapeseed −5 −18	to	−12 5.0

Sunflower −1	to	+3 −7	to	−3 4.4

Soybean −7	to	+3 −6	to	−2 4.0

Coconut +9	to	+12 8 4.8

palm +13	to	+16 +5	to	+11 4.3	–	5.0

tallow +10	to	+20 +9	to	+14 4.8
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Procedures	to	control	water	buildup	(regular	water	bottom	
checks	and	facilities	to	drain	water	when	required)	should	
be	 established.	 Because	 water	 exposure	 facilitates	 bio-
logical	 growth,	 particularly	 when	 FAME	 is	 present,	 tanks	
containing	FAME	and	FAME-diesel	blends	 should	also	be	
checked	 periodically	 for	 the	 presence	 of	 microbiological	
contamination.

FAME	 has	 very	 good	 solvent	 capacity.	 Biodiesel	 may	
dissolve	 accumulated	 sediments	 in	 storage	 tanks,	 which	
may	 lead	to	 later	 injector	and	filter	plugging	[44].	 In	addi-
tion,	FAME	also	exhibits	compatibility	problems	with	some	
polymers	(polyethylene,	polypropylene)	and	rubbers	(natu-
ral	 and	 nitrile	 rubbers).	 Some	 metallic	 components	 may	
also	be	affected	by	biodiesel	blends.

32.5.3.4	 eNd	USe
FAME	is	currently	blended	at	low	percentages	(up	to	7	%)	
with	 fossil	 diesel	 in	 Europe.	 Some	 vehicle	 manufacturers	
are	 opposed	 to	 exceeding	 this	 amount,	 but	 other	 vehicle	
manufacturers	 have	 proposed	 up	 to	 30	 %.	 Vehicle	 manu-
facturers	and	 injection	equipment	manufacturers	do	have	
some	 concerns	 regarding	 FAME	 use	 in	 modern	 diesel	
vehicles,	particularly	in	engines	with	common	rail	injection	
systems.	 Problems	 with	 dilution	 of	 FAME	 into	 lubricants	
have	been	also	noted	 in	 vehicles	with	particulate	 traps	 in	
the	exhaust	pipe.	In	the	United	States,	B20	(20	%	FAME)	is	
the	most	commonly	used	biodiesel	[44].	Higher	blends	are	
possible	but	may	require	equipment	or	engine	modifications.	
It	is	possible	to	use	pure	FAME	in	dedicated	engines.

FAME	performs	very	similarly	to	conventional	diesel	in	
engines	when	all	of	the	appropriate	specifications	(such	as	
ASTM	or	EN)	are	observed.	No	problems	with	driveability	
or	 startability	 have	 been	 described.	 However,	 because	 the	
heating	value	of	FAME	is	less	than	that	of	diesel	fuel	(92	%	
of	energy	content	from	conventional	diesel	in	a	volumetric	
basis),	fuel	consumption	increases	(fuel	economy	decreases)	
when	the	engine	consumes	FAME	(approximately	1	%	less	
distance	per	litre	in	the	case	of	B10).

Modern	diesel	vehicles	are	more	sensitive	to	water	and	
sediment	in	the	fuel	due	to	the	very	fine	tolerances	required	
by	 their	 high-pressure	 fuel	 injection	 systems.	 The	 previ-
ous	 section	 described	 measures	 that	 can	 be	 taken	 in	 the	
fuel	supply	system	to	contribute	to	the	cleanliness	of	fuels	
delivered	to	the	vehicles.	However,	even	after	clean,	dry	fuel	
has	been	delivered,	vehicle	factors	must	also	be	considered	
to	achieve	problem-free	operation.	Because	FAME	is	more	
aggressive	 to	 elastomers,	 its	 compatibility	 with	 certain	
materials	must	also	be	checked.

In	general,	regulated	exhaust	emissions	decrease	except	
for	 emissions	 of	 NOx,	 which	 increase	 slightly.	 Particulate	
matter	emissions	decrease	even	when	compared	with	low-
aromatic,	nonsulfur	(S<10	ppm)	diesel.

32.5.4  HVO
HVO,	also	referred	to	as	“green	diesel,”	“hydrobiodiesel,”	or	
“renewable	diesel	fuel,”	is	a	biofuel	produced	by	hydrogena-
tion	of	vegetable	oil,	used	oil,	or	animal	fats.	This	biofuel	is	
chemically	comparable	to	fossil	fuels,	as	it	is	a	mixture	of	
saturated	 hydrocarbons	 derived	 from	 triglycerides.	 While	
FAME	quality	is	strongly	dependent	on	the	feedstock	used,	
HVOs	 can	 be	 produced	 from	 many	 oils	 without	 compro-
mising	fuel	quality.

HVO	is	produced	in	dedicated	hydrogenation	units	at	oil	
refineries	or	 in	existing	 	hydrodesulfurization	 (HDS)	units	

by	 coprocessing	 vegetables	 oils	 with	 diesel.	 The	 resulting	
product	is	HVO,	with	propane	(bio-propane)	as	a	coproduct	
that	 can	be	blended	with	conventional	LPG.	Compared	 to	
existing	units,	dedicated	units	make	possible	reaction	opti-
mization	routes	 to	maximize	HVO	production	and	quality	
with	 minimum	 hydrogen	 consumption.	 This	 optimization	
can	be	achieved	with	proper	catalyst	selection	and	operat-
ing	 conditions,	 but	 requires	 a	 large	 investment.	 Addition-
ally,	 the	 hydrogenated	 product	 obtained	 from	 a	 dedicated	
unit	 has	 unsuitable	 properties	 under	 cold	 conditions	 and	
thus	requires	an	additional	isomerization	step.	The	Finnish	
Company	NESTE	OIL	 is	most	 likely	 the	most	active	HVO	
producer	and	uses	its	own	NExBTL	process	[45].

Coprocessing	of	vegetable	oil	in	an	existing	HDS	unit	at	
refineries	is	the	least	expensive	way	to	obtain	biofuels	with	
a	low	investment	as	only	minor	modifications	are	required.	
The	 amount	 of	 vegetable	 oil	 that	 can	 be	 coprocessed	
depends	on	hydrogen	availability,	compressor	capacity,	and	
required	cold	properties	for	the	product.	In	most	cases	the	
isomerization	step	 is	unnecessary	because	cold	properties	
are	adequate,	 though	 this	may	depend	on	 the	 season	and	
country.

The	 obtained	 product	 exhibits	 improved	 properties,	
including	 density	 and	 cetane	 number,	 in	 diesel	 blends.	
Table	 32.5	 compares	 the	 characteristics	 of	 HVO	 with	
FAME	 and	 conventional	 diesel.	 HVO	 exhibits	 properties	
similar	to	gas-to-liquid	(GTL)	and	BTL	fuels.	HVO	is	also	
reported	 to	 have	 benefits	 in	 term	 of	 reduced	 NOx	 and	
smoke	emissions.

Because	HVOs	are	hydrocarbons,	they	do	not	need	to	
comply	 with	 biodiesel	 specifications,	 but	 to	 conventional	
diesel	 fuel	 requirements	 (EN	590	and	ASTM	D975).	HVO	
has	no	harmful	effects	in	vehicle	motors	due	to	its	similar	
chemical	 properties	 to	 conventional	 diesel,	 which	 is	 an	
advantage	over	FAME,	and	can	be	blended	to	conventional	
diesel	 at	 any	 percentage.	 In	 addition,	 the	 low	 density	 of	
HVO	 allows	 it	 to	 extend	 diesel	 production	 by	 including	
heavier	fractions	such	as	LCO,	a	possibility	very	interesting	
for	the	European	oil	industry.

HVO	 production	 is	 currently	 more	 expensive	 than	
FAME	 production	 because	 of	 the	 price	 of	 vegetable	 oil	
and	 hydrogen	 consumption.	 HVO	 production	 is	 expected	
to	 use	 nonconventional	 vegetable	 oils	 and	 treated	 greases,	
considered	as	residues,	thus	improving	the	economy	of	the	
process.	From	 the	end	use	point	of	 view,	 vehicle	manu-
facturers	prefer	HVO	to	FAME.

32.5.5  Synthetic Fuels (BTL)
During	 the	 first	 half	 of	 the	 20th	 century,	 coal	 was	 trans-
formed	into	liquid	fuels	by	the	FT	reaction.	In	a	first	reaction	
step	coal	 is	 transformed	 into	syngas	 (a	mixture	of	CO	and	
H2),	 which	 later	 reacts	 in	 the	 presence	 of	 a	 cobalt	 or	 iron	
catalyst	to	produce	a	mixture	of	long-chain	liquid	hydrocar-
bons.	The	process	takes	place	at	high	temperature	and	pres-
sures.	This	process,	using	coal	as	the	raw	material,	is	called	
CTL	(coal	to	liquids).

Later	 developments	 focused	 on	 natural	 gas	 as	 pre-
ferred	raw	material,	and	the	process	was	renamed	as	GTL.	
The	 natural	 gas	 industry	 considers	 this	 process	 to	 be	 an	
economic	option	for	remote	or	small	size	gas	field	develop-
ment	by	converting	them	into	liquids,	and	commercial	GTL	
plants	are	already	in	operation.

Even	more	recently,	biomass	has	also	been	proposed	as	
a	suitable	raw	material	for	the	FT	process.	When	biomass	is	
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the	raw	material,	the	process	is	known	as	BTL	or	“biomass	
to	 liquids.”	Waste	products	could	also	be	used	as	 the	raw	
material	(WTL	[waste	to	liquids]).	However,	although	it	 is	
possible	 to	gasify	organic	 residues	 into	 syngas,	 it	does	not	
seem	 economically	 feasible	 to	 invest	 in	 a	 plant	 dedicated	
exclusively	 to	 waste	 processing	 and	 most	 probably,	 waste	
would	be	processed	in	a	mixture	with	biomass	in	BTL	plants.

The	products	obtained	in	a	something	to	 liquid	(XTL)	
process	(term	used	to	refer	to	this	group	of	thermochemical	
processes	 independently	 from	 the	 feedstock)	 need	 further	
hydrocracking,	 hydrogenation,	 and	 fractionation	 to	 pro-
duce	 the	 final	 products,	 which	 range	 from	 naphtha	 to	
solid	paraffins.	However,	the	most	interesting	products	are	
middle	distillates	(diesel	fuel	and	kerosene)	and	lubricants.

FT	technologies	are	not	readily	available	for	companies	
wishing	to	invest	in	XTL	plants.	There	are	only	a	few	com-
panies	with	strong	position	on	this	technology	that	could	be	
open	access	to	FT	technology	for	BTL	projects,	but	not	for	
GTL	or	CTL.	In	the	case	of	BTL,	the	gasification	technology	
is	also	critical	and	depends	on	the	type	of	biomass	available.	
Considering	the	considerable	investment	necessary	to	build	
a	BTL	plant,	it	is	critical	to	guarantee	a	homogenous	supply	
of	biomass,	 and	 that	 the	quality	of	 the	generated	gases	 is	
acceptable	for	the	rest	of	the	conversion	process.

Currently,	 there	 are	 no	 commercial,	 large-scale	 BTL	
production	plants.	There	are	some	demonstration	projects,	
and	one	of	the	most	promising	technologies	is	the	so-called	
“Carbo-V”	 process	 from	 Choren	 Industries	 Ltd.	 However,	
the	development	is	still	in	progress	and	far	from	competitive.	
The	production	costs	of	BTL	products	are	higher	than	those	
of	 conventional	 products	 or	 alternative	 biofuels,	 but	 the	
quality	of	FT	diesel	fuel	is	also	the	highest.	Therefore,	there	is	
a	 significant	 support	 for	 this	 type	of	biofuels	 from	vehicle	
manufacturers,	 particularly	 the	 German	 manufacturers	
Daimler,	Volkswagen,	and	Bosch.

The	 products	 of	 BTL	 (or	 XTL)	 processes	 are	 bio-
hydrocarbons	that	are	nearly	chemically	identical	to	fossil	
fuels.	 The	 main	 differences	 are	 the	 absence	 of	 sulfur	 and	
aromatics	 and	 the	 structural	 form	 of	 the	 hydrocarbon	
chains,	which	are	more	 linear	 than	 those	of	 conventional	
fuels.	These	properties	make	BTL	synthetic	diesel	the	ideal	
product	 to	 feed	 compression	 ignition	 engines.	 Table	 32.5	
compares	 the	 main	 properties	 of	 BTL	 with	 HVO,	 FAME,	
and	conventional	diesel.

Synthetic	biofuels	are	suitable	for	use	 in	conventional	
engines	as	they	are	similar	hydrocarbons	to	those	obtained	
from	 crude	 oil,	 with	 excellent	 engine	 properties	 and	 low	
sulfur	 content.	 However,	 some	 car	 manufacturers	 have	
publically	communicated	that	dedicated	XTL	engines	would	
exceed	the	performance	of	conventional	engines,	although	
this	theoretical	statement	should	be	confirmed.

The	 production	 of	 BTL	 has	 a	 more	 favorable	 energy	
balance	 than	 other	 biofuels.	 In	 general,	 all	 regulated	
exhaust	emissions	decrease	when	engines	are	fed	with	XTL	
diesel,	including	NOx	and	particulates.	GTL	and	CTL	have	
poor	GHG	balances,	but	BTL	and	WTL	have	very	positive	
balances.

32.5.6  Others: Methanol, DME, Bio-Crudes
There	 are	 other	 synthetic	 products	 that	 are	 suitable	 as	
transportation	 fuels	 and	 can	 be	 obtained	 from	 biomateri-
als.	 Most	 of	 them	 are	 in	 the	 group	 of	 second-generation	
	biofuels—new	 alternative	 processes	 based	 on	 non-food	

biomass,	 biomass	 byproducts	 or	 residua—mainly	 through	
thermal	conversion	processes.	
•	 Methanol	 can	 be	 produced	 from	 biomass	 via	 syngas	

processing.	Methanol	was	proposed	in	the	1980s	as	an	
octane	improver	when	lead-based	antiknock	was	forbid-
den.	The	use	of	methanol	was	unsuccessful,	and	it	was	
abandoned	 in	 practice	 because	 of	 its	 harmful	 effects	
(including	toxicity)	and	its	very	low	heating	value.

•	 Another	future	promising	option	is	DME.	DME	can	be	
produced	from	the	dehydration	of	methanol	or	directly	
from	syngas	(CO+H2).	When	biomass	is	the	raw	material	
in	 the	 syngas	production	process,	 the	product	can	be	
considered	bio-DME.	Although	the	physical	properties	
are	 suitable	 to	 substitute	 or	 blend	 LPG,	 DME	 is	 also	
an	excellent	diesel	fuel	due	to	its	high	cetane	number	
(55)	and	very	high	autoignition	temperature	(350	 ºC).	
In	 addition,	 its	 toxicity	 is	 low	 and	 its	 GHG	 balance	
is	 very	 good	 when	 lignocellulose	 is	 the	 raw	 material.	
DME	 is	 acknowledged	 as	 one	 of	 the	 best	 diesel	 fuels	
in	 terms	 of	 burning	 cleanliness,	 pollutant	 emissions,	
and	fuel	economy.	However,	it	is	not	feasible	to	blend	
DME	with	conventional	diesel	fuel	in	existing	engines	
because	 it	 must	 be	 stored	 under	 mild	 pressure	 to	
maintain	a	liquid	state.	The	vapor	pressure	of	DME	at	
25 ºC	is	610	kPa,	so	it	is	gaseous	at	ambient	conditions	
and	 requires	 a	 dedicated	 distribution	 infrastructure.	
Other	disadvantages	of	DME	as	a	diesel	fuel	include	its	
low	viscosity,	very	bad	lubricity,	and	material	compat-
ibility.	As	a	consequence,	vehicles	using	DME	must	be	
dedicated	or	undergo	serious	modifications:	fuel	tank,	
fuel	injection	system,	etc.	Additionally,	bio-DME	is	very	
expensive	and	is	not	yet	produced	for	fuel	applications.	
Although	DME	is	still	considered	to	be	a	possible	niche	
fuel	(for	instance,	for	fleets),	it	is	a	much	more	difficult	
proposal	as	a	mainstream	fuel.

•	 Another	 option	 is	 the	 thermal	 treatment	 of	 biomass	
(pyrolysis)	 to	 produce	 a	 liquid	 “bio-crude,”	 which	
could	be	included	in	the	crude	basket	at	conventional	
refineries	after	adequate	pretreatment.	The	combined	
process	is	also	known	as	thermal	fepolymerization.	The	
product	can	be	used	as	heating	fuel	or	can	be	further	
converted	to	other	biofuels.	

32.6  economIcs
In	 the	 introduction	 of	 this	 chapter,	 it	 was	 discussed	 how	
different	countries	were	supporting	the	inclusion	of	biofu-
els	blends	in	the	mixture	of	transportation	fuels.	The	eco-
nomics	of	biofuels	are	far	less	efficient	than	those	of	fossil	
fuels,	and	it	will	not	be	easy	for	first-generation	biofuels	to	
achieve	fossil	fuel	prices.	This	justifies	government	actions	
creating	differential	tax	systems	to	minimize	this	price	gap	
with	conventional	fossil	fuels.	EtOH	from	sugar	cane	seems	
to	be	the	only	economic	option,	but	even	in	that	case	Bra-
zilian	EtOH	is	the	only	biofuel	currently	commercialized	at	
competitive	prices	with	fossil	fuels.	However,	the	Brazilian	
experience	is	unlikely	to	be	reproduced	in	other	countries,	
and	even	the	most	efficient	producers	cannot	compete	with-
out	subsidizing	production	costs,	as	shown	in	Figure	32.15	
for	EtOH	from	corn.	With	respect	to	biodiesel,	any	product	
from	vegetable	oil	is	also	far	from	competitive	compared	to	
conventional	diesel	fuels.

For	first	generation	biofuels,	the	cost	of	the	raw	mate-
rials	 is	by	 far	 the	most	 important	 factor	 in	biofuel	prices,	
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which	may	account	for	50−70	%	of	total	production	costs.	
Despite	high	oil	prices,	feedstock	prices	have	risen	in	some	
cases	 even	 more	 strongly,	 creating	 doubts	 about	 current	
and	 future	 profitability	 of	 biofuel	 plants.	 As	 an	 example,	
vegetable	oil	prices	are	compared	to	diesel	oil	prices	from	
1997	to	2012	in	Figure	32.16.	The	figure	shows	strong	varia-
tions	in	raw	material	prices,	and	also	energy	price	variations,	
indexed	 to	 the	 price	 of	 oil.	 However,	 these	 energy	 price	
variations	 also	 affect	production	 costs,	 so	 feedstock	prices	
are	not	totally	independent.

In	 addition,	 the	 claim	 that	 biofuels	 feedstock	 needs	
have	driven	up	food	prices	and	some	question	marks	about	
environmental	 benefits	 with	 full-life-cycle	 GHG	 analysis	
have	led	many	countries	to	modify	planned	regulation,	sub-
sidies,	 or	 taxation	 benefits.	 Direct	 comparison	 with	 fossil	
fuels	and	even	with	biofuels	from	different	countries	is	very	
challenging,	as	the	cost	of	diesel	fuel	includes	taxes,	which	
are	different	in	different	countries.	With	current	production	
costs,	FAME	blending	in	Germany	could	have	been	a	good	
business	with	tax	exemptions	in	several	years,	and	very	bad	

in	others,	while	in	other	countries,	over	the	same	period	of	
time,	blending	FAME	would	not	have	been	economical	even	
with	de-taxation.

Independently	from	the	price	of	crude	oil,	it	is	expected	
that	the	increase	in	demand	for	biofuels	will	contribute	to	
increasing	prices	for	feedstock,	especially	for	oil	seeds.	The	
need	of	new	non-food	feedstock	crops	is	based	on	reducing	
the	social	alarm	caused	by	the	price	increases	in	food	crops,	
and	 improving	 the	efficiency	of	second-generation	biofuel	
processes,	in	which	the	feedstock	represents	a	smaller	cost	
factor	 (25	 %	 to	 40	 %),	 plant	 investment	 being	 the	 first	
one.	 This	 capital	 investment	 intensity	 would	 favor	 large	
size	plants	to	capture	scale	economy,	especially	in	thermo-
chemical	processes	versus	biochemical	processes.

Even	 assuming	 that	 biofuels	 will	 be	 produced	 from	
a	non-food	feedstock	in	the	future,	these	price	uncertain-
ties	 cannot	 be	 dismissed	 because	 biomass	 producers	 do	
not	 follow	 the	 practices	 of	 long-term	 contracts	 usually	
required	 by	 the	 energy	 industry.	 Thus,	 the	 market	 situ-
ation	 may	 change	 in	 relatively	 short	 periods	 and	 induce	
large	fluctuations,	with	feedstock	availability	highly	com-
promised.	 Strong	 international	 biofuel	 feedstocks	 trad-
ing	 systems	 would	 be	 required	 to	 avoid	 dependence	 on	
domestic	productions.

In	 addition	 to	 the	 political	 and	 moral	 questions	 that	
have	 arisen	 from	 the	 potential	 effect	 of	 first-generation	
biofuel	on	 food	prices,	 there	 is	 an	 important	 issue	 related	
to	land	resources.	Infrastructure	is	also	a	critical	factor	to	
consider	in	several	aspects.	First,	even	with	advances	in	plant	
productivity,	 the	 feedstocks	 are	 by	 nature	 dispersed,	 and	
they	 require	 adequate	 transport	 infrastructure	 to	 the	 pro-
cessing	centers.	Second,	the	limitations	to	use	conventional	
fuel	handling	and	distribution	systems	discussed	in	previous	
section.	Both	transports	affect	the	economy	of	the	process,	
and	are	closely	related	to	energy	costs.

figure 32.15—Corn	etOh	profitability	and	subsidies,	Source:	
Iea	[30].	USd,	U.S.	dollar.

figure 32.16—Vegetable	oil	prices	versus	diesel	comparison.
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Finally,	even	in	a	positive	scenario	 in	which	advances	
in	 second	 generation	 biofuels	 make	 them	 economically	
competitive	with	conventional	fuels,	this	does	not	guarantee	
their	 consolidation.	 Current	 biofuels	 and	 biorefineries	
economics	are	based	on	today’s	engines	and	markets,	and	
any	evolution	in	vehicle	technology	(electric	car,	for	example)	
will	 affect	 these	 scenarios,	 because	 feedstock	 availability	
could	be	compromised	for	increasing	land	resources	dedi-
cation	to	biopower	generation	and	competition	with	biofuels.

A	comprehensive	economic	evaluation	of	current	and	
future	biofuels	is	out	of	the	scope	of	this	chapter	and	has	
been	 a	 subject	 for	 many	 studies	 during	 the	 last	 years.	
The	main	objective	of	this	section	was	to	emphasize	the	
strong	 relation	 between	 feedstock	 availability	 and	 bio-
fuel	economics	because	this	is	one	of	the	drivers	for	new	
second-generation	biofuels	to	overcome	this	limitation.

32.7  conclusIon: looKIng At the future
Meeting	the	world’s	growing	demand	for	energy	is	an	enor-
mous	concern.	A	continuous	growth	as	forecasted	will	result	
in	energy	needs	in	2050	doubling	current	demand,	although,	
as	discussed	in	Chapter	3,	there	is	some	uncertainty	in	these	
scenarios	 because	 of	 the	 progressive	 implementation	 of	
laws	and	carbon	policies	with	a	focus	on	energy	efficiency.	
However,	 it	 seems	 there	 is	 a	 general	 agreement	 about	 a	
significant	increase,	and	that	the	driver	for	this	demand	will	
come	mainly	from	developing	countries.

A	scenario	in	which	this	demand	is	completely	covered	
with	 sustainable	 energies	 is	 hardly	 considered,	 and	 most	
likely	an	energy	model	combining	fossil	fuels	and	low-carbon	
energy	sources	would	be	a	reasonable	configuration	to	satisfy	
this	demand.	As	transportation	will	grow	around	the	globe,	
transportation	 fuel	 consumption	 will	 also	 increase	 despite	
current	and	future	improvements	in	vehicle	efficiency.

To	support	current	working	scenarios	for	future	bio-
fuels,	there	are	some	assumptions	with	a	reasonable	degree	
of	consensus:
•	 Developed	 countries	 will	 maintain	 their	 support	 for	

renewable	 energy,	 including	 transportation	 biofuels	
and	GHG	emissions	reduction

•	 Sustainability	 exigencies	 will	 be	 maintained	 and	
increasingly	regulated

•	 Certification	schemes	will	be	established	and	accepted	
around	the	world

•	 Biofuels	 should	 be	 economically	 competitive,	 with	 a	
decisive	element	in	the	price	per	ton	of	CO2	avoided

•	 The	GHG	savings	of	conventional	biofuels	must	improve,	
or	such	biofuels	are	likely	to	disappear	in	short	to	mid	
term

•	 To	develop	renewable	energies,	some	type	of	carbon	tax	
will	be	imposed	on	fossil	fuels

•	 Waste	 as	 a	 raw	 material	 will	 be	 developed	 as	 much	 as	
possible	as	one	of	the	highest	priorities	in	R&D	strategies
There	are	discrepancies	among	different	reports	on	the	

availability	of	biomass.	However,	even	in	the	most	optimistic	
scenario,	 biomass	 will	 be	 unable	 to	 cover	 a	 significant	
share	 of	 the	 future	 energy	 needs.	 The	 potential	 of	 biofuel	
production	is	a	controversial	issue.	In	Europe	there	are	some	
studies	 suggesting	 that	biofuels	will	 not	be	 able	 to	 cover	
the	 current	 target	 (5.75	%	of	 transport	 fuel	 consumption),	
while	others	argue	that	biofuels	could	potentially	cover	up	to	
15	%,	and	even	in	very	optimistic	scenarios	biofuels	cover	up	
to	40	%	of	world	transportation	fuel	consumption.

A	summary	of	problems	for	biofuels	development	and	
some	potential	solutions	include:
•	 Land	 restriction	 must	 be	 solved	 by	 increasing	 yields.	

Possible	 answers	 include	 improvement	 of	 non-food	
crops,	searching	for	naturally	genetic	diversity	of	non-
developed	plants	such	as	jatropha,	and	microorganism	
farming	 (microalgae	 but	 also	 other	 microorganisms).	
Land	 availability	 could	 also	 be	 improved	 by	 feasible	
yields	in	“waste”	(degraded)	lands.	

•	 Logistics	 of	 biomass	 must	 be	 improved	 by	 increasing	
energy	 density,	 meaning	 to	 develop	 “on-site	 densifica-
tion,”	avoiding	biomass	movement,	developing	“on-site	
processing	 units,”	 or	 increasing	 the	 biomass	 energy	
content	by	developing	hydrocarbon	producer	plants.

•	 The	 need	 of	 advanced	 biomass	 to	 fuel	 process	 could	
have	different	approaches:
•	 Biological	process	substituting	for	thermal	ones
•	 Improving	 energy	 efficiency	 of	 the	 existent	 pro-

cesses	 (for	 example,	 extracting	dry	biomass	 from	
aquatic	crops)

•	 Waste	recycling	(urban	waste	to	fuel)
•	 Reducing	 concerns	 on	 biomass	 metal	 content	

in	 processes	 including	 combustion	 plants	 or	 gas	
pretreatment

•	 Developing	a	full	plant	processing	concept	starting	
by	 extracting	 valuable	 molecules	 and	 ending	 by	
processing	cellulose

Biofuels	 need	 a	 change	 of	 paradigm	 to	 improve	 their	
forecast.	 This	 change	 may	 arise	 particularly,	 but	 not	 only,	
from	 alternative	 feedstocks.	 Many	 of	 the	 problems	 from	
first-generation	biofuels	could	be	addressed	by	the	produc-
tion	 of	 biofuels	 from	 wood	 and	 plant	 residua,	 and	 from	
non-food	 feedstocks.	 Agronomists	 have	 named	 this	 new	
paradigm	 the	 Agro	 Energetic	 Industry,	 to	 differentiate	 it	
from	 the	 food	 industry.	 The	 new	 Agro	 Energetic	 Industry	
will	request	new	infrastructure	to	reach	target	efficiency,	in	
addition	to	new	crops	and	new	water	management.	 It	will	
also	involve	changes	in	the	mentalities	of	the	current	land-
owners,	one	of	the	main	barriers.

Some	of	the	targets	for	this	new	industry	would	include:	
•	 Fix	the	prices	of	biomass	per	energy	content	(€/GJ)
•	 New	 biotechnological	 plants	 should	 reduce	 depen-

dence	 from	 uncontrollable	 variables	 including	 biotic	
attacks	(parasites)	or	abiotic	attacks	(water	scarcity	in	
dry	years)

•	 New	crops	should	be	suitable	for	marginal	lands
•	 Soil	erosion	must	be	prevented

The	achievement	of	these	targets	would	boost	the	Agro	
Energetic	Industry,	increasing	the	yield	per	hectare	without	
environmental	 impact.	 Current	 R&D	 efforts	 address	 these	
targets,	in	addition	to	a	wide	range	of	improvements	in	the	
industrial	processes	to	convert	biomass	into	energy,	includ-
ing	the	thermo-chemical	processes.	In	the	short	term,	these	
improvements	will	focus	on	improving	the	energy	efficiency	
and	 GHG	 balance	 of	 the	 final	 products.	 In	 the	 long	 term,	
multifeedstock	 biorefineries	 are	 expected	 to	 be	 developed.	
These	 industrial	 plants	 will	 process	 a	 wide	 variety	 of	 bio-
mass	 in	an	 integrated	way	 to	obtain	 food,	 feed,	 chemicals,	
and	energy.	As	an	intermediate	step,	raw	biomaterials	could	
be	 treated	 in	 existing	 refineries	 or	 gasification	 plants	 to	
produce	 power.	 Also	 in	 the	 long	 term,	 biomass	 produced	
through	biotechnology,	marine	algae	crops,	or	salt-resistant	
plants	could	be	the	answer.
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Regarding	 pretreatment	 technologies,	 it	 is	 important	
to	highlight	that	one	of	the	main	biomass	disadvantages	is	
the	 logistics,	 as	 discussed	 in	 the	 economics	 section.	 Bio-
mass	has	a	very	low	energy	density	per	volume,	so	biomass	
transportation	 without	 any	 densification	 process	 is	 very	
inefficient	and	could	damage	the	GHG	balance.	Solutions	
to	 this	 problem	 could	 be	 technological	 (densification	 of	
biomass	to	obtain	more	weight	per	volume)	or	conceptual	
(such	 as	 centralizing	 production	 plants)	 in	 nature.	 As	 an	
example,	it	is	assumed	that	the	surplus	residues	of	agriculture	
in	Europe	could	provide	more	than	800	PJ.	Assuming	that	
efficient	 collection	 is	 feasible	 in	 a	 50-km	 radius	 around	
transformation	plants	(i.e.,	a	power	plant),	the	available	bio-
mass	can	provide	only	200	PJ,	so	about	75	%	is	unavailable	
for	economic	energy	generation.	Thus,	there	are	significant	
opportunities	for	biomass	pretreatment	and	for	decentralized	
biomass	plants.

Finally,	 it	 is	 important	 to	 remember	 land	 availability	
as	 one	 of	 the	 limiting	 factors.	 Biofuels	 have	 to	 compete	
for	biomass	with	other	applications	that	seem	more	effec-
tive	in	terms	of	GHG	savings	(such	as	converting	biomass	
to	power).	Directly	producing	power	from	biomass	avoids	
energy	 consumption	 associated	 with	 biofuel	 production,	
very	 intensive	 in	 some	 cases.	 Some	 preliminary	 studies	
have	 advanced	 the	 possibility	 that	 GHG	 avoidance	 could	
improve	by	4	to	8	times.	In	this	situation,	a	new	competi-
tion	 emerges:	 biomass	 to	 produce	 biofuel	 or	 biomass	 to	
produce	power	(electricity),	which	could	change	completely	
the	energy	scenario	during	the	next	decades.	The	key	issue	
could	be	the	vehicle	development,	because	if	car	manufac-
turers	 consider	 electric	 car	 technically	 and	 economically	
interesting,	 the	 development	 of	 vehicles	 consuming	 con-
ventional	fuels	(and	biofuels)	could	be	compromised.	If	this	
is	not	the	scenario,	 thermal	engines	will	be	improved	and	
optimized	for	fuel	and	biofuels	blends.	The	final	conclusion	
might	 be	 that	 the	 biofuels	 future	 will	 largely	 depend	 on	
vehicle	development.
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33.1  Overview
Worldwide efforts have recently been intensifying to explore 
energy sources by using fossil fuel, particularly heavy and 
extra-heavy crude oils, to provide better technologies for 
their processing. Heavy oil not only has low API gravity but 
such a crude also significantly deteriorates the effectiveness 
and servicing life of the catalysts of subsequent processes 
that are needed to remove sulfur, nitrogen, and metals 
from the oils. The demand for petroleum products such as 
transportation fuels (gasoline and diesel) and petrochemical 
feedstocks (such as aromatics and olefins) is increasing 
throughout the world [1,2]. Traditional markets such as 
North America and Europe are experiencing a moderate 
increase in demand, whereas emerging Asian markets are 
exhibiting a rapid surge, as shown in Table 33.1.

Oil prices are finally generating more serious invest-
ments into alternative energy such as those described 
in the subsequent chapters. World energy demand may 
increase over 50 % from 2008 to 2030, and fossil fuels could 
grow to 80 % of the primary energy demand [3,4]. The envi-
ronmental movement might try to close down fossil fuel 
industries, just as they stopped growth in nuclear energy 
30 years ago. Thus, an increasing role of heavy oil is meeting 
the world’s growing energy demand, which could provide 
a unique pathway to increase supplies of clean-burning 
fuels to the marketplace. The lack of clean and abundant 
energy has contributed to social conflicts, environmental 
problems, and poverty where billions of people (world wide) 
still rely on traditional biomass for cooking and heating 
whereas the rest of the world wastes billions of gallons of 
petroleum in traffic jams annually (hydrocarbon energy). 
Apart from the large source of energy available, non-nuclear 
fission and nonfossil fuel at low investment are the most 
important missions for science and engineering to improve 
the future. However, on the way to clean energy, hydrogen 
fuel cell investigation in the European Union, Japan, and the 
United States may accelerate the development of this alterna-
tive. The possible booming economic growth in Asia (China 
and India) is going to play an increasingly important role in 
global economic matters and its energy markets. Both coun-
tries’ energy markets generally depend on coal reserves. In 
addition, the quality of coal is low, and there are limitations 
on coal burning because of environmental contemplation. 
Thus, petroleum plays an important role in the energy scene 
of the world and self-sufficiency for any country because 
this major source of energy has always been envisaged as 

the necessary ingredient of the formula to achieve stable 
economic growth. Therefore, the development of any country 
absolutely depends on its energy source and its fulfillment.

Worldwide fossil fuel resources and an estimation 
of crude oil and natural gas reserve are shown in Figure 
33.1, which is being explored every day at approximately 
80.5 million barrels per day, including natural gas liquids 
(NGLs). Most of the crude reserve remains heavy and 
extra-heavy in nature, which requires huge amounts of pro-
cessing in order to upgrade and make them useful. This is 
the reason why refiners or researchers need to place more 
emphasis on the development of technology to maximize 
this immense source of energy. Moreover, petroleum oil 
(liquid oil and natural gas) comes in many forms, which 
are usually fractionated by a distillation column as shown 
in Figure 33.2. From here this chapter will focus on gas 
(natural gas) and liquid oil (crude oil).

A refinery well site that produces crude oil has natural 
gas as byproduct because light gases come out of liquid as 
it undergoes pressure reduction from the reservoir to the 
surface. This gas usually is called “associated gas” to be 
distinguishable from natural gas produced directly from 
gas reserves. Thus, associated gas can be a disposal prob-
lem at the well site, particularly if there is not a market 
for it near the well head; otherwise it is practically value-
less because it must be piped to the end user. Hence, such 
unwanted gases are usually burned off at the well site with 
the consequent environmental concerns; however, because 
of recent high-energy requirements this practice is becom-
ing less common. As alternative approaches, these gases 
are pumped back into the reservoir through an injection 
well for disposal, repressurizing the well–bore, or to export 
the gas as a liquid [5]. Gas-to-liquid (GTL) is relatively new 
technology that converts stranded natural gas into synthetic 
gasoline, diesel, or jet fuel through the Fischer-Tropsch 
processes developed commercially [6–10], which are given 
in Table 33.2.

The second part of this compilation is the crude oil, 
which is more complex than natural gas and contains dif-
ferent fractions, as shown in Table 33.3. The operation of 
a modern oil refinery is usually very complex because of 
the nature of a feedstock (crude oil quality), which varies 
or becomes more difficult day by day in its composition 
and flow properties. Since the last decade, global produc-
tion of the light, sweet crude oil that is easiest to refine into 
high-quality products has been declining whereas the 
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 availability of heavier oils is increasing [1]. However, the 
price of crude oil or even natural gas is not so simple to 
explain because their prices have fluctuated more with time, 
particularly in recent years as shown in Figure 33.3. More-
over, forecasting oil price is utterly confounded because of 
its volatile behavior. Crude oil and natural gas  production 
along with oil demand variation between 1994 and 2009 
is shown in Figure 33.4. The prices in the international 
markets are unprecedented. The high price of crude oil has 
been sustained by the increasing global demand for energy 
and by the ongoing political uncertainties (wars, social con-
flicts, or political situation) in many countries, particularly 
oil-producing countries, which significantly alter the price 
scenario. Moreover, price oscillation in crude oil is not 
limited to its products but will also affect several industries 
that depend on transportation; thus, as a result, gamut 
inflation in the economy is usually observed. The recent 
worldwide economic crisis is also affected by petroleum 
prices, which is most likely because of the instability in the 
crude oil prices (Figure 33.3). We have already seen (May 
2008) that the oil price rise has an adverse effect on the 
world economy. Crude oil prices are mostly affected by the 
reflection of the United States because they are the third oil 
producer as well as the first consumers (42 % of the top-ten 
consumers) and importers (36 % of the top-ten  importers) 

in the world [10]. The top-ten exporter and importer coun-
tries are shown along with their place and capacity in 
Table 33.4. The United States has huge facilities to process 
heavy crude, which make them more important than any 
other country, particularly in the North American countries 
(Mexico, Canada), where they are sending a portion of their 
crude oil for upgrading or refining and importing back 
refined products. The wide range of crude oil price varia-
tion ($50–$90/bbl) depends on supply and demand, which 
means if fuel demand increases the crude price will keep on 
rising. Generally, without prior notice, low supply and high 
demand increases price, and high supply and low demand 
decreases price. Thus, the oil market will come under 
the influence of several issues and rapidly goes from a 
situation of abundance to a situation of shortage and vice 
versa. If oil prices stay at $90/bbl or above, it would be 
impractical to look at these fossil fuel petroleum sources. 
Apart from another emerging source of competition for 
existing petrochemicals are the materials coming from 
renewable resources (e.g., vegetable oils and biofuels), 
the long-term prospects of which have been considerably 
brightened by huge hikes in oil prices. Thus, biomass 
produced fuels are becoming competitive when oil is at or 
above $70/bbl. In some countries (United States) biodie-
sel is less expensive than conventional diesel [11].

table 33.1—energy sources by regional considerations
region energy sources and their applications

Africa 	• Technical	hydropower,	geothermal	potential,	abundant	biomass	potential,	substantial	solar	potential,	and	
in	some	countries	significant	wind	potential.

	• Renewable	sources	contribute	less	than	1	%.
	• Conflict	in	Nigeria	may	reduce	global	energy	security.

Asia	and	Oceania 	• China	is	the	second-largest	oil	consumer,	accounting	for	40	%	of	global	growth	in	oil	demand	in	the	last	
4	years	and	may	go	for	breakthroughs	in	renewable	energy	sources.

	• China	intends	to	increase	its	energy	efficiency	by	increasing	its	nuclear	capacity.
	• Two	thirds	of	China’s	energy	comes	from	coal.
	• India	is	now	also	beginning	dramatic	energy	growth.	However,	this	country	will	find	it	difficult	to	supply	

electricity	to	urbanizing	populations.	Nuclear	energy	always	remains	an	option.
	• Japan	and	South	Korea	import	nearly	all	of	their	energy.
	• Japan	is	going	to	process	solar	energy	in	orbit	and	beam	it	to	electric	power	grids	on	Earth.
	• Japan	also	has	plans	for	5	million	fuel	cell	cars	by	2020.

Europe 	• European	wind	electricity	contribution	could	increase	from	5.5	%	in	2010	to	23	%	by	2030.
	• Europe’s	increasing	dependence	on	Russian	energy	gives	Russia	gas	tool	to	Germany,	Poland,	and	even	

North	European	countries.	
	• Sweden	aims	to	become	a	fossil-fuel-free	country	by	2020	without	increasing	nuclear	power	plants.

Latin	America 	• Brazil	is	producing	ethanol	for	approximately	$1	(U.S.)	a	gallon,	making	them	the	world	leader	in	ethanol	
production,	which	now	accounts	for	~20	%	of	Brazil’s	transport	fuel	market,	and	ethanol	exports	are	
expected	to	increase	in	coming	years.

	• Venezuela	has	announced	its	heavy-oil	reserves	because	approximately	1.3	trillion	bbl	are	known	to	exist	in	
the	Orinoco	Belt.	They	have	announced	their	plans	to	build	a	gas	duct	to	Argentina	and	Bolivia	in	order	to	
expand	their	hydrocarbon	fields.

North	America 	• Mexico	is	unwilling	to	have	foreign	investment	develop	its	natural	gas,	but	it	lacks	the	domestic	funds	to	
do	so.

	• The	United	States	and	Canada	should	initiate	work-at-home	tax	incentives;	require	new	vehicles	to	
be	plug-in	hybrids,	gas-ethanol-methanol	fuel-capable,	electric,	or	fuel	cell;	invest	in	carbon-tolerant	
alkaline	fuel	cells	that	can	use	methanol	as	well	as	hydrogen;	and	develop	low-cost	carbon	nanotube	
“molecular	sponges”	to	hold	high	volumes	of	hydrogen	under	relatively	low	pressure	for	hydrogen-
powered	cars.

	• The	United	States	plans	to	build	a	demonstration	“zero-emissions”	coal-fired	power	plant	and	hydrogen	
production	facility	with	integrated	carbon	capture	and	sequestration.

Source: Data	taken	from	various	sources.
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Figure 33.1—World	proved	reserves	of	oil	and	natural	gas.	On	the	basis	of	year-end	2006,	the	analysis	of	geologic	and	engineering	
data	demonstrates	with	reasonable	certainty	that	these	reserves	are	recoverable	under	existing	economic	and	operating	
conditions.
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33.2  HistOrical DevelOPmeNts
Petroleum was first mentioned in the thesis De Natura 
Fossilium, published in 1546 by the German mineralogist 
Georg Bauer, also known as Georgius Agricola [12], and 
was reported to be a naturally occurring, flammable liquid 

found in rock that contains a complex mixture of various 
molecular hydrocarbons. Petroleum is the most impor-
tant substance consumed in modern society. It provides 
not only the transportation fuel and energy but is also 
used in plastics, paint, fertilizer, insecticides, the medical 

table 33.2—commercial companies and their technologies along with their main aim of 
Product selectivities
company technology Product selectivity

Statoila Three-phase	slurry-type	reactor	in	which	syngas	is	fed	to	a	
suspension	of	catalyst

Middle	distillates	from	natural	gas

Sasola Synfuel	technology Commercialized	four	reactor	types	with	the	slurry	
phase	distillate	process

Syntroleum Low	cost	because	of	the	redesign	of	the	reactor	using	an	air-
based	autothermal	reforming	process

Free	from	sulfur,	aromatics,	and	metals	that	can	
help	refiners	to	meet	new	guidelines	and	general	
environmental	standards

Synfuels Four-step	technology:	conversion,	absorption,	hydrogenation,	
and	oligomerization	(Synfuels	Eclairs	Technology)

Production	of	gasoline	from	natural	gas

Rentech FT	process	using	molten	wax	slurry	reactor	and	precipitated	
iron	catalyst

GTL	facility	producing	800–1000	bbl/day	of	aromatic-
free	diesel,	naphtha,	and	petroleum	waxes

Shell Low-temperature	FT	GTL	technology GTL	process,	also	known	as	Shell	Middle	Distillate	
Synthesis	(SMDS),	notably	kerosene	and	gas	oil

Exxon Low-cost	oxygen-extraction	technology	process Synthesize	diesel	fuel	from	natural	gas

Mobil Mobil’s	methanol-to-gasoline	(MTG)	process	based	on	the	
ZSM-5	zeolite	catalyst

Methanol-based	routes	to	gasoline

aSasol	formed	a	FT	technology	alliance	with	Statoil	of	Norway	in	1997	to	evaluate	the	economic	conversion	of	associated	gas	into	synthetic	crude	oil	at	the	
point	of	production,	obviating	the	need	to	flare	or	reinject	associated	gas.

table 33.3—common Petroleum Products that are manufactured by Petroleum industry
class Description

Gasoline	(aliphatic,	alicyclic,	aromatic)
	 Motor
	 Aviation	
	 Other	(tractor,	marine,	etc.)

Gasoline	is	a	mixture	of	>500	hydrocarbons	with	5–12	carbons.

Gas	turbine	(jet)	fuels Jet	fuel	is	a	mixture	of	many	different	hydrocarbons.

Kerosene Paraffin	oil	and	petroleum	distillation	fraction	between	150	and	275°C;	a	mixture	of	
12–15	carbons.

Middle	distillates	(diesel	and	light	fuels) Petroleum	distillation	fraction	between	250	and	375°C	and	a	mixture	of	14-	to	20-carbon	
atom	range.

Residual	fuel	oil	(heavy	fuel	oils) Type	of	fuel	oil	used	in	ships	(bunker	fuel)	containers,	also	called	navy	special	fuel	oil	or	
simply	navy	special.

Lubricating	oils Distillation	fraction	between	340	and	400°C	mainly	of	alkanes	(typically	15–40	carbons)	
and	cyclic	paraffins.

White	oil White	oil	is	a	commercially	made	insecticide	spray.	

Greases Grease	is	used	to	describe	several	semisolid	lubricants	possessing	a	higher	initial	viscosity	
than	oil.

Waxes Its	melting	point	is	above	~45°C.

Asphalts Highly	viscous	black	liquid	or	semisolid	that	is	present	in	most	crude	petroleum	and	
natural	deposits;	it	is	widely	used	for	making	asphalt	concrete	for	road	surfaces.

Cokes Petroleum	coke	is	a	carbonaceous	solid	derived	from	oil	refineries.

Carbon	blacks Carbon	black	is	produced	by	the	incomplete	combustion	of	heavy	petroleum	products.
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industry, etc. The word “petroleum” is derived from the 
Latin names petra and oleum and means “rock oil,” which 
refers to the different hydrocarbons such as gas, liquids, 
and solids. The exact molecular composition varies widely 
based on the origin of the crude oil (source to source), but 
the proportion of chemical elements changes over fairly 
narrow limits with a complex mixture of hydrogen and 
carbon as the major components and a minor content of 

sulfur, nitrogen, oxygen, and metals as shown in Table 33.5. 
The first time petroleum was used was in the streets of 
Baghdad, which were paved with tar, and petroleum was 
first distilled by a Persian chemist M.Z. Razi in the 9th 
century, producing chemicals such as kerosene, which 
was mainly used for kerosene lamps [13]. The distillation 
fraction became available in Europe by the end of the 12th 
century [14].
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The modern history of petroleum began in 1846 with 
the discovery of a process to refine kerosene from coal using 
Gesner’s method. In 1854, Benjamin Silliman, a science 
professor at Yale University in New Haven, CT, was the first 
to fractionate petroleum by distillation. These discover-
ies rapidly spread around the world, and Meerzoeff built 
the first Russian refinery in the oil fields at Baku in 1861, 
which was producing at that time approximately 90 % of 
the world’s oil.

On the other hand, the first commercial oil well was 
drilled in Romania (1857) at Bend, north of Bucharest. 
In North America the first well was dug by James Miller 
Williams in Oil Springs, Ontario, Canada (1858), whereas 
the U.S. petroleum industry began with Edwin Drake drill-
ing an oil well in 1859 near Titusville, PA. The industry grew 
through the 1800s, driven by the demand for kerosene and 
oil lamps. It became a major national concern in the early 
part of the 20th century with the overture of the internal 
combustion engine to petroleum that endowed a demand 
that has largely sustained the industry until today.

By 1910, significant oil fields had been discovered in 
Canada, Iran, Peru, Venezuela, and Mexico and were being 
developed at an industrial level. Even today petroleum 
remains the world’s foremost control on the economy because 
from time to time we have energy crises such as in 1973, 
1979, and even in 2008, which are usually related to military 
conflicts between different countries, incidentally most of the 
time in Middle East countries, which has about 62 % of the 

world's oil reserves. The reason may be because 80 % of the 
world’s readily accessible petroleum reserves are located in 
the Middle East, with 62.5 % coming from the Saudi Arabia, 
the United Arab Emirates, Iraq, Qatar, and Kuwait [3].

33.3  market Drivers
Energy requirement for power generation and its demand 
is strongly linked to gross domestic product (GDP) or gross 
domestic income (GDI), which is defined as the total 
market value of all final goods and services produced within 
the country in a given period of time. The world’s economy 
is precisely run on energy and, in turn, rising prosperity and 
personal development of individuals. The linkage between 
electricity demand and economic progress is evident when 
considering electricity use (kilowatt-hours, kWh) on a per-
capita basis relative to GDP per capita in countries around 
the world. However, people are very concerned about 
energy and its availability, reliability, cost, and environ-
mental impact. Energy is a complex subject, touching every 
part of daily life and the overall economy, involving a wide 
variety of technologies and deeply affecting many aspects 
of common man [15–17]. An integrated energy market is 
a collective view of supply, demand, infrastructure, tech-
nology, and geopolitics. However, the industry has taken 
steps to address future issues to analyze oil, gas, and other 
sources of energy and its role in the economy; to identify 
the issues that will most likely shape the industry over the 
next 25 years; and to provide approaches to the resolution 
of these issues. In general, global primary energy demand 
could grow by 50 % from 2008 to 2030, raising serious 
energy security and environmental sustainability con-
cerns. In this regard, global energy-related carbon dioxide 
(CO2) emissions show no sign of decline and indicated an 
approximately 33 % rise between 1990 and 2006 [3,10]. The 
dramatic fall in energy prices in recent months has helped 
to provide breathing space for the miserable economy, but it 
could cause delays in investment in new production, leading 
to a supply crunch in the medium term as energy demand 
grows as well as slow progress in energy efficiency and the 
development of cleaner alternative technologies [15].

The World Energy Outlook 2008 [4] states that there will 
be no shortage of oil and gas within the next 30 to 40 years, 

table 33.4—top ten import/export countries and their Net 
Oil imports exports in 2007 [10]

exporters
Net Oil exports, 
million bbl/day importers

Net Oil imports, 
million bbl/day

1 Saudi	Arabia 8.73 1 United	States 11.8

2 Russia 6.67 2 Japan	 5.3

3 Norway	 2.91 3 China	 2.9

4 Iran	 2.55 4 Germany	 2.5

5 Venezuela	 2.36 5 South	Korea	 2.1

6 United	Arab	Emirates 2.33 6 France	 2

7 Kuwait 2.2 7 Italy	 1.7

8 Nigeria 2.19 8 Spain	 1.6

9 Mexico 1.8 9 India	 1.5

10 Algeria 1.68 10 Taiwan	 1

table 33.5—common elementary 
composition of crude Oil
element weight Percentage

Carbon 84–87

Hydrogen 11–14

Sulfur 0.5–6

Nitrogen 0.1–2

Oxygen 0.1–0.5

Metals 0–0.1
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but lack of investment in new infrastructure to explore 
and process it. First, global energy demand is expected to 
grow at 1.3 percent per year on average to 2030. Coal will 
continue as the most prominent source of power, while gas 
will have the most significant growth. Nuclear power will 
also expand, primarily in developing countries like India. 
Therefore, oil will remain essential to meeting transporta-
tion demands. In addition, green power marketing renew-
able sources have emerged in more than a dozen countries 
around the world; almost two million customers worldwide 
buy green power today, mostly in Australia, Japan, Can-
ada, US, and in a number of countries in Europe to gain an 
understanding of consumer demand for electricity gener-
ated from renewable sources.

33.3.1  Production of CO2
There is variation in Earth’s temperature because of the 
atmospheric gases. Earth's temperature depends on the bal-
ance of energy entering and leaving the planet's system. If 
the incoming energy from the Sun is absorbed, Earth warms, 
and if the Sun's energy is reflected back into space, Earth 
avoids warming. Thus, when gases like H2O (vapor), CO2, 
CH4 or synthetic gases such as chloroflorocarbons (CFCs), 
hydrofluorocarbons (HFCs), etc. absorb energy, which slows 
or prevents loss of Earth's heat to space, it is called the green-
house effect. 

Burning fossil fuels (gasoline/diesel) releases CO2 and 
other greenhouse gases (GHG) into the atmosphere, con-
tributing to global climate change. CO2 is the most impor-
tant human-made GHG, and every one liter of gasoline 
burned by our vehicles releases about five kilos of CO2 into 
the atmosphere. Because of the worldwide industrial revo-
lution, the balance between these gases has been disturbed, 
particularly CO2, which is believed to further increase the 
Earth’s surface temperature (1.2–5.8°C), which is known 

as the “ anthropogenic green effect” or “global warming.” 
 However, production of CO2 is inescapable by using fossil 
fuel combustion. The amount of CO2 emission varies with 
the variation in fuel as shown in Figure 33.5, whereas world 
CO2 production is shown in Figure 33.6, which indicates 
that the United States and China are the countries produc-
ing the most CO2. If we express CO2 emission per capita, 
then India and China are rather small emitters. Indicating 
its high level of economic development, the United States 
has the highest level of CO2 emissions per capita, which is 
three times higher than China and about ten times higher 
than India. However, per-capita CO2 emissions patterns are 
changing, particularly in the United States and Europe. It 
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is expected that the United States will reduce its per capita 
CO2 emissions by 40 % over the next 30 years (2040). On 
the other hand, CO2 production ensures energy demand, 
which can be satisfied using alternative sources such as 
renewable or nuclear sources or both, but these alterna-
tive sources are also having their own limitations as given 
in Table 33.6. Deforestation usually has a negative effect 
on the environment by enhancing the CO2 concentration, 
which takes CO2 from the air and exchanges fresh oxygen 
in the atmosphere [18].

33.3.2  Petroleum Market Analysis
Oil and petroleum liquid fuels will remain the world’s larg-
est energy source in the future, partially meeting the mar-
ket demand, but expected to be the slowest growing fuel 
over the next 30 years. Globally, demand for liquid fuels 
will rise by almost 30 % over the next 30 years, which is 
close to an 80 % increase and  that will be tied to transpor-
tation. Overall, global energy demand for transportation 
will go up by nearly 45 % from 2010 to 2040. It is expected 
that heavy-duty vehicles will grow significantly more fuel-
efficient over the next 30 years. As a result, by 2030, the 
world will use more fuel for heavy-duty vehicles. Thus, 
the gasoline reduction shift will be reflected in the market 
for transportation fuels. In fact, real per-mile fuel costs 
in 2007–2008 increased an average of 10 %/year, some-
what less than that in 1979–1980 (increased an average of 
~15 %). Nonetheless, highway travel declined by an aver-
age of more than 2 %/year, 2 times that of the 1979–1980 
decline despite an average GDP growth similar to that 
of 1979–1980 (annual GDP growth of 1.5 %) [10,19–21]. 
Demand for popular diesel fuel will increase for heavy-duty 
vehicles, which is likely to rise by 85 % through 2040, while 
gasoline demand will fall by about 10 %. Short-term oil 
market indicators and world economic developments, fac-
tors affecting the short-term oil supply/demand  balance as 
well as the latest developments in energy policies, directly 

affect prices and demand for various petroleum products 
[22–24]. Thus, the gamut of petroleum prices and GDP 
were significantly affected by the worldwide recession, 
which varies with the individual country demand and sup-
ply. An average oil price increase in 2010 ($80/bbl) was 
due to high demand and lack of sufficient supply. Prices 
were even higher at the end of 2011 ($106/bbl), which is 
expected to continue increasing in the long term such as 
$108 or higher per barrel in 2020.

Oil refineries are subject to numerous environmental 
regulations aimed at reducing pollution from petroleum 
products and the refineries themselves. The most signifi-
cant of these in terms of their effect on refinery operations 
are currently the regulations calling for a large reduction 
in the sulfur content of gasoline and diesel fuel. These 
reductions will fundamentally be met through an expan-
sion of hydrotreating units, which are projected to be 
among the fastest growing areas in refineries. The step-
wise specifications for gasoline and diesel fuel phased in 
Euro fuel are shown in Figure 33.7. Since 2000, it has been 
demanded that the sulfur content in fuel meets the speci-
fication, obviously different for the gasoline and diesel 
[10]. Apart from the sulfur there are a few other specifica-
tions; for instance, very low aromatic content (<1 % by 
volume) diesel fuel has been made available in the United 
States, Japan, and a few European countries in commer-
cial  markets [4,22,23]. 

In this regard, several countries have already promoted 
alternative fuels and decreased their use of fossil fuel as 
well as energy, particularly commercial vehicles running on 
compressed natural gas (CNG) fuel. India (Delhi) has the 
largest number of CNG vehicles running at present. Several 
countries have also set up a task force for preparing the 
hydrogen, biofuel, and electric road map. The use of lique-
fied petroleum gas (LPG) has also been introduced as an 
automotive fuel, and the oil industry has drawn up plans for 
setting up of automotive LPG dispensing stations.

table 33.6—Different energy sources and their advantages and Disadvantages
energy source advantages Disadvantages

Fossil Fuel (Hydrocarbon)

	• Natural	gas
	• Oil
	• Coal

	• Huge	applicability	in	the	daily	
lives	of	human	beings

	• Contaminated	feedstock
	• Combustion	produces	pollution

alternative energy sources

renewable

	• Hydroelectric
	• Direct	solar	heating
	• Photovoltaic	power
	• Biomass
	• Solar	energy
	• Geothermal
	• Air	(wind)	energy

	• Longer	life	of	source
	• Clean	fuel

	• Limited	commercial	applicability
	• Most	of	them	not	proven	yet

Nuclear

	• Fission
	• Fusion

	• Large	amount	of	energy	can		
be	produced	with	high	care

	• Difficult	to	generate	raw	material
	• High	price	required
	• Disposal	of	waste
	• Resources	could	be	an	eventual	problem
	• Difficult	to	obtain	public	acceptance
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The specification may not be the only solution to 
environmental protection but also how and where these 
fuels are used. The group of such transportation vehicles 
is known as fleet vehicles. Fleet vehicles are groups of 
motor vehicles owned or leased by a business or gov-
ernment agency, rather than by an individual or family. 
Typical examples are vehicles operated by car rental com-
panies, public utilities, public bus companies, and police 
departments.

Fleet vehicles typically have hard lives. Although the 
fleet vehicle owner may have a maintenance department, 
assigning the vehicles to specific mechanics, usually such 
vehicles are often operated by several drivers, subjecting 
them to accelerated wear. In addition, drivers often do not 
exercise the same care for fleet vehicles as they might for 
their own personal vehicles. Fleet vehicles may also be 
subjected to unusual conditions such as 24-h use or exces-
sive cargo weights and may be kept in service until they 
have accumulated hundreds of thousands of miles. Organi-
zations with fleet vehicles are exposed to legal liability, 
largely because of the actions of their drivers and vehicle 
maintenance. Thus, collisions and wear and tear are the 
predominant concerns in this area.

The term “fleet” may be described by its make (auto-
mobile manufacturer) in a particular model (year). With 
time, fleet vehicles will be more prone to pollution. This is 
usually the case in developing countries where the life of 
vehicles is longer than expected. 

33.4  Quality treNDs iN FeeDstOcks Or 
cruDe Oil
Fossil fuel remains an important source of energy, and 
there is much more to do to find better quality and quantity 
of hydrocarbons. Crude oil usually comes from deep under-
ground, where the remains of plants and animals from 
millions of years ago have been heated and pressurized 
over time. Crude oil is blackish in color and has a character-
istic odor that comes from the presence of small quantities 

of chemical compounds containing sulfur, nitrogen, and 
metals. There are different grades of crude oil, and each one 
has a specific composition that is determined by the original 
decomposed source materials as well as the properties of the 
surrounding soil or rock formations. Since 1997, the global 
production of the light, sweet crude (low-sulfur) oil, which 
is easiest to refine into high-quality products, has declined 
whereas the availability of heavier oils is increasing. Heavy 
and extra-heavy petroleum feed properties are comparable 
to the vacuum (VR > 565°C) and atmospheric (AR > 345°C) 
residua, which are constituted by heavy hydrocarbons and 
several metals, predominantly in the form of porphyrins 
[25]. Typical amounts of different impurities and hydrocar-
bon compositions are shown in Table 33.7. The potential 
composition of the different products obtained from crude 
oil is shown in Figure 33.8; of course, the composition 
may vary with the crude oil API gravity and the origin. 
Because of the subterranean origin of petroleum it must 
be extracted by means of wells. Petroleum from a new well 
will usually come out to the surface under its own pressure; 
as time passes, the crude oil must be pumped out or forced 
to the surface by injecting hot water, air, natural gas, etc. 
Crude oils are normally measured by volume (barrel), and 
1 bbl contains 158.9 L (42 gal). The crude oil is usually sent 
from a well to a refinery by pipelines or tanker ships.

The physical properties and exact chemical composi-
tion of crude oil generally vary from one source to another. 
The hydrocarbon components are separated from each 
other by the heating or fractionated distillation (Figure 33.2) 
of petroleum according to boiling points. The lighter frac-
tions, especially gasoline and diesel, are in greatest demand 
and are used to produce commercial fuels. To provide an 
idea about the chemical composition of heavy fractions 
present in crude oils, Table 33.8 reports the results of the 
saturate, aromatic, resin, and asphaltene (SARA) contents 
in different samples. The most complex fraction of petro-
leum is asphalt, which is a brownish-black hydrocarbon 
natural mixture commonly used in road paving, roofing, 
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etc. It varies from a solid to a semisolid, has great tenacity, 
melts when heated, and when ignited it will leave very little 
or no ash. Heavy petroleum exhibits a wide range of physical 
properties, and several relationships can be made between 
the various physical properties as shown in Figure 33.9. 
Properties such as the viscosity, density, boiling point, and 
color of petroleum may vary widely whereas the ultimate 
or elemental analysis varies over a narrow range for many 
samples [26]. The relative amounts of these components 
are also presented as functions of the asphaltene content. 
Metals have a tendency to concentrate more in the heavier 
fraction (asphaltene and resin) than in the saturated and 
aromatic fractions. The higher the asphaltenes in crude 
oil, the higher the metal content; however, the increase 
in vanadium concentration is not proportional to that of 

nickel. The crude oil major hydrocarbon (SARA) compo-
nent relationship is shown in Figure 33.10, where the aro-
matic content increases with asphaltene. These results are 
complementary to the distillation fraction and function of 
the API gravity of the crude oil as shown in Figure 33.11. If 
we separate asphaltene and other fractions, then most of the 
metals go to the asphaltene, as shown in Figure 33.12, which 
further indicated that asphaltene is the most problematic 
component of crude oil. Nitrogen and sulfur can be present 
in only trace amounts in lighter or sweet petroleum, but as 
the crude oil becomes heavy or extra heavy, the sulfur and 
nitrogen content also increases as shown in Figure 33.13. 
Crude oil API gravity is also affected by the excess explora-
tion of wells, which decreases API gravity with time as well 
as increases the sulfur content as reported in Figure 33.14. 
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Figure 33.8—Percentage	composition	of	products	that	a	barrel	of	crude	oil	can	make	(exact	amounts	depend	on	API	gravity	of	
crude	oil).

table 33.7—Properties and amount of asphaltenes, resins, and Oils in light and Heavy 
crudes and residue [33]

aPi Gravity asphaltenes, wt % resins, wt % Oils, wt %

contaminants

s, wt % N, wt %
metals
(Ni + v), ppm

Extra	light >50 0	to	<2 0.05–3 – 0.02–0.2 0.0–0.01 <10

Light	crude	 22–32 <0.1–12 3–22 67–97 0.05–4.0 0.02–0.5 10–200

Heavy	crude	 10–22 10–25 14–39 24–64 0.1–5.0 0.2–0.8 50–500

Extra	heavy <10 15–40 – – 0.8–6.0 0.1–1.3 200–600

Residue – 15–30 25–40 <49 – – 100	to	>1000
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It appears that asphaltenes are complex polar structures 
with polyaromatic character containing metals (mostly Ni 
and V) that cannot be properly defined according to their 
chemical properties, but they are usually defined accord-
ing to their solubility. Asphaltenes are soluble in aromatic 
solvents such as toluene but insoluble in paraffins such 
as n-heptane. Asphaltenes are constituted by condensed 
aromatic nuclei carrying alkyl groups, alicyclic systems, and 
heteroelements [27–30]. Asphaltene molecules are grouped 

together in systems of up to five or six sheets, which are 
surrounded by the so-called maltenes (all of those structures 
different from asphaltenes that are soluble in n-heptane) 
and resin. 

The fraction and composition of these crudes are 
quantitatively determined by using true boiling point 
(TBP) distillation and by other methods as presented in 
Figure 33.15. The molecular composition of heavy fractions 
is difficult to analyze, but for lighter fractions (<210°C) it is 

table 33.8—composition of crude Oil and its Physical Properties along with the separation or 
analysis methods used for Different Hydrocarbons in Petroleum Fractions

Oil component

Physical Properties

analysis method or separation methodsNonpolar weight light
low 
aromaticity

Saturates	(S) M
A
L
T
E
N
E

ASTM	D4124
ASTM	D2007

n-C7	as	solvent	in	a	column	packed	with	alumina
n-C5	as	solvent	in	a	column	packed	with	silica/clay

Aromatics	(A) ASTM	D4124 Toluene	as	solvent	in	a	column	packed	with	
alumina

Resins	(R) ASTM	D4124 Methanol:toluene	(1:1)	and	trichloroethylene	in	a	
column	packed	with	alumina

Asphaltenes	(A) Most	polar Weight	heavy High
Aromaticity

ASTM	D893
ASTM	D4124

n-C5	as	solvent	at	65	±	5°C,	centrifugation	for	20	±	
1	min
n-C7	as	solvent	at	boiling	point	temperature	and	
stirring	1	h
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Figure 33.9—Relationship	between	the	different	properties	and	composition	of	various	crude	oils.
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easier. For instance, characterization of Maya crude fractions 
was performed by gas chromatography (flame ionization 
detection, FID) whereas its sulfur component analysis was 
performed by flame photometric detection (FPD), as shown 
in Figures 33.16 and 33.17, respectively, in which sulfur 
molecular size increases with higher boiling point of the 
petroleum fraction. The composition of distillates presents 
different groups of sulfur such as mercaptane, thiophene, 
benzothiophene (BT), dibenzothiophene (DBT), and alkylated 
DBT particularly 4,6-dimethyldibenzothiophene (4,6, DM 
DBT). Alkyl-substituted DBTs are difficult to convert into 
H2S because of the sterically hindered adsorption of these 
compounds on the catalyst surface. It appears that more 
than 50 % of sulfur species are associated into the asphal-
tene and resin molecules, which is more likely in the form 
of alkyl-substituted DBTs. Because these sulfur molecules 
are saturated in the heavy fractions (Table 33.9), the suit-
able catalyst requires large pore diameter.

33.5  tecHNOlOGy DevelOPmeNts iN 
reFiNiNG as well as Gas cONversiON 
There are two distinct sectors in the crude oil petroleum 
industry—upstream and downstream—that are explained 
along with their role in Table 33.10. The midstream sector 
manages crude oil stores, markets, and transports commodi-
ties. The focus on the downstream and upstream sectors may 
depend on the oil-producing country and the quality of the 
crude oil. Significant advances have been made in these petro-
leum sectors over the last few decades. The upstream sector is 
devoted to the exploration of petroleum whereas downstream 
refers to all of the refining processes of crude oil. On the 
other hand, natural gas is the part of the petroleum sector 
that either comes along with the crude oil origin or it can be 
separately explored from its own gas wells. The subsequent 
section will discuss in detail the refining technology develop-
ment in the area of crude oil upgrading as well as natural gas.

33.5.1  Crude Oil Upgrading
Upgrading technologies are basically performed by means 
of catalytic and noncatalytic processes. The primary 
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 process usually prepares synthetic crude oils that contain 
a relatively large amount of heteroatoms such as nitrogen 
and sulfur, which must be removed in secondary pro-
cesses that are able to produce transport fuels [31–33]. 
Petroleum prices are not just affecting how far people 
can drive, they are also affecting where and what they 
are driving on. In this regard, “what” corresponds to the 
quality of petroleum and “where” to the quality of roads, 
which further depends on the quality of asphalt used dur-
ing construction. As reported before, asphalt is a complex 
ingredient in crude oil, which prices fluctuate similar to 
crude oil and have increased approximately 40–50 % in the 

past few years. An increase in asphalt price mainly affects 
 non-petroleum-producing countries because the develop-
ment of a country depends on the number and quality of 
roads or national highways. The higher asphalt costs are 
forcing planners to scale down the amount of road con-
struction work or to postpone it altogether.

In general, the whole crude oil enters into the refinery 
through the distillation column (Figure 33.2), which separates 
different fractions by their volatility either in approximately 
345°C+ atmospheric (AR) or 565°C+ vacuum (VR) cut 
points, yielding nondistillable residues. These nondistilled 
cuts further concentrate with contaminants. For most of 
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the heavy crude oils, the content of AR or VR is relatively 
high; therefore, some of the refiners are considering direct 
processing of whole crude [34]. Processing of these residues 
using various technologies is classified into two main 
routes as shown in Table 33.11. From another point of view, 
the upgrading technologies can be classified as catalytic 
(hydrogen addition) and noncatalytic (carbon rejection) 
as presented in Figure 33.18. The process technologies 
are principally different on the basis of the feedstock 
and process conditions (reactor) and the catalyst used by 
the different licensers. A compilation of residue process 
technologies throughout the world is given in Table 33.12, 
which indicates that for the feeds used today, fixed-bed 
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Figure 33.17—FPD	gas	chromatographic	traces	showing	distribution	of	the	different	organosulfur	compounds	at	various	
distillation	temperatures	(Maya	crude	oil).	The	lower	trace	represents	the	feed,	and	the	traces	of	reference	compounds	
represent	a	family	of	organosulfur	compounds	such	as	thiophene,	benzothiophene	(BT),	dibenzothiophene	(DBT),	and	
4,6-dimethyldibenzothiophene	(4,6-DM	DBT).

table 33.9—Distillation analysis of bitumen 
(canadian tar sand bitumen)
equivalent 
Distillation 
range at 1 atm 
temperature, °c

Fraction, 
wt %

cumulative, 
wt %

specific 
Gravity of 
Fraction, 
wt %

sulfur 
wt % in 
Fraction

IBP	200	 1.4 1.4 0.816 1.52

200–250 2.2 3.6 0.856 1.02

250–333 9.7 13.3 0.904 1.78

333–418 17.7 31.0 0.955 2.98

418–524 17.5 48.5 0.989 3.8

524 51.5 100.0 1.073 6.39

IBP	=	initial	boiling	point.

table 33.10—Principal Petroleum Oil 
sectors and their role
upstream sector (exploration and Production)

	• The	focus	for	this	sector	includes	exploration	and	
development	involved	in	the	search	of	petroleum		
oils.

	• The	development	includes	underground	or	underwater	oil	
and	gas	fields	and	drilling	of	exploratory	wells.

	• Principal	hydrocarbon	analysis:

	 API	gravity,	viscosity,	recovery	efficiency,	quality,	and	
transport.

	 Flow	assurance	problems	in	well	bores	and	topsides	
including	asphaltene	or	wax	precipitation,	contaminants,	
corrosion,	slugging,	hydrate	foaming,	and	emulsion	
breaking.

	 Early	identification	of	oil	quality	issues	allows	the	
downstream	sector	to	develop	targeted	solutions		
and	prepare	refineries	for	upcoming	feedstock	
changes.

Downstream sector (refining/upgrading)

	• The	focus	for	this	sector	covers	the	oil	refineries,	product	
quality,	and	its	distribution.

	• It	handles	consumers	through	thousands	of	products	such	
as	gasoline,	diesel,	jet	fuel,	heating	oil,	asphalt,	lubricants,	
petrochemicals,	or	even	pharmaceuticals.

	• Petroleum	product	sales	focus	on	wholesale,	industrial,	and	
commercial	customers.
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reactor systems are more popular than ebullated beds or 
slurry systems [35]. The compilation presents only a brief 
summary of these topics to provide a general idea of the 
relationship among catalysts, reactors, and processes. 
The selection of these processes depends on the required 
product selectivity, which includes the final product and 
the commercial trade in the market. However, the most 
important product prices are cited in Figure 33.19, which 
are clearly increasing with time and could be due to the 
increase in price of processing. Carbon rejection processes 
usually promote the gas formation whereas the hydrogen 
addition processes increase liquid yield, but these processes 
are expensive [36].

Apart from the aforementioned processes, solvent 
deasphalting (SDA; extraction process) is recently becoming 

more eminent because of its easy and low-cost process. The 
most common method used for asphaltene precipitation 
is SDA. This process uses a paraffin solvent to separate 
a crude oil or residue into a deasphalted oil (DAO) and a 
pitch (asphaltene), which contains most of the impurities of 
the feedstock. In addition, it only removes the most impor-
tant problematic elements of asphaltene and significant 
amounts of sulfur, nitrogen, and metals.

33.5.2  Natural Gas Processing
The origin of natural gas is similar to the fossil fuel that 
remains from plants and animals or microorganisms that 
lived millions of years ago. Natural gas in these reservoirs 
is typically under pressure, and it is usually found under-
neath the Earth surface, which does not allow it to escape 
from the reservoir on its own. The composition of natural 
gas is given in Table 33.13. Natural gas is formed primarily 
of methane; it can also include traces of ethane, propane, 
butane, and pentane along with inorganic impurities such 
as H2S, CO, CO2, etc. Natural gas has a low density; its 
pressure will rise toward the surface of the Earth to be able 
to escape into the atmosphere, shale-type rock, and other 
material. Most of the time gas (methane) simply rises to the 
surface and will disperse into the atmosphere. The trapped 
natural gas under the Earth can be recovered by drilling a 
hole through the impermeable rock or Earth surface.

33.5.2.1	 NATURAL	GAS	SOURCES
Natural gas is commercially produced from oil fields and 
natural gas fields. Gas produced from oil wells is called 
casing-head gas or associated gases. Along with natural 
gas, these sources produce gases such as sour gas, tight 

table 33.11—classification of residue 
upgrading Processes
Noncatalytic Processes catalytic Processes

Solvent	deasphalting Residue	fluid	catalytic	cracking	
(RFCC)

Thermal (carbon rejection) Hydroprocessing (H2 addition)

Gasification Fixed-bed	hydrotreating

Delayed	coking Fixed-bed	hydrocracking

Fluid	coking Slurry	hydrocracking

Flexicoking Ebullated-bed	hydrotreating

Visbreaking Ebullated-bed	hydrocracking
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Figure 33.18—A	comprehensive	schematic	flow	diagram	of	typical	oil	refinery	technologies	for	upgrading	heavy	and	extra-heavy	
crude	oil	and	residue	(catalytic	route	and	noncatalytic	routes)	and	gas	produced	during	the	processing.
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gas, and shale gas as well as coal-bed methane. The world’s 
largest gas field is offshore of Qatar (25 trillion m3) whereas 
the second-largest natural gas field is in Iran under the 
waters of the Persian Gulf. The list of major gas-producing/
reserved countries is reported in Figure 33.20. There are 
several other sources, mainly for methane origin, which 
are well known by their commercial name such as town gas 
(produced by treating coal chemically), biogas (produced 
from organic material), landfill gas (a type of biogas), and 
hydrates (under sediments in the oceans

33.5.2.2	 GAS	FIELDS
Similar to oil, natural gas is often found in land-based gas 
fields as well as underwater in offshore gas fields such as 
the North Sea, the Corrib Gas Field of Ireland, and the 

Scotian Shelf near Sable Island. The technology utilized 
to extract and transport offshore natural gas is different 
from land-based fields in that a few, very large rigs are 
usually used because of the cost and logistical difficulties 
in working over water. Rising gas prices have encouraged 
drillers to re-examine gas fields that have yet to be explored 
or were not considered economically viable before. For 
example, McMoran exploration passed a drilling depth 
of over 32,000 ft (deepest trial well in the history of gas 
production) at the Blackbeard site in the Gulf of Mexico. 
Of course, finding gas reserves is not so simple, and some-
times things go such a way that a drilling company must 
leave a well after digging. For example, in 2006 Exxon 
Mobil abandoned a well after drilling 30,000 ft underwater 
without finding gas [37].

33.5.2.3	 NATURAL	GAS	PROCESSING
Natural gas processing is a purification process technology 
[38–40] that is basically performed by means of different 
chemical solvent treatment and catalytic processes. A sche-
matic flow diagram of a typical natural gas processing plant 
is shown in Figure 33.21. It shows a combination of several 
processes used to purify raw natural gas into sales gas 

table 33.12—residue commercial Process 
technologies in the worlda

Process 
technology

North and 
south 
america

europe 
and 
Japan Others total %b

Hydroprocessing

Fixed	bed 12 21 27 60 9

Ebullated	 7 4 1 12 2

Slurry 1 0 0 1 0

Total	
hydroprocessing

20 25 28 73 12

Solvent	
deasphalting

15 3 6 24 4

Thermal	
processing

131 155 147 433 69

RFCC 19 26 57 102 16

Totalb 185 209 238 632 100

aUnits	operating	in	March	2003.	bBased	on	total	units.	Source:	Data	taken	
from	[33].
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Figure 33.19—Commercial	fuel	prices	for	petroleum	products	of	crude	oil	recovered.

table 33.13—typical composition of 
Natural Gas
compounds chemical Formula composition (%)

Methane CH4 70–90

Ethane C2H6

0–20Propane C3H8

Butane C4H10

Carbon	dioxide CO2 0–8

Oxygen O2 0–0.2

Nitrogen N2 0–5

Hydrogen	sulfide H2S 0–5

Rare	gases Ar,	He,	Ne,	Xe Trace
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 pipelined to the end-user markets. The figure also shows 
how processing of the raw natural gas yields byproducts 
such as sulfur, ethane, and NGLs propane, butane, and 
natural gasoline. Raw natural gas explored from a gas well 
(natural gas fields) is in an impure form that requires puri-
fication by using several methods. The major difficulty in 
the use of natural gas is transportation and storage because 
of its low density. It is usually more economical to transport 

either using a pipeline to the filling stations or directly bot-
tling in the refinery.

33.5.2.4	 USES	OF	NATURAL	GAS
Natural gas is a vital component of the world’s supply of 
energy and is one of the relatively cleanest, safest, and 
most useful of all energy sources. In particular, it is a major 
domestic energy source such as for kitchens, it cools and 
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Figure 33.20—World	natural	gas	reserves	by	region,	December	2006.	Source:	U.S.	Energy	Information	Administration,	2007	[11].

Figure 33.21—Technological	aspects	of	clean	natural	gas	and	the	refining	of	its	petroleum	products.	Yellow	=	final	products,	blue	=	
processes	that	are	used	for	purification.
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warms our homes and businesses, it is used to generate 
electricity, and it helps maintain our quality of life. The use 
of natural gas in different sectors is reported in Table 33.14 
along with the expected increase in the different sectors.

33.5.2.5	 NATURAL	GAS	PRICING
Quantities of natural gas are measured in normal cubic 
meters (corresponding to 0°C at 101.325 kPa) or in standard 
cubic feet (correspond to 16°C and 14.7 psia). It was cal-
culated that 1 normal cubic meter of commercial-quality 
natural gas gross heat of combustion is approximately 
11 kWh [4]. The price of natural gas varies greatly depend-
ing on location and the type of energy sector as shown in 
Figure 33.22. Natural gas is effectively used worldwide to 
produce electricity but to a lesser extent directly as motor 
fuel, which is most likely to be used relatively as cleaner 
fuel. Investigations in this direction have been performed 
to prepare more unconventional and better quality feed as 
shown in Figure 33.23.

33.5.3  GTL Technologies
GTL technology was invented in 1923 when two German 
scientists, Franz Fischer and Hans Tropsch, discovered the 
catalytic conversion of CO and hydrogen (synthesis gas) 
into synthetic hydrocarbons [41,42]. GTL process routes 
are based on Fischer-Tropsch (F-T) technology, which 
involves the conversion of natural gas to synthesis gas, 
followed by the conversion of synthesis gas to heavy hydro-
carbons and then the workup of the hydrocarbons into the 
final products [43,44]. The primary product of this process 
is a low-sulfur, nitrogen-, olefin-, and aromatic- high-cetane 
(≈70) diesel fuel (FT diesel). Natural gas (mainly methane) 
is considered to be a relatively clean source of energy and 
a feedstock for petrochemical industries. Its transportation 
from gas fields to energy consumption centers and chemical 
plants is a major impediment to the development of natural 
gas industries. However, by lowering the gas temperature 
down to –160°C, it is possible to liquefy the natural gas at 
high pressures and increase its energy density. Using the 

table 33.14—Projected consumption 
Growth by sector in billion cubic Feet (bcf)

Natural Gas sector 2004 2010 increase
Percentage 
increase

Industriala 8188 9046 858 10

Electrical	generation 5226 6737 1513 29

Residential 4957 5524 567 11

Commercial 3103 3387 284 9

Others 664 737 73 11

Total 22168 25433 3265 15

aProjected	growth	of	the	consumption	of	natural	gas	in	this	sector	is	an	
average	of	1.9	%	annually	between	2004	and	2030	[10].
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Figure 33.22—Natural	gas	prices	for	different	sectors	[10].
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Figure 33.23—Different	application	of	natural	gas	to	produce	alternative	fuel.	DME	=	dimethylether,	LPG	=	liquefied	petroleum	
gas,	and	NGV	=	natural	gas	vehicle	[48].
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gas in a liquefied form (known as LNG) or compressed state 
(known as CNG) are the other options, which require further 
attention to the commercial applicability of the process as 
well as the safe use of gas. Thus, an attractive alternative 
in natural gas utilization is to convert the gas into more 
valuable and easily transportable products such as liquid 
fuels. The gas conversion methods may classified as direct 
and indirect conversion. Direct conversion is the oxidative 
coupling of methane, of which work is going on in several 
laboratories and its technology is far from the commer-
cialization process. However, the second category (GTL) 
process has been commercialized since the 1920s and the 
processes are used commercially by the different well-known 
companies (Table 33.2)—of course, using their own method 
of processing. Thus, the conversion of natural gas into 
liquid fuels is an attractive option to commercialize profuse 
gas reserves, which has virtually unlimited markets and 
offers a new way to release remote gas reserves by using 
traditional technologies.

33.5.3.1	 GTL	TECHNOLOGY	AND	ITS	KEY	
PARAMETERS
GTL is a well-known refinery process [6–10] that converts 
natural gas or other gaseous hydrocarbons into longer-
chain hydrocarbons (liquid phase). Methane-rich gases 
are converted into liquid fuels either via direct conversion 
or syngas as an intermediate process such as the FT or 
Mobil process. Using such processes in a refinery alone or 
in combination, the gaseous waste products were converted 
into valuable transportation liquid fuel oils as shown in 
Figure 33.24. GTL conversion is an umbrella term for a 
group of technologies that can create liquid synthetic fuels 
from various feedstocks by using the FT process. This pro-
cess can create identical liquids from various feedstocks, 
although the technical challenges are greater for biomass 
and coal. There are two main categories of natural gas-based 
FT process technology (1) at high temperature, usually an 
iron catalyst-based GTL process, which produces fuels such 
as gasoline and gas oil that are virtually free of sulfur, but 
contain aromatics; and (2) at low temperature, a cobalt 
catalyst-based GTL process, which produces an extremely 
clean synthetic fraction of gas oil that is practically free 
from sulfur and aromatics.

33.5.3.2	 IMPORTANCE	OF	LIqUID	TECHNOLOGIES
In the refinery site either offshore or onshore several gases 
are expelled that are usually abandoned because there is 
no economical way to transport and use them effectively. 
Thus, these gases must be captured and converted into 
liquid barrels of synthetic, clean-burning fuels. There are 
only two practical ways of using natural gas: flowing it 
through a pipeline in gaseous form or condensing it at low 
temperature and transporting it as LNG. A third alternative, 
GTL technology, chemically converts natural gas into clean-
burning liquid products that can be easily transported to 
market. In addition, diesel obtained from FT synthesis has 
nearly zero sulfur and nitrogen oxides, contains nearly no 
aromatics, burns with little or no particulate emissions, and 
has high cetane value. 

33.5.4  FT Technology and Process Parameters
The FT process (or FT synthesis) is a heterogeneous cata-
lytic chemical reaction in which synthesis gas (syngas, a 
mixture of CO and H2) is converted into liquid hydrocar-
bons of various forms [43,44]. The most common catalysts 
are based on iron (Fe) and cobalt (Co) whereas nickel (Ni) 
and ruthenium (Ru) have also been used to a lesser extent. 
The principal purpose of this process is to produce a syn-
thetic petroleum substitute, typically from coal, natural 
gas, and biomass or renewable transportation fuels. These 
synthetic fuels are able to run trucks, cars, and various 
aircraft engines; however, their use as diesel is increasing 
in recent years.

33.5.4.1	 FT	CATALYSTS
Various catalysts can be used for the FT process, but the 
most common are the transition metals Co, Fe, and Ru 
[45]. Ni can also be used, but tends to favor methane for-
mation. Co seems to be the most active catalyst, although 
Fe also performs well and can be more suitable for low-
hydrogen-content synthesis gases such as those derived 
from coal because of its promotion of the water-gas shift 
reaction. On the other hand, promoters such as potassium 
(K) and copper (Cu) are also tried along with the support 
effect such as silica, alumina, and zeolites. FT catalysts are 
sensitive to the presence of sulfur-containing compounds 
among other pollutants whereas Co-based catalysts are more 
sensitive than their Fe counterparts. In addition, Co-based 
catalysts have higher activity but require better feedstock 
quality whereas Fe catalysts are preferred for lower quality 
feedstocks such as coal or biomass. Thus, with high sulfur 
content feed a lower-cost Fe catalyst can be used effectively 
(economically) as a sacrificial catalyst at the top bed in a 
fixed-bed reactor.

33.5.4.2	 FT	PROCESS	CONDITIONS
The FT process [46] is generally operated in the tempera-
ture range of 150–300°C. Higher temperatures lead to faster 
reactions and higher conversion rates, but they also tend to 
favor methane production. As a result, the temperature is 
usually maintained in the lower range whereas increasing 
the pressure leads to higher conversion rates and favors 
formation of long-chained alkanes, both of which are 
desirable. For Co-based catalysts the optimal H2:CO ratio 
is approximately 1.8–2.1. Fe-based catalysts promote the 
water-gas shift reaction and thus can tolerate significantly 
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Figure 33.24—GTL	process	technology	using	the	FT	method.
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lower ratios whereas synthesis gas derived from coal or 
biomass has relatively low H2:CO ratios (<1).

33.5.4.3	 PROCESS	CHEMISTRY
The FT process involves various competing chemical reac-
tions that lead to a series of desirable products (alkanes) 
and undesirable byproducts.

 2n 1 H nCO C H 2H O2 n (2n 2) 2+( ) + → ++  (33.1)

 2H CO CH H O2 2 2+ → − − +  (33.2)

where n = 1 results in the formation of methane. Process 
conditions and catalyst composition are usually chosen 
to favor higher reaction orders (n >1) and thus minimize 
methane formation. Most of the alkanes produced tend to 
be straight-chained, although some branched alkanes are 
also formed. Another important reaction is the water and 
gas known as the shift reaction:

 H O CO CO H2 2 2+ → +  (33.3)

Although this reaction results in the formation of unwanted 
CO2, it can be used to shift the H2:CO ratio of the incoming 
synthesis gas.

33.5.4.4	 SYNTHESIS	GAS	PRODUCTION
The initial reactants (synthesis gases) used in the FT process 
are hydrogen and CO, which are usually produced by one 
of two methods:
1. Partial combustion of a hydrocarbon:

 2C H nO (n 1)H nCOn (2n 2) 2 2+ + → + +2 2  (33.4a)

when n = 1 (CH4), the equation becomes

 2CH O 4H 2CO4 2 2+ → +  (33.4b)

2. Gasification of coal, biomass, or natural gas:

 CH H O (1 0.5x)H COx 2 2+ → + +  (33.5)

Here again x depends on the type of fuel; for example, 
natural gas has a greater hydrogen content (x = 5 to x = 3) 
than coal (x < 2). The mixture of CO and hydrogen is called 
synthesis gas or syngas, and the resulting hydrocarbon 
products are refined to produce the desired synthetic fuel.

33.5.5	 Methanol-to-Gasoline Process 
(Mobil Process)
The Mobil process is an effective method to convert natu-
ral gas into gasoline (liquid hydrocarbons) fuel through 
methanol by heating with ZSM-5 zeolite catalyst, which 
was developed by Mobil in the early 1970s [47]. The process 
follows this three-step reaction using natural gas (CH4) as 
the starting reaction.

 Steam reforming: CH H O CO 3H4 2 2+ → +  (33.6a)

 Water shift reaction: CO H O CO H2 2 2+ → +  (33.6b)

 Synthesis: 2H CO CH OH2 3+ →  (33.6c)

The methanol thus formed may be converted into gasoline 
by the Mobil process. First, methanol is dehydrated to give 
dimethyl ether:

 2CH OH CH OCH H O3 3 3 2→ +  (33.7)

This is then further dehydrated over a zeolite catalyst (most 
likely ZSM-5) to give a gasoline or C5+ hydrocarbon product.

The processing of natural gas appears to be a promis-
ing energy source for the transportation industry, especially 
when the product is synfuel, which can then be used directly 
in conventional engines. It must also be pointed out that GTL 
technology is an ideal solution for using the associated gas 
produced during petroleum production operations [48]. A few 
decades ago refining onsite gas was often simply burned in the 
refinery (at the top of a Christmas tree), which is almost forbid-
den because it releases large quantities of CO2 to the environ-
ment. Thus, presently in refineries gas is sent back to the well 
or this stream is treated with one of the aforesaid processes 
for commercial use. On the other hand, with the GTL process 
industrialists are killing two birds with one stone: they are 
working an oil field and using the gas produced to make fuel. 

33.6	 reFiNery OF tHe Future
33.6.1	 Crude Oil Upgrading Technology
33.6.1.1	 EXISTING	TECHNOLOGIES	FOR	CRUDE		
OIL	AND	RESIDUE	PROCESSING
The objective of this chapter is to compare refining pro-
cess schemes that are used for upgrading heavy feeds as 
well as natural gas. The focus is on the nature of feeds and 
their contamination, which indicate the limitation of the 
processes (catalytic as well as noncatalytic) as a function 
of the feedstock. Generally, for low-API gravity crude oil 
(extra-heavy crude oil) or residue, the target is to minimize 
the metal (V + Ni) content and to improve flow properties. 
These feeds are referred to as problematic and the metal 
content may range from 20 to 1000 ppm, which requires 
different operating conditions and catalysts as shown in 
Figure 33.25. It should be noted that the hydroprocessing 
application range has recently been reported to cover feeds 
with a larger amount of contaminants with lower API grav-
ity. One of the objectives of this chapter is to make such 
information more readily available, and the details of the 
individual processes are given elsewhere [32,34].

The upgrading process is a combination of separation, 
thermal conversion, hydroconversion or hydrotreating, 
and fluid catalytic cracking (FCC). It is observed that 
thermal processes produce a large amount of coke and 
undesirable products and low liquid product yield whereas 
catalytic processes strongly favor the residue processing 
but require good quality feedstock. Therefore, selection 
of any of the previously mentioned processes for heavy 
feedstock depends on the feed quality and its composi-
tion [36]. Moreover, coking processes may be preferable 
for countries such as India where LPG is an effective use 
whereas in oil-producing countries coking processes may 
not be totally appropriate because they reduce liquid yield. 
Asphaltene is the target molecule, particularly in catalytic-
based processes, and by considering thermal gravimet-
ric analysis (TGA) results it gave us an impression that 
asphaltenes are impractical to convert by catalytic means 
as shown in  Figure 33.26. The loss of asphaltene or high 
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 conversion in the  presence of air is due to oxidative combus-
tion of asphaltene at high temperature (>250°C) whereas the 
difference between TGA-H2 and TGA-N2 can be understood 
by the reactive role of H2 to the asphaltene molecule [49]. 
In this regard, for high asphaltene-containing (≥15 wt %) 
feedstock, an integrated approach can be effectively applied 
by using the SDA process. Hence, separation of asphaltene 
before hydroprocessing could be an option to modify the 
process and one step in the advance toward the deeper and 
stricter environmental legislation as well as catalyst stability. 
A proposed process that is based on these considerations 
is shown in Figure 33.27. The integrated process indicates 
that once the asphaltene is separated from the residue, 
the DAO is easier to process in hydroprocessing units. The 
heavy asphalt or pitch can be processed through thermal 
process using gasification to complete conversion, which 

will produce synthesis gas (CH4, H2, CO) as the major prod-
uct. Further, depending on the need of fuel oil, the synthesis 
gas may be converted into kerosene or the gas oil pool by 
using FT synthesis and isomerization processes [48,50].

33.6.1.2	EMERGING	OR	FUTURE	TECHNOLOGIES	
FOR	HEAVY	CRUDE	OIL	PROCESSING
An imperative need for the upgrading of heavy and extra-
heavy oils is due to the depletion of light crude oil, which 
forces researchers and refiners to develop new-fangled 
technologies to convert heavy petroleum into more valuable 
products. The main objective in such developments is to 
increase the API gravity and reduction in impurities (S, N, O, 
etc.) along with selective liquid yield of gasoline and middle 
distillates. A compilation of such technologies is difficult 
because most of the work is at the laboratory scale or in the 
scale-up level; nevertheless, some of them are reported in 
Table 33.15. However, these technologies are in the embry-
onic era and are either in the development stage or tested at 
different scales (laboratory, bench, pilot plant, and semicom-
mercial). Because the details of such processes are limited, 
it is difficult to infer any conclusion about their commercial 
applicability; thus, only basic information can be obtained 
from the Internet and in the open literature [34,51–59]. 
These technologies have definitively attracted the attention 
of the refiners. Most of them may be good for one feedstock 
but not for others because the nature of the individual is 
focused on their own. Thus, there is unfortunately not a 
general rule that can give a solution to all refineries in one 
option because there are many factors such as oil and prod-
uct prices, market trends, local needs, physical and chemical 
properties of the available heavy oil and residua, and refin-
ery configuration that are all involved and must be taken 
into account to define a specific upgrading process scheme. 
Therefore, each refinery will define its own scheme for heavy 
oil upgrading. In other words, there is no one single upgrad-
ing solution that is suitable for all refineries.
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Figure 33.27—Proposed	hybrid	process	scheme	for	upgrading	heavy	petroleum	[36].

table 33.15—emerging technologies for Heavy and extra-Heavy crude Oil and residue 
Processing technologies
emerging technology remarks reference

GHU	process	technology		
(Genoil	Inc.,	formerly	CE3)

	• Multiple	fixed-bed	reactor	system.
	• Feedstocks	ranging	from	6.5º	to	17.5º	API	gravity.
	• Only	tested	with	feed	that	has	a	relatively	low	metal	content.

50

HCATTM	process	technology	
(Headwaters	Heavy	Oil)

	• Reported	as	a	breakthrough	process	to	convert	low-quality	feedstock	(high		
asphalt	and	metals).

	• Conversion	up	to	95%	and	higher	reactor	throughput.
	• Uses	a	molecule-sized	catalyst	(slurry-phase	reactor).
	• Technology	offers	several	significant	advantages	over	processes	that	have	been	

based	on	supported	catalysts.

51

HTL	(Heavy-to-Light)	process	
technology	(Ivanhoe	Energy)

	• Technology	is	fundamentally	a	short	contact	time	thermal	conversion	process	
(rapid	thermal	processing).

	• Operates	at	moderate	temperatures	and	at	atmospheric	pressure.
	• Unique	thermal	cracking	technology	that	solves	some	of	the	disadvantages	that	

exist	for	the	delayed	coking,	fluid	coking,	and	visbreaking	processes.

52

IMP	(Mexican	Institute	of	
Petroleum)	process	technology

	• A	low-	or	moderate-pressure	technology	for	upgrading	heavy	oils	and	residua.
	• Catalysts	with	improved	stability	as	well	as	operating	conditions	and	proper	

selection	of	reactors	and	feedstock	to	work	under	a	moderate	conversion	regime.
	• Process	offers	low	sediment	formation	at	high	asphaltene	content.

53

ISO-CRACK	process	technology	
(Chevron	Lummus	Global)

	• An	ebullated-bed	residue	hydrocracking	process	representing	the	next	generation	
of	LC-FINING	technology	for	heavy-oil	upgrading.

54

HySCOPTM	process	technology 	• Idemitsu	Kosan	licensed	its	hydrocracking	catalyst	technology	to	Axens	Hyvahl™ 
hydroprocessing	technology.

	• Technology	is	suitable	for	upgrading	heavy	crude	oil	produced	by	oil-producing	
countries.

55

Sonocracking™	(SulphCo,	Inc.) 	• Ultrasound	technology	to	desulfurize	and	hydrogenate	heavy	crude	oil.
	• The	transfer	of	hydrogen	from	water	to	the	numerous	petroleum	streams	leads		

to	the	conversion	of	crude	oil,	and	it	has	30,000	bbl/day	of	processing	capacity.

56

Dispersed	technology	(slurry	
technology	or	nanoprocess)

	• Several	processes	are	proposed	or	even	patented	by	using	dispersed-phase	catalyst	
(aqueous	ammonium	molybdates	or	tungstates,	ammonium	tetrathiomolybdate,	
MoS2,	ferric	sulfate,	and	ferric	alum,	etc.)	in	the	slurry	process,	but	none	of	their	
performances	thrive	at	the	commercial	scale.

57,58

VEBA-combi-German,
CANMET-Process-Canada,
Microcat-ExxonMobil,
HDH-INTEVEP	Venezuela,
Aurabon	Technology	(UOP)

	• Only	being	tested	on	an	experimental	scale	since	1942.	Limitations	associated	with	
these	processes	include	a	large	dose	of	catalyst,	expensive	catalysts,	and	separation	
of	catalyst	and	product,	etc.
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33.6.2	 Clean Fuel Technology
Combustion of fossil fuels produces environmental contami-
nation such as sulfur dioxide (SO2), nitrogen oxides (NOx), 
and particulate matter (PM) during automotive emissions; 
thus, it is necessary to reduce the sulfur and nitrogen content 
in fuel to their minimum levels to protect the environment 
and catalyst (noble metal) for exhaust emission reduction. 
In this regard, it is necessary to develop a hydrotreating cat-
alyst that is able to produce ultralow levels of sulfur (<10 
ppmw S) and nitrogen in gasoline and diesel fuel.

33.6.2.1	 ULTRALOW-SULFUR	DIESEL	FUEL
Gas oil contains hard-to-desulfurize sulfur compounds 
(e.g., alkyl dibenzothiophene) that are difficult to remove 
with conventional desulfurization catalysts because of 
the molecular steric hindrance of organosulfur molecules 
(Figure 33.17). It is essential to remove these hard-to-
desulfurize sulfur compounds to obtain ultralow sulfur 
diesel (ULSD), which can now be produced by using a new 
generation catalyst in an existing commercial desulfuriza-
tion unit without installation of new facilities. Despite 
the last 50 years, hydrotreating (HDT) catalysis has been 
recognized as a multidisciplinary work about the sup-
port effect, catalyst characterization, and catalytic activity 
for deep hydrodesulfurization [60]. There are now a few 
advanced commercial catalyst formulations that are used 
by refiners, such as NEBULA (NEw BULk Activity, Exxon-
Mobil), STARS (Super Type II Active Reaction Sites, Akzo 
Noble Catalyst), and Topsøe catalysts for middle-distillate 
hydrodesulfurization [61].

33.6.2.2	 CLEAN	FUEL	UTILIZATION	TECHNOLOGY
There are several ways to utilize clean fuel technologies 
(e.g., hydrogen, fuel cell, etc.) that address the utiliza-
tion of hydrogen in transportation and stationary energy 
applications. Fuel cells are another important clean energy 
source that is expected to be the most favorable choice 
for utilization of hydrogen in both of these applications. 
However, market demand and the economical aspects of 
fuel cell technology are still a matter of further research, 
but this is one option that is much safer than any other 
technology. Hydrogen and hydrogen-containing natural gas 
blends can be effectively used directly as fuels for stationary 
and transportation reciprocating engines. This approach 
provides a bridge to future fuel cell usage in transportation 
applications and is in agreement with the objective of the 
environmental norms. On the other hand, by using ULSD 
fuel, we are striving to use technologies for more efficient 
utilization of energies and fuels that are applicable to air 
quality improvement to contribute to the diversification of 
fuels and the efficient reduction of greenhouse gases, such 
as SO2, NOx, CO2, and petroleum hydrocarbon (PH), which 
will be much less but it will never provide clean fuel such 
as hydrogen or fuel cells. Nevertheless, fossil-fuel-based 
clean fuel (ultralow-level contamination fuel) is relatively 
economical and easy to use by end users. In this respect, 
there are several catalyst-based technologies [57] where 
some of them are well reported by their emblematic name 
such as Albemarle, Akzo Nobel, Topsøe using their recently 
developed NEBULA [61], STARS [62,63], and BRIM [64] 
catalysts in the refineries, respectively. Embryonic alterna-
tive fuel and emerging energy technologies are compiled in 
a subsequent section.

33.6.3  Emergence of New Fuel and 
Technologies
This section reports technologies for the production and 
utilization of alternative fuels having less environmental con-
signment to prevent air pollution and global warming [65–
69]. These technologies may be relatively new to the market 
but are far from required demand, which is evident from the 
energy growth in the last few years. However, refiners (or 
energy source dealer) will have to show greater prudence 
while devising their marketing and distribution strategies 
and identifying potential growth areas. The  principal objec-
tive is to produce an energy source with greater promise 
for environmental legislation. The energy source should 
be inherently safe to produce, store, and use commercially 
anywhere. Although this topic has the content of a review, 
this chapter will only discuss the basic ideas about these 
processes, which are relatively new in the energy sector.

33.6.3.1	 BIOMASS	FUELS
Regarding biomass fuels (biodiesel fuel [BDF]), it becomes 
particularly important to conduct the verification related 
to the utilization of biomass fuels mixed with transporta-
tion fuels such as gasoline. The resulting biodiesel (ethyl 
tertiary-butyl ether [ETBE] is mixed with gasoline) could 
ultimately be made 100 % green by using ethanol, which 
is derived from biomass instead of methanol, which is 
obtained from natural gas. The Esterfip-H™ process is a 
biodiesel process that is already tested by Institut François 
du Petrol (IFP), and 100 % green biodiesel is produced from 
low-cost ethanol; therefore, IFP is examining the feasibil-
ity of new, cheaper production processes that will involve 
the biological conversion of biomass such as cereal straw, 
corn stalks, wood waste, etc. [70]. One approach to biofuels 
is categorized into various types—ethanol (produced by 
enzyme hydrolysis of lignocellulosic biomass) and biodiesel 
(produced by transesterification of vegetable oils)—whereas 
another approach is biomass-to-liquid (BTL), which uses 
FT synthesis to produce good quality fuel, unlike the GTL 
or coal-to-liquid (CTL) approaches. However, BDF has to 
leave behind its storage stability test because it may have 
some carcinogenic effect and it requires much agricultural 
land. Some countries are eliminating their forests to obtain 
the land, including Brazil, which is ravaging its forests 
every year. Thus, ethanol production could be an ecodisas-
ter. Of Brazil’s 2 million acres of land, approximately 1400 
acres contain native forests, two thirds of which are in the 
Amazon [71,72], where deforestation is high.

It is expected that the cost of these biomass- or 
 vegetable-oil-based fuels should be relatively stable com-
pared with that of petroleum fuels, and it even tends to 
decrease steadily with time [73,74]. Apart from these bene-
fits, the commercial applicability of biomass is still in the pri-
mary steps and requires approximately a decade before full 
commercial application. Biomass often involves a burning 
process that produces emissions such as NOx and CO2, but 
fortunately far less than those emitted by fossil fuels. Using 
biofuel seems to offer some possibilities in terms of CO2 
mitigation, but at same time it is also expected that forests 
can absorb more CO2 than the production of biofuels [75].

Apart from the environmental concerns, there is much 
trepidation about the balance between biofuel and food 
[76,77]. The “food versus fuel” debate depends on the loca-
tion; for example, in the United States only approximately 
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9 % of corn is used for human consumption in products 
such as cereals, sweeteners, etc., but in a few other coun-
tries corn may not be a good option for ethanol. Thus, 
many new ethanol plants are looking for better or more 
efficient methods of ethanol production (e.g., algae), and 
other waste products such as cellulosic-based ethanol can 
be a good source of energy. Cellulosic refining has the 
ability to significantly reduce greenhouse gases and can 
be refined using low-value (nonedible) products such as 
wheat and barley straw, sugarcane or rice bagasse, saw-
dust, paper pulp, switchgrass and other perennial grasses, 
and even municipal waste or household garbage. However, 
cellulose is in nearly every natural free-growing plant, tree, 
and forests field throughout the world and does not require 
agricultural effort or cost to make it grow. Its processing is 
also easy because a few bacteria can convert cellulose into 
ethanol, which can then be used as a biofuel.

33.6.3.1.1  Energy Balance
Net energy balance is a term that is used to describe how 
much energy is needed to produce a product versus how 
much energy that product provides. For example, corn-
ethanol production and its energy efficiency yields 34 % 
more energy than it takes to produce it, including growing, 
harvesting, transporting, and distilling the corn into ethanol 
[78]. A few critics of ethanol claim that it has a negative 
energy balance, but this is simply not true and has been 
debunked again and again by researchers. Thus, prices 
are sometimes exaggerated or limited by critics who are 
sometimes too speculative; however, such predictions are 
very useful to stir up discussions and interest by others. For 
example, some studies suggest that corn-based ethanol has 
a negative energy balance, meaning it takes more energy to 
produce the fuel than the amount of energy the fuel pro-
vides [66,79,80]. Thus, they claim that corn-ethanol is not a 
fossil fuel energy substitute and that increasing its produc-
tion does little to displace oil imports and increase energy 
security. Keeney and DeLuca [81] also reported a negative 
net energy value (NEV), but their energy deficit was only 
approximately 8440 Btu/gal and they did not consider 
corn-processing byproducts; however, they showed that a 
positive energy balance could be attained with low-input 
corn production.

33.6.3.2	 HYDROGEN	AS	A	FUEL
Hydrogen is mainly used in industries, particularly to refine 
petroleum products and produce ammonia and methanol 
in small amounts for the aerospace industry. It is assumed 
that hydrogen demand will increase with the more 
widespread use of fuel cells in the future, which is one of 
the solutions that should be considered to reduce fossil fuel 
use and to reduce greenhouse gas emissions—of course, if the 
hydrogen is not produced from fossil fuel. Hydrogen is one 
of the most abundant elements on the planet; it does not 
exist in the form of a deposit that can be tapped directly. 
Moreover, it is not a primary source of energy like fossil 
fuels or even the wind and sun, which can be alienated either 
from oxygen or carbon. Thus, hydrogen can be produced 
from sources of water (as in water), biomass, or fossil fuel 
(as with natural gas, oil, coal, or biomass). Hence, it is 
considered that hydrogen is not a renewable fuel source of 
energy [82]. The major problem with hydrogen fuel is its 
storage, transportation, distribution, and safe use. Because 

of its volatility, hydrogen must be stored onboard a vehicle 
in compressed (35 or even 70 MPa) or liquid form at a tem-
perature of –253°C. However, the storage type (in vehicles) 
and its capacity may vary on-site or with vehicle mileage. 

33.6.3.3	 FUEL	CELLS
Solid oxide-type fuels have a high power generation efficiency 
and can be effectively used without producing pollutant emis-
sions [83–86]. Fuel cells are highly expected as cogeneration 
(combined heat and power) with excellent energy saving 
capability. To increase fuel cell applicability in vehicles, it is 
necessary to expand the infrastructure that limits the supply 
of hydrogen as fuel.

A fuel cell is an electrochemical conversion device that 
produces electricity on two electrodes where fuel (at anode) 
and oxidant (at cathode) are catalytic and relatively stable 
and react in the presence of an electrolyte. A hydrogen cell 
uses hydrogen as fuel and oxygen as oxidant. The reactants 
flow into the cell, and the reaction products flow out of 
it in the form of electricity while the electrolyte remains 
within the cell. Therefore, fuel cells can operate practically 
continuously as long as the necessary flows are preserved. 
Hence, fuel cells vary from electrochemical batteries where 
they consume reactant.

33.6.3.4	 PHOTOVOLTAIC	ENERGY
Photovoltaic energy is the current field of energy research 
associated with the application of solar cells by the direct 
conversion of sun energy into electricity at the atomic level. 
Therefore, “photovoltaic” literally means “electricity through 
light.” The manufacture of solar cells and photovoltaic 
arrays is becoming the world’s fastest growing energy sector. 
Although most people are under the impression that the 
field of photovoltaic energy is new, this is not actually the 
case [87,88]. The capture of solar energy in the form of light 
and its conversion into electricity requires a material called 
a semiconductor, which are based on the photovoltaic (PV) 
effect in which light falls on a two layer semi-conductor 
(mainly p-type and n-type) device that produces a photovolt-
age or potential difference between the layers. Solar cells 
are mostly based on crystalline silicon, which is relatively 
higher priced than grid electricity. Recent nanosolar tech-
nology involves a thin film of copper, indium, gallium, and 
selenium (CIGS) that absorbs sunlight and converts it into 
electricity [69]. Moreover, unlike fossil-fuel-based technol-
ogies, solar power does not lead to any harmful emissions 
during operation, but the production of the panels leads to 
some amount of pollution.

33.6.3.5	 AqUAFUEL	TECHNOLOGY
Aquafuel is a reliable, inexpensive, and nonpolluting pro-
cess that is simple and promising for energy and chemical 
production. Aquafuel burns in conventional engines so 
cleanly that internal combustion engine exhaust is actually 
cleaner than with any fossil fuel and there are no vicious 
smells; in fact, there is no smell at all. Aquafuel is inherently 
safe to produce and store because all oxygen resulting from 
the separation of the water is combined with the carbon, 
which is then released only during combustion. Moreover, 
NOx and CO emissions are negligible even without any 
pollution control equipment. However, this process is fairly 
innovative and it uses carbon arc technology, which is a 
relatively indefinite process that is being used underwater 
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to produce ultraclean, low-cost, alternative synthesis gas. 
This process is being investigated and demonstrated at 
the bench-scale level, and technological aspects are being 
experienced in demonstration units and are now undergoing 
tests in engines and research laboratories [89].

33.7  PersPectives, cHalleNGes, 
alterNative aPPrOacHes, aND  
Future treNDs
Hydrocarbon resources are limited, and with the increase 
in demand for global energy, the existing resources are 
decreasing rapidly. At the same time, crude oils that remain 
and will be produced in the future are heavier, contain more 
sulfur, and have lower quality than those crude oils already 
produced. As we have seen in this book, the main role of a 
refining industry is to convert crude oil into various forms 
of fuels to drive vehicles and aircrafts or to generate heat 
in power plants. However, the lighter and gaseous prod-
ucts of refineries are the feed into petrochemical plants. 
Light olefins include ethylene, propylene, butylenes, and 
butadiene, which are some of the key hydrocarbons used 
in petrochemical industries. These hydrocarbons are the 
primary building blocks in the production of such products 
as polyethylene, polypropylene, poly(vinyl chloride) (PVC), 
ethylene glycol, and SBR/PBR rubber [90]. 

For example, C2 (ethylene) and C3 (propylene) are pro-
duced from a steam cracker unit, and the ratio of C3 to C2 
from such a unit is decreasing from 0.4 in 2004 to a pro-
jected 0.36 in 2014 whereas the demand is on the rise from 
0.59 in 2004 to a projected 0.62 in 2014 as forecasted by 
chemical companies [91]. The rate of increase in demand for 
polypropylene in the coming years is expected to be approx-
imately 2.5 Mt/year. This indicates that processes should 
be modified in a way that more C3 should be produced in 
future refineries according to the market demand. Refineries 
of the future should be more concerned with an increase 
in downstream products to produce lighter components 
and fewer residues. This requires more cracking and FCC 
units. In fact, with a high-severity FCC unit it is possible to 
increase the propylene yield from 3–5 wt % to 14–20 wt % 
with more production of aromatics (benzene, toluene, and 
p-xylene [BTX]) rather than gasoline. The future FCC units 
should be more flexible to operate between propylene and 
gasoline units.

Future refineries should reduce capital and operating 
costs as well as lower the feedstock costs for petrochemical 
plants. Light gases of C2 and C3 may also be produced from 
catalytic cracking of the C4 to C7 olefins that are produced 
from FCC units. Light olefins with methanol can be used 
to produce ethylene and propylene. In revamping refinery 
processes, it is important to integrate newly developed 
processes into existing processes to lower the capital cost. 
As an example, world demand for propylene is expected 
to increase from 63 million MTA (metric tons/year) in 
2004 to approximately 97 million MTA projected in 2015 
with an annual increase in demand of approximately 5 %. 
Refinery needs are challenging, and according to UOP they 
could be summarized as lowering hydrogen consumption 
and increasing the activity, selectivity, product quality, and 
processing flexibility during a processing cycle. Evolving 
refineries also require new catalyst development with more 
options to maximize returns and eliminate residues and 
heavy products. New catalysts should also have higher 

activity, selectivity, and stability [92]. The FT diesel (FTD) 
fuel technique is able to produce acceptable cold-flow 
specifications that are imperative to pour point, cloud 
point, and freezing point with a slightly lower cetane index 
value that must be sacrificed to adjust cold-flow properties. 
In addition, such FTD fuel is effectively used in trucks and 
buses and does not require any changes to vehicles or their 
engines.

Another group of products with higher demand in 
refineries are the aromatics, in particular BTX. The need 
for BTX is expected to increase approximately 10 %, and 
for the decade from 1999 to 2009, the demand increased 
approximately 25 MMT (25 million metric tons). Just for 
benzene this increase in demand is approximately 1.3 
MMT/year for this decade (~13 MMT for the entire decade 
of 1999–2009). Benzene is mainly used for the production 
of styrenics, phenolics, and cyclohexane products. On the 
basis of price and demand forecasting, refiners may adjust 
their products to meet the demand. In general, new pro-
cesses must be flexible so that the design is appropriate for 
local, regional, and global market demand and values. For 
example, the global ratio of benzene to p-xylene is approxi-
mately 0.5 whereas in the Middle East this ratio of demand 
could vary from 1 to 2 [93].

Chemical Market Associates, Inc. (CMAI), which is 
based in Houston, TX, presents yearly market analysis, 
supply, and demand as well as forecasting, trade patterns, 
pricing relationships, production economics, and technology 
for major chemicals—in particular petrochemicals. The 
recent volatility in global economics and the dynamic fluc-
tuations in energy prices have had a significant effect on 
the petrochemical value chain. According to their analysis, 
the Middle East and China continue with major capacity 
expansions, impacting prices, producer margins, and global 
operating rates. Between 2008 and 2009 there was a transi-
tion in supply/demand for polyethylene as recent invest-
ments in the Middle East and China began to affect the 
market. The prices of such products have recently been at 
historical highs and had positive effects on producer mar-
gins. Regional economics also influence operating costs, 
trade flow, and producer margins. Iran is also enhancing its 
polyethylene market, which is likely to increase the produc-
tion and export of polyolefins from the Middle East to Asia, 
West Europe, and eventually the Americas. Plastic finished 
products will continue to flow out of China to the United 
States, Europe, and Japan. Other developing economies 
such as India, the Middle East, Central Europe, and Rus-
sia will participate in the trade of finished products. The 
Middle East in particular is seeking international investors 
to build manufacturing facilities for such finished products 
for export [94]. Domestic unemployment in Middle Eastern 
countries is on the rise, and new industry intends to over-
come this problem in the future. 

With limited natural hydrocarbon resources, the indus-
try should perhaps focus on the development of efficient 
methods to convert biofeedstocks such as oils from plants 
and algae, grease, and waste products into high-quality fuels 
and products without serious environmental and economical 
impact on the existing infrastructure. Some chemical 
companies have developed a new process that deoxygenates 
various kinds of biofeedstocks by adding hydrogen to produce 
a highly stable green diesel fuel with a higher cetane value, 
lower cloud point, and lower emissions than biodiesel and 
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traditional petrodiesel fuels. For example, the cetane number 
of green diesel is in the range of 75–90 whereas the cetane 
number of petrodiesel is in the range of 40–55 and that 
of biodiesel is in the range of 50–65. Green diesel also has 
excellent stability to oxidation in comparison with other 
types of diesels. Green diesel is indistinguishable from 
traditional diesel, can work in existing petrodiesel engines, 
and can be blended in any proportion with biodiesel or 
traditional petrodiesel. They claim that green diesel offers 
superior cold-flow properties that make it suitable for very 
cold climate conditions. In addition, green diesel has a 
higher energy per volume and reduces the emission of 
greenhouse gases and NOx into the environment. Likewise, 
other types of green fuels show major advantages over 
traditional petrofuels. Green jet fuels produced from renew-
able biofeedstocks should meet the major specifications set 
for jet fuels, which are a freezing point of –47°C and a flash 
point of 38°C [90].

During approximately the past decade, some major 
refineries in Europe began renovations by retiring some 
units and adding new ones. For example, for a Shell operat-
ing refinery in the Netherlands, major units added included 
FCCs, thermal crackers, a hydrofloric acid (HF) alkylation 
unit, and hydrodesulfurization (HDS) units. The major objec-
tives from such renovations were tightening environmental 
regulations governing SO2, NOx, catalyst fines and oil in 
water, stricter product quality requirements by the market, 
and shifting the product yield pattern away from motor gaso-
line, cycle oils, and fuel oil toward light olefins, naphtha, 
and middle distillates. Moreover, Shell saw the potential to 
improve profits by increasing manpower efficiency, mod-
ernizing operations by installing state-of-the-art advanced 
process control strategies, and increasing conversion from 
a cheaper (heavier) crude package by adding hydrocracking 
and gasification units. They found some advantages in 
hydrocracking units over an FCC unit. A hydrocracker unit 
is capable of producing gasoline with less sulfur and olefin 
whereas gasoline produced from FCC has more sulfur and 
olefins. In addition, a hydrocracker unit has the flexibility 
of maximizing production of either gasoline or diesel fuel, 
depending on the market conditions. Shell has designed a 
gasification unit over a steam methane reforming (SMR) 
process to produce hydrogen because gasification does 
reduce fuel oil production. The new units also significantly 
reduced SO2 emissions into the atmosphere [95]. There is 
apparently a surplus of petroleum coke in a few parts of 
the world. Thus, the integrated gasification combined cycle 
(IGCC) would be an obvious route to follow because of its 
flexibility, higher thermal efficiency, and much better envi-
ronmental performance compared with other combustion 
technologies [96–98]. IGCC is a combination of two leading 
technologies: clean-burning syngas (i.e., coal gasification) 
and an efficient method of producing electricity (combined 
cycle). IGCC is an advanced technology that represents the 
cleanest process for conventional coal-based power gen-
eration systems that includes high efficiencies (30–40 %), 
lower emissions (~10 %), and better product or byproducts 
for transport fuels, even for fuel cells.

In summary, the most advanced and profitable refineries 
are those that can take the cheapest and heaviest crude oil and 
convert it into the lightest products with almost no residue 
or heavy product. Refineries must be safe, economical, and 

environmentally friendly. Research and development in the 
petroleum industry can play a significant role in achiev-
ing the ultimate goals. For example, by developing a new 
catalyst for the desulfurization process one can perform 
several processes in one step, reducing significant opera-
tional and capital costs [99]. In another example, replace-
ment of catalyst in the FCC unit of a refinery in Thailand 
caused production of more propylene through the deep 
catalytic cracking (DCC) process. Using DCC also increases 
refinery margin in comparison with a traditional FCC plant 
[100]. The efficiency of FCC units can be further improved 
by adding specially developed additives to further the 
cracking of bottom products, yielding more middle distil-
lates from FCC. Although catalysts are very expensive and 
costly for refiners, by selecting the right catalysts for refin-
ery processes many further expenses caused by unsched-
uled shutdown can be prevented, resulting in an overall 
improvement of refinery margins. The catalysts must be 
tested, selected, and monitored continuously during the 
operations.

Another study shows that by advancing the online 
control system in a refinery in Texas City, TX (operated by 
Marathon), payout can be achieved within only 6 weeks. 
The results of such control systems are reducing product 
quality variability or process variability and operating 
closer to product quality limits or process constraints. The 
inferred-property controls reduced quality variability by 
46 % [101].

Managing major oil companies is also a challenge for 
future industry. As the globalization process takes shape, 
oil companies are merging together to survive tight com-
petition. However, restructuring and cost-cutting—even 
re- engineering—may not be enough to ensure survival of a 
major oil company in the 21st century. Oil companies must 
think of themselves not as an oil company but as an energy 
company, providing products to satisfy their customers. 
Companies that fail to adapt to changing times and condi-
tions and that fail to restructure their efforts in terms of 
their future customers and markets will fall by the wayside. 
Future oil companies must provide returns to their share-
holders that are commensurate with risks. They must be 
an efficient and highly decentralized company in which 
all segments operate as autonomous entities. A future oil 
company will have fewer employees, perhaps as little as one 
third of its professional personnel today [102].

In the last few decades we have seen dramatic advances 
in computer and communication technology. In the United 
States today, there are more people employed by the com-
puter industry than all transportation sectors (airlines, 
railroads, etc.). Refineries of the future must adapt to new 
technologies, especially by computerization of the whole 
industry. Factors that affect new and future refineries over 
time are finances, technology, people/organization, busi-
ness, and environment. The refinery business has been 
always a global business (with total of ~$125 billion), 
and refineries are in competition worldwide. Regardless 
of government regulations, future refineries should have 
safe operations with fewer explosions, fires, spills, etc. as 
well as fewer environmentally undesirable emissions. A 
refinery should also meet the future environmental plan, 
and it should be economical. As the business, process, and 
equipment models advance in coming years we can manage 
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the market, plant, and organization. For a refinery to be 
competitive in the 21st century it must develop programs 
for new technologies in the most cost-effective way. The key 
should be training, planning, and implementation [103].

Major companies are faced with swift changes in the 
business environment and toward the international and 
global market. Information technology plays a key role 
because it represents a real answer to companies’ and orga-
nizations’ needs for operational efficiency and high-quality 
products. Information technology can provide solutions to 
companies’ technological and product needs. Environmen-
tal, health, and safety regulations have increased refinery 
capital costs in the United States by nearly 50 %, giving 
advantage to those refineries located in countries without 
strict regulations [104].

Although the current prices of gasoline and other middle 
distillates are 50–60 % higher than crude oil prices, the 
price of some petrochemicals such as p-xylene or petroleum 
resins are approximately 3 times that of crude prices. This 
suggests that future refineries may be used to produce more 
petrochemicals and feedstocks rather than fuels for vehi-
cles. Integration of refineries and petrochemicals is also an 
attractive objective being considered by some companies to 
add more value to crude and return on investments. Despite 
the current world economy slowdown and drop in oil prices, 
the price of hydrocarbons (oil and gas) will increase in the 
future. Some of the major gas-producing countries (Russia, 
Iran, Qatar, and Algeria) are in negotiations to form a car-
tel similar to OPEC (Organization of Petroleum Exporting 
Countries) to have better control of the world hydrocarbon 
market. Oil demand is expected to increase at an annual 
rate of approximately 1.5 % in the coming years, and this 
requires an increase in refining capacity of approximately 
10–12 million bbl/year by 2015. With limited oil reserves, it 
is expected that the processing of other types of hydrocar-
bon fuels such as natural gas, heavy oil, extra-heavy non-
conventional oils such as oil shale and oil sand (tar sand 
or bituminous sand), and coal will increase in the future to 
complement the conventional crude oil supply. At the same 
time, many governments in industrialized countries encour-
aged by recent high oil prices are taking some bold actions 
to make more use of other forms of energy produced from 
nuclear, wind, solar, and hydro sources in addition to bio-
material resources. However, within the next few decades 
contribution of wind and solar renewable energies will 
remain less than 3 % of world energy consumption. Another 
scenario in less dependency on fossil fuels will be the devel-
opment of new technologies in the automobile industry. 
Some automaker companies in the United States and China 
encouraged by high oil prices are working toward the man-
ufacture of electric cars. It is expected that China’s BYD 
company, located in Shenzhen (South China), will launch 
its first electric cars into the U.S. market by 2013. These 
cars (EVs) are priced at approximately $22,000 and will 
work using batteries that are charged by an AC adapter in 
seven hours. These batteries can run the cars up to 60 miles 
(~100 km) and have a small gasoline engine backup. China 
has given strong support for the use of electric vehicles but 
the safety of the batteries used in such vehicles remain of 
major concern to users.

In this century, the main growth in petroleum refin-
ing and petrochemicals will be concentrated in Asia and 

the Pacific, particularly China and India, with their rapid 
economic development and rising demand; the Middle 
East with its huge oil and gas reserves; and the countries 
of the former Soviet Union, especially Azerbaijan, Turk-
menistan, and Kazakhstan. The major challenges of the 
global refining industry can be summarized as more deep 
conversion technologies, regulations (product quality and 
environmental standards), and changes in the market 
with the Asia/Pacific region. Therefore, the potential areas 
for refining growth are processing effectively heavier 
and sourer crude and concurrent integration of different 
refinery streams. In the market, sweeter crude oil from 
the North Sea will be replaced with more sour crude from 
the Middle East. The refining industries in the Middle 
East, South and Central Americas, Eastern Europe, and 
the former Soviet Union need major investments to meet 
the challenges of environmental requirements. Worldwide 
petroleum refining industry margins are minimal, and the 
low margins are attributed to the steadily increasing cost 
of feedstocks and weaker product costs. The sectors of 
international oil companies that are able to balance losses 
are on the downstream side with petrochemical profits. 
Applications of information technology and company 
movement toward an information-based organization are 
seen as keys to profitability and survival. Technical and 
engineering documentation is one of the key assets in the 
refining industry. Refineries are entities within major oil 
companies, and the strategies come from the oil company 
headquarters and not from refinery management. The 
optimized planning results determine the refinery’s objec-
tives and production plans. Computer simulation may be 
used to monitor the environment surrounding the refinery 
and to detect, control, and prevent any potential critical 
situation [104].

Another scenario sparked by surging oil, a dramatic 
rise in the value of old plastic, is encouraging waste com-
panies across the world to dig for buried riches in rotting 
rubbish dumps. Long a symbol of humanity’s throwaway 
culture, existing landfill sites are now being viewed as 
mines of potential, which as the world population grows 
could also help reinforce the planet’s dwindling natural 
resources. Over many decades there has been a policy of 
burying whatever we can in a landfill site; therefore, there 
are valuable resources in those sites. And wherever there 
are valuable resources, there is always the temptation 
to investigate if it is worth recovering them. The logic is 
sound, but the practicalities are complex, and one has to 
balance those out with the commercial viability according 
to experts in the field [105].

33.8  cONcluDiNG remarks
Most of what has been discussed in this chapter is well 
known—the vast majority of the fuels presented were 
available dating back at least 50 years. The deciding fac-
tors that led to the environmental issues were mostly 
man-made. However, awareness of what the appropriate 
actions were was limited. In the 21st century we already 
have plenty of pollution or global warming (because of 
the greenhouse gas emissions) and still we are looking for 
 better-quality energy fuel. Oil will still remain the princi-
pal source of liquid motor fuel for a long time. Fossil-fuel 
refining technologies are currently on the boom toward 
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heavy or extra-heavy (bitumen) petroleum. The superior 
process technologies, catalyst formulations, and their 
combined effect on product selectivity and on clean fuel 
are the prime goals for refiners to achieve, which may 
compensate to some extent for the effect of crude oil 
prices compared with alternative fuels. The development 
of process technologies for upgrading heavy feeds will 
be necessary in view of the growing demand of lighter 
fractions and the increasing need for new-generation 
processes. Catalytic conversion of heavy feeds is in strong 
competition with thermal and other alternative fuel 
 processes.

Moreover, approximately 20 years ago the scenario of 
fossil fuel reserves running out encouraged governments to 
promote alternative energy resources (e.g., biomass, fuel 
cells, and hydrogen fuels) that decrease exhaust emission 
gas. The share of gas will gradually increase, and hydrogen 
is proposed to play an important part as an energy carrier 
whereas the use of biomass will develop, but at a modest 
level. New techniques for testing are being developed for 
fossil gases, along with their consequences such as GTL, 
BTL, and even CTL, with a view to cutting costs and pro-
viding better environmental concerns. Biofuel corresponds 
to a small but substantial way of breaking total reliance 
on fossil fuels. It is environmentally friendly because its 
combustion emission gases are nontoxic and extremely 
biodegradable.

The petroleum (both oil and gas) industry is a complex 
industry and is becoming even more complex than before 
with respect to environmental and economical constraints. 
In addition, the amount of oil and gas remaining in reserves 
is decreasing faster than before as demand is increasing 
and resources are diminishing. In summary, refineries of 
the future will be more technology-based industries with 
more valuable products. The objective of this book was to 
provide a new resource covering all subjects of importance 
for those who are involved in this industry. However, the 
data presented on the amount of oil and gas reserves vary 
from one source to another, but they provide us a gen-
eral picture of how many hydrocarbon resources remain 
or how long they will last. This book presented the most 
recent advances and data regarding processing techniques, 
economic issues, environmental considerations, product 
quality and specifications, market demand and forecasting, 
management of the industry, and international import/export 
and regulations by experts in the field. In addition, alterna-
tive and possible future forms of fuel (i.e., hydrogen and 
biofuels) and their manufacturing and economy were also 
discussed. We hope this reference will contribute to the 
main goal of the industry to use the remaining hydrocar-
bon resources in the most economical and environmentally 
sound ways.

reFereNces
[1] Ancheyta, J., and Speight, J.G., Eds., Hydroprocessing of Heavy 

Oils and Residua, Taylor & Francis, New York, 2007.
[2] Furimsky, E., “Catalyst for Upgrading Heavy Petroleum 

Feeds,” in Studies Surface Science and Catalysis, Vol. 169, 
Elsevier, New York, 2007.

[3] “Price Records, Violence and Dollar Weakness,” Oil &  Energy 
Trend, Vol. 33 (4), 2008, http://onlinelibrary.wiley.com/ journal/
10.1111/(ISSN)1744-7992/issues.

[4] “World Energy Outlook, 2008,” http://www.iea.org/textbase/
nppdf/free/2008/weo2008.pdf.

[5] Zhang, F., Fan, X., and Ding, J., “Field Experiment of Enhanc-
ing Heavy Oil Recovery by Cyclic Fuel Gas Injection,” in 
Proceedings of the International Oil and Gas Conference and 
Exhibition in China, IOGCEC, 2000, pp. 527–535.

[6] Davies, R., “Gas to Liquids (Fischer Tropsch Diesel) Supply 
and Economics,” paper presented at the Shell Gas and Power 
Alternative Diesel Fuels Symposium, August 19–20, 2003. 

[7] Rahimpour, M.R., and Elekaei, H., “A Comparative Study 
of Combination of Fischer-Tropsch Synthesis Reactors with 
Hydrogen-Perm Selective Membrane in GTL Technology,” Fuel 
Process. Technol., Vol. 90, 2009, pp. 747–761.

[8] van Vliet, O.P.R., Faaij, A.P.C., and Turkenburg, W.C., “Fischer-
Tropsch Diesel Production in a Well-to-Wheel Perspective: 
A Carbon, Energy Flow and Cost Analysis,” Energy Convers. 
Manage., Vol. 50, 2009, pp. 855–876.

[9] Henrich, E., Dahmen, N., and Dinjus, E., “Cost Estimate for 
Biosynfuel Production via Biosyncrude Gasification,” Biofu-
els, Bioproducts, Biorefining, Vol. 3, 2009, pp. 28–41.

[10] U.S. Energy Information Administration, “Petroleum 
and Other Liquids,” 2008, http://www.eia.doe.gov/oil_gas/ 
petroleum/info_glance/petroleum.html. 

[11] U.S. Department of Energy (DOE), Clean Cities Alternative 
Fuel Price Report: Energy Efficiency and Renewable Energy, 
DOE, Washington, DC, 2007, http://www.afdc.energy.gov/afdc.

[12] Bauer, G., De Natura Fossilium, translated 1955, M.C. Bandy 
and J.A. Bandy, Trans., Mineralogical Society of America, New 
York, 1546.

[13] Zayn, B., “The Oil Weapons,” Saudi Aramco World, January-
February, 1995, pp. 20–27.

[14] Riva, J.P. Jr., and Gordon, I.A., “Petroleum,” Encyclopedia 
Britannica (accessed June 30, 2008).

[15] de la Rue du Can, S., and Price, L., “Sectoral Trends in Global 
Energy Use and Greenhouse Gas Emissions,” Energy Policy, 
Vol. 36, 2008, pp. 1386–1403.

[16] Starr, C., Searl, M.F., and Alpert, S., “Energy Sources: A 
Realistic Outlook,” Science, Vol. 256, 1992, pp. 981–987.

[17] Lovejoy, D., “Some Current Trends in Renewable Energy 
for Developing Countries,” Renewable Energy, Vol. 5, 1994, 
pp. 215–224.

[18] Bowman, M., Hilligoss, D., Rasmussen, S., and Thomas, R., 
“Bio-diesel: A Renewable and Biodegradable Fuel,” Hydrocar-
bon Processing, February, 2006, pp. 103–106.

[19] Yang, C.W., Hwang, M.J., and Huang, B.N., “An Analysis of Fac-
tors Affecting Price Volatility of the US Oil Market,” Energy 
Econ., Vol. 24, 2002, pp. 107–119.

[20] Awerbuch, S., and Sauter, R., “Exploiting the Oil-GDP Effect 
to Support Renewables Deployment,” Energy Policy, Vol. 34, 
2006, pp. 2805–2819.

[21] Menegaki, A., “Valuation for Renewable Energy: A Com-
parative Review,” Renew. Sustain. Energy Rev., Vol. 12, 2008, 
pp. 2422–2437.

[22] Aguilera, R.F., and Aguilera, R., “Assessing the Past,  Present, 
and Near Future of the Global Energy Market,” J. Petrol. 
 Technol., Vol. 60, 2008, pp. 36–39.

[23] Odell, P. R., “Global Energy Market in the Long Term: The Con-
tinuing Dominance of Affordable Non-Renewable Resources,” 
Energy Explor. Exploit., Vol. 18, 2000, pp. 131–145.

[24] Asche, F., Gjlberg, O., and Völker, T., “Price Relationships in 
the Petroleum Market: An Analysis of Crude Oil and Refined 
Product Prices,” Energy Econ., Vol. 25, 2003, pp. 289–301.

[25] Riazi, M.R., Characterization and Properties of Petroleum Frac-
tions, 1st ed., ASTM International, West Conshohocken, PA, 
2005.

[26] Speight, J.G., The Chemistry and Technology of Petroleum, 4th ed., 
CRC Taylor & Francis Group, Boca Raton, FL, 2006.

[27] Ancheyta J., Trejo, F., and Rana M.S., Asphaltenes: Chemical 
Transformation during Hydroprocessing of Heavy Oils, Taylor 
& Francis, New York, 2009.

[28] Dickie, J.P., and Yen, T.F., “Macrostructures of the Asphaltic 
Fractions by Various Instrumental Methods,” Anal. Chem., 
Vol. 39, 1967, pp. 1847–1852.

[29] Tynan, E.C., and Yen, T.F., “General Purpose Computer Program 
for Exact ESR Spectrum Calculations with Applications to Vana-
dium Chelates,” J. Magn. Reson., Vol. 3, 1970, pp. 327–335.

AST-MNL58-11-0801-033.indd   797 3/12/13   4:19 PM

 

http://onlinelibrary.wiley.com/�journal/10.1111/(ISSN)1744-7992/issues
http://onlinelibrary.wiley.com/�journal/10.1111/(ISSN)1744-7992/issues
http://www.iea.org/textbase/nppdf/free/2008/weo2008.pdf
http://www.eia.doe.gov/oil_gas/petroleum/info_glance/petroleum.html
http://www.afdc.energy.gov/afdc
http://www.iea.org/textbase/nppdf/free/2008/weo2008.pdf
http://www.eia.doe.gov/oil_gas/petroleum/info_glance/petroleum.html


798	 PetrOleum reFiNiNG aND Natural Gas PrOcessiNG

[30] Merdrignac, I., and Espinat, D., “Physicochemical Character-
ization of Petroleum Fractions: The State of the Art,” Oil Gas 
Sci. Technol., Vol. 62, 2007, pp. 7–32.

[31] Ancheyta, J., Rana, M.S., and Furimsky, E., “Hydroprocessing 
of Heavy Petroleum Feeds: Tutorial,” Catal. Today, Vol. 109, 
2005, pp. 3–15. 

[32] Rana, M.S., Maity, S.K., and Ancheyta, J., “Maya Heavy Crude 
Oil Hydroprocessing Catalysts,” in Hydroprocessing of Heavy 
Oil and Residua, J. Ancheyta and J.G. Speight, Eds., Taylor & 
Francis, New York, 2007, pp. 191–238.

[33] Ramírez, J., Rana, M.S., and Ancheyta, J., “Characteristics of 
Heavy Oil Hydroprocessing Catalysts,” in Hydroprocessing of 
Heavy Oils and Residua, J. Ancheyta and J.G. Speight, Eds., 
Taylor & Francis, New York, 2007, pp. 121–190.

[34] Ancheyta, J., and Rana, M.S., “Future Technology in Heavy Oil 
Processing,” in Encyclopedia of Life Support Systems (EOLSS), 
Eolss Publishers, Oxford, UK, 2008.

[35] Ancheyta, J., “Reactors for Hydroprocessing,” in Hydropro-
cessing of Heavy Oils and Residua, J. Ancheyta and J.G. Spei-
ght, Eds., Taylor & Francis, New York, 2007, pp. 71–120. 

[36] Rana, M.S., Samano, V., Ancheyta, J., and Diaz, J.A.I., “A 
Review of Recent Advances on Process Technologies for 
Upgrading of Heavy Oils and Residua,” Fuel, Vol. 86, 2007, 
pp. 1216–1231.

[37] Russell, G., “A Famed Dry Hole Gets a Second Shot,” Wall 
Street Journal, July 21, 2008, pp. B1–B2.

[38] Kurimura, H., Rochelle, G.T., and Sepehrnoori, K., “Expert 
System to Select Acid Gas Treating Processes for Natural Gas 
Processing Plants,” Gas Separ. Purif., Vol. 7, 1993, pp. 151–158.

[39] Ohlrogge, K., Wind, J., and Brinkmann, T., “Membrane Tech-
nology for Natural Gas Processing,” in SPE Proceedings—
Gas Technology Symposium, April 30–May 2, 2002, Calgary, 
Canada, pp. 63–68.

[40] Baker, R.W., and Lokhandwala, K., “Natural Gas Processing 
with Membranes: An Overview,” Ind. Eng. Chem. Res., Vol. 47, 
pp. 2109–2121.

[41] Fischer, F., and Tropsch, H., “Über die Reduktion des 
Kohlenoxyds zu Methan am Eisenkontakt under Druck,” 
Brennstoff-Chemie, Vol. 4, 1923, pp. 193–197.

[42] Fischer, F., and Tropsch, H., German patent 484,337, July 22, 
1925.

[43] de Klerk, A., “Fischer-Tropsch Refining: Technology Selection to 
Match Molecules,” Green Chem., Vol. 10, 2008, pp. 1249–1279.

[44] de Klerk, A., “Can Coal-to-Liquids Be Clean? Improvements 
in Carbon Efficiency That Are Paving the Way,” presented at the 
Golden Research Conferences on Green Chemistry, August 3–8, 
2008, Bates College, Lewiston, ME.

[45] Bromfield, T.C., and Vosloo, A.C., “Recent Advances in the 
Development of Fischer-Tropsch Catalysts at Sasol,” presented 
at the Macromolecular Symposia, No. 193, 2003, pp. 29–34.

[46] Dry, M.E., “The Fischer-Tropsch Process: 1950-2000,” Catal. 
Today, Vol. 71, 2002, pp. 227–241.

[47] Lee, W., Maziuk, J., Weekman V.W. Jr., and Yurchak, S., “Mobil 
Methanol-to-Gasoline Process,” Chem. Eng. Mono., Vol. 10, 
1979, pp. 171–190.

[48] Marcilly, C., “Present Status and Future Trends in Catalysis 
for Refining and Petrochemicals,” J. Catal., Vol. 216, 2003, 
pp. 47–62.

[49] Trejo, F., Rana, M.S., and Ancheyta, J., “Thermogravimet-
ric Determination of Coke from Asphaltenes, Resins and 
Sediments and Coking Kinetics of Heavy Crude Asphaltenes,” 
Catalysis Today, Vol. 150, 2010, pp. 272–278.

[50] Courty, Ph., Chaumette, P., and Raimbault, C., “Synthetic or 
Reformulated Fuels: A Challenge for Catalysis,” Oil Gas Sci. 
Technol., Vol. 54, 1999, pp. 357–363.

[51] Lifschultz, D.K., “Heavy Oil Upgrading Enhances Prof-
it Streams,” American Oil and Gas Reporter, January, 2006, 
pp. 135–141, http://www.genoil.net/GHU_story.htm.

[52] Headwaters Heavy Oil, “HCAT™ Technology: Innovative 
Process & Catalyst for Heavy Oil Upgrading,” http://www. 
htigrp.com/data/upfiles/pdf/HCAT%206.07.pdf.

[53] Veith, E.J., “Performance of a Heavy-to-Light Crude Oil Upgrad-
ing Process,” J. Petrol. Technol., December, 2007, pp.  48–53, 

http://www.ivanhoeenergy.com/index.php?page=htl_process_
overview.

[54] Ancheyta, J., Betancourt, G., Marroquin, G., Centeno, G., 
Muñoz, J.A.D., and Alonso F., Process for the Catalytic 
Hydrotreatment of Heavy Hydrocarbons of Petroleum, U.S. 
2007187294 (Appl. number US20030563577 20030709), 2007.

[55] Chevron, “Isocracking,” http://www.chevron.com/products/
sitelets/refiningtechnology/isocracking_2a.aspx.

[56] Toulhoat, H., Hudebine, D., Raybaud, P., Guillaume, D., and 
Kressmann S., “Thermidor: A New Model for Combined 
Simulation of Operations and Optimization of Catalysts in 
Residues Hydroprocessing Units,” Catalysis Today, Vol. 109 
(1–4), 2005, pp. 135–153.

[57] Stanislaus, A., Marafi, A., and Rana, M.S., “Recent Advances 
in the Science and Technology of Ultra Low Sulfur Diesel 
(ULSD) Production,” Catalysis Today, Vol 153, 2010, pp. 1–68.

[58] Schobert, H.H., and Song, C., “Chemicals and Materials from 
Coal in the 21st Century,” Fuel, Vol. 81, 2002, pp. 15–32.

[59] ENI Innovation and Technology: Total Conversion of the 
Barrel, http://www.eni.com/en_IT/innovation-technology/ 
technological-answers/total-conversion-barrel/total- 
conversion-barrel.shtml.

[60] Topsøe, H., Clausen, B.S., and Massoth, F.E., Hydrotreating 
Catalysis Science and Technology, Vol. 11, J.R. Anderson and 
M. Boudart, Eds., Springer-Verlag, Berlin, 1996.

[61] Pappal, D.A., Plantenga, F.L., Tracy, W.J., Bradway, R.A., 
Chitnis, G., and Lewis, W.E., “Stellar Improvement in Hydro-
processing Catalyst Activity,” presented at the NPRA, Annual 
Meeting, March 23–25, 2003, San Antonio, TX.

[62] Mayo, S., Brevoord, E., Gerritsen, L., and Plantenga, F., “Pro-
cess Ultra-Low Sulfur Diesel,” Hydrocarbon Process., Vol. 80, 
2001, p. 84-A.

[63] Mayo, S., Plantenga, F., Leliveld, B., and Miyauchi, Y.A., 
“Elegant Solutions for Ultra Low Sulfur Diesel,” in Proceed-
ings of the NPRA 2001 Annual Meeting, March 18–20, 2001, 
New Orleans, LA, Paper AM-01-09.

[64] Topsoe, H., Knudsen, K.G., Skyum, L., and Copper, B.H., 
“ULSD with BRIM Catalyst Technology,” in Proceedings of the 
NPRA 2005 Annual Meeting, March 13–15, 2005, San Fran-
cisco, CA,  pp. 16–21.

[65] Oliveira, A.C., “The Energy Shift: Towards a Renewable 
Future,” Int. J. Low Carbon Technol., Vol. 2, 2002, pp. 289–299.

[66] Pimentel, D., “Limits of Biomass Utilization,” in Encyclopedia 
of Physical Science and Technology, New York: Academic Press, 
2002, pp. 159–171.

[67] Keeney, D.R., and DeLuca, T.H., “Biomass as an Energy 
Source for the Midwestern U.S.” Am. J. Alt. Ag., Vol. 7, 1992, 
pp. 137–143.

[68] Crutzen, P.J., Mosier, A.R., Smith, K.A., and Winiwarter W., 
“N2O Release from Agro-Biofuel Production Negates Global 
Warming Reduction by Replacing Fossil Fuels,” Atmos. Chem. 
Phys., Vol. 8, 2008, pp. 389–395.

[69] Bullis, K., “Large-Scale, Cheap Solar Electricity,” Technology 
Review (Published by MIT), June 23, 2006.

[70] “Hydrocarbon Processing,” May 1, 2006, 85(5), pp. 38. (Per-
storp Oxo Uses Axens Biodiesel Technology, Focus on Cata-
lysts, 7, July 2006, pp. 5.)

[71] Hearn K., “Ethanol Production Could Be Eco-Disaster, Brazil’s 
Critics Say,” National Geographic News, February 8, 2007.

[72] Roach J., “Global Warming ‘Very Likely’ Caused by Humans, 
World Climate Experts Say,” National Geographic News, Feb-
ruary 2, 2007.

[73] Gallezot, P., “Process Options for the Catalytic Conversion of 
Renewables into Bio-products,” in Catalysis for Renewables 
From Feedstock to Energy Production, G. Centi and R.A. van 
Santen, Eds., Wiley-VCH, Weinheim, Germany, 2007.

[74] Huber, G.W., Iborra, S., and Corma, A., “Synthesis of Trans-
portation Fuels from Biomass: Chemistry, Catalysts, and Engi-
neering,” Chem. Rev. 2006, Vol. 106, pp. 4044–4098.

[75] Bradshaw, C.J.A., Sodhi, N.S., Peh, K.S.-H., and Brook, B.W., 
“Global Evidence That Deforestation Amplifies Flood Risk 
and Severity in the Developing World,” Global Change Biol., 
2007, Vol. 13, pp. 2379–2395.

AST-MNL58-11-0801-033.indd   798 3/12/13   4:19 PM

 

http://www.genoil.net/GHU_story.htm
http://www.�htigrp.com/data/upfiles/pdf/HCAT%206.07.pdf
http://www.�htigrp.com/data/upfiles/pdf/HCAT%206.07.pdf
http://www.ivanhoeenergy.com/index.php?page=htl_process_overview
http://www.chevron.com/products/sitelets/refiningtechnology/isocracking_2a.aspx
http://www.eni.com/en_IT/innovation-technology/�technological-answers/total-conversion-barrel/total-�conversion-barrel.shtml
http://www.eni.com/en_IT/innovation-technology/�technological-answers/total-conversion-barrel/total-�conversion-barrel.shtml
http://www.eni.com/en_IT/innovation-technology/�technological-answers/total-conversion-barrel/total-�conversion-barrel.shtml
http://www.ivanhoeenergy.com/index.php?page=htl_process_overview
http://www.chevron.com/products/sitelets/refiningtechnology/isocracking_2a.aspx


	 CHAPTER	33					n					Future DirectiONs iN PetrOleum aND Natural Gas reFiNiNG	 799

[76] Haber, W., “Energy, Food, and Land—The Ecological Traps 
of Humankind,” Environ. Sci. Pollut. Res., Vol. 14, 2007, 
pp. 359–365.

[77] Borlaug, N., “Feeding a Hungry World,” Science, Vol. 318, 2007, 
p. 359.

[78] Shapouri, H., Duffield, J.A., and Wang, M., “The Energy Bal-
ance of Corn Ethanol: An Update, United States Department of 
Agriculture,” Agricultural Economic Report Number 813, U.S. 
Department of Agriculture, Washington, DC, 2002.

[79] Ho, S.P., “Global Warming Impact of Ethanol Versus Gaso-
line,” presented at the 1989 National Conference, “Clean Air 
Issues and America’s Motor Fuel Business,” Washington DC, 
October, 1989.

[80] Pimentel, D., “Ethanol Fuels: Energy Security, Economics, and 
the Environment,” J. Ag. Environ. Ethics, Vol 4, 1991, pp. 1–13.

[81] Keeney, D.R., and DeLuca, T.H., “Biomass as an Energy 
Source for the Midwestern U.S,” Am. J. Alt. Ag., Vol. 7, 1992, 
pp. 137–143.

[82] Cascone, R., “Bio-Fuels: What Is Beyond Ethanol and Biodie-
sel?” Hydrocarbon Processing, September, 2007, pp. 95–109.

[83] Mohamed, M.S., “Modified Hybrid Power Cycle for Better 
Efficiency and Less Pollution Levels,” J. Eng. Appl. Sci., Vol. 
48, 2001, pp. 309–328.

[84] Zhao, H., and Burke, A.F., “Optimization of Fuel Cell System 
Operating Conditions for Fuel Cell Vehicles,” J. Power Sources, 
Vol. 186, 2009, pp. 408–416.

[85] Mueller, F., Jabbari, F., and Brouwer, J., “On the Intrinsic 
Transient Capability and Limitations of Solid Oxide Fuel Cell 
Systems,” J. Power Sources, Vol. 187, 2009, pp. 452–460.

[86] Birkle, S., Kircher, R., Nolscher, C., and Voigt, H., “Electric 
Drives. Toward a Cost-Effective Alternative to the Internal 
Combustion Engine,” Siemens Rev., Vol. 61, 1994, pp. 27–32.

[87] Awerbuch, S., “Investing in Photovoltaics: Risk, Accounting 
and the Value of New Technology,” Energy Policy, Vol. 28, 
2000, pp. 1023–1035.

[88] Awerbuch, S., Carayannis, E., and Preston, A., “The Virtual 
Utility: Some Introductory Thoughts on Accounting, Learn-
ing and the Valuation of Radical Innovation,” in The Virtual 
Utility: Accounting Technology and the Emerging Industry, S. 
Awerbuch  and A. Preston, Eds., Kluwer Academic Publishers, 
Boston, 1997.

[89] Borg, X., “Aquafuel™ Generator,” Blaze Labs Research, 
http://www.blazelabs.com/n-aquagen.asp.

[90] Universal Oil Products, Inc. (UOP), Des Plaines, IL, 2008, 
http://www.uop.com/processing-solutions/refining/.

[91] Universal Oil Products, Inc. (UOP), Seminar Presentations, 
Kuwait, November 19, 2005, http://www.uop.com/middle-

east-lpg-growth-driving-petrochemical-developments- 
region/.

[92] Poparad, A., Ellis, B., Glover, B., and Metro, S., “Reforming 
Solutions for Improved Profits in an Up-Down World,” in 
Proceedings of the NPRA 2011 Annual Meeting, March 24, 
2011, San Antonio, Paper AM-11-59.

[93] Al-Khattaf, S., Akhtar, M.N., Odedairo, T., Aitani, A., Tukur, 
N.M., Kubu, M., Musilova-Pavlackova, Z., and Cejka, J., 
“Catalytic Transformation of Methyl Benzenes over Zeolite 
Catalysts,” Applied Catalysis A: Gen.l 394, 2011, pp. 176–190.

[94] Chemical Market Associates, Inc. (CMAI), Houston, TX, 
2008, http://www.cmaiglobal.com.

[95] Rhodes, A.K., “Dutch Refinery Nears Completion of 
Major  Renovation,” Oil & Gas Journal, March 17, 1997, 
pp. 60–67.

[96] Gnanapragasam, N., Reddy, B., and Rosen, M., “Reducing 
CO2 Emissions for an IGCC Power Generation System: Effect 
of Variations in Gasifier and System Operating Conditions,” 
Energy Convers. Manage., Vol. 50, 2009, pp. 1915–1923.

[97] Schmoe, L. A., Tam, S. S., Walters, A. B., and Weber, W., 
“Enhancement of IGCC through Clean By-Product Fuel 
Coproduction,” in Proceedings of the American Power Confer-
ence, Vol. 53, 1991, pp. 726–731.

[98] Akimoto, K., Tomoda, T., and Fujii, Y., “Development of a 
Mixed Integer Programming Model for Technology Develop-
ment Strategy and Its Application to IGCC Technologies,” 
Energy, Vol. 30, 2005, pp. 1176–1191.

[99] Dercy J., “New Technology Appears to Perform Several Pro-
cesses in One Step,” Oil & Gas Journal, Vol. 95, March 17, 
1997, pp. 80–84.

[100] Fu, A., Hunt, D., Boonilla, J.A., and Batachari, A., “Deep Cata-
lytic Cracking Plant Produces Propylene in Thailand,” Oil & 
Gas Journal, June 12, 1998, pp. 49–52.

[101] Bullerdiek, E.A., and Hobbs, J.W., “Advanced Controls 
Pay Out in 6 Weeks at Texas Refinery,” Oil & Gas Journal, 
 September 19, 1995, pp. 46–52.

[102] Carroll, P.G., “How Oil Companies Must Adapt to Survive in 
2000 and Beyond,” Oil & Gas Journal, November 20, 1995, 
pp. 34–36.

[103] Riazi, M.R., and Roomi, Y.A., “General Refinery Knowledge,” 
Booknote Materials Prepared for an Industrial Course, Kuwait 
National Petroleum Company (KNPC), Kuwait, 2001.

[104] An introductory note by Infopetroleum, Chapter 15 of 
“General Refinery Knowledge” of reference [9].

[105] Al-Salem, S.M., Lettieri, P., and Baeyens, J., 2009, “Recy-
cling and Recovery Routes of Plastic Solid Waste (PSW): A 
Review,” Waste Management, Vol. 29, 2009, pp. 2625–2643.

AST-MNL58-11-0801-033.indd   799 3/12/13   4:19 PM

 

http://www.blazelabs.com/n-aquagen.asp
http://www.uop.com/processing-solutions/refining
http://www.uop.com/middle-east-lpg-growth-driving-petrochemical-developments-�region
http://www.uop.com/middle-east-lpg-growth-driving-petrochemical-developments-�region
http://www.uop.com/middle-east-lpg-growth-driving-petrochemical-developments-�region
http://www.cmaiglobal.com


AST-MNL58-11-0801-033.indd   800 3/12/13   4:19 PM

 



A
abnormal situation management (ASM), 724
absorption, 108, 205–206, 254, 292, 323 (figure)
absorption process, 292
acid, 161, 163, 167. See also specific acids
acid corrosion, 440. See also naphthenic acid corrosion
acid dew point, 336
acid gas, 250, 252–254
acid rain, 712 (table)
acid sites, 229–230
active matrix, 146–147
activity-based management (ABM), 739–740, 740 (figure)
additives

fluid catalytic cracking (FCC), 149 (figure), 149–152
fuel, 476–477
gasoline, 476
See also specific additives

Advanced Energy Initiative, 756
advanced process control (APC), 13, 362–364, 375, 689, 

744. See also instrumentation; process control
advisory system, 391 (figure)
Africa

crude oil reserves of, 43, 43 (figure), 45 (figure), 46
energy sources and, 770 (table)
natural gas and, 48, 48 (figure), 50 (figure), 51 

(figure), 64–65
oil imports and, 774 (table)
refining in, 68–69, 609 (table), 612 (table), 613 (table)
See also specific countries

agricultural feedstock, 752, 754–755, 759–760, 762 (table), 
763

agricultural land-use, 751, 752, 766
air cooled exchangers, 328–229, 330 (table)
air fin fan coolers, 413
air grid, 142–143, 143 (figure)
Albermarle technology, 231–232, 232 (table), 234 (table)
algorithms

genetic, 537, 678–682
optimization, 483
See also computer-aided process operations; 

mathematical methods
alignment, 397–399, 398 (figure), 399 (figure)
alkaline stress corrosion cracking (SCC), 443
alkanes, 21–22, 22 (figure), 80 (figure), 86 (figure),159
alkenes, 22
AlkyClean™ process, 212, 213, 237 (table)
alkylation, 103, 113–114, 114 (figure), 115 (figure), 121 

(table), 626 (table), 628
alkylbenzenes, 86 (figure)
alkylbenzothiophene, 198
alkylcylopentanes, 86 (figure)
Alkylene™ process, 114, 210–213, 211 (figure), 212 

( figure), 212 (table), 237 (table)
alkylthinophenes, 198, 200
alloy analysis, 409
alloy N04400, 438
alternative energy, 769. See also biofuels; ethanol; specific 

sources

alumina 
Al

203, 154, 224
γ-alumina, 236
catalyst technology and, 229–230, 246

American Gas Association (AGA), 558
American Petroleum Institute (API), 80, 89 105 (table), 

562–563, 714. See also specific API standards
American Petroleum Institute (API) gravity, 26, 773 

( figure)
American Society of Mechanical Engineers (ASME) 

 standards, 550, 551, 561
American Society for Testing and Materials (ASTM), 88. 

See also specific ASTM standards
amine, 74, 252–254, 253 (figure)
amine sweetening unit, 75 (figure)
ammonium corrosion, 440
ammonium chloride salts (NH4Cl), 437
amorphous oxide, 163
angular misalignment, 398 (figure)
antiknock compounds, 476
aniline point, 86
anti-icing additives, 476
anode coke, 117
antifriction bearings, 395
APCI single mixed refrigerant process, 268
AP-X® process, 264, 265 (figure)
aquafuel technology, 793–794
aqueous effluents, 702 (table), 703, 704–705 (table), 808 

(figure)
area target setting, 663
aromatics, 22–23, 23 (figure), 30, 203, 462 (table), 

474, 777–780. See also monoaromatic hydrocarbons; 
polyaromatic hydrocarbons (PAHs)

artificial neural nets (ANN), 388, 391, 391 (figure)
Asia

crude oil reserves of, 43, 43 (figure), 45 (figure), 46
diesel fuel quality and, 95
energy sources and, 770 (table)
natural gas and, 48 (figure), 50 (figure), 51 (figure), 65
oil imports and, 774 (table)
refining in, 58, 71, 72 (table), 609 (table), 612 (table), 

613 (table)
Aspen MBO (Multi-Blend Optimization), 694 (table)
Aspen PIMS (Process Industry Modeling System), 694 

(table)
Aspen Technologies, 694–695 (table)
Aspen XT, 694 (table)
asphalt, 29–30
asphaltene, 23 (figure), 60–61, 109, 179–180, 182 (table), 

777–780, 778 (table), 790 (figure)
Association Française de Narmalisation (AFNOR), 89
ASTM D975-09a, 95 (table)
ASTM D1655-07, 94 (table)
ASTM D2699, 460, 461
ASTM D7170, 460
ASTM subcommittees, 460
ASTM test methods, 457, 458–459 (table), 460–461, 462 

(table)

Index

801

AST-MNL58-11-0801-Index.indd   801 3/12/13   4:24 PM

 



802	 Index

Athabasca bitumen, 215 (figure), 216 (table)
atmospheric distillation, 4 (figure), 4 (table), 6, 7 (table), 8 

(table), 25–26, 61 (figure), 121 (table), 606 (table)
atmospheric emissions. See emissions; specific emissions
atmospheric residue (AR), 233 See also bottom-of-the-

barrel upgrading
atmospheric unit, 380
attrition index (AI), 153–154
Australia, 94 (table)
Auto Oil Programme, 92
automated control systems, 724–725
automatic tank gauging system (ATGS), 485
automation. See process automation
automation effectiveness index, 494–495
automation incentives, 516–519
autothermal reforming (ATR), 277–278, 278 (figure)
aviation fuel, 95 (table)
axial compressor, 346

b
backcasting, 660
backwashing filter, 351, 352
balanced scorecard, 735
baseload plants, 261–262
basis refinery production (BRP), 664–665
basket pricing, 588 (table)
batch distillation, 310–311
bearing fitting tool kit, 400
bearings, 395, 400
behavioral safety, 721
benchmarking, 733 (figure), 733–734
benefits model equation, 517
benzene, 22, 23, 103, 108, 109, 112, 113
best practice, 733 (table), 733–734, 734 (figure)
bias, 461, 479, 480 (figure)
binder pitch, 214
bioalcohols, 31
biobutanol, 759
bio-crudes, 764
biodiesel (FAME), 19 (table), 31, 54, 65–66, 66 (table),  

752
production of, 757 (table), 759–763, 760 (figure), 761 

(figure)
quality control and, 461
specifications of, 96, 98 (table), 762 (table)

bioethanol, 55, 754
biofuel, 31, 53, 26, 53–54, 747, 750 (figure), 752–753, 753 

(figure), 766, 776 (table)
demand for, 747–749, 749 (figure)
economics of, 746–766, 765 (figure)
production of, 54–55, 55 (table)
regional consumption of, 66 (figure), 66 (table)
sustainability and, 749–752
technology, 792–793, 794–795
for transportation, 753–754, 761 (table)
See also biodiesel; bioethanol; ethanol

biogas, 31 
biohydrogen routes, 292
biomass, 749, 751, 752, 763–764

characteristics of, 53–54, 776 (table)
technology, 792–793, 794–795
See also biodiesel; biofuel; agricultural feedstock

biorefineries, 18–19

biosolid waste, 702 (table), 703
bitumen reserves, 46, 177, 178 (figure)
black oils, 24, 25 (table), 26
blend equation, 483 (figure)
blend headers, 492–493
blend nonlinearity, 477–480
blend water, 758
blending, 6, 90–91, 120, 457–458, 523–529, 524 (table), 526 

(figure), 527 (figure), 528 (figure), 529 (figure)
biofuels and, 753, 754, 757–759
configurations, 474 (figure), 484 (table) 485 (figure)
instrumentation and, 485, 486 (figure), 486 (table)
models, 477–481, 480 (figure)
planning and, 491 (figure), 544
quality analysis and, 487 (figure)
scheduling, 691, 692, 693
system, 483–490, 484 (figure), 484 (table), 486 (figure), 

488 (figure), 489 (figure), 490 (figure)
variables, 482
See also fuel blending

block flow diagram, 276
BOG, 269, 270
boiler fuel, 214
boiler inspection, 427
boiling point, 4 (table), 6, 19 (table), 26, 27

n-alkanes and, 80 (figure)
properties of, 79, 86 (figure)
separation process and, 102

boil-off-gas (BOG), 256
bolt tensioners, 399
bonding systems, 404–405
boot, 344
Bohpal, India, 717–718
boroscopic/fiberoscopic inspection, 409
bottom-of-the-barrel upgrading, 233–237
box-type reformer, 240–241
Brazil, 754
breakdown maintenance, 393
breech lock exchanger, 413
bubble cap tray, 318
bucket and weir, 342, 344
bullet tank, 499
burns, 719–720
busbars, 403
business process, 732–733, 742, 743 (figure). See also 

 markets; process control; refining industry
butane, 21, 31, 115
butanol, 31
butene, 114. See also isobutene
byproducts, 8 (table), 19. See also petroleum coke; specific 

products

c
cables, 403
cake feed, 118, 119 (table)
calcinated coke, 98, 99 (table)
calculated cetane index (CCI), 86, 462 (table)
California Reformulated Gasoline specifications 

(CaRFGH), 92
California, 748–749
Canada, 46

crude oil and, 187 (table)
gasoline quality and, 93–94

AST-MNL58-11-0801-Index.indd   802 3/12/13   4:24 PM

 



	 Index	 803

heavy oil processing and, 191–192
refining in, 612 (figure)

Canadian tar sand bitumen, 783 (table)
capability assessment, 466 (figure)
capacity cost, 592
capacity creep, 601
capital expenditures (CAPEX), 563
carbon dioxide (CO2) emissions, 66, 712 (table), 713 

(table), 713, 714, 714 (table), 750–751, 775 (figure), 
775–776

biofuels and, 749, 751
sulfur and, 119

carbon monoxide, 719
carbon rejection, 9. See also solvent separation; thermal 

treatment
carbon residue (CR), 86–87
carbon steel, 446
carburization attack, 446–447
cartridge filter, 351, 352
catalyst slide valve, 137 (table)
catalyst, 1, 8, 9, 152, 236 (figure), 239 (figure), 245, 246

bottom-of-the-barrel upgrading and, 233–237
commercial, 164–165, 167–171, 168 (table), 226–227, 

230 (table), 241 (table)
conversion and, 72, 237
design, 147–149, 148 (figure)
desulfurization and, 64, 202–203, 225–227
fixed-bed reactors and, 189–190, 278
fluid catalytic cracking (FCC) and, 129, 142 (figure), 

144–149, 146 (figure), 147 (figure), 148 (figure)
hydrodesulfurization (HDS) and, 201, 206, 210, 213, 225 

(table), 225–230, 226 (figure), 226 (table), 244–245
hydrogen production and, 239–243
monitoring of, 152–153
properties of, 152 (table), 153–155, 154 (figure)
reforming, 385 (figure)
residuum hydrotreating and, 235 (figure), 235–237, 

237 (figure)
solid acid and, 237 (table), 237–239
supports and, 243–246
VGO hydrotreating and, 230–233
See also Co(Ni)-Al2O3; specific catalysts; zeolite

catalytic conversion, 72, 103, 121, 208 (figure). See also 
catalyst; desulfurization; fluid catalytic cracking (FCC); 
hydrodesulfurization; hydroprocessing; isomerization

catalytic cracking. See fluid catalytic cracking (FCC); 
hydrocracking; specific cracking methods

Catalytic Crude Upgrading (CCU™), 224
catalytic fixed-bed process. See fixed-bed process
catalytic hydrocracking. See hydrocracking
catalytic isomerization. See isomerizatiaon
catalytic pretreatment, 226–227, 227 (figure). See also fluid 

catalytic cracking pretreatment (FCC-PT)
catalytic reforming, 60, 102, 111–113, 113 (figure), 114 

(figure), 121 (table), 626 (table), 627. See also catalytic 
reforming unit (CRU)

catalytic reforming unit (CRU), 383–385
Catalytic Research Associated (CRA), 197
catalytic technology, 232 (table), 233, 380–385. See also 

specific processes; specific technology
catalytically cracked gasoline (CCG), 198–202, 198 (table), 

199 (table), 201 (figure)
hydrodesulfurization (HDS) and, 201–202, 227–228

caustic stress corrosion cracking (SCC), 442–443
caustic sodium hydroxide (NaOH), 442
Central America. See South and Central America
centralized control, 355
centrifugal compressor, 346, 348 (figure)
centrifugal pump, 348–350, 416 
cetane index (CI), 203
cetane number (CN), 86, 462 (table), 474–475
CFHT/HyC-10, 207 (table)
C/H ratio, 82
change management, 736 (table), 736–737
chargers, 405
Chemical Safety and Hazard Investigation Board (CSB), 

720, 722
Chen’s friction factor equation, 555
Chevron, 172, 189. See also ISOCRACKING
Chiba, 71, 217, 796
Chiyoda, 217–218
chloride stress corrosion cracking (SCC), 442
chloride, 440
chlorination, 161
chromatography, 82. See also specific types
civil maintenance, 407–408
cladded columns, 411
clathrates, 282
Claus process, 120–121
clay-based catalysts, 223
Cleveland Open Cup method, 84
Climate Challenge Programs, 714
Closed Tag method, 83–84
cloud point, 84–85, 85 (table) , 462 (table)
CO combustion promoter, 150–151, 152
Co/(Co+Mo) ratio, 225, 226 (figure)
coal, 5 (figure), 5, 23, 52–53, 763, 776 (table)

consumption of, 52–53, 54 (figure)
history of, 35
processing of, 76
production of, 54 (figure)

coal-bed methane (CBM), 42
cobalt, 226 (figure); hydrotreating and, 232
coke combustion, 131–132, 132 (figure); regeneration and, 

141–142
coke. See also petroleum coke; specific coke types
coke-laid-down catalyst, 152
coking refineries, 614, 615
coking, 117–119, 118 (table), 119 (table), 121 (table)

cost and, 626 (table)
delayed, 184–185, 184 (figure), 185 (table)
flexi-, 185
fluid, 185, 186 (table)
hydrodesulfurization and, 226–227, 227 (figure)
refineries, 614, 615

cold filter plugging point (CFPP), 462 (table)
Colebrook equation, 555, 557, 558, 559–560, 568
column commissioning, 319
column inspection, 411
combined reformer, 278
combustion, 150–151, 334–335
commercial catalyst. See catalyst, commercial
commercial scheduling, 544
commercial simulation, 322, 648 (figure)
commercial software, 641–643
Co-Mo/γ-Al

2O3, 225, 229 (figure)
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CoMoS phase, 229
companies. See refining companies
complex refineries, 613
complexity index, 625 (table)
compositional analysis, 81–83
compressed natural gas (CNG), 74, 279–281, 549–550
compressibility, 250, 260, 279
compressor, 345–348, 348 (figure), 569
compressor map, 347–348, 348 (figure)
computational approach, 636
computational fluid dynamics (CFD) model, 670
computer-aided process operations, 685, 686–696, 687 

(figure)
developments, 693
instrumentation for automation and, 686, 696–698
See also computer process control refining units; 

computer systems
computer process control refining units, 357–377, 376 

(table), 388–391
catalytic processing and, 380–385
coking, 386–387
hydrocracking and, 385–386
See also computer systems; computer systems

computer systems, 686
blending and, 490–492
future considerations and, 795–796
personal, 647
pipeline equations and, 554
process operations and, 685, 686–698, 687 (figure)
See also computer-aided process operations; computer 

process control refining units; software
concarbon (CCR), 187, 462 (table)
condition monitoring, 402
conductivity, 309
C-1/2Mo steel, 449
ConocoPhillips, 263–264, 606
Conradson carbon (CCR), 133
consumption. See energy consumption
contaminant 

control, 230–231, 231 (table), 515
natural gas and, 251–252
technology, 274 (figure), 275 (table)
contamination. See contaminant

continuous catalyst regeneration (CCR), 112
continuous compressor, 345, 346. See also compressor
continuous distillation column, 312 (figure)
contract pricing, 588 (table)
contracts, 578 (table). See also refining economics
control loop, 356 (figure), 485
control matrix, 480
control problems, 366
control process. See process control
control schemes, 357–362
control valve, 357, 360–362 (table)
conventional reserves. See crude oil, conventional, 

reserves; natural gas, conventional, reserves
conversion process, 102 (figure), 103, 110–119, 112 

(figure), 113 (figure), 114 (figure), 115 (figure), 116 
(figure), 117 (figure), 597. See also catalytic conversion; 
fluid catalytic cracking (FCC); specific processes

cooler arrangement, 142 (figure)
copper, 155
correlation index, 88

corrosion, 14, 23, 414
dry, 443–445
inhibitors, 476
prevention and, 450–451, 726
rates, 447–449
resistance, 438
wet, 437–441
See also specific types

corrosion-resistant material, 438, 439
Coselle™, 280
cost. See refining economics
cost control, 739
cost estimation, 621
cracking refineries, 613–614, 614 (figure)
creep, 409, 446, 601
crisis management systems, 688
critical equipment, 396
critical vapor locking index (CVLI), 83
crude atmospheric tower, 381 (figure), 381 (table)
crude distillation unit (CDU), 104–107, 106 (figure)
crude oil

assays, 89, 90 (table), 660
blending, 524–525, 526 (figure), 527 (figure). See also 

blending
characteristics of, 1, 2–3, 2 (figure), 3 (table), 42, 651 

(figure), 774, 779 (figure), 780 (figure)
consumption of, 53 (table), 56–57, 57 (figure)
conventional, 55, 56 (figure)
conventional, reserves, 35 (table), 42–45, 43 (figure), 

44 (figure), 45 (figure), 46 (figure), 769
desalting units, 306. See also desalting units
distillation, 771 (figure)
production of, 2, 51–52, 51 (figure), 52 (figure), 53 

(figure), 56 (figure), 56 (table)
products, 4 (figure)
quality of, 89, 466–467, 649–650, 650 (figure),  

777–780. See also quality control
refining of, 6, 7 (table), 9 (figure)
streams, 649; sulfur content in, 119; supply, 581, 598, 

599
trade, 577–580, 578 (table). See also markets
unconventional, reserves, 46, 46 (figure), 47 (figure)
upgrading, 780–790, 790 (figure), 791 (table), 780–785
See also crude oil refining; heavy crude; heavy oil; 

light crude; markets, crude oil trade and; petroleum 
products; pricing, crude oil and; reserves-to-
production ratio (R/P)

Crude Oil Entitlement Program, 600
crude oil refining, 124–125, 380

evolution of, 121–124, 121 (figure), 122 (table), 122 
( figure), 123 (figure), 124 (table)

flow and, 102 (figure),102–103
history of, 101, 121 (figure)
objectives of, 101–102
process of, 103–121, 105 (figure), 106 (figure), 109 

(figure), 110 (figure), 112 (figure), 113 (figure), 114 
(figure), 115 (figure), 116 (figure), 117 (figure), 122 
(figure)

scheduling and, 543–544, 544 (table)
See also computer process control refining units; 

crude oil; process control; refining; refining process
crude overhead units, 437, 438
crude vacuum tower, 382 (table)
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cryogenic energy, 271–272, 272 (table)
cryogenic separation, 272, 294–295, 295 (figure), 297 

( figure)
cryoscopy method, 81
C3–C4 olefins, 113
C3-MR process, 262–263, 236 (figure)
Cu corrosion, 462 (table)
cubic equation of state, 250–251
culverts, 407
customer relations management (CRM), 464, 469
Cu-Zu-Al type catalysts, 243
cycloalkanes, 22
cyclone device, 345
cyclones, 137 (table), 143, 145 (figure)
cylindrical tanks, 499, 500 (figure), 510 (figure)

d
DAO, 18
Darcy-Weisbach equation, 552
dead legs, 440–441
deasphalted oil (DAO), 107, 109–110
deasphalting, 109–110, 110 (figure), 121 (table), 18
debottlenecking, 666
decane, 166 (table)
decision making, 633, 635, 676, 686, 687 (figure). See also 

computer-aided process operations; refinery planning
deepwater projects, 52
dehydration, 255–257, 255 (figure), 256 (table), 257 

( figure), 257 (table)
dehydration unit, 255 (figure), 257 (figure)
delayed coker unit, 386–387, 389 (figure), 389 (table)
delayed coking, 117–118, 118 (table), 119 (table), 184–185, 

184 (figure), 185 (table)
demand, 3, 598, 599, 773 (figure)

evolution of, 122 (table), 609 (figure)
global, 776
natural gas and, 5–6, 75–76
transportation fuel and, 61–67, 63 (figure), 64 (figure)
See also biodiesel; crude oil; diesel; gasoline; natural 

gas; petroleum; utilization
Demet catalysts, 230, 231
demulsifiers, 476
denitrogenation, 228
density, 80, 203, 462 (table), 506
deposit-control additives, 476
desalting, 6, 25, 103–104, 105 (figure)
desalting units, 306–309, 307 (figure), 308 (figure)
desulfurization, 62–64

cost of, 67
of diesel fuel, 202–203, 227–229
of gas oil, 228–229
reactor, 204–206, 209 (figure)
See also hydrodesulfurizaton (HDS); sulfur content

deterministic model, 637–640, 638 (table), 639 (table), 640 
(figure), 642–643

dew point, 27
dewaxing, 108–109, 109 (figure), 121 (table), 172–173, 174
dibenzothiophene (DBTs), 228
diesel, 19 (table), 29, 474–476

catalysts and, 227–230
fuel grades, 94–96, 95 (table), 96 (table)
hydrodesulfurization (HDS) and, 202–206, 202–203, 

203 (figure), 205 (figure), 245 (figure)

specifications for, 761 (figure)
sulfur content and, 119 (table)
supply and demand, 62–65, 65–66
synthetic, 64–67, 752, 763–764
ultralow sulfur, 62–64, 792
yield, 224
See also biodiesel; natural gas, as transportation fuel

diesel index (DI), 86
diesel oil, sulfur-free, 229
Dimersol®, 115
dimethyl disulfide (DMDS), 189
dimethylether (DEM), 752, 764
Direct DeSulfurization site (DDS), 210
discrete optimization method, 543
disengagement theory, 337
dissolved gas, 350
distillation, 104–108, 106 (figure), 106 (table), 203, 462 

(table), 476, 597
batch, 310–311
biofuel and, 762
capacity, 606, 610
cost of, 626 (table)
extractive, 372–373
flash, 310 (figure)
with reflux, 311–313
temperature, 782 (figure), 783 (figure)
See also distillation columns
distillation column, 106–107, 313 (figure)
design of, 309–313, 311 (figure), 312 (figure)
energy requirements and, 314–315
multicomponent systems and, 313–314, 313 (figure), 

315 (figure)
operational aspects and, 317–319
size calculations and, 319–322
tray, 312 (figure), 317 (figure), 318 (figure)
See specific column types; distillation column tray

distillation model, 654–655
distillation point, 474
distillation unit, 62 (figure). See also atmospheric 

distillation; distillation column; vacuum distillation
distributed control system (DCS), 355, 366, 489, 686, 687, 

688, 698
DMR high performance random packing, 318 (figure)
DMTP high performance random packing, 318 (figure)
downflow distribution devices, 209 (table)
downside risk, 634 (figure), 636
downstream process, 732 (figure)
drag reducers, 476
drainage system, 407
Dranchuk and Abou-Kassem correlation, 568
drill down, 736 (figure)
dry gas, 24
Dual Independent Expander Refrigeration Cycle (Niche 

LNGSM), 268
dual mixed refrigerant (DMR), 266
DuPont, 479, 480 (figure)
DuPont interaction coefficients, 478–480
dye penetrant test, 408
dyes, 476
dynamic compressor, 346
dynamic model, 65 (figure), 668
dynamic pump, 348
dynamic simulation, 670
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e
earthing systems, 404–405
eddy current examination, 409
efficiency, 335–336
ejectors, 346
electrical systems, 401–406
electricity generation, 41 (figure)
electrolysis of water, 291
electrostatic desalter, 307 (figure)
elemental analysis, 82–83
emission reduction, 71, 701, 703, 706 (table), 708, 709, 710 

(table), 713–714. See also specific emissions
emissions, 702, 703, 710–711 (table), 712 (table), 713–714, 

714 (table). See also carbon dioxide (CO2) emission; 
emission reduction; fugitive emissions; greenhouse 
gas (GHG) emission; nitrogen oxide (NOx) emission; 
particulate emission; refineries, emissions of; sulfur 
oxide (SOx) emission

emulsion stability, 309
end point (EP). See final boiling point (FBP)
energy balance, 551–552, 793. See also pipelines, flow 

equations and
energy consumption, 601 (figure)

current, 35–39, 36 (figure) 37 (figure), 38 (figure), 39 
(figure), 40 (figure)

biofuel, 66 (figure), 66 (table)
chemical, 289 (figure)
coal, 52–53, 54 (figure)
crude oil, 53 (table), 56–57, 57 (figure), 177, 178 (figure)
distillates and, 288 (figure)
by fuel, 35, 37 (figure), 38 (table), 38–39
future, 39–41, 39 (figure), 40 (figure), 41 (figure)
hydrogen, 203
natural gas, 72, 74 (figure), 787 (table)
regional, 65 (figure)
sources, 41 (figure)
transportation fuel and, 61–67, 63 (figure), 64 (figure), 

65 (figure)
See also demand; energy consumption; specific 

countries; specific regions
energy dependence, 38 (figure). See also energy balance; 

energy consumption
energy efficiency, 39, 735
energy equivalency, 36
Energy Independence and Security Act (EISA), 748
Energy Information Administration (EIA), 617–619
energy monitoring, 218 (figure)
energy-saving, 216 (table)
energy sharing, 216–219, 218 (figure)
energy supply, 3–6. See also energy balance
EnerSea, 280
engineering

management and, 745
process, 665–668
safety and, 724
environmental impact, 18
assessment, 709, 713
fluid catalytic cracking (FCC) and, 224–225
gasoline and, 91–92
heavy oil processing and, 181, 183, 185, 190 (table)
transportation and, 159
See also desulfurization; emissions; environmental 

regulations; hydrosulfurization (HDS); sulfur content

environmental impact assessment study, 709, 713
environmental issues, 407, 701–702
environmental legislation

in the European Union, 288 (table), 748
sulfur content and, 227

Environmental Protection Agency (EPA), 62
diesel regulation and, 119–120
gasoline regulation and, 91
hazardous chemicals and, 722–723
risk management program of, 723–724

environmental regulation, 62–64, 71–72, 703, 714 (table), 
776

air pollutants and, 703, 713–714. See also specific 
 emissions

aqueous effluents and, 703
biofuels and, 748
cost and, 701
European Union and, 71, 748
refineries and, 71–72
standards of, 750
sulfur and, 119 (table), 119–120, 464
transportation fuels and, 777 (figure)
wastewater and, 709 (table)
See also Environmental Protection Agency (EPA); 

greenhouse gas emission
epoxy coating, 408
equations

flow, 551–560, 554 (figure), 556 (figure), 558 (table), 
559 (figure), 565–570, 571–573

velocity, 561–562, 563
equations of state (EOS), 653
equilibrium catalyst (e-cat), 152–153, 152 (table), 153 

( figure), 153 (table), 153–155
equipment spacing, 726
equipment, 680 (table)

design, 11, 13, 237, 366, 444
electrical, 402–406
hazardous area, 406
inspection, 411 (table)
refinery, 399–400, 409–410; test, 467–468
troubleshooting and, 666
See also instrumentation

error prediction, 463
estimation, 628–629
ethane, 21, 22, 26, 258
ethanol, 31, 55, 92
ether, 626 (table), 628
ethyl alcohol (EtOH), 751, 752 (table), 752, 754, 759

blends, 757–758
fuel properties of, 756 (table), 76–757
handling of, 758–759

Eureka process, 213–215, 312 (figure), 215 (figure)
Europe

crude oil reserves of, 43, 43 (figure), 45 (figure), 46
energy sources and, 770 (table)
environmental regulations and, 288 (table)

gasoline quality and, 92, 93 (table), 288 (table)
natural gas reserves of, 48, 48 (figure), 50 (figure), 51 

(figure)
product imports and, 71, 774 (table)
refining in, 70–71, 71 (figure), 103, 123, 609 (table), 

610, 612 (table), 613 (table)
safety incidents in, 717

AST-MNL58-11-0801-Index.indd   806 3/12/13   4:24 PM

 



	 Index	 807

European Biofuels Technology Platform, 750–751
European Commission, 95
exchange of futures for potential (EFP), 587 (table)
exchangers, 326–329, 328 (table). See specific types
existing gum, 462 (table)
expected gross refinery margin (EGRM), 636, 640–641
explosion proofing, 725
explosions, 717–718
export-import parity, 590
ExSact™ process, 213
extraction unit, 324 (figure), 325 (figure)
extractive distillation (ED), 372–373, 374 (figure)
ExxonMobil, 197, 623, 625 (table), 695 (table)

hydrodesulfurization (HDS) and, 201–202
hydroisomerization and, 171–173

f
facility siting, 726
failure analysis techniques, 396–397
failure mode effects analysis (FMEA), 396–397
failure mode effects and critical analysis (FMECA), 396–397
Fanning friction factor, 553–554
fatty acid composition, 757 (table), 760 (figure), 761–762
fault detection, 688, 689
FBA™ process, 21, 212 (figure), 237 (table)

alkalation and, 238
feed. See feedstock
feed nozzle, 136–138, 137 (table), 138 (figure)
feed plate heat exchanger, 413
feedstock, 3, 7 (table), 8 (table), 151 (figure), 661, 662 

(table)
agricultural, 752, 754–755, 759–760, 762 (table), 763
density, 132–133, 133 (figure)
desulfurization and, 204
distillation and, 107–108
fluid catalytic cracking (FCC) and, 132 (table), 132–

133, 133 (figure), 148
hydrodesulfurization (HDS) and, 203, 228–229, 229 

(figure)
oil and, 180–181, 228–229, 229 (figure)
petrochemical, 29, 224
quality, 617 (figure), 660, 777–780. See also crude oil, 

quality of
refining and, 72, 111–113, 613–614, 614 (figure), 637
residue, 198
selection, 737
testing of, 455, 659
ultra-heavy conversion, 224
See also biomass; cake feed; feed density

Fe-Powder test, 448
fibre reinforced plastic (FBR™), 280, 281 (figure)
50%/50% mixture method, 479–480
filtration, 351–352. See also distillation
final boiling point (FBP), 79
financial reporting, 617–619
financial risk management, 17, 633–634 (figure), 635 

( figure), 636 (figure)
finishing process, 102 (figure), 103, 119–120
fire suppression system, 725–726
fired heaters

control, 368–369, 370 (figure)
inspection, 412, 422

first generation biofuels, 753, 765

Fischer-Tropsch (FT) technology, 64, 787, 788–789
fixed absolute pricing mechanism, 586 (table), 588–589
fixed-bed process, 186–189, 188 (figure), 189 (figure), 190 

(table), 278
fixed differential pricing, 587 (table)
fixed heaters, 331–336, 322 (figure)
fixed lighting instillations, 404
fixed operational cost, 591
fixed price, 579 (table), 580 (table), 586 (table), 588–589
fixed roof tank, 499, 513
flame ionization detector (FID), 179
flammability, 85, 718
flange spreaders, 399
flash distillation, 107, 310 (figure), 474
flexicoking, 121 (table), 185
Flixborough, UK, 717
floating absolute pricing mechanism, 586–587, 587–588 

(table)
floating liquefied natural gas, 268
floating roof sinking, 515
floating roof tank, 499, 501 (figure), 513–514
flooding, 319
flow rate, 395, 585. See also pipelines, flow equations and
fluid catalytic cracking (FCC), 6–7, 97, 111, 112 (figure), 

121 (table), 610
additives and, 149 (figure), 149–152
applications of, 155–156
design and, 135–144, 135 (figure), 137 (table), 138 

(figure), 139 (figure)
development, 197–198
liquid petroleum gas (LPG) and, 127–128, 131, 135, 

148 (figure)
major reactions of, 128–132
operation control and, 372 (figure), 373 (figure)
process of, 127–128, 128 (figure), 134–135, 134 (table), 

155
products of, 198–202
reactor-regenerator, 371 (figure)
technology and, 223–225
See also coke; desulfurization; fluid catalytic cracking 

(FCC) unit; fluid catalytic cracking pretreatment 
(FCC-PT); gasoline; hydrodesulfurization; specific 
parts

fluid catalytic cracking (FCC) unit, 136, 137 (table), 138–
140, 380–383, 384 (table)

corrosion and, 447
innovation and, 197–198
optimization and, 679–682, 680 (table), 681 (figure), 

681 (table)
fluid catalytic cracking pretreatment (FCC-PT), 231–233, 

232
fluid coking, 185, 186 (table)
fluidized catalytic reactor control, 370–372, 371 (figure)
foam, 345
FOC, 217–218
food price, 765
formal panel pricing, 588 (table)
formula pricing, 587 (table)
fouling factors, 329
4,6-dimethyldibenzothiophene (4,6-DMDBT), 228–229, 228 

(table)
Fourier-transform infared (FTIR) spectroscopy, 364
fractional distillation, 107
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fractionation, 259–260, 260 (figure)
fractions, 26–27, 27 (table)
freeze point, 84, 462 (table)
fresh fluid cracking catalyst, 152 (table)
friction factor, 553–555; gas and, 557–560; liquids and, 

555–557
front-end scheduling, 691
fuel, 27–29, 473–476, 476 (figure)

additives, 476–477
quality, 457. See also quality control
shortage, 197
specifications, 67, 91–93, 91 (table), 92 (table), 93 

(table), 94 (table), 97 (table)
See also diesel; gasoline; heating oil; jet fuel; liquid 

petroleum gas (LPG); petroleum coke; residual fuel 
oil; specific fuels

fuel blending, 14, 15 (figure), 492 (figure), 493–496, 495 
(figure), 496 (figure), 497 (figure)

modes of, 473–477, 474 (table), 480 (figure)
optimization of, 482–483
quality and, 478, 486–487, 487 (figure), 488 (figure)
technology and, 475 (figure), 483–490, 484 (figure), 48 

(table), 485 (figure), 486 (figure), 487 (figure), 488 
(figure), 489 (figure), 490 (figure), 491 (figure)

fuel cells, 793
fuel coke, 117
fuel system, 291
fuel volatility index (FVI), 83
fugitive emissions, 513–514
functionality, 518
fungibility, 753–754
furnace tubes, 452–453
futures, 580 (table), 587 (table)
fuzzy logic, 391, 392 (figure)

g
gas absorption column, 322 (figure)
gas chromatography (GC), 79
gas condensates, 24, 25 (figure)
gas flow, 552–553, 557–560, 558 (table), 559 (figure). See 

also pipelines, flow equations and
gas metering, 271
gas oil, 228–229, 228 (figure)
gas plant, 387–388, 390 (figure), 390 (table)
gas processing, 626 (table), 628
gases, 80
gasification, 291. See also regasification
gasifier feed, 214
gasoline processing, 111–119, 130 (figure), 130–131, 

 225–227. See also alkylation; catalytic reforming; 
coking; fluid catalytic cracking (FCC); hydrocracking; 
isomerization; polymerization; thermal cracking; 
 visbreaking

gasoline, 27–28, 473–474, 476 (figure)
additives, 476
catalyst supports and, 245
catalytically cracked (CCG), 198–202, 198 (table), 199 

(table), 201 (figure)
environmental protection standards and, 91–92
hydrodesulfurization (HDS) and, 201–202, 227–228
hydroisomerization and, 167, 171–172, 171 (figure), 

172 (figure), 173 (figure)
low sulfur, 198–200, 199 (figure)

octane boosting and, 167–171
price of, 67–68, (figure)
quality of, 89–90, 461
specifications, 91–93, 92 (table), 93 (table)
sulfur content and, 90 (figure), 149–150, 150 (table)
See also gasoline processing

gasoline sulfur reduction (GSR) additive, 149–150, 150 
(table)

gas-to-liquid (GLT), 274–275, 276 (figure)
plants, 64–65, 277
technology, 787–788
transportation and, 550, 563, 565

gas-to-oil ratio, 24
GC-AED, 198, 199 (figure)
gel permeation chromatography, 80
GEMMS, 695 (table)
geographical distribution

of biofuel, 53–55, 55 (figure)
of coal, 52–53
of conventional oil, 42, 44 (figure), 45 (figure), 46 

(figure)
of crude oil, 51–52, 52 (figure), 53 (figure), 56 (figure), 

56 (table), 61 (figure)
of natural gas, 52, 53 (figure), 54 (figure), 56 (figure), 

56 (table)
reserves/production ratio and, 55–57, 56 (table), 57 

( figure)
of unconventional oils, 33, 46

Germany, 760
glands, 403
Go-finding, 207 (table)
government regulation, 41, 62–64, 71. See also 

environmental regulation
GPSA K value, 337 (table)
gravity, 80, 618 (figure)
green cokes, 98, 99 (table)
green diesel, 795. See also biodiesel
Green Paper, 748
greenhouse gas (GHG) emission, 65, 750–751, 751 (figure)

reduction of, 751–752, 752 (table). See also emissions 
reduction

refinery impacts on, 71–72; standards, 71
See also carbon dioxide (CO

2) emissions; emission 
standards; environmental regulation; specific emissions

gross refinery margin (GRM), 631, 640. See also estimated 
gross refinery margin (EGRM)

guard-bed catalyst, 230–231, 231 (table)
gunite vessel, 412

h
H2S, 225 (figure), 225 (table), 226 (figure), 226 (table), 

438
H2S/NH3 inhibition, 210
hardness test, 409
Hardy Cross method, 567
Haverly Systems (HIS), 694 (table)
hazardous area equipment, 406
hazardous waste, 703
hazards. See safety issues, hazards and
Hazen-Williams correlation, 55–557, 556 (table)
HDM, 235 (figure), 235–237
heat exchange, 240, 262. See also heat exchanger; heat 

exchanger network (HEN)
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heat exchanger, 326–328, 328 (table), 330 (table), 368
inspection of, 410, 412–413, 414, 424
mathematical methods and, 534–535

heat exchanger network (HEN), 104–105, 106 (figure), 
216, 536 (figure)

heater tubes, 446
heating coils, 329–331
heating oil, 29, 96
heating value, 251
heavy crude, 26, 177, 178 (figure), 778. See also heavy oil
heavy fraction (HCCG), 198, 199 (figure)
heavy gas oil (HGA), 107
heavy oil, 2 (figure), 89, 380

challenges of, 9
molecular weight and, 25 (figure)
processing of, 57–58, 60–61, 191
refining of, 6, 9 (figure)
reserves, 33, 46, 46 (figure)
residue and, 3 (table), 9 (figure)
upgrading, 191 

heavy residue, 3 (table), 6
heavy vacuum gas oil (HVGO), 107, 445, 451–452
heavy-oil, 177–179, 178 (figure)

characteristics of, 187 (table), 188 (table)
upgrading, 181–193, 183 (table), 184 (figure), 185 

(table), 186 (figure)
See also asphaltene

heptane, 162–164
heteroatom compounds, 9, 119
heteroatom removal, 9. See also hydrotreating
heterogeneously catalyzed hydrodesulfurization (HDS), 

120
heteropoly acid, 163
HETP, 320–321
HEXSORB, 168, 169
high-pressure liquid chromatography (HPLC), 82, 179. See 

also liquid chromatography (LC)
high-pressure separator (HPS), 127–128
high-temperature hydrogen attack, 445–446, 446 (figure)
high-temperature sulfide corrosion, 443–444
Honeywell Process Solutions, 694 (table)
human resources, 746. See also workforce
hybrid systems, 295, 296 (figure), 297 (figure)
HYCON, 190, 191 (figure)
hydrates, 2
hydraulic nut splitter, 399–400
hydraulic torque wrenches, 399
hydraulics planning, 691
hydrocarbon

characteristics of, 1, 2, 7 (table), 21
resource classification, 41–42, 42 (figure)
See also aromatics; olefins; paraffins; naphthenes

hydrocarbon conductivity, 309
hydrocarbon group analysis, 179
Hydrocarbon Processing, 621
hydrocracking, 60, 103, 116, 117 (figure), 121 (table), 159

heavy crude and, 186–190, 189 (figure), 189 (table), 
190 (table), 191 (table)

pretreater, 233
unit, 385–386, 387 (figure), 388 (table), 795

hydrodealkylation (HDA), 208, 210
hydrodemetallation (HDM), 187–190, 245–246
hydrodenitrogenation (HDN), 120, 208, 210

hydrodesulfurization (HDS), 121 (table), 187, 189–190
active site and, 226
catalysts and, 245. See also specific catalysts; zeolite
catalytically cracked gasoline and, 201–202, 226–227
deep, 227–228
units, 203–207, 204 (figure), 209 (figure)
See also desulfurization; hydroprocessing; VGO 

hydrotreating
hydrofluoric acid, 114
hydrogen, 7 (table), 302, 793

balance, 287
-to-carbon ratio, 2, 5, 10
coal and, 5
consumption, 203
crude oil and, 2–3
management of, 10–11
network targeting and, 296–300
petroleum refineries and, 10–11
plant, 13 (figure), 300–302
production, 13 (figure), 103, 288–292, 290 (figure), 

291 (figure)
purification, 292–295
surplus, 299 (figure)
transportation, 295–296
See also hydrogen plants; hydroisomerization

hydrogen addition, 9. See also catalytic hydrogenation; 
hydrocracking

hydrogen attack, 445–446, 446 (figure)
hydrogen blister, 439
hydrogen composite curves, 297, 298 (figure)
hydrogen induced-cracking (HIC), 439
hydrogen pinch concept, 296–300
hydrogen plants, 289–291, 290 (figure), 291 (figure), 

293 (figure), 294 (figure), 296 (figure), 297 (figure), 
301  (figure), 302 (figure). See also pressure swing 
adsorption 

hydrogen sulfide, 23
hydrogen surplus curve, 297, 300 (figure)
hydrogen transfer (HT), 150
hydrogenated vegetable oils (HVOs), 752, 762 (table),  

763
hydrogenation, 121 (table)
hydroisomerization, 9, 12 (figure), 159–166, 161 (figure), 

164 (table), 166 (table), 170 (figure), 171 (figure),  171–
174, 172 (figure), 173 (figure)

base oil and, 171–173
catalysts and, 160–167, 162 (table), 164 (table), 166 

(table), 167 (table), 167 (table), 168 (figure), 168 
(table), 174

gasoline and, 167–171
thermodynamics and, 159–160
See also catalyst chemistry; thermodynamics

hydroprocessing, 64, 452
units, 442
vacuum gas oil (VGO) and, 207 (table) 207–210, 207. 

See also hydrodesulfurization
“hydroskimming” refineries, 613
hydrostatic testing, 409, 412–413
hydrosulfurization (HDS), 198–202, 199 (table), 201 

( figure)
diesel fuel and, 202–206
See also sulfur content; sulfur removal

hydrotreater, 369–370
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hydrotreating, 119–120, 133–134, 134 (table), 627
capacity and, 610, 611
cost of, 626 (table)
particulates and, 230

HYSOMER process, 168

I
import terminal, 269 (figure), 272 (figure)
impurities, 21, 25

natural gas and, 74. See also natural gas, processing of
See also acids; alcohols; aromatics; detergents; polymers

in situ metallography, 409
incident prevention, 738
India

consumption and, 776
gasoline and, 92–93, 93 (table)
refining in, 71
safety incidents in, 717–718

induction heater, 400
industry reporting, 41
inert gas, 256–257
inerting, 725
information technology (IT), 685, 698, 741. See also 

computer-aided process operation; computer systems; 
software

infrared (IR) thermography, 395
Ingenious, Inc., 695 (table)
inhibitor sweetening, 121 (table)
inlet device, 344–351
inline blenders, 475 (figure), 495 (figure)
inline gasoline batch blender, 475 (figure)
input streams, 612–613
inspection. See refinery inspection
Institute François du Petrol (IFP), 792
instrumentation, 355

advances in, 366, 368
for automation, 696–698
blending and, 485, 486 (figure)
maintenance, 406–407, 435
reliability and, 366–368, 396, 466–467
See also equipment; measuring instruments, refinery; 

process control
insulation, 407
insulation resistance test, 403
integrated gasification combined cycle (IGCC), 795
integrity audits, 738
interaction coefficient values, 480
intermediate fluid vaporizer (IFV), 270
intermediate precision, 461
intermediate streams, 107
intermittent compressor, 345. See also compressor
International Energy Agency (IEA), 749, 750
International Organization for Standardization (ISO), 88
Invensys Production Management, 695 (table)
inventory calculation, 507–510, 508 (figure), 509 (figure)
inventory policy, 679, 681, 682
inverters, 405
investment, 619, 621
IPSORB, 168, 169
isobutane, 210–211
isobutene, 113, 114, 115
ISOCRACKING, 207 (table), 208, 210
ISODEWAXING®, 172, 173 (figure)

isomer, 21, 22
isomerization, 103, 115–116, 116 (figure), 121 (table), 159, 

171 (table), 628
cost and, 626 (table)
light naphtha and, 160–165, 168 (table)
long chain paraffins and, 165–171
See also hydroisomerization

isoolefin HG active site, 226
ISOP catalyst, 239–241, 240 (figure), 240 (table), 241 

(table)
isoparaffins, 21, 86 (figure), 113
isothermal flow, 570–571
IsTerming, 207 (table), 208

j
Japan, 216–219
jet fuel, 94
J-T expansion, 258

k
KBR FCC configuration, 136 (figure)
Kellogg Orthoflow™, 141–142
kerosene, 28–29, 101, 107, 651 (figure)
Ketjenfine 757, 231
Ketjenfine 848, 232, 233 (figure)
Ketjenfine KF 542-9R/-5R, 230
Ketjenfine KF 647, 231
Ketjenfine KG-1, 231
Ketjenfine KG 6, 231
Ketjenfine KG-55, 230
key performance indicators (KPIs), 466, 734–736
kinematic viscosity, 84
kinetic reactor model, 655, 661, 662
Knutsen CNG ship, 281 (figure)

l
L/D ratios, 340 (table)
labor cost, 593 (table)
labor safety, 721. See also refineries, safety and
laboratories

cost and, 511 (figure)
operations of, 744
testing and, 463–464
See also laboratory information management system 

(LIMS)
laboratory information management system (LIMS), 465, 

466
landfill, 796
laser beam alignment, 399 (figure)
lead, 712 (table)
leadership, 729–730
leak test, 409
leaks, 515
licensors, 181, 183, 185
life cycle assessment (LCA), 713, 751
light crude oil (LCO), 25 (figure), 116
light distillates, 116, 288 (figure). See also specific 

distillates
light gas oil (LGA), 107
light vacuum gas oil (LVGO), 107
linear model, 658
linear programming, 532, 657, 659–664, 692
Linear Theory method, 567–568
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line-up errors, 515
liquefaction, 261–267, 262 (figure), 263 (figure), 264 

 (figure), 265 (figure), 26 (figure)
liquefaction plants, 72–73, 259, 262 (figure), 277 (table)
Liquefin™ process, 264–265, 265 (figure)
liquid chromatography (LC), 82, 177–179
liquid flow, 552, 555–557, 556 (figure), 557 (table)
liquid hold-up, 338 (table)
liquid hydrocarbons: measurement of, 80. See also specific 

hydrocarbons
liquid-liquid extraction, 323. See also separators
liquid natural gas. See natural gas liquids (NGL)
liquid petroleum gas (LPG), 27, 31, 91 (table), 119,  127–

128, 131, 156
liquid-ring compressor, 346
LNG Smart®, 268
long-chained molecules, 370. See also fluidized catalytic 

reactor control
long-term contracts, 578 (table)
Louisiana, 623, 625 (table)
“Low Carbon Fuel Standard” (LCFS), 748–749
low-temperature operability, 474
low-temperature separation, 257–258
low temperature shift (LTS) catalyst, 242
LPG. See liquid petroleum gas
lube oil, 160, 173 (figure), 525, 544
lubricating oil, 29, 109, 394–395, 626 (table), 628
lubricity, 462 (table), 477
lumped bias, 479, 480 (figure)
lumping methodologies, 650–652

m
magnetic particle testing, 408–409
main-bed hydrotreating, 231–233
maintenance. See refinery maintenance; instrumentation, 

maintenance and; specific forms of maintenance
maintenance costs. See refinery maintenance, cost and
management information system (MIS), 542. See also 

refinery management
management of change, 736–737
management strategy, 730 (figure), 730–732, 731–732 

(table), 740. See also refinery management
Manager for Interactive Modeling Interface (MIMI), 695 

(table)
Manning correlation, 556 (table), 557
marine diesel fuel, 96, 96 (table)
marine terminal, 523
marker crude oil, 580 (table), 581 (table)
markets, 17, 774–775

analysis of, 776
crude oil trading and, 577–580, 578 (table)
drivers of, 774–777
gas-to-liquid process and, 275
pricing and, 580 (table), 580–581, 582–583 (table), 

583 (figure), 584 (table), 585 (table), 586 (table), 
587–588 (table), 585–589

products and, 589, 614
See also products, pricing of; pricing
Markov decision process, 635–636
marshaled energy, 720
mass spectrometry (MS), 82
MAT/FST unit, 153
mathematical methods, 532–538

algorithms and, 483, 537, 678–682
flow equations and, 551–560, 554 (figure), 556 

(figure), 558 (table), 559 (figure), 565–570, 571–573
scheduling and, 542–543
See also equations

Maya heavy crude, 188 (table), 781 (figure), 782 (figure)
mean time between failure (MTBF), 397
mean time to repair (MTTR), 397
measurement, 79–81. See also specific types of 

measurement
measuring instruments, 358–360 (table), 364–366
mechanical puller, 400
melting point, 84
membrane separation, 74–75, 75 (figure), 292–293, 294 

(figure), 295
mercury, 256
Merox process, 119
mesoporous material, 166–167 (table)
metal deactivators, 476
metal salt, 163
metallic constituents, 82–83
metals, 160, 394 (table), 778. See also specific metals
methane, 10, 26, 72–73, 249

coal-bed, 42
natural gas hydrate and, 282 (figure)
See also natural gas

methanol, 764
methanol-to-gasoline process, 789
Mexico, 612 (table)
MFC Linde process, 266–267, 267 (figure)
middle distillates, 6, 9, 116

consumption of, 288 (figure)
demand for, 62, 64, 64 (figure)
See also specific distillates
Middle East
crude oil reserves and, 33, 34 (figure), 43, 43 (figure), 

44 (figure), 46
natural gas reserves and, 48 (figure), 49 (figure), 51 

(figure)
refining in, 69, 69 (figure), 609 (table), 612 (table), 613 

(table)
See also specific countries

milling, 754–755
minimum number calculation, 313
minimum reflux, 313
mixed refrigerant processes, 266–268. See also specific 

processes
mixed silica-alumina (MSA), 163
mixed-flow compressor, 346
Mizushima, 217
Mo03, 163–164
Mochida, 210, 211 (figure)
model calibration, 655
model development, 648–649. See also refinery modeling; 

simulation model
modeling trends, 669–670
molecular simulation, 670
molecular weight, 80–81
molybdenum, 163–164
monitoring points, 410
monoaromatic hydrocarbons, 23
mono-olefins, 22
Monte Carlo simulation, 675–678, 679
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Moody friction factor, 554, 555, 556 (table), 557
MoS2, 232–233
motor current monitoring, 395–396
motor fuel, 237–239
MSDW™, 172
mud wash, 309
Multi State Mixed Refrigerant process (LiMuM), 268
multifunction gauging system, 505 (figure), 506 (table), 

506–507
multiheader crude blending, 526 (figure)
multiheader distillate run-down blender, 457 (figure)
multiphase flow, 563–565, 564 (figure), 569
multiple operator interfaces, 515
multiplexed sampling system, 487
multiunit refinery model, 666–667
multivariable control (MVC), 375, 376 (table)
multivariable predictive control (MVPC) technology,  375–

377, 376 (figure), 377 (figure), 378 (figure), 380
atmospheric processing and, 381 (figure), 381 (table)
catalytic processing and, 383 (figure), 385 (figure), 

386 (table)
crude vacuum processing and, 382 (table)
delayed coking and, 389 (figure), 389 (table)
fluid catalytic cracking (FCC) and, 383 (figure), 384 

(table)
gas plant and, 387–388, 390 (figure), 390 (table)
hydrocracking and, 387 (figure), 388 (table)
variables, 381 (figure), 381 (table), 382 (table), 384 

(table), 386 (table), 388 (table), 389 (table), 390 
(table)

Murphree efficiency, 315
Muse, Stancil, & Co., 620 (figure)

n
nanoparticles, 243–244, 246
naphtha complex, 667
naphtha, 29, 107

blending, 525–528, 528 (figure), 529 (figure)
isomerization and, 160–165
sulfur and, 119

naphthenes, 22, 174
naphthenic acid corrosion, 444–445, 447, 449, 451–452
National Institute of Occupational Safety and Health 

(NIOSH), 724
natural gas, 72–73, 763, 776 (table), 785 (table)

applications of, 78 (figure)
conditioning and, 251–257, 253 (figure), 255 (figure), 

256 (table), 257 (figure)
consumption of, 31, 72, 74 (figure), 787 (table)
conventional, reserves of, 33, 46–48, 48 (figure), 49 

(figure), 50 (figure), 55–56, 56 (figure), 249, 250 (figure)
definition of, 1–2, 2 (figure), 9, 10
demand for, 5–6, 9, 75–76
fraction and, 259–260, 260 (figure)
hydrates, 281
gas-to-liquids (GLT) and, 284, 282 (figure), 283 

(figure), 786–787
liquefaction of, 251 (figure), 261–267, 262 (figure, 263 

(figure), 264 (figure), 265 (figure), 266 (figure)
molecular weight and, 25 (figure)
pricing and, 787 (figure)
processing of, 9–10, 11–13, 11 (figure), 12 (figure), 19, 

72–75, 74 (figure), 784, 785–786, 788 (figure)

properties of, 23, 42, 249–251, 250 (table), 251 (table), 
258 (figure)

production of, 3, 13 (figure), 257–259
refineries, 252 (figure), 253 (figure)
regasification and, 268–270
regional realities of, 73 (figure)
storage of, 273–274, 274 (figure), 275 (figure)
technology and, 786 (figure)
thermodynamic properties and, 250
transportation, 249, 260–261, 269 (figure), 279–281, 

288 (figure), 549–550
as transportation fuel, 66–67, 7 (figure)
unconventional, reserves of, 42, 48–51, 51 (figure). See 

also coal-bed methane (CBM)
See also Natural gas hydrates (NGH); natural gas 

 liquids (NGL); natural gas processing
Natural gas hydrates (NGH), 270–273, 281. See also 

compressed natural gas (CNG); gas-to-liquids (GLT); 
natural gas liquids (NGL); natural gas processing

natural gas liquids (NGL), 9, 10, 31, 73–74
process of, 261–267, 262 (figure), 263 (figure), 264 

(figure), 265 (figure), 266 (figure)
regasification and, 268–270
storage and, 273–274, 273 (table), 274 (figure), 274 

(table), 275 (figure), 275 (table). See also tank
transportation of, 549
vaporization and, 270–273
See also gas-to-liquids (GLT); natural gas 

natural gas processing, 11–14, 784, 784, 788 (figure), 789. 
See also natural gas, processing of; refineries

natural gas vehicles, 67 (figure)
near infrared spectroscopy (NIS), 82, 364–366
Nebula technology, 233
Nelson-Farrar, 624 (table)
net positive suction head (NPSH), 348, 350–351
network targeting, 296–300
New Zealand, 94 (table)
Newton-Raphson method, 567, 568
nickel, 154–155, 230–231
nickle-based alloy, 442
NIR spectroscopy, 697–698
nitrogen, 229, 781 (figure)
nitrogen oxide (NO

x) emission, 225, 336, 703, 712 (table), 
751

nitrogen reduction, 336
NLP-based optimization, 532–536
noble-metal-based water-gas shift (WGS) catalyst, 242–243
nodes, 566
noise, 395
noise pollution, 706, 708–709
noncatalytic POX, 277 (figure)
noncooling process, 258
noncritical equipment, 396
nondestructive examination, 414
nonfuel products, 29–31, 30 (figure). See also asphalt; 

lubricating oil; naphthas; petrochemical feedstock; 
petroleum coke; solvent; waxes

nonhydrocarbons, 291–292
nonlinear model, 477–478, 660–665
normal boiling point. See boiling point
North America

conventional natural gas reserves of, 48 (figure), 49 
( figure), 51 (figure)
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crude oil reserves of, 43 (figure), 44 (figure), 46
energy sources and, 770 (table)
refining in, 69–70, 70 (figure), 609 (table), 612 (table), 

613 (table)
See also specific countries

NOx reduction additive, 151–152, 151 (figure)
NYMEX, 585

o
objective function, 482–483, 483 (figure), 682 (table)
objective value, 678 (figure)
OCR, 189
OCR/UFR-RDS process, 234 (table)
octane blending, 167–171, 756–757. See also blending
octane number, 85, 86 (table), 103, 113, 473
offline optimization, 489
offloading, 269
offset misalignment, 398 (figure)
offshore import terminal, 273
offsite operations, 473, 622, 743–744. See also fuel blending
offsite piping, 414
oil, 178 (table). See also specific types
Oil and Gas Journal, 621
oil field variability, 21
oil-gas separator, 24
oil imports, 774 (table). See also specific countries
oil movement, 514–521, 515 (table), 516 (table), 518 

(table), 520 (figure), 521 (figure)
control levels, 518–519, 519 (figure)
See also pipelines

oil price, 40 (figure), 67–68, 68 (figure), 770, 785 (figure)
energy consumption and, 39–40
future considerations and, 796

oil shale, 25 (figure)
olefin, 22, 210, 225, 474

boiling point and, 86 (figure)
fluid catalytic cracking (FCC) and, 198, 200
plant optimizer, 668

Olefin HG active site, 227
OmniSuite, 694 (table)
1-octene, 225, 226, 227
online analysis, 696–698

blending and, 486–487
tank farms and, 511–512, 512 (figure)

online analyzers, 650
on-shift process optimization, 658
onsite and offsite operations, 14 (figure), 15 (figure), 

743–744
on-stream inspection, 410 (table), 429–434
open rack vaporizer (ORV), 270 (figure)
operate environmental units, 744
operate utilities, 744
operational efficiency (OE), 397
operations management, 742
operator training simulators, 669
operations support, 744
opportunity value (OV), 635, 641 (table), 642 (table), 643 

(table)
OPTI, 192–193, 193 (figure)
optimization, 482–483, 531, 536–537, 543, 643–644, 667

algorithms, 483
challenges of, 538
lend control and, 488–491, 489 (figure), 490 (figure)

maintenance and, 678
methods, 538–539, 664 (figure)
offline, 489, 490 (figure)
planning tools and, 658–665. See also simulation tools; 

specific tools
real-time, 689–691, 691 (table)
scheduling and, 691
software and, 690, 691 (table)
variables, 531
See also refineries, scheduling and

Optimized Cascade process, 263–264, 264 (figure)
Organization of Petroleum Exporting Countries (OPEC), 33
Orinoco Oil Belt, 193 (table)
OSHA, 720, 721, 722
overall process effectiveness, (OPE), 397
overhead corrosion, 437–438
oxidation, 206, 277, 288, 462 (table)
oxidation inhibitors, 476
ozone, 712 (table)

p
packed columns, 320–321, 321 (figure)
packed towers, 319
packing, 319
PAD district, 607, 608 (table)
paints, 408
pall rings, 318 (figure)
panhandle equations, 557, 558, 559
paper markets, 578–580, 579 (table), 580 (table)
paraffins, 21–22, 22 (figure)

fluid catalytic cracking (FCC) and, 198
hydroisomerization and, 159–160, 163
isomerization and, 165–167
RON of, 160

parallel mixed refrigerant (PMR), 266
Par-Isom process, 115–116, 116 (figure), 169, 170 (figure)
particle size distribution (PSD), 153
particulate emission, 225, 712 (table)
peak oil, 52–53, 53 (figure)
PEFCs, 243
performance monitoring, 397, 737–738
permeability, 294 (table)
permit-to-work system, 721–722
PETRO LP, 695 (table)
petrol. See gasoline
petroleum

definition of, 1, 2 (figure)
formation process, 1–2, 21
history of, 1, 8 (table), 772–774
refining of, 6–9, 8 (table),10 (figure), 19–20. See also 

refineries
See also crude oil; products; specific types; specific 

 products
petroleum coke, 29, 30

fluid catalytic cracking and, 130, 131, 147–148
production of, 117–119
properties of, 97–98, 117 (figure)
quality of, 118, 118 (table)
See also specific types

petroleum cuts, 27. See also products
petroleum fractions, 81–82, 98–99
petroleum products. See products
Petroleum Resources Management System (PRMS), 42
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petroleum streams, 649
photovoltaic energy, 793
physical markets, 577–578
PINA, 81
pinch technology, 216–219
pipeline terminal, 523
pipelines

ASME specifications and, 550, 551
cost and, 563, 561
design, 560–563
flow considerations, 563–565, 564 (figure)
flow equations and, 551–560, 554 (figure), 556 

(figure), 558 (table), 559 (figure), 565–570, 571–573
hydrogen and, 295
natural gas and, 260–261
networks, 565–570, 566 (figure), 568 (figure)
inspection of, 428
standards of, 550 (table), 550–551
temperature profiles and, 570–573
terminals and, 523

pipelines-to-tanks crude blending, 526 (figure)
piping, 410, 725
pitch, 213, 214 (table)
planned inspection, 410
planning headquarters (HQ), 664
planning, 16 (figure), 16–17, 539, 540, 657 (table),  657–

658, 664
plants. See baseload plants; biorefineries; gas plant; gas-

to-liquid plants; hydrogen plants; liquefaction plants; 
natural gas processing plants; refineries; refinery 
economics; tank farm 

plate exchangers, 326
PLATOFORM, 695 (table)
platts, 585
PLEX technology, 208
Poiseuille’s law, 554, 556 (table)
polyaromatic aromatic hydrocarbons (PAHs), 23, 81, 99, 203
polymer electrolyte fuel cells (PEFCs), 241
polymerization process, 103, 114–115, 115 (figure), 121 

(table)
polypropylene, 193, 193 (table). See also catalyst, 

 commercial
polythionic acid stress corrosion cracking (PTA SCC), 441, 

451
positive displacement pump, 348, 350–351
pour point, 84, 85 (table), 203
power transformers, 403
precision, 461, 470
precoat filter, 351–352
predictive control, 362
predictive maintenance, 394
preheat exchange control, 369 (figure)
pressure, 395, 506
pressure drop, 329 (table), 553
pressure swing adsorption (SPA), 289–291, 290 (figure), 

292, 295, 297 (figure)
pressured natural gas (PNG®), 281
pretreatment, 226–227, 227 (figure), 231
preventative maintenance, 393, 416, 675. See also refinery 

maintenance
prevention methods. See corrosion, prevention and
price reporting journals, 585
price variation, 67–68

pricing, 3, 581–585
agreements, 585
crude oil and, 580 (table), 580, 581, 582–583 (table), 

583 (figure), 584 (table), 585 (table), 585–589, 586 
(table), 587–588 (table)

differentials, 587–588 (table), 588–589
information sources for, 585, 590–591
mechanisms, 585–589, 586–587 (table), 589 (table)
models, 637–641, 638 (table), 639 (table), 640 (figure)
products and, 589–591, 590 (table), 614–615, 615 

( figure), 636, 637–638, 639 (figure). See also 
 markets; refinery economics

PRICO®, 268
process alarm management, 366
process automation, 686, 687–688

instrumentation and, 686, 696–698
offsite, 691

process control, 355–364, 375–377, 376 (table), 388–391, 
668–669, 688–689

case studies, 368–373
distributed, 698
planning and, 691–696, 694–695 (table)
real-time optimization (RTO) and, 689–691
reliability and, 366–368
See also computer-aided process operations; process 

automation; process control
process modeling, 693–698, 694–695 (table)
process parameters, 395
process safety, 722–723
process simulation. See simulation model
processing technologies, 621–623, 622 (table)
processing

capacity, 58–60, 62 (figure)
cost of, 625–628, 626 (table), 627 (figure)
See also refinery economics

production control, 665
products, 3, 4 (figure), 4 (table), 5, 7 (table), 15 (figure), 16 

(figure), 17, 124, 772 (table), 778 (figure)
Alaskan crude oil and, 28 (figure)
analysis of, 14, 457–465, 462 (table)
atmospheric distillation and, 4 (figure), 61 (figure), 6
bio-based, 18–19
distribution of, 61–72, 605 (table), 606 (figure), 606 

(table), 607, 611 (table)
future of, 796
import-export of, 63
mixed, 10
natural gas and, 31
pricing of, 584 (table), 589–591, 590 (table), 614–615, 

615 (figure), 636, 637–638, 639 (figure). See also 
 pricing, products and; refinery economics

quality of, 89–91, 132–134, 133 (figure), 134 (figure). 
See also quality control

regional consumption of, 65 (figure). See also 
 consumption

specifications, 458, 460
supply and demand for, 598–599, 599 (figure), 560 

 (figure). See also demand; supply
test methods, 457, 458–459 (table), 460–463, 462 (table)
upgrading, 267. See also upgrading
yield, 134 (table), 135 (table), 602 (table)
See also blending; byproducts; fuel products; nonfuel 

products; products; specific products
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proficiency test, 468
programmable logic controller (PLC), 489, 686–687, 

 687–688
programming, 631, 633,662–663, 663 (figure), 664 (figure)
propane, 21, 258
propene, 22, 114
ProPlan, 695 (table)
proportional integral derivative (PID), 375, 376 (table), 380
propylene, 31, 158, 198
ProSched, 695 (table)
PSA cycle, 293 (figure)
Pt, 242, 243
Pt/alumina, 164–165, 164 (table), 166 (table)
Pt/CeO2, 242, 243
Pt/TiO2, 242, 243
pump, 348–351, 349 (figure), 351 (table), 569
pump around heat exchanger, 368
pump curve, 349
pump inspection, 417
pumpout system, 269
pure vegetable oils (PVOs), 752, 765 (figure)
purging, 725
purification process, 292–295. See also distillation
purifiers, 300
purity tradeoff, 297–298

q
quality audit, 469–470
quality control, 14, 19, 455–457, 465 (figure), 465–470, 468 

(figure), 470 (table), 471 (table)
blending and, 486–487, 487 (figure), 488 (figure)
planning and, 658
process units and, 697 (table)

quality cost, 469, 471
quality giveaway, 455–456, 471 (table)
quality measuring instruments, 364–366

r
radiography, 409
rag formation, 309
rag processing, 309
railcar terminal, 523
rare earth, 154, 224
reaction network, 652 (figure)
reactor

desulfurization, 204–206, 209 (figure)
fluid catalytic cracking (FCC) and, 371 (figure), 371–372
residua thermal cracking, 214

reactor effluent air cooler (REAC), 440
reactor model, 655 (figure), 655–656
reactor-regenerator, 371 (figure), 372
real-time optimization (RTO), 689–692, 691 (table)
reciprocating pump, 350–351, 350 (table)
reduction additive, 149–150, 151–152
reference pricing, 580–581
refineries, 8 (table), 17–18, 59 (figure), 59 (table), 46 

( figure), 638 (figure)
automation and, 687–688, 696–698
configuration and, 122–123, 502 (figure), 503 (table)
distribution of, 68–71. See also specific regions
emissions and environmental issues of, 18, 71–72, 292 

(table), 513–514, 616, 706 (table). See also refinery 
pollutants

energy consumption in, 17, 616, 619 (figure)
equipment and, 358–360 (table), 364–366, 399–400, 

409–410
future of, 9, 10 (figure)
management and, 17–18
margins and, 57, 469, 471. See also refinery economics
material problems and, 451–453
natural gas, 252 (figure), 253 (figure)
offsite operations of, 14 (figure), 15 (figure), 15–16
planning and scheduling for, 16–17, 657 (table),  657–

658, 677, 691–696
products, 4 (figure), 4 (table), 7 (table), 103. See also 

products
safety and, 14, 467–468, 513–514, 677, 687, 696–698, 

746. See also safety issues
scheduling and, 531–544, 541 (figure), 541 (table), 544 

(table), 677. See also scheduling
technology, 9 (figure), 598 (table), 621–623, 780–784, 

790, 792
See also baseload plants; biorefineries; gas-to-liquid 

plants; gas plant; hydrogen plants; liquefaction 
plants; natural gas processing plants; refineries; 
quality control; refinery capacity; refinery 
inspection; refinery maintenance; refinery 
management; refinery modeling; refinery planning; 
refinery economics; refining industry; refining 
processes; tank; tank farm

Refinery and Petrochemical Modeling System (RPMS), 
694 (table)

refinery capacity, 58–60, 58 (figure), 59 (figure), 59 (table), 
60 (figure), 60 (table), 61 (figure), 62 (figure), 64, 68

global, 609–611, 611 (figure), 611 (table), 612 (figure)
regional statistics and, 607–608, 609 (table), 610 

( figure)
in the United States, 600–604, 603 (figure), 604 (figure)

refinery economics, 17, 67–68, 614, 617–621, 636, 774
blending and, 494, 495 (figure)
biofuels and, 746–766, 765 (figure)
capital cost, 592, 594 (table)
cost control and, 739
environmental regulation and, 701
financial risk management and, 632–633, 641 (table)
labor cost, 593 (table)
loss and, 679–680
margins and profits and, 592–593, 594 (figure), 595 

(table), 619, 620 (figure), 620 (table). See also 
refining planning 

operating and, 124, 591 (table), 589, 591 (figure), 
591 (table), 591–592, 593 (table), 594 (figure), 595 
(table), 611, 615, 612, 621 (figure)

pipelines and, 563
process cost function and, 625–628, 626 (table), 627 

(figure)
supply and, 591 (figure), 592 (figure)
tank operation and, 516
See also oil price; products, price of; price variation; 

pricing
refinery inspection, 13–14, 402–406, 408–415, 410 (table), 

411 (table), 413 (table), 447
criteria, 410–411
documentation, 414–415, 433
tools, 411 (table)
See also quality control
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refinery maintenance, 13, 16 (figure), 17, 393–401, 675–676
cost and, 594 (table), 676–677
civil, 407–408
electrical systems and, 401–401. See also electrical 

 systems
instrumentation and, 406–407, 435 (table), 340
maintenance and, 736 (table), 739 (table)
management and, 736 (table), 739 (table), 742–746
performance measurement and, 733 (figure), 733 

(table), 733–736, 734 (figure), 735 (figure)
personnel and, 729–730, 741–742
strategy and, 730 (figure), 730–732, 731–732 (table), 

735 (figure), 736–737
support aspects and, 737–742
See also instrumentation, maintenance and; specific 

forms of maintenance
refinery modeling, 649 (figure), 656–658, 660 (figure), 

669–670
design and, 665–666
development and, 649, 653–654
model components, 652–653, 645–656, 63 (figure), 655 

(figure), 656 (figure), 669–670
software and, 658 (table), 658–669
technology and, 649–652
See also process engineering

refinery planning
computerized, 692–696, 694–695 (table)
management and, 737 (figure), 737–738
risk management and, 632–633, 633–636, 738
supply chain and, 631–632

refinery pollutants, 702 (table), 702–706, 706 (table)
air, 703, 710–711 (table), 712, 713 (table), 713–714, 

714 (table)
noise, 706, 708–709
water, 702 (table), 702–703, 704–705 (table), 708 (figure)

refining companies, 605 (table), 606 (table), 772 (figure). 
See also specific companies

refining industry, 60, 612–616, 629, 769–71
challenges of, 33–34, 60–61, 794–796
configuration, 612–613 (table)
history of, 61 (figure), 73, 101, 121–123, 772–774
regional, 63 (figure)
structure, 604–607. See also geographical distribution
See also markets; refineries; refinery capacity; refinery 

economics; refining processes; specific industry 
aspects

refining processes, 378–387, 388, 390 (figure), 390 (table), 
522 (figure), 597–598, 610–611

automated, 724–725
complexity and, 623, 659 (figure)
control schemes and, 378–386, 379 (table), 690 (figure)
gas and, 38
See also optimization; refinery capacity; refinery 

economics, process cost function and; specific processes
reflux ratio, 311
RefOpt, 695 (table)
reformed gas shifting, 290–291
reformer, 277–278, 277 (figure), 278 (figure). See also 

specific reformers
reformer reactor model, 667
reformulated gasoline (RFG), 28, 92
refractive index, 81
refractivity intercept, 87

refractory lined vessel, 412
refrigeration, 279
RefSim, 695 (table)
regasification, 268–270, 282, 283 (figure)
regenerator, 137 (table), 141–142, 142 (figure), 151 

( figure), 153 (figure), 371 (figure), 372
regenerator heat balance, 15
regional production, 607 (figure), 607 (table), 607–608, 

608 (table), 609 (table), 610 (figure), 610–611, 612 
(table), 796

regulatory blend control, 489
Reid vapor pressure (RVP), 83, 473
reliability, 366–368, 369, 401
Reliance refinery, 58
remote-impounding, 726
repeatability, 462
reproducibility, 462–463
reserves

regional, 35 (table)
conventional crude oil and, 35 (table), 42–45, 43 

 (figure), 44 (figure), 45 (figure), 46 (figure)
conventional natural gas and, 46–51, 48 (figure), 49 

(figure), 50 (figure), 51 (figure), 786 (figure)
heavy crude and, 177, 178 (figure)
unconventional crude oil and, 46, 46 (figure), 47 (figure)
unconventional natural gas and, 48–51, 51 (figure)
See also regional distribution; specific products; 

specific regions
reserves-to-production ratio (R/P), 55–57, 56 (table), 57 

(figure)
reservoir fluids, 23–24, 24 (table), 25 (table)
residua thermal cracking, 213–215
residual fuel oil, 29
residual hydrocracking, 121 (table)
residue upgrading, 213–215, 215 (figure), 780–790, 784 

(table), 785 (table)
residuum desulfurization (RDS), 234–237, 234 (table), 237 

(figure)
resin, 777, 778 (table)
resource classification, 41–42, 42 (figure)
resource constraint, 675, 678 (figure)
reverse rim alignment, 398–399
Reynolds number, 331, 337, 339, 342, 344, 553–554
rigorous model, 661, 662 (figure), 664, 667
rim and face alignment, 398 (figure)
riser heat balance, 155
Riser Separation System (RS™), 138, 140
riser termination device, 138–140, 139 (figure)
riser-reactor, 127, 151 (figure)
risk curve, 634 (figure), 636 (figure), 640 (figure), 641 ( figure)
roads, 407
ROK-Finer process flow, 202 (figure)
RONs, 113, 160 (table), 163, 168, 169 (table), 478
root mean square error prediction, 463
rotary compressor, 345–346
rotary displacement pump, 351
rotary equipment, 409
rotating electrical machines, 404
rotating equipment alignment, 397–399
roughness coefficient (C

HW), 555–557, 559
round-robin evaluation, 468
rudimentary control, 356
Russia, 612 (table)
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s
“saccharification,” 754–755
safety, hazard, and operability analysis (HAZOP), 676
safety assurance, 696–697. See also refineries, safety and
safety devices, 414
safety issues, 17, 18, 717

gasoline and, 91–92; 718
hazards and, 718–720
management and, 721–726
standards, 720–721
See also refineries, safety and

salt, 103–104, 307. See also desalting
sand filter, 351
sand pipes, 137 (table), 141, 144 (figure)
sanitation, 407
saturate, aromatic, resin, and sphaltene (SARA), 81, 178–179, 

179 (figure), 777–780. See also specific components
SCANfinding process, 201–202, 227 (table)
scheduling time horizon, 540–541
scheduling, 16–17, 531, 539–542, 691, 692 (figure)

blending and, 490
computerized, 692–696, 694–695 (table)
industrial applications and, 543–544
maintenance and, 677
management and, 737–738
mathematical tools and, 542–543
offsite, 541 (figure)
short term, 539–540, 541
tools, 543, 544
See also refineries, scheduling and

second generation biofuels, 753, 765
security disclosures, 41
Selas-Linde GmbH, 270 (figure)
semicritical equipment, 396
sensitization, 41
separation assistance device, 344–351. See also 

compressor; pump
separation process, 102–103, 102 (figure), 102–110, 

105 (figure, 105 (table), 106 (figure), 106 (table), 109 
( figure), 110 (figure). See also desalting; distillation; 
 specific processes

separation units. See heat transfer equipment; specific 
units; three-phase separators; two-phase separators

sequential systems, 687–688
settling regime, 337
Seveso, Italy, 717
Shaw/Axen’s feed injectors, 138
Shell, 189, 266, 695 (table)
shipment execution, 737
shock pulse monitoring, 395
shot coke, 117
shutdown maintenance, 400–401
sieve tray distillation column, 316 (figure), 318 (figure)
sigma phase, 447
silica, 246
silicoaluminophosphate (SAPO) molecular sieves,  

165–166
simple deflection box, 344–345
simple refineries, 613
SimSci-Esscor’s ROMeo, 690
simulated annealing (SA), 536, 537 (figure), 537 (table), 

537–538, 538 (figure), 538 (table)
simulated distillation (SD), 79

simulation model, 17–18, 200–201, 447, 543, 646–648, 
663–664, 69. See also refinery modeling

simulation tools, 648 (figure). See also optimization, 
 planning tools and; process modeling; specific tools

single-phase gases, 552–553. See also gas flow
single-phase liquids, 552. See also liquid flow
Site Source Sink Profile (SSSP), 216–217, 217 (figure), 218 

(figure)
site steering committees, 741
skill level, 742
slack variables, 482
sliding vane compressor, 346
sludge, 702 (table), 703
slurry bubble column reactors (SBCRs), 278
slurry water-based hydrate process, 238–284
smog formers, 712 (table)
smoke point, 87, 462 (table)
SO

3, 336
soda ash neutralization, 441
Sodegaura Refinery, 215
sodium (Na), 154
software

applications, 658 (table), 658–665
commercial, 641–643
for process engineering, 665–668
real-time optimization (RTO) and, 691 (table)
scheduling and, 692 (figure), 692–696, 694–695 (table)

solid acid catalyst, 237–239
solid alkylation process, 210–213, 211 (table). See also 

alkylate process
solid waste, 702 (table)
solvent, 18, 29, 81, 108, 121 (table), 325 (figure)
sour oil, 26
source and sink location, 296–297, 298 (figure)
South Africa, 64–65, 95
South and Central America, 609 (table), 612 (table), 613 

(table)
crude oil reserves of, 43, 43 (figure), 44 (figure), 46
energy sources and, 770 (table), 774 (table)
natural gas reserves of, 48 (figure), 49 (figure), 51 

(figure)
refining in, 70 (figure)
See also specific countries

SOX reduction additive, 150, 151 (figure)
spares philosophy, 407
specific gravity (SG), 80
spectroscopy, 82, 242, 364
spectrum-based blending indices, 480
spherical tank, 499
spiral exchangers, 326
Spit MR™, 263
spot contracts, 578 (table)
stainless steel, 441, 442, 444, 447
standard deviation, 463
standard error prediction, 463
standard methods, 88–89, 89 (table). See also specific 

 organizations
Standard Oil of New Jersey, 197. See also Exxon Mobile
starters, 402
static devices, 405
static electricity controls, 726
static equipment, 409
steady-state model, 653–656, 665, 693, 696
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steam generator system, 291
steam methane reformer, 277 (figure)
steam reforming, 289–290
steam reforming catalysts, 239–243
stochastic model, 638–641, 639 (table), 640 (figure), 641 

(figure), 641 (table), 643 (figure)
stochastic optimization, 536
stochastic programming, 633
stock quality, 486–487
stock tank, 487
storage tank. See tank
storage tank inventory. See tank inventory
straight-edge alignment, 398
straight-run products, 107
strainer, 351
Strategic Research Agenda, 750–751
stream identification, 533 (table)
stream pooling, 485
stress corrosion cracking (SCC), 441–443
stress-related failure, 414
stripper, 137 (table), 140 (figure),140–141, 151 (figure), 

323 (figure)
stripping, 108. See also stripping
structure-oriented lumping (SOL), 652
sugar cane, 754
sulfur, 23, 462 (table)

additives, 150
corrosion and, 443–444
fluid catalytic cracking (FCC) and, 150 (figure), 151 

(figure)
fuel and, 94–95, 474, 476. See also specific fuels
grades of, 94–95
measurement of, 465
recovery of, 120–121, 254–255, 626 (table), 628
refining and, 612–613
removal of, 62–64, 149–150, 150 (table). See also 

desulfurization
See also sulfur content; ultralow sulfur diesel (ULSD)

sulfur content, 82
in crude oil, 119, 616, 618, 781 (figure)
in diesel fuel, 119 (table), 202–203, 203 (figure), 205 

(figure)
in diesel oil, 229
environmental legislation and, 227, 464–465. See also 

environmental regulation
in gasoline, 89, 90 (figure), 149–150, 150 (table), 198–

200, 199 (figure)
See also desulfurization; hydrodesulfurization (HDS)

sulfur oxide (SO
X) emission, 224–225, 703

sulfur reduction additive, 149–150, 150 (table)
Sumitomo Chemical Company (SCC), 217–218
Sumitomo Precision Products, 270 (figure)
SUNCOR, 191, 192 (figure)
Super Type-II Active Reaction Sites (STARS™), 232 (figure)
supercritical equipment, 396
supply cost, 591–592
supporting process, 102 (figure), 103, 120–121
surface production operations, 24–25
sustainability, 749–752
Sweden, 63
sweet crude, 444. See also sweetening
sweetening, 121 (table), 252–254. See also pretreatment
switchgear, 402–403

Syn Technology, 207 (table), 210
Syncrude process, 192 (figure)
SynSat process, 204 (figure)
SynTechnology, 64
synthesis gas technology, 275, 277, 278
synthetic catalysts, 223
synthetic fuel (BLT), 752, 762 (table), 763–764
S-Zorb process, 205, 206 (figure)

t
tabu search, 537
tail gas, 292, 293 (figure)
tank, 273, 513–514

cleaning, 408
costs and, 516
environmental concerns and, 704 (table), 710 (table)
inspection, 408, 413 (table), 413–414, 425, 426
quality measurement and, 487, 488 (figure)
types, 499–502, 500 (figure), 501 (figure)
See also tank farm

tank farm, 14, 15 (figure), 16, 484–485, 499, 504 (table)
capacity of, 502 (figure), 503 (figure), 503–504, 504 

( figure)
design of, 499–504, 500 (figure), 501 (figure), 502 

( figure), 502 (table), 503 (table), 507 (figure)
inventory, 504–510, 505 (figure), 506 (table), 508 

( figure), 509 (figure), 510 (figure)
oil movement in, 514–521, 515 (table), 516 (table), 518 

(table), 520 (figure), 521 (figure)
qualities, 510–514
See also tank

tank inventory, 504–510, 505 (figure), 506 (table), 508 
( figure), 509 (figure), 510 (figure)

tank inventory calculations, 507–510, 508 (figure), 509 
(figure)

tank lube inline blending, 527 (figure)
tank quality estimation, 512–513, 513 (figure)
tank quality measurement, 487, 488 (figure), 513 (figure)
tar sand, 25 (figure). See also Canadian tar sands 
task status monitoring, 521
TEAL process, 268
technical management systems, 686
technology, emerging, 790, 791 (table)
temperature

distillation, 782 (figure), 783 (figure)
fluid catalytic cracking (FCC) and, 155, 201
hydrogen processing, 294–295
measurement, 506, 534
pipe flow and, 570–573
refining maintenance and, 395
reformers and, 240–241, 241 (figure)

Ten-lump kinetic model, 131 (figure)
terminal operations, 521–523, 523 (figure), 524 (figure)
terminals, 403. See also terminal operations
test method. See product, test method
test productivity, 463–464
thermal conversion technologies, 103, 182–185, 183 

( figure), 626 (table). See also thermal cracking
thermal cracking, 103, 116–117, 121 (table), 626 (table)
thermal reforming, 121 (table)
thermodynamic models, 652–653
thermodynamics, 159, 161 (figure), 250, 409. See also 

hydroisomerization
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thermolysis of water, 291–292
thin layer chromatography (TLC), 179
thiol formation, 200 (figure)
thiophene hydrodesulfurization, 226 (figure)
three stage separator, 311 (figure)
TLC/FID analysis, 181 (figure)
total acid numbers (TANs), 393, 448
total isomerization process (TIP), 168, 170 (figure)
toxicity, 719
trade. See crude oil, trading; fuel oil, pricing; markets
training, 669, 696, 742
training simulator, 696
transesterification, 31
transportation fuel, 18, 752

demand for, 61–67, 63 (figure), 64 (figure)
regional consumption and, 61–62, 65 (figure)
See also biodiesel; biofuel; diesel; gasoline; natural 

gas, as transportation fuel; specific fuels
transportation, 16, 549–550, 608 (table)

acids and, 114
cost and, 549
heavy crude and, 191 (figure)
hydrogen and, 295–296
modeling and, 565–570
natural gas and, 9–10, 279–281, 288, 549–550, 550 

( figure), 563, 568 (figure)
See also pipelines; gas transport modules (GTM™)

tray columns, 319–320, 320 (figure)
trays, 317, 318 (figure)
truck terminal, 523, 524
true boiling points (TBPs), 79
trueness, 463
tube plugging, 413
tungstate-promoted zirconia, 166–167
tungsten oxycarbide, 163–164
turboexpander extraction, 259, 268
twin laser reverse indication alignment, 399 (figure)
Twister™, 258
two-phase separators

horizontal, 340 (table), 340–342, 341 (figure)
vertical, 339 (figure), 339–340

two-stage desalter, 308 (figure)
two-tier blending, 490 (figure)

u
U.S. Clean Air Act (CAA), 703
UFR/OCR process, 236
ultra-heavy feedstock conversion, 224
ultralow sulfur diesel (ULSD), 62–64, 464, 792
ultrasonic analysis, 395, 409
unconventional hydrocarbon. See specific products
unconventional oil, 33, 42 (figure), 46
unconventional reserves. See crude oil, unconventional, 

reserves; natural gas, unconventional, reserves
Unionfinding/APCU, 207 (table)
unit programming modeling (UPM), 662–663, 663 (figure), 

664 (figure)
unit shutdown, 410, 411 (table)

unit troubleshooting, 666
United States

biofuel and, 756
crude oil and, 288 (table)
demand in, 598–599, 599 (figure), 560 (figure)

diesel fuel and, 95 (table), 103
environmental regulations and, 714 (table)
gasoline and, 91–92
industry structure and, 604–607
refining in, 103, 123, 123 (figure), 599–604, 602 

(figure), 602 (table), 603 (figure), 604 (figure), 216 
(table), 613 (table), 615

refining companies in, 605 (figure), 605 (table), 606 
(figure), 606 (table), 606–607, 608 (table)

regional specialization in, 607–608
Universal Oil Products (UOP), 109, 110 (figure), 112 

( figure), 114–115, 117, 119. See also UOP FCC process; 
UOP/FWUSA solvent deasphalting

UOP CCR, 112, 112 (figure)
UOP FCC process, 111, 112 (figure)
UOP/FWUSA solvent deasphalting, 109–110, 110 (figure)
upgrading

bottom-of-the-barrel, 233–237
crude oil, 780–790, 790 (figure), 791 (table), 780–785
heavy-oil, 181–193, 183 (table), 184 (figure), 185 

(table), 186 (figure)
residue, 213–215, 215 (figure), 780–790, 784 (table), 

785 (table)
technology and, 791 (table)

upside potential (UP), 635
urea electrolysis, 292
utilization, 601, 605 (figure). See also demand

v
vacuum distillation, 4 (figure), 6, 7 (table), 8 (table), 10 

(figure), 26, 61 (figure), 121 (table). See also vacuum 
distillation unit

vacuum distillation unit, 380, 438, 451–452
vacuum gas oil (VGO) hydrotreating, 207 (table) 207–210, 

207
catalyst technology and, 230–231, 231 (table)
heat exchanger network (HEN) and, 537–538

vacuum residue (VR), 233. See also bottom-of-the-barrel
vacuum tower, 107
Valero, 606
value at risk (VaR), 634–635, 635 (figure)
valve actuators, 405–406
vanadium, 23, 148, 154–155, 230–231
vane-type device, 345
vapor liquid contact, 316 (figure)
vapor pressure, 81, 83, 462 (table), 757 (figure)
vapor product, 107
vaporization, 270–273, 271 (table)
vapor-liquid equilibrium (VLE), 309–310
vapor-to-liquid (V/L) ratio, 83
variable costs, 591
variance, 463
velocity equations, 561–562, 563. See also pipelines, flow 

equations
Venezuela, 46, 70, 187 (table), 193 (table)
ventilation, 725
vessel inspection, 412, 423
vibration monitoring, 394, 418, 419–421
videoscopic inspection, 409
visbreaking, 117, 111, 112 (figure), 182–184, 183 (figure)
viscosity, 84, 462 (table). See also viscosity index
viscosity gravity constant (VGC), 87–88
viscosity index, 29, 88

AST-MNL58-11-0801-Index.indd   819 3/12/13   4:24 PM

 



820	 Index

volatile oils, 24
volatile organic compounds (VOC), 712 (table)
volatility, 758
volatility index. See fuel volatility index (FVI)
volatility models, 651–652
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(figure)
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Watson (UOP) characterization factor, 87
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waxes, 29
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World Energy Outlook, 774–775

x
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yield estimation, 152
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innovation and, 197
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