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INTERLABORATORY COOPERATIVE STUDY OF 
THE PRECISION AND ACCURACY OF THE 

MEASUREMENT OF LEAD IN THE ATMOSPHERE 
USING THE COLORIMETRIC DITHIZONE PROCEDURE 

by 

J. F. Foster, G. H. Beatty, and J. E. Howes, Jr. 

INTRODUCTION 

This report presents the results obtained from an experimental 

study of the accuracy and precision of measurements of particulate and 

vaporous lead using a colorimetric dithizone procedure as described in ASTM Method 

D-3112 v  . Measurements of lead concentration in spiked and unspiked 

atmospheric air samples were performed by eight participating laboratories at 

three test sites:  Los Angeles, California; Bloomington, Indiana; and New York, 

New York. The first series of field tests were conducted at the University of 

Southern California on August 15-21, 1971; the second series of field tests were 

conducted at Indiana University on October 24-30, 1971; and the third series of 

field tests were conducted at Cooper Union (New York City), on January 9-15, 1972. 

All measurements were made according to a tentative ASTM method for lead in the 

(*) This study was funded by the American Society for Testing and Materials as 
part of a larger experimental program designated Project Threshold that 
involved the sampling of other atmospheric contaminants (nitrogen dioxide, 
sulfur dioxide, dustfall, total sulfation, and particulate matter). See 
References 1 through 5. 
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atmosphere from which ASTM Method D 3112^ '     evolved. 

This report describes the experimental testing program, gives a 

complete tabulation of the experimental data used in the statistical analyses, 

and presents estimates of accuracy and precision of the lead method derived 

from the test results. 

SUMMARY OF RESULTS 

Particulate Lead 

The statistical analysis of 126 particulate lead determinations 

performed at three different test sites produced the following precision anCi 

accuracy data. 

Precision 

Precision estimates derived from all determinations at each site 

are summarized below as the between-laboratory precision (reproducibility), 

S , the within-laboratory precision (repeatability), Sw> and the 

corresponding coefficients of variation, CV, in percent. 

Mean Lead 
Cone,   ug/m3 

Precision Estimates 
Between-Laboratory                     Within-Laboratory 

Site SB>   ug/mJ           CV,%                  fy,   ng/m3       CVj7o 

Los Angeles 1.22 (a) (a) 0.12 10 
Bloomington 0.46 0.06 13 0.03 8 
New York  City 1.45 0.16 11 0.07 5 

(a) The within-laboratory variability accounted for essentially all the 
variation observed in the data. Consequently, a meaningful estimate 
of between-laboratory precision was not obtained. 

Accuracy 

Test results at one of the three sites in which known lead spikes 

were added to selected samples prior to analyses indicate that the test method 

may yield results which are slightly higher than the true value.  Combined data 

for all sites (30 determinations) shows that, on the average, spike determinations 

were about 17 percentage points higher than the predicted value.  This difference 

constitutes a bias which is statistically significant when subjected to Student's 

^References are listed on page 45, 
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t Test at the 95 percent confidence level. 

Vaporous Lead 

Statistical analysis of 19 vaporous lead samples performed at the 

three sites provide the following precision and accuracy data. 

Precision 

The between-laboratory standard error estimates, S (between- 

laboratory)*, of single vaporous lead determinations at Los Angeles and 

Bloomington expressed as the coefficient of variation are 64 and 14 percent, 

respectively.  The respective mean vaporous lead concentrations at Los Angeles 
3 

and Bloomington are 0.044 and 0.007 |ig/m . 

A limited number of duplicate determinations at New York City (mean 
3 

vaporous lead concentration 0.079 yg/m )provide between-laboratory (S ) 
3 

andwithin laboratory (S ) precision estimates of 0.032 and 0.016 (j,g/m , 
w 

respectively.  Expressed as the coefficient of variation, these estimates 

are 41 and 20 percent, respectively. 

Accuracy 

At Los Angeles and Bloomington, the analysis of a limited number of 

samples spiked with a known quantity of lead and subjected to the sampling 

procedure indicate that the test method may yield vaporous lead results which 

are less than the true value. However, based on only three determinations 

at Los Angeles and four at Bloomington, the difference (bias) between the 

experimentally determined and predicted values is not significant when Student's 

t Test is applied at the 95 percent confidence level. 

In contrast, analysis of lead-spiked charcoal samples not subjected 

to the sampling procedure gave results which were slightly higher than the 

predicted value. However, the mean difference (15 percent) is not statistically 

significant at the 95 percent confidence level. 

EXPERIMENTAL PROGRAM 

Test Method Description 

The method subjected to interlaboratory testing was a preliminary 

'<S     (Between-Laboratory)=~V/S  + S^ 

 



version of the current ASTM D 3112-72T procedure.  The method describes 

equipment and procedures for measurement of atmospheric concentrations of 
3 

particulate lead in the range of 0.01 to 10 |ig/m and vaporous lead at 
3 

concentrations below 0.5 M'g/m .  Particulate lead is collected by filtration 

of a measured volume of air through glass fiber or membrane-type filters. 

Vaporous lead is collected by adsorption on a column of activated charcoal 

after removal of the particulate lead. 

After digestion steps, lead on the filter and the charcoal is 

determined by colorimetric analysis of the reddish lead dithizonate complex. 

A copy of the detailed test procedure used in the interlaboratory 

testing program is given in Appendix A.  The method is essentially the same 

as ASTM D 3112-72T with the exception that D 3112-72T specifies the use of 

EDTA to decompose the lead dithizonate in the colorimetric analysis. Diethyldi- 

thiocarbamate is specified in the earlier version with an option to use EDTA. 

In this study, all lead analyses were performed using diethyldithiocarbamate 

to decompose the lead dithizonate. 

Sampling Apparatus 

Each cooperator used sampling apparatus as specified by the test 

procedure. All laboratories used glass fiber filters mounted in holders attached 

to the sample generating system by short pipe nipples. Figure 1 shows the filter 

holders as they were attached to the sampling manifold. TFE tubing was used 

to conduct the filtered air sample to the vaporous lead charcoal traps. 

Figure 2 shows the sampling manifold with projecting sampling lines and a pair 

of gas metering systems used for duplicate sampling by one of the cooperating 

laboratories. Figure 3 presents two views showing typical vaporous 

lead traps and the pump and metering equipment used by the various laboratories. 

Figures 4, 5, and 6 present schematic diagrams of the equipment and 

sampling systems used by three of the laboratories at Site I. These diagrams 

typify the equipment and system arrangements used during the three site tests. 

Figure 6 also gives the dimensional aspects of a typical sampling system arrangement, 

Sample Generating System 

A special sample generating system shown schematically in Figure 7 
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FIGURE 5.     SCHEMATIC DIAGRAM OF SYSTEM USED FOR SAMPLING  PARTICULATE AND 
VAPOROUS LEAD.     LABORATORY K^,   SITE  I. 
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FIGURE 6.  SCHEMATIC DIAGRAM OF SYSTEM USED FOR SAMPLING PARTICULATE AND VAPOROUS LEAD 
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was designed and constructed to deliver a stream of outside air to a 

convenient indoor sampling location at the three test sites.  The system which 

was constructed of 3-inch aluminum pipe, consisted of a vertical air intake 

section which extended well above roof levels, a horizontal section (Figure 

7) containing the sampling manifold and an induction fan to draw in an 

ambient air stream. The system was fitted with a 2-inch orifice and manometer 

and a Hastings Model AHL5 mass flow meter for flow measurement and control 

valves to regulate flow. System flow was maintained at 143 cfm for all 

test series. 

The sampling manifold contained individual nozzles to permit 

simultaneous withdrawal of 16 identical samples from the air stream.  Figure 

8 shows the sampling manifold with its radial arrangement of 16 nozzles 

spaced a equal angles around the periphery of a special pipe union. Each 
2 

nozzle had a knife-edged opening with an area of .036 in which permitted 

sampling under isokinetic conditions when the generating system flow was 143 

cfm and the sample flow rate was 0.7 cfm as specified by the test method. 

Separate studies showed that there was not a significant difference 

in lead concentrations at the 16 sampling nozzles in the manifold, consequently 

simultaneously drawn ambient atmospheric samples are considered to contain 

identical concentrations of lead. 

Test Pattern 

Interlaboratory testing was performed at three different test 

sites: Los Angeles, California (Site I); Bloomington, Indiana (Site II); and 

New York (Manhattan), New York (Site III).  Five days of testing was conducted 

at each site.  One particulate lead test, approximately 24 hours in duration, 

was conducted each day during the first four days and a 36-hour test was conducted 

on the final day.  In each test, the laboratories sampled concurrently with two 

sampling systems. The same pair of vaporous lead charcoal traps were used 

throughout the test week and accumulated sampling times of approximately 130 

hours.  Eight laboratories participated in the Site I tests. A total of 80 

particulate lead determinations were performed using the test pattern shown in 

Table 1.  Seven laboratories participated in the tests at Sites II and III. 

Seventy particulate lead determinations were made at each of the sites in 

accordance with the test patterns given in Tables 2 and 3. 
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TABLE 1.  TEST PATTERN FOR PARTICULATE LEAD 
DETERMINATIONS AT SITE I 

Type of 
Sample 

Laboratory 

Day Jl Kl Ll *L 
Nl °1 Pl Va) Total 

1 Unspiked 
Spiked 

1 
1 

1 
1 

1 
1 

1 
1 

2 
0 

2 
0 

0 
2 

0 
2 

8 
8 

2 Unspiked 
Spiked 

1 
1 

1 
1 

1 
1 

1 
1 

0 
2 

0 
2 

2 
0 

2 
0 

8 
8 

3 Unspiked 
Spiked 

1 
1 

1 
1 

1 
1 

1 
1 

0 
2 

0 
2 

2 
0 

2 
0 

8 
8 

4 Unspiked 
Spiked 

1 
1 

1 
1 

1 
1 

1 
1 

2 
0 

2 
0 

0 
2 

0 
2 

8 
8 

5 Unspiked 
Spiked 

2 
0 

2 
0 

2 
0 

2 
0 

2 
0 

2 
0 

2 
0 

2 
0 

16 
0 

Total 
Total 

unspiked 
spiked 

6 
4 

6 
4 

6 
4 

6 
4 

6 
4 

6 
4 

6 
4 

6 
4 

48 
32 

Total 10 10 10 10 10 10 10 10 80 

(a) Laboratory analyzed spike sample separately contrary to test 
pattern. Two unspiked measurements reported for each test day, 
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TABLE 2.  TEST PATTERN FOR PARTICULATE LEAD 
DETERMINATIONS AT SITE II 

Type of 
Sample 

Laboratory 

Day J2 K2 L2 M 2 N2 °2 P2 Total 

1 Unspiked 
Spiked 

1 
1 

1 
1 

1 
1 

2 
0 

2 
0 

0 
2 

0 
2 

7 
7 

2 Unspiked 
Spiked 

1 
1 

1 
1 

1 
1 

0 
2 

0 
2 

2 
0 

2 
0 

7 
7 

3 Unspiked 
Spiked 

1 
1 

1 
1 

1 
1 

0 
0 

0 
0 

2 
2 

2 
2 

7 
7 

4 Unspiked 
Spiked 

1 
1 

1 
1 

1 
1 

2 
0 

2 
0 

0 
2 

0 
2 

7 
7 

5 Unspiked 
Spiked 

2 
0 

2 
0 

2 
0 

2 
0 

2 
0 

2 
0 

2 
0 

14 
0 

Total 
Total 

unspiked 
spiked 

6 
4 

6 
4 

6 
4 

6 
4 

6 
4 

6 
4 

6 
4 

42 
28 

Total 10 10 10 10 10 10 10 70 
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TABLE 3.  TEST PATTERN FOR PARTICIPATE LEAD 
DETERMINATIONS AT SITE III 

Type of 
Sample 

Laboratory 

Day J3 K3  L3 M 
3 N3 °3 P

3' 
Total 

1 Unspiked 
Spiked 

1 
1 

0 
2 

1 
1 

1 
1 

2 
0 

2 
0 

0 
2 

7 
7 

2 Unspiked 
Spiked 

1 
1 

2 
0 

1 
1 

1 
1 

0 
2 

0 
2 

2 
0 

7 
7 

3 Unspiked 
Spiked 

1 
1 

2 
0 

1 
1 

1 
1 

0 
2 

0 
2 

2 
0 

7 
7 

4 Unspiked 
Spiked 

1 
1 

0 
2 

1 
1 

1 
1 

2 
0 

2 
0 

0 
2 

7 
7 

5 Unspiked 
Spiked 

2 
0 

2 
0 

2 
0 

2 
0 

2 
0 

2 
0 

2 
0 

14 
0 

Total 
Total 

unspiked 
spiked 

6 
4 

6 
4 

6 
4 

6 
4 

6 
4 

6 
4 

6 
4 

42 
28 

Total 10 10 10 10 10 10 10 70 

(a) Laboratory spiked one sample each day, instead of two on first and 
fourth days. 
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Each laboratory performed duplicate vaporous lead determinations 

at the three sites for a total of 16 at Site I and 14 each at Sites II and 

III. At Sites I and II vaporous lead spikes were added to one of the pair 

of charcoal traps prior to initiation of sampling.  Spikes were not added 

to the vaporous lead adsorption traps at Site III.  Instead the spiked charcoal 

samples were analyzed for lead as a separate sample. 

Spiking Procedure 

Particulate and vaporous lead spikes for the testing program were 

prepared by Dr. R. H. Johns, ASTM Research Associate, National Bureau of 

Standards. The preparation of the spikes and their method of introduction 

into the lead determination procedures is discussed below. 

Particulate Lead 

Spiked samples were generated by increasing the lead content of an 

unspiked (ambient) sample by the addition of NBS Certified Orchard Leaves 

(SRM 1571) before analysis.  This standard material is reported by NBS to 

contain 45 M>g lead per gram of the standard. Weighed quantities of the 

standard reference material were packaged in coded gelatin capsules and were 

to be combined with selected particulate lead filter samples after sampling 

and prior to the lead analysis according to the test patterns shown in Tables 

1, 2, and 3.  One laboratory (Q ) departed from the assigned procedure for 

Site I and inadvertently analyzed the spikes and the atmospheric samples 

separately. These separate ambient sample analyses were treated as part 

of the unspiked sample group. Another laboratory (K„) also deviated from the 

pattern at Site III by spiking one sample on each of four days rather than 

two samples on the first and fourth day. 

Vaporous Lead 

Vaporous lead spikes were prepared as lead-doped activated carbon. 

The doping material was prepared by the Ethyl Corporation and consisted of 

a solution of tetramethyl lead in methanol which was found by analysis to 

contain 10.1 pg lead per milliter. Volumes of 1.0 ml (10.1 pg) and 0.5 ml 

(5.05 ug) of the lead solution were added to 2-gram portions of activated 

carbon (previously analyzed for residual lead) to produce the Site I and the 

Site II and III spikes, respectively. These samples were supplied to the 

cooperating laboratories in coded vials and were to be combined with 

eight grams of unspiked charcoal to make up one of the two adsorbers 

for sampling at Sites I and II. At Site III the cooperating 
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laboratories were instructed not to add the spike to the column of absorbent, 

but to analyze two unspiked samples and the lead-doped activated carbon 

separately. 

Participitating Laboratories 

A total of eight laboratories participated in the testing of the 

lead method. The laboratories were; 

California Department of Health 

George D. Clayton and Associates 

Arthur D. Little, Inc. 

Midwest Research Institute 

Public Service Electric and Gas Company (New Jersey) 

Research Triangle Institute 

Walden Research Corporation 

Western Electric Company. 

Throughout this report the data generated by the various laboratories 

are concealed by a set of code letters.  The code letters designate different 

laboratories at each test site. 

STATISTICAL ANALYSIS OF LEAD MEASUREMENTS 

Statistical Measures 

The experimental program was designed to permit statistical analysis 

of the test results with the objective of estimating the accuracy and precision 

of particulate and vaporous lead determinations using ASTM 3112-72T. 

Measure of Precision 

ASTM Method D 2906-70T   defines precision as "the degree of 

agreement within a set of observations or test results obtained when using a 

method". The document further defines specific sources of variability in 

measuring precision, namely 

Single-operator precision - the precision of a set of 

statistically independent observations, all obtained as directed 

in the method and obtained over the shortest practical time 

interval in one laboratory by a single operator using one apparatus 

and randomized specimens from one sample of the material being 

tested. 
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Within-laboratory precision - the precision of a set of statistically- 

independent test results all obtained by one laboratory using a single 

sample of material and with each test result obtained by a different 

operator with each operator using one apparatus to obtain the same 

number of observations by testing randomized specimens over the 

shortest practical time interval. 

Between-laboratory precision - the precision of a set of statistically 

independent test results all of which are obtained by testing the 

same sample of material and each of which is obtained in a different 

laboratory by one operator using one apparatus to obtain the same 

number of observations by testing randomized specimens over the 

shortest practical time interval. 

The estimates of these measures of precision are formed by combining 

components of variance which are typically derived from an analysis of variance. 

In section 5.4 of ASTM Method D 2906-70T, the components of variance obtained 

from an analysis of variance table are given the following notations; 
2 

Sq  = the single operator component of variance, or the 

residual error component of variance. 
2 

S   = the within-laboratory component of variance 

S 2  = the between-laboratory component of variance 
B 

With the above components of variance, the standard errors (S ) of 

specific types of averages are calculated as follows: 

Single-operator standard error 
2  1/2 

ST (single-operator) -  (Sg /Q) 

Within-laboratory standard error 
2   2   1/2 

ST (within-laboratory) =  [Sw+(Sg /n)l 

Between-laboratory standard error 
2  2   2   1/2 

ST (between-laboratory) =  [SB +SW +(Sg /n)]' , 

where n is the number of observations by a single operator averaged into a deter- 
2 2 

mination.  (If S  is not determined separately from S  in the equations above, 
O n W 

it is understood to be part of S  and should be deleted from the expressions). 
w 

The three site tests provide data for the estimate of between- 

laboratory and within-laboratory precision of both particulate and vaporous lead 

measurements. The testing pattern was not designed to determine the operator 
2 

component of variance. Thus, variance due to operators within a laboratory, S  , 
2 

is combined in the estimate of within-laboratory variance,S . 

The cooperating laboratories concurrently performed some duplicate 
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particulate and vaporous lead determinations. Differences among these concurrent 

measurements provide a means of estimating the variability among laboratories, 

while differences between duplicate measurements provide a measure of 

variability within laboratories. Using the analysis of variance procedure, 

components of variance within laboratories and between laboratories were 
2 

estimated.  The within-laboratory component of variance, S  , estimates the 
W 

variance of duplicate (or more generally, replicate) measurements made on the 

same material in a single laboratory. The square root of this component of 

variance is referred to as the within-laboratory precision or repeatability 

and is denoted by the symbol S . 
2 

The between-laboratory component of variance, S , estimated by the 
B 

analysis, can be understood in terms of a "population of populations". Each 

laboratory's results can be assumed to represent sampling from a population of 
2 

results for that laboratory, where the population has a variance S . This 
w 

variance is assumed to be the same for all laboratories. However the mean of 

each laboratory's population of results is a quantity which is assumed to 

vary fcom laboratory to laboratory. Considering a large number of laboratories, 

the mean becomes a random variable itself.  The estimated component of variance, 
2 

S  , estimates the variance of this population of means.  The square root of 
B 

this estimated component of variance is referred to as the between-laboratory 

precision,or reproducibility,and is denoted by the symbol S .  Details of 
2      2 B 

the procedures used to calculate S  and S  are presented in the data analysis 

section and in Appendix B of this report. 

The estimates of within-laboratory precision( repeatability) and 

between-laboratory precision (reproducibility), as defined above, allow for 

the calculation of standard errors (S ) of specific types of averages, e.g. 

the between-laboratory standard error, S  (between-laboratory).  In addition, 

tests in which the laboratories made one determination per test, e.g. vaporous 

lead at Sites I and II, provide only estimates of between-laboratory standard 

error. These between-laboratory standard error estimates include the individual 
2   2      2 

components of variance, S  , STT , and S  , but the data do not permit their 
B    W        o 

computation independently. 

It should be noted that the usage of the terms "reproducibility" and 

"repeatability" varies in the literature. Some sources relate the terms to 

maximum values which will be exceeded by the absolute difference of two randomly 

selected test results only about 5 percent of the time in repeated experiments, 
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e. g. Mandel  .  Others use less quantitatively oriented definitions, e.g. 
(9) 

Daviesv  . The usage in this report can be directly applied to statements of 

precision, as outlined in ASTM Method D 2906-70T and E 177'  , and is consistent 

with the usage in other Project Threshold reports. 

Measure of Accuracy 

Accuracy is defined in D 2906-70T "the degree of agreement between 

the true value of the property being tested (or an accepted standard value) and 

the average of many observations made according to the test method, preferably 

by many observers".  Disagreement between the true value and test results may 

occur as a systematic difference or error which is called bias. 

In this study, the accuracy of particulate and vaporous lead 

procedures is estimated from duplicate determinations, one of which is spiked 

with a known quantity of lead.  The difference between a laboratory's 

determinations for such a sample pair is an estimated measure of the true 

value of the spike.  Differences between this experimentally determined quantity 

and the true value of the spike provide a measure of the accuracy of the Test 

Method. 

A measure of the accuracy of the vaporous lead analytical procedure 

was obtained from separate analyses of samples containing known quantitites of 

lead. 

The accuracy data are reported as the percentage difference between 

the measured and true lead in the spikes, relative to the true spike value. 

Accuracy (bias) estimates are derived from the average of these differences. 

Analysis of Particulate Lead Data 

Experimental Results 

The results of particulate lead determinations at Los Angeles, 

Bloomington, and New York City (Manhattan) are presented in Tables 4, 5, and 

6. The tables give, for each day at each site, the experimentally determined 

lead concentrations (in p,g/m ) for unspiked samples and samples spiked with 

known quantities of lead just prior to the colorimetric lead analysis. 

All sampling and analysis data were recorded by the cooperating 

laboratories and each laboratory calculated its final test results. The 
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TABLE 4.  DATA FROM PARTICULATE LEAD ANALYSIS AT LOS ANGELES (SITE I) 

(All values in micrograms/cubic meter) 

Day 1 Day 2 Day 3 Day 4 Day 5 
Lab Unspiked Spiked Unspiked Spiked Unspiked Spiked Unspiked Spiked Unspiked 

J (a) 1.25 2.18 2.05 2.76 2.02 2.69 2.28 2.63 1.17 
1.23 

Kl 
0.88 3.49(b) 1.21 2.79 1.37 3.17 1.56 2.95 1.07 

0.97 

Ll 1.56^ 1.91 1.34 2.57 1.41 3.31 1.55 2.44 0.94 
0.98 

*l 
0.90 1.67 1.67 3.03 1.32 2.64 1.71 2.77 4.61<C> 

3.64(c) 

Nl 
0.90 
0.89 

2.08 
1.67 

1.98 
0.94 

1.59 
1.52 

0.94 
1.39k } 

°1 0.66 
0.96 

2.08 
2.62 

2.06 
2.76 

1.02<f) 
1.66 

(e) 
1.14 

rl 

0.23(f) 

0.61 

3.25 
13.16 

0 
1.56 

1.29 
1.56 

0.91 
1.33 

(e) 
1.55 

1.54 
1.47 

9.27 
0 

0 
0.69 

0.84 
1.09 

(a) High lead blank, all data excluded from statistical analysis. 
(b) Sample contaminated with charcoal from vaporous lead column, data excluded from 

statistical analysis. 
(c) Incorrect sample volume, data excluded from statistical analysis. 
(d) All data excluded from statistical analysis because of difficulties encountered in sample 

analysis. 
(e) Pump failed during sampling period. 
(f) Outlying value based on Dixon Criterion. Data excluded from statistical analysis. 
(g) Laboratory deviated from spiking pattern. Data used in statistical analysis. 
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TABLE 5.  DATA FROM PARTICULATE LEAD ANALYSIS AT BLOOMINGTON (SITE II) 

(All values in micrograms/cubic meter) 

Day 1 Day 2 Day 3 Day 4 Day 5 
Lab Unspiked Spiked Unspiked Spiked Unspiked Spiked Unspiked Spiked Unspiked 

J (a) J2 
0.24 1.74 0.27 1.76 0.14 0.97 0.23 1.51 0.45 

0.69 

K2 0.58 1.03 0.44 1.71 0.23 3.60 0.28 1.20 0.77 
0.67 

L2 
0.62 1.71 0.68 1.81 0.24 1.52 0.23 1.37 0.65 

0.58 

*2 0.53 
0.53 

1.13 
1.47 

1.06 
1.04 

0.28 
0.24 

0.64 
0.59 

N2 
0.54 
0.54 

0.78 
1.26 

0.81 
0.54 

0.22 
0.25 

0.61 
0.59 

°2 

P2 

1.12 
1.20 

3 74(C) (c) 
4.39W 

0.41 
0.35 

1.10 
0.90 

(£) 
(f) 

0.23 
0.23 

0,35<e> 
0.24 

0.91 
0.79 

1.30 
(d) 

1.51(b) 

0.70 

(d) 

(a) High lead blank, all data excluded from statistical analysis. 
(b) Incorrect sample volume, data excluded from statistical analysis. 
(c) Sampling period was not concurrent with other laboratories, data excluded from statistical 

analysis. 
(d) Pump failure during test period. 

(e) Outlying value based on Dixon Criterion. Data excluded from statistical analysis. 

(f) Rejected as outlying data 
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TABLE 6.  DATA FROM PARTICULATE LEAD ANALYSIS AT MANHATTAN (SITE III) 

(All values in micrograms/cubic meter) 

Day 1 Day 2 Day 3 Day 4 Day 5 
Lab Unspiked Spiked Unspiked Spiked Unspiked Spiked Unspiked Spiked Unspiked 

J3   1.87 2.79 2.36 3.31 1.36 (a) 1.41 2.45 0.78 
0.75 

K3
(b)^.48<d> 4.13 2.69 3.58 1.65 2.51 1.60 2.73 0.78 

0.94 

L3   2.07 3.83 2.69 4.49 1.67 3.41 1.66 3.57 0.90 
0.93 

M^   1.65 2.75 1.64 <f> 3.38 1.42 2.09 0.86 1.79 0.91 
0.79 

N,   1.69 
J   1.69 

2.89 
4.18 

2.23 
2.42 

1.34 
1.03 

0.87 
0.84 

0,   1.86 
J   1.91 

3.72 
3.45 

2.53 
2.29 

1.54 
1.50 

0.89^1 
0.87(e) 

P3 
3.08 
2.79 

2.55 
2.50 

1.61 
1.59 

2.73 
2.75 

1.90<f> 
0.93 

(a) Loose connection in sampling train, data eKcluded from statistical analysis. 
(b) Spiking pattern deviated from design, however data were used in statistical analysis. 
(c) Sample flow rates were significantly below isokinetic; all data excluded from statistical 

analysis. 
(d) Pump off during sampling period, data excluded from statistical analysis. 
(e) Original data reported by laboratory was not corrected for blank absorbance. 

Correction made by Coordinating Laboratory. 
(f) Outlying value based on Dixon Criterion. Data Excluded from statistical analysis. 
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calculations were verified by the coordinating laboratory and the data were 

examined for erroneous experimental details which might compromise the 

determinations. Finally, all experimentally valid data were examined for 

statistical outliers using the Dixon Criterion (a -  0.95)   '. 
A summary of the data rejected from further analysis because of 

experimental or statistical reasons is given in Table 7. The major portion 

(85 percent) of the data was rejected because of experimental errors. All the 

data for one laboratory at Site I and one laboratory at Site II were rejected 

due to a high lead blank (about eight times normal level).  All data from another 

laboratory at Site I were rejected due to problems encountered in the 

digestion of the particulate lead samples. All data 

from one laboratory at Site III were not"used since sample flow rates 

(~0.4 to 0.5 cfm) were significantly less than required for isokinetic 

sampling. A lower flow rate may be tolerated in normal application; however, 

in this case, it represents a departure from the uniform sampling conditions 

required to determine variations inherent in the test method.  Of the remaining 

rejected data, four determinations could not be used due to incorrect 

recording of sampling data. Calculational errors were detected in only two 

determinations and corrections were applied by the coordinating laboratory. 

In all, only nine determinations were rejected as statistical outliers. 

The examination of the experimental data showed that, in nearly all 

lead analyses, the laboratories used aliquots in Step 11.2 and following, 

instead of using the entire 24-hour sample as directed by Note 3 of the 

test method.  The aliquot sizes taken in Step 11.2.3 ranged from 10 ml to 

50 ml,with the entire sample being used in a few instances.  The possible 

implication of this departure from the specified procedure on the accuracy and 

precision estimates derived from the test data will be discussed in a later 

section of this report. 

Between-Laboratory and Within-Laboratory Precision Estimates 

Under ideal conditions, the precision of a test method would 

be determined by a large group of participating laboratories performing 

many determinations per laboratory with all sampling being conducted 

 



TABLE 7.  SUMMARY OF PARTICULATE LEAD DATA REJECTED FROM STATISTICAL ANALYSIS 

Cause for Rejection of Data Number of Determinations Rejected 
Site I    Site I    Site II    Total 

Incorrect recording of sampling data 

Sample contaminated with charcoal 

Pump failure during sampling 

Leakage in system during sampling 

Deviation from isokinetic sampling 

Non-concurrent sampling period 

High lead blank 

Difficulty in sample analysis 

Statistical outliers 

2 

1 

2 

0 

0 

0 

10 

10 

4 

2 

0 

2 

0 

0 

2 

10 

0 

3 

0 

0 

0 

1 

10 

0 

0 

0 

2 

4 

1 

4 

1 

10 

2 

20 

10 

9 

-t- 

Totals 29 19 13 61 
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simultaneously at a single site. Under such conditions, the computation of 

laboratory-to-laboratory variability (reproducibility) would be straight- 

forward, albeit tedious.  Obviously, such conditions are physically unattainable, 

and in a practical experimental program it is possible to accommodate only 

a small number of laboratories, each of which produces a limited number of 

determinations. Furthermore, it is usually desirable to conduct the 

experimental testing over a period of several days, and at more than one 

location to encompass a range of ambient conditions. All of these constraints 

place an additional burden on the statistical analysis of the resulting data. 

In order to obtain useful measures of precision, it is necessary to remove 

site and day effects, and to isolate the specific components of variance 

inherent in application of the test method. The following sections present 

a brief explanation of the analytical procedures used to derive the estimates 

of precision of the test method. A more detailed description of the 

statistical analysis procedures is presented in Appendix B. 

If several laboratories each make replicate determinations, the 

expected value of the variance of laboratory means, after removing day and 

site effects, is 

aB
2 + o^/K, (1) 

where a-2-   = true variance of the population of laboratory means, 

2 
ct, - true run-to-run variance within laboratories 

K = number of determinations 

For the special case in which each laboratory makes just one determination 
2    2 

(K = 1), expression (1) reduces to crR + ex, • For tne case in which 

each laboratory makes exactly two determinations (K = 2), expression (1) 
2     2. 

becomes cr  + cXj/2  . As the number of determinations per laboratory 

becomes larger and larger (K -» oo), expression (1) approaches a 

If the number of determinations is not the same for all laboratories, 

as is the case in this study, then K is taken to be a weighted average of the 

number of determinations per laboratory. This weighted average is denoted 

as K„ in this report. Thus the expected value of the variance of laboratory 

means is given by 

aB + 0^3     . (2) 
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In analysis of variance, data limitations usually yield an estimate 

of the quantity given by (2) above. This estimate, which is denoted by the 

expression 

SW2+K3SB2  > 

is called the between-laboratory mean square and is the ratio of the 

between-laboratory sum of squares to the between-laboratory degrees of free- 

dom. The between-laboratory sum of squares for each test site is the sum of 

several quantities (one for each day) of the form 

k    -   - 2 

i=l 

where x. denotes the measurement value obtained by the ith laboratory, and 

x denotes the arithmetic mean of the measurements obtained by all k labora- 

tories on a given day.  For those laboratories making a single determination 

on a given day, x. is equal to that determination and n. is 1. For those 

laboratories making duplicate measurements, x. is taken to be the average of 

the two measurements, and the mean is given a weight of 2 so that n. =2. The 

number of degrees of freedom associated with the between-laboratory sum of 
2 

squares is obtained by summing k - 1 over all days.  Since ST  and K„ are 

computed in the analysis of variance, the estimate S„  is derived by sub- 
2 tracting the between-runs (within-laboratory) mean square, S  , from the 

2      2 
between-laboratory mean square, STT + K_S„ ,"and dividing the difference by 

j W     J is 

K„. The true variance, a , of laboratory means cannot be negative. However, 

experimental results sometimes lead to overestimated values for aT , resulting 
2 2 

in negative values for S  . This anomoly is likely to occur when STT is a 

major component of the between-laboratory mean square and the number of 

determinations are limited.  In such cases a meaningful estimate of variance 
2 

S„ cannot be derived. 
B 2 

The true run-to-run variance, which is designated by a, , is a 

statistical measure of within-laboratory variation.  The square root of this 

variance is a measure of within-laboratory precision, or repeatability. In 

an ideal situation, the number of determinations would be unlimited. 

Generally, a limited number of determinations are available and the run- 

to-run variance computed from these determinations, which is designated 
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2 2 
by S ,constitutes an estimate of the true variance of a, . 

The quantity SL  is called the within-laboratory mean square and 

it is the ratio of the within-laboratory sum of squares to the within- 

laboratory degrees of freedom. The within-laboratory sum of squares is 
2 

the summation of (x„ - x-) /2 over all laboratories and all days at a 

given site, where x1 and x» denote a pair of duplicate measurements made 

by a given laboratory.  The number of degrees of freedom associated with this 

sum of squares is the total number of pairs of duplicate measurements. 

The analysis of variance of the unspiked, particulate lead data by 

sites is summarized in Table 8. The "Between Labs Within Days" and "Between 

Runs within Labs" sources are variations related to precision of the test 

method. The square root of the mean square for the latter source yields 

the estimate of within-laboratory precision (repeatability). However, as 

noted in the previous discussion, the between-laboratory precision (repro- 

ducibility) estimate is not obtained by simply taking the square root of the 

"Between Labs within Days" mean square. The day-to-day variations (Between 

Days), which were not of primary interest in this study, are included to 

complete the analysis of variance summary and to indicate the magnitude 

of the normal daily variations relative to variations inherent in the test 

method performance. 

A detailed analysis of the precision estimates of the unspiked 

particulate lead data by day and site is presented in Table 9. Each row, 

corresponding to a given day at a given site, summarizes an analysis of 

variance that separates out the between-laboratory precision (reproducibility), 

the within-laboratory precision (repeatabilityi and the between-laboratory 

standard error. Each daily summary includes the total number of determina- 

tions for that day, the mean lead concentration, and the components of 

variance and total variance expressed in the form of standard deviations and 

coefficients of variation, together with the associated number of degrees of 

freedom for each. The coefficient of between-laboratory variation is 

computed from the formula 100 S^/m; the coefficient of within-laboratory 
B 

variation is computed from the formula 100 S /m; and the standard error 
w 

(between-laboratory) expressed as the coefficient of variation is computed 

from the formula 100 S_/m. 
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TABLE 8.  ANALYSIS OF VARIANCE, BY SITE, FOR ALL UNSPIKED 
SAMPLES OF PARTICULATE LEAD 

Site Source o£ Variation SSD df MS Expected Mean Square 
2... .. 2...  2 

I Between Days 

Between Labs within Days 

Between Runs within Labs 

II Between Days 

Between Labs within Days 

Between Runs within Labs 

III Between Days 

Between Labs within Days 

Between Runs within Labs 

2.8176 

0.2736 

0.1234 

0.8822 

0.0917 

0.0120 

9.5356 

0.7414 

0.0603 

4 

19 

8 

4 

15 

10 

4 

18 

11 

0.7044 

0.0144 

0.0154 

0.2206 

0.0061 

0.0012 

2.3839 

0.0412 

0.0055 

CTW  +K1*B +K2*D 
a 2+K CT 

Df      3  B 

W 

CTW2+K1CTB2+K2CTD2 

2 
aw  +K3aB 
a2 

W 

2 2 2 
CTW  +KiaB +K2% 

aW2+K3aB 
a ' w 

 



TABLE 9. ANALYSIS OF VARIANCE OF PARTICULATE LEAD DETERMINATIONS FOR UNSPIKED 
SAMPLES ACCORDING TO SITE AND DAY(a) 

Site Day 
isetween-lab Precision 

m (Pg/nr)       *~df sTCMi/^) CV(7») df 
Within-lab Precision 

(M-g/m3) 
JSl 

CV(%) 

Standard Error (Between-Lab) 
df   S^g/m3)    CV(%) 

(b) 

Over All Days 

II 

1 7 0.83 
2 5 1.41 
3 4 1.41 
4 8 1.58 
5 8 1.00 

)ays 32 1.22 

1 6 0.56 
2 4 0.47 
3 5 0.23 
4 6 0.25 
5 9 0.64 

Over All Days 30 

III 

0.46 

1 7 1.82 
2 4 2.52 
3 5 1.53 
4 7 1.33 
5 11 0.86 

4 0.00 
3 0.03 
3 0.10 
5 0.06 
4 0.00 
.9 0.00 

3 0.04 
2 0.15 
3 0.01 
3 0.00 
4 0.04 

15 

(b) 

(b) 

(b) 

(b) 

0.06 

4 0.16 
2 0.14 
3 0.14 
4 0.25 
5 0.05 

(b) 

(b) 

(b) 

7 
32 
2 
0 
7 

13 

9 
6 
9 

19 
6 

(b) 

2 0.15 
1 0.19 
0 — 
2 0.05 
3 0.11 

8 0.12 

2 0.00 
1 0.04 
1 0.00 
2 0.03 
4 0.05 

10 0.03 

2 0.03 
1 0.04 
1 0.01 
2 0.16 
5 0.04 

18 
14 

3 
11 

10 

0 
9 
0 

10 
7 

8 

1 
i 
1 

12 
5 

6 0.15 
4 0.19 
3 0.10 
7 0.08 
7 0.11 

7 0.12 

5 0.04 
3 0.16 
4 0,01 
5 0.03 
8 0.06 

26 0.07 

6 0.16 
3 0.15 
4 0.14 
6 0.30 

10 0.06 

18 
14 
7 
5 

11 

10 

7 
34 
2 

10 
10 

15 

9 
6 
9 

22 
7 

to 

Over All Days 34 1.45 18 0.16 11 11 0,07 29 0.17 11 

(a) Column headings: n, number of determinations; m, mean lead concentration; df, degrees of freedom; S , between- 
laboratory standard deviation (reproducibility); S , within-laboratory standard deviation (repeatability); S , 
standard error (between laboratory); CV, coefficient of variation. 

(b) The mean square for the variation between laboratories is equal to or smaller than the mean square for the 
variation within-laboratories so that zero or a negative value is obtained for S . m these cases, a zero is 
reported for S and CV. 

B 
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The three rows labeled "Over All Days" contain precision estimates 

obtained from the data given in Table 8. These estimates are derived using 

all unspiked lead determinations at each site, consequently they probably 

represent the best estimates of precision of the test method under the 

particular site conditions. It may be noted that an estimate of between- 

laboratory precision (reproducibility) was not obtained from the Los Angeles 

data, since the within-laboratory component accounted for all the observed 

variation. 

Accuracy 

An estimate of the accuracy of particulate lead determinations 

using the ASTM method is provided by the results obtained from pairs of 

spiked and unspiked samples. The difference between the quantity of lead 

found in a sample pair is a measure of the known quantity of lead added 

prior to the analyses. Table 10 presents a summary of the analysis of the 

spiked-unspiked sample pairs. The data given in Table 10 include the known 

quantity of lead (NBS SRM 1571) which was added to selected samples and the 

corresponding quantity of lead which was determined experimentally from the 

difference between the lead content of spiked and unspiked sample pairs. 

The difference between the quantity of lead added and the quantity found 

experimentally is expressed as a percentage of the quantity added. 

A summary of the data on the percentage difference between the 

quantity of lead spike added and found is presented in Table 11. The 

table gives for each site and for all sites combined the mean percentage 

difference, x, the standard deviation of the difference} s, and data 

related to Student's t Test for significance of the observed differences. 

The data for all sites indicates that, on the average, experimentally 

determined spike estimates are higher than the actual values. However, only 

the mean difference at Sites I constitutes a statistically significant bias 

based on Student's t Test. The combined data for all sites indicates that 

the average of the spike estimates is 17.4 percentage points greater than 

the "true" value. Based on Student's t Test applied at the 95 percent 

confidence level, it is concluded that this difference is statistically 

significant. 

 



TABLE 10. SPIKE DATA FOR PARTICULATE LEAD SAMPLES 

Lab 

Day 1 Day 2 Day 3 Day 4 

Site 
M-g 

Added Found 
1 

Difference 
(J,g 

Added 
^g 
Found 

% 
Difference 

M-g 
Added 

M-g 
Found 

% 
Difference 

(j,g 

Added 
M-g 

Found 
% 

Difference 

I J (S) 

1 
21 25 +19 28 20 -29 25 18 -28 29 9 -69 

Kl 
(b) (b) (b) 29 43 +48 32 52 +63 27 40 +48 

L1 
32 9<e> _72(e) 30 35 +17 34 53 +56 24 25 +4 

M, 28 20 -29 30 38 +27 26 35 +35 35 28 -20 

II J (a) 

2 
24 32 +33 21 36 +71 19 21 +11 25 31 +24 

*? 
20 13 -35 25 39 +56 23 104 +352 (e) 23 28 +22 

L2 
23 26 +13 24 30 +25 23 33 +43 22 30 +36    L 

1- 

III J3 
30 

27 

27 

33(d) 
-10 

+22 (d> 

30 

30 

27 

20 

-10 

-33 27 

(c) 

20 

(c) 

-26 

28 

32 

30 

27 

+7 

-16 

L3 
M3 

32 

29 

48 

28 

+50 

-3 

31 

27 

50 

45(e) 
+61 

+67<
e> 

28 

32 

50 

18 

+79 

-44 

30 

31 

52 

26 

+73 

-16 

(a) High lead blank, all data excluded from statistical analysis. 
(b) Sample contaminated with charcoal from vaporous lead trap.  Data excluded from statistical analysis. 
(c) Loose connection in sampling train, data unusable. 
(d) Pump off during sampling period, data excluded from statistical analysis. 
(e) Outlying value based on test of unspiked lead concentration data using Dixon Criterion. 
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TABLE 11.  SUMMARY OF PARTICULATE LEAD SPIKE RESULTS 

Site n 
Standard 

Deviation,s 
Student's 

t Statistic (a) 
Test 

Conclusion (b) 

I 10 24.9 31.6 

II 7 22.9 29.2 

III 13 8.6 42.1 

All Sites 30 17.4 35.8 
20 13.61 37.9 

2.49 

2.07 

0.74 

2.66 
1.60 

S 

NS 

NS 

S 

(a) Student's t = xVn/s 

(b) NS signifies that t is not statistically significant at the 95 percent confidence 
level, and that the test hypothesis that the true bias is zero is not rejected. 

S signifies that t is statistically significant at the 95 percent confidence 
level, the test hypothesis is rejected, and it is concluded that the true bias 
is probably not zero. 
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Analysis of Vaporous Lead Data 

Experimental Results 

The results of vaporous lead determinations at the three test sites 

are given in Table 12. The table gives the results of vaporous lead deter- 
3 

minations, in |ig/m , for spiked and unspiked samples. At Sites 1 and II, 

lead spikes were introduced into one of a pair of samples prior to initia- 

tion of sampling. Consequently, each laboratory produced one unspiked 

and one spiked determination at these sites. At Site III, each laboratory 

produced duplicate unspiked determinations; spiked samples of charcoal were 

analyzed as separate samples. 

Spike data are reported in Table 12 as the quantity of lead in 

the spike (|j,g Added), the experimentally determined spike value (^g Found) 

and the difference between the quantity of lead added and the quantity 

found experimentally expressed as a percentage of the quantity added 

(% Difference). In the analysis of the Sites I and II data, the difference 

between the unspiked and spiked sample results was used to determine the 

spike recovery. 

The examination of the vaporous lead test data disclosed 18 

determinations which were compromised by experimental problems or errors. 

These determinations which are identified in Table 12 were excluded 

from the statistical analysis. Three of the remaining determinations were 

excluded as statistical outliers based on the Dixon Criterion. 

Precision Estimates 

Single unspiked vaporous lead determinations were performed by 

the cooperating laboratories at Sites I and II. The statistical analysis 

of these determinations provides estimates of between laboratory standard 

error but do not yield separate estimates of between-laboratory and within- 

laboratory precision. 

The between-laboratory standard error, S , was computed from the 

set of determinations at each site using the equation : 
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TABLE 12. VAPOROUS LEAD DATA 

Measured Lead Concentrations, M'g/m-5 Spike Recovery 
Site  Lab Unspiked Samples Spiked Samples M-g added ^e.  Found °L Difference 

I    Jx 0.042(a) 0.079(3) 10.1 5.5<a> -46 <a) 

Kl 
0.034 (b) 10.1 

Ll 
0.041 0.052 10.1 1.7 -83 

"l 
0.043 0.090 10.1 6.9 -32 

Nl 
0.012 0.032 10.1 3.1 -69 

°1 0.088 (c) 10.1 

Pl (d) 

(e) 

(d) 

0.161<f> 

10.1 

10.1 

II   J2 0.001(a) 0.009(a) 5.05 1.07(a) -79 <a> 

K2 0.006 0.027 5.05 3.59 -29 

L2 
0.006 0.025 5.05 2.68 -47 

M2 0.016<n) 0.025 5.05 

N2 0.008 0.035 5.05 4.27 -15 

°2 (g) (g) 5.05 (g) (g) 

P2 (h) (h) 5.05 00 (h) 

III J3 0.051 
(j) 

(i) 5.05 
5.05 

6.65 
7.26 

+32 
+44 

K3 °-15 (1) 
0.036(-1' 

5.05 
5.05 

(k) 
(k) 

•  L3 
0.078 
0.073 

5.05 
5.05 

6.30 
6.45 

+25 
+28 

M3 0.039 
0.037 

5.05 
5.05 

3.05 
3.37 

-40 
-33 

N3 0.098(,m> 
0.052(m) 

5.05 
5.05 

7.75 
4.96 

+53 
- 2 

°3 0.081 
0.081 

5.05 
5.05 

7.11 
5.24 

+41 
+ 4 

P3 0.075 
0.120 

5.05 
5.05 

69.33<n> 
144.96(n) 

(a) High lead blank, data excluded from statistical analysis. 
(b) Data not used, charcoal found on backside of particulate filter after Day 1 test.. 
(c) Pump failure during Day 5 test, charcoal transferred to back of particulate filter. 
(d) Data excluded due to difficulties encountered in sample analysis. 
(e) Sampling system off ~10 hours during third test day, data not used. 
(f) High F value, data not used. 
(g) Incorrect sample volume, data excluded from statistical analysis. 
(h) Part of sampling period was not concurrent with other laboratories and pump 

failed during Days 4 and 5.  Data excluded from statistical analysis, 
(i) Spike samples were analyzed separately at Site III. 
(j) Loose connection in sampling train during Day 3 test, 
(k) Did not report results of spike analysis. 
(1) White precipitate formed when reducing solution was added.  Data not used, 
(m) Sample aliquoted for analysis. Data excluded from statistical analysis, 
(n) Outlying data based on Dixon's Criteria. 
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n 

? (x. - x)2 
S
T 

=    x  i 

n - 1 

where x is the mean vaporous lead concentration, x. is the vaporous lead 

concentration determined by the ith laboratory and n is the number of 

determinations. The coefficient of variation, expressed in percent, is 

calculated from the between laboratory standard error and the mean vaporous 

lead concentration, (x), using the equation 

CV,% 
100 ST (Between-Laboratory) 

x 

The Site III test in which duplicate unspiked determinations were 

performed by each laboratory provides estimates of the between-laboratory 

and within-laboratory precision of the vaporous lead method. These 

estimates were calculated using the same procedures as described for the 

particulate lead analysis. 

The summary of the statistical analysis of the vaporous lead 

data is given in Table 13. The between-laboratory standard error estimates 

expressed as the coefficient of variation are 64 percent based on the Site I 

(Los Angeles) data and 14 percent for the Site II (Bloomington) test. The 

mean vaporous lead concentrations at the two sites were 0.044 and 0.007 
3 

|jg/m , respectively. The between-laboratory and within-laboratory pre- 

cision estimates based on the Site III data (mean lead concentration 0.079 
3 

|j,g/m ) are 41 and 20 percent, respectively, expressed as the coefficient of 

variation. 

Accuracy 

Accuracy estimates of the vaporous lead procedure are obtained 

from the spike data reported in the last three columns of Table 12. 

Statistical analysis of percentage difference data are summarized in 

Table 14.  In the test series at the first two sites, lead spikes were 

introduced into the charcoal traps prior to sampling and were carried 

through the sampling portion of the procedure. The average differences 

between the quantity of spike added and the quantity found is about 

 



TABLE 13.  ANALYSIS OF VARIANCE OF VAPOROUS LEAD DETERMINATIONS BY SITE^ 

Between- •Laboratory Precision Within- -Laboratory Precision Standard Error (Between- Laboratory' 

Site n 
3 

m(M-g/m ) df SB(^g/m
3) CV(%) df Sw(Hg/m

3) CV(7„) df ST(^g/m
3) CV(7o) 

I 5 0.044 0 __ — 0 — — 4 0.028 64 

II 3 0.007 0 — -- 0 -- 2 0.001 14 

III 10 0.079 5 0.032 41 4 0.016 20 9 0.036 46 

(a) Column headings: n, number of determinations; m, mean lead concentration; df, degrees of freedom; S , between- w 
laboratory standard deviation (reproducibility); S , within-laboratory standard deviation (repeatability); S , °* 
standard error (between-laboratory); CV, coefficient of variation. 
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TABLE 14.  SUMMARY OF VAPOROUS LEAD SPIKE RESULTS 

Site n X 

Standard 
Deviation,s 

Student1 s(a-> 
t Statistic 

T6St  (b) Conclusion^ ' 

z(c) 3 -61.3 26.4 -4.02 NS 

II(C> 4 -42.5 27.6 -3.08 NS 

III<C) 10 +15.2 32.1 1.50 NS 

(a) Student's t = x Vn/s 

(b) NS signifies that t is not statistically significant at the 95 percent 
confidence level and that the test hypothesis that the true bias is zero 
is not rejected. 

(c) Spike added to charcoal column prior to start of sampling. 

(d) Lead-spiked charcoal analyzed separately, not subjected to sampling. 
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-61 and -43 percent, respectively, for Sites I and II. Although these 

average differences appear quite large, Student's t Test based on the 

limited data does not show significance at the 95 percent confidence level. 

Spike analyses at Site III were performed on samples which were 

not subjected to the sampling steps. Consequently, these data provide a 

measure of accuracy of the analytical procedure for vaporous lead. The 

average difference between the experimentally determined and true spike 

value is about +15 percent.  Based on Student's t Test, it is concluded 

that the difference does not constitute a significant bias. 
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DISCUSSION AND CONCLUSIONS 

The interlaboratory study provides the following conclusions 

regarding the accuracy and precision of the ASTM Method for determination 

of lead in the atmosphere. 

Particulate Lead 

1. Estimates of between-laboratory precision were obtained 

at two test sites. At Bloomington, where the ambient lead 
3 

concentrations ranged from about 0.22 to 0.77 |jg/m with 
3 

an overall mean of 0.46 |ig/m , the coefficient of variation 

based on all determinations is 13 percent. At New York 

City, where ambient lead concentrations ranged from about 
3 3 

0.75 to 2.69 iag/m with an overall mean of 1.45 |ig/m , the 

coefficient of variation based on all determinations is 11 

percent. 

2. Within-laboratory precision estimates were obtained at three 

test sites. At Bloomington and New York City where ambient 

lead concentrations were as stated in the previous paragraph 

the coefficients of variation within-laboratories for all 

determinations are 8 and 5 percent, respectively. At 

Los Angeles, where the ambient lead concentrations ranged 
3 3 from 0.61 to 1.71 ug/m with a mean of 1.22 |Jtg/m ,  the 

coefficient of variation of all determinations was 10 percent. 

3. Based on results of experiments at all test sites, experimentally 

determined spike concentrations were about 17 percentage points 

greater than the known quantity added prior to analysis. This 

difference, which may represent a bias in the test method, 

is statistically significant at the 95 percent confidence 

level. 
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Vaporous Lead 

1. Standard error (between-laboratory) estimates were obtained 

at two sites. At Los Angeles and Bloomington where the mean 

ambient vaporous lead concentrations were 0.044 and 0.005 
3 

|j,g/m , respectively, the respective standard error (between- 

laboratory) coefficients of variation are 64 and 14 percent. 

2. Between-laboratory precision expressed as the coefficient 

of variation estimated from the data obtained in New York 

City where the mean vaporous lead concentration was 0.079 
3 

|jbg/m is 41 percent. 

3. Within-laboratory precision expressed as the coefficient of 

variation estimated from the New York City data is 20 percent. 

4. Experiments at two sites show a rather low recovery of known 

spikes carried through the entire procedure, i.e. sampling and 

analysis. However, mean differences at both sites (61 and 

43 percent) are not statistically significant at the 95 percent 

confidence level. 

5. The analysis of lead-spiked charcoal samples produced results 

which were an average of 15 percent higher than the true 

value. However, the mean difference is not statistically 

significant at the 95% confidence level. 

The study results demonstrate that satisfactory precision can be 

achieved in the determination of particulate lead in the atmosphere. In 

characterizing the precision, the Bloomington and New York results are 

probably most typical. At these sites, within-laboratory variation is 

less than between-laboratory variation as would be expected. However, at 

Los Angeles, the first test site, the within-laboratory component accounts 

for all the observed variation. The higher within-laboratory variation may 

be attributed to unfamiliarity with the test method or difficulty in adapting 

to the test routine which included concurrent evaluation of other ASTM Methods. 
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The particulate lead spiking data taken by site do  not provide 

conclusive evidence regarding the accuracy of the method. A significant 

difference between experimentally determined and true spike values was observed 

only at Los Angeles (Site I). However, as discussed in the previous para- 

graph, the precision data cast some doubt on the representativeness of the 

Site I measurements. The combined data for all three sites indicate a signi- 

ficant bias, while the combined Site II and III data show a bias which is not 

statistically significant.  Based on the "best" data (Sites II and III) it 

appears that the method is not biased, however, additional study of accuracy is 

suggested. 

It was noted earlier in the report that aliquoting inadvertently 

occurred during analysis of most particulate lead samples. The net result 

of using smaller sample volumes for analysis could be the introduction of 

an additional source of variation and error into the results. However, 

the magnitude of the precision estimates do not indicate a significant 

contribution to the variation as a consequence of the aliquotting. 

The limited quantity of test data does not provide conclusive evi- 

dence concerning the performance of the vaporous lead procedure. 

The estimates of standard error and between-and within-laboratory 

indicate that the precision may be unsatisfactory. The results of spiking 

experiments (Sites I and II), although not statistically significant, in- 

dicate that lead may be lost from the charcoal during sampling or may be 

fixed on the charcoal so that it is not quantitatively removed in the 

analysis. Analysis of the lead-spiked charcoal samples (Site III) indicate 

that the analytical procedure is probably satisfactory and is not responsible 

for the differences noted in the Site I and II spike results.  In general, 

the test results dictate that additional study of the vaporous lead pro- 

duced is required. 
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RECOMMENDATIONS 

The results of the interlaboratory study demonstrate that the 

particulate lead procedure can yield results of satisfactory precision. 

Consequently, no modifications of the method are recommended. Additional 

investigation of the accuracy of the method is recommended to completely re- 

solve the question of a possible bias in the method. 

Additional study of the vaporous lead procedure is recommended. 

Although the interlaboratory tests do not offer conclusive proof, the 

limited data do suggest that the procedure may lack the desired accuracy 

and precision. 
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TENTATIVE METHOD OF TEST FOR LEAD IN THE ATMOSPHERE 

Colorimetric Dithizone Procedure 

1. SCOPE 

1.1 This method covers the determination of atmospheric lead. 

It involves separate measurements of particulate lead and vaporous 

lead.  For the purpose of this method particulate lead is that 

collected on an efficient filter. Vaporous lead is that which will 

pass through a 0.45 Mm membrane filter or its equivalent and 

includes organic lead compounds.  it is satisfactory for measuring 
3 2 

lead with an accuracy of ± 0.004 micrograms of lead/in of air (1). 

2. SUMMARY OF METHOD 

2.1 Sample - The sample of air is drawn through a sampling train 

consisting of 0.45 Um membrane filter or its equivalent and then 

through a special sampling tube containing activated carbon (1). 
3      3 

A sample of 150 m - 200 in is collected. 

2.2 Particulate Lead - The particulate lead sample is digested with 

nitric and perchloric acids and the dissolved lead is determined by 

a colorimetric dithizone procedure (1, 2). 

2.3 Vaporous Lead - The activated carbon is extracted with hydrochloric 

and nitric acids overnight at a temperature of 90° C - 100° C.  The 

carbon is removed by filtration and lead is determined in the filtrate 

by a colorimetric dithizone procedure (1, 2). 

3. SIGNIFICANCE 

3.1 This method is intended primarily for measuring weekly averages of: 
3 

(a) vaporous lead in air at concentrations below 0.2 microgram/m and 

(b) particulate lead in air at concentrations of 0.01 to 10.0 
3 

micrograms per cubic meter. 

Various tetraalkyllead compounds and/or their partially decomposition products. 
2 
The boldface numbers in parentheses refer to the list of references appended to 
the method. 

3 
For measuring particulate lead in air only, smaller samples (24 hour) may be 
collected and analyzed (step 11.2) without aliquoting.  In doing so, the 
perchloric acid should be volatilized down to approximately 0.5 ml in step 11.2.1 
before adding 20 ml of nitric acid (1:4). 
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Special attention must be given to the selection of efficient 

filters containing low lead blanks and efficient filter holders 

to prevent particulate lead loss and erraneously high vaporous 

lead-in-air analyses. 

4. DEFINITIONS 

4.1 For definition of other terms used in this method, refer to ASTM 

Definitions D-1356, Terms Relating to Atmospheric Sampling and 

Analysis. 

5. INTERFERENCES (Mixed-color method at high pH) 

5.1 In the presence of a weakly ammoniacal-cyanide solution (pH 

8.5-9.5) dithizone gives colored complexes with bismuth, stannous 

tin, monovalent thallium, and indium (1, 3, 4). 

In strongly ammoniacal-citrate-cyanide solution (approximately, pH 

11.0) the dithizonates of these ions are unstable and are only 

partially extracted with a chloroform-dithizone solution. The method 

as described here is highly selective for lead.  It has been tested 

in the laboratory and found to be without interference from 20 micrograms 

of bismuth, 20 micrograms of monovalent thallium, 100 micrograms of 

stannous tin, and 200 micrograms of trivalent indium.  Slight 

modifications are included to measure lead in the presence of larger 

amounts of interfering ions (11.3). 

The interference from stannous tin and monovalent thallium is further 

reduced when these ions are oxidized in the ashing operation. 

5.1.1 If interfering metal ions are suspected or if the analyst wishes to 

check for the presence of interfering ions, it is necessary to carry 

out a double extraction at high pH (step 11.3). Absence of interfering 

ions is indicated when the quantity of lead found after a double 

extraction at high pH is essentially the same as measured in the single 

extraction (step 11.2). 

5.1.2 When only large amounts of bismuth (up to 200 P-g) are present as an 

interference, lead is calculated after making absorbance measurements 

at 465 nm and 510 nm wavelengths.  An equation is provided for this 

calculation (13.1.3). 

5.1.3 Since volatile organic compounds of bismuth, thallium, tin, and 

indium are not normally found in ambient air (1) the determination of 

vaporous lead (step 11.1) is highly selective.  Inorganic compounds 
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of bismuth, thallium, tin, and indium if present are removed by 

the particulate lead filters and therefore do not interfere in 

the determination of vaporous lead. 

5.1.4 Particulate lead is an ever-present interference when measuring 

vaporous lead in ambient air.  It must be excluded from the 

activated carbon absorber by use of a highly efficient filter 

and filter holder, leak-proof glass and tubing connections, and 

proper seating of the filter in the filter holder to prevent leaks 

of non-filtered air.  The particulate lead in air entering the 
3 

carbon absorber must be reduced to less than 0.01 P-g of lead/m 

of air to avoid a positive interference in measuring vaporous lead. 

6. PRECAUTIONS 

6.1 The determination of micro quantities of lead requires meticulous 

attention to details.  Good precision is not usually obtained without 

some experience with dithizone procedures.  Precision may be 

improved by knowledge of, and close adherence to the suggestions 

that follow. 

6.1»1 All glassware used in the method must be borosilicate glass and 

de-leaded by soaking in or rinsing with warm nitric acid (1 + 1) 

followed by rinsing with several portions of distilled water. 

6.1.2 Use the same reagents and solutions in the same quantities for a 

group of determinations and the corresponding blank.  When a new 

reagent is prepared or a new stock of filters is taken, a new blank 

must be prepared. 

6.1.3 Keep the chloroform-dithizone solution out of direct sunlight or 

from trace quantities of halogen vapors, oxides of nitrogen, or other 

oxidizing agents.  These will oxidize dithizone to diphenylcarbondiazone 

which is yellow-orange in color and does not react with lead.  Small 

quantities of decomposition products in dithizone are satisfactory. 

The yellow-orange color will absorb light equally in the blank and 

sample to give no interference in the lead test. 

7. APPARATUS 

7.1 Absorption Cell.  Use 200-ml modified absorption cell as shown in 

Figure 1 (5). 

The 200-ml modified absorption cell is commercially available from 

E. Leitz Inc., Rock Leigh Industrial Park, Rock Leigh, N. J. 07647, 

Catalog No. 94626. 
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Figure 1. Modified Adsorption Cell 

in 

No. 16 Ground Glass Stopper 
or Equivalent- 

Glass Bulb (200 ml) 

Square Precision 
Adsorption Cell 

(10.0 mm I.D.) 
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7.2 Cell Compartment Cover. A special cell compartment cover is required 

for use with the 200-ml modified absorption cell when using a 

spectrophotometer (see Figure 2). Appropriate cell compartment 

covers may be fabricated for any suitable spectrophotometer. 
4 

7.3 Filter and Filter Holder. 

7.4 Spectrophotometer. 

7.5 Activated Carbon Scrubber.' See Figure 3 for details. 

7.6 Gas meter.  Capacity to measure up to 1 ft of air/minute. 

7.7 Erlenmeyer Flasks, wide mouth, 500 ml capacity. 
3 

7.8 Vacuum pump, capable of drawing 1 ft of air/minute. 

7.9 Hot-plate, Lindberg type H-2 or equivalent. 

7.10 Pyrex beakers, 150 ml. 

7.11 Automatic dispensing burets for all reagents. 

7.12 Elastic type electrical tape to seal glass joints of activated 

carbon scrubber. 

8.  REAGENTS7 

8.1 Purity of Reagents.  Reagent grade chemicals shall be used in all 

tests. Unless otherwise indicated, it is intended that all reagents 

shall conform to the specifications of the Committee on Analytical 

Reagents of the American Chemical Society, where such specifications 

are available. 

8.2 Activated carbon, 20-50 mesh or equivalent.  Purchased from Pittsburgh 

Activated Carbon Division, Calgon Corporation, BPL 20x50, Box 1346, 

Pittsburgh, Pennsylvania 15230. 

4 
A National Environmental Instruments (formerly Gelman) 47 mm stainless steel 
filter holder and glass fiber filter type E, 47 mm diameter, or Millipore 
membrane filter, type HA, and Millipore filter holder or equivalent are 
satisfactory. 

Beckman Model DU or equivalent has been found to be satisfactory. A simple 
Rouy filter photometer made by E. L. Leitz, Inc. is also satisfactory. The 
200-ml modified absorption cell fits directly into the instrument without the 
need to fabricate a special cell compartment cover. However, the Rouy photometer 
does not give a straight line calibration curve. 

American Meter Co., AL110  or equivalent.  Calibration marks are expressed in 
ft3 units. 

The safety and pollution problems associated with the use and disposal of 
all hazardous chemicals must be considered by each laboratory.  Cyanide is 
especially poisonous. 
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Figure 2. Cell Compartment Cover for 
Beckman Model DU Spectrophotometer 

•12 ram 

18 Gauge Metal 
Painted Black 

Note: Appropriate cell compartment covers may be fabricated 
for any suitable spectrophotometer. Use any material 
of construction (metal, wood, plastic, etc.). 
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Figure 3. Activated Carbon Srmhh er 

•«— Inlet 

o 

in 
o\ 

T 
o 

7 mm Tubing 

2k/h0  5 Glass Joint 

Use No Stop Cock Grease. 

24-mm I.D. Glass Tube 

Activated Carbon (10.0 Grams 
of No. 20-50 Mesh Size) 

Micron-Size Glass Wool (borosilicate 
glass) Lightly Packed to a Depth 
of 6mra - omm 

Glass Wool Supports 

7-mm Tubing 
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Figure 4.  Sampling Train 

ACTIVATED 
CARBON 
SCRUBBER 
FIGURE 3 

47 mm Filter Holder 
and Glass Fiber Filter 

EXHAUST 

VACUUK 

PUMP 

i [JGAS  L 

Note: The output of the vacuum pump must be equal to the 

input. If there is a leak in the vacuum pump and the output 

is greater than the input, it is necessary to obtain a 

satisfactory pump or install the gas meter and a vacuum gauge 

between the activated carbon scrubber and the leaking vacuum 

pump. The absolute pressure is needed to calculate the 

volume of the air collected at atmospheric pressure. 
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8.3 Nitric-perchloric acid solution. Mix 300 ml of concentrated nitric 

acid with 200 ml of perchloric acid (72%). 

8.4 Reducing Solution.  Weigh 20 grams of potassium cyanide, 40 grams 

of dibasic ammonium citrate, and 200 grams of anhydrous sodium sulfite, 

and dilute to 1 liter with distilled water. Add 600 ml of concentrated 

ammonium hydroxide.  Prepare this solution in a well ventilated hood. 

8.5 Dilute nitric acid (1:4).  Dilute 200 ml of concentrated nitric 

acid to 1 liter with distilled water. 

8.6 Buffer Solution.  Dissolve and dilute 400 grams of dibasic ammonium 

citrate, 10 grams of hydroxylamine hydrochloride and 40 grams of 

potassium cyanide to 1 liter with distilled water. Mix the 1 liter of 

citrate-cyanide-hydroxylamine solution with 2 liters of concentrated 

ammonium hydroxide (28%). 

8.7 Dithizone Solution,  Dissolve 40 mg of diphenylthiocarbazone in 1 

liter of chloroform.  Store at room temperature in the absence of 

direct light (in a brown bottle or in a pyrex bottle covered with 

aluminum foil). 
g 

8.8 Sodium diethydithiocarbamate solution.  Dissolve 1 gram of the 

reagent in 500 ml of distilled water. 

8.9 Hydrochloric acid, cone. 

8.10 Nitric acid, cone. 

8.11 Standard Lead Solution I.  Weigh approximately 0.16 grams of lead 

nitrate on an analytical balance to the nearest 0.1 mg.  Dissolve 

in approximately 200 ml of lead-free water.  Add 10 ml of concentrated 

nitric acid and dilute to 1 liter with distilled water. 

8.12 Standard Lead Solution II.  Pipet 20.0 ml of Standard Lead Solution 

I and dilute to 1 liter with distilled water Calculate the lead content 

of Standard Lead Solutions I and II from the exact weight of lead 

nitrate employed. 

8.13 Diphenylthiocarbazone (Dithizone). 

8 
Disodium ethylenediaminetetraacetate (2 grams/500 ml water) may be substituted 
for sodium diethyldithiocarbamate solution (1).  Both reagents quantitatively 
decompose lead dithizonate in chloroform solution.  The disodium salt of EDTA 
decomposes lead dithizonate at a much slower rate than sodium diethyldithiocarbamate. 
Therefore, a longer shaking period (90 to 120 seconds) is required.  The 
resulting solution is considerably more stable than when using sodium 
diethyldithiocarbamate; therefore, more time is permissible for absorbance 
measurements after decomposing lead dithizonate. 

After using the EDTA or carbamate reagents, rinse the 200-ml absorption cell 

thoroughly with distilled water before running another lead test. 
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8.14 Chloroform. 

9-  CALIBRATION 

9.1 Add 20 ml of dilute nitric acid (1:4), 25 ml of distilled water, 

and 40 ml of buffer solution to a 200 ml modified absorption cell, 

mix and cool to room temperature.  Add 10.0 ml of dithizone solution 

and shake the mixture vigorously for 30 seconds.  Insert the modified 

absorption cell into the spectrophotometer and measure the absorbance 

of the lower layer at 510 mm wavelength, using air as a reference 

(100% transmittance). Add 10 ml of Standard Lead Solution II 

(approximately 20 micrograms of lead), shake the mixture vigorously 

again for 30 seconds and read the increase in absorbance due to the 

addition of a known quantity of lead. Run a standard sample daily to 

ensure accuracy. 

9.2 The calibration factor "F" (see Section 13.1 for lead dithizonate in 

10 ml of chloroform when read in a Beckman Model DU spectrophotometer 

at 510 nm wavelength and in a 1 cm light path) is approximately 35. 

Therefore, the corrected absorbance of the sample times the factor 

is the quantity of lead present in the sample.  If other photometers 

are used, additional calibration points should be run to establish 

an accurate factor. 
9 

10.  SAMPLING 

10.1 Seal the dry glass joint of the activated carbon scrubber shown in 

Figure 3 with an elastic type tape and connect the top of this 

scrubber to a 47 mm filter holder containing a 47 mm glass fiber 

filter.  Connect the bottom of the carbon scrubber to a vacuum pump 
3 

and finally to a gas meter.  Sample approximately 150-200 M of air 
3 

at the rate of about 0.7 ft /minute.  See Figure 4. 

Membrane filters (0.45 M-m) have a significantly greater pressure 

drop than fiber glass filters when collecting air samples.  It is 

necessary to use two membrane filters connected in parallel and to 
3 

sample at a lower rate (approximately 0.5 ft /min.) to avoid excessive 

9 
Make certain the filter is properly seated in the filter holder.  If after 
collecting the sample the filter cake is visible to the edge of the filter 
disk, or if the filter has been punctured as evidence by dark specks on the 
back side of the filter, discard the sample as the carbon tube has been contaminated 
with particulate lead. 
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pressure drop across the filters (less than 3" to 4" Hg).  Larger 

filters (100 mm) and filter holders are satisfactory if particulate 

lead is not allowed to pass this filter assembly to contaminate the 

carbon scrubber. 

11.  PROCEDURE 

11.1 Vaporous Lead in the presence of up to 20 Jig of bismuth, 20 M-g of 

monovalent thallium, 100 M*g of stannous tin, and 200 M.g of trivalent 

indium. 

11.1.1 Disconnect the carbon scrubber from the sampling train and remove 

the tape from the 24/40 glass joint.  Remove the male glass joint from 

the scrubber and pour the activated carbon from the scrubber into a 

500-ml Erlenmeyer flask.  Add 25 ml of concentrated nitric acid to the 

carbon in the Erlenmeyer flask, swirl and then add 75 ml concentrated 

hydrochloric acid and again swirl to mix. 

11.1.2 Digest over night on a hot plate at (90°-100°C) and evaporate to a 

volume of 25-50 ml. 

11.1.3 Add approximately 100 ml of distilled water and mix well.  If upon 

heating overnight, the sample went to dryness, add 25 ml concentrated 

nitric acid, heat at 100°C for 2-3 hours, dilute with 100 ml of water, 

mix well, and allow to cool. 

11.1.4 Decant off the supernatant liquid through a Whatman No. 4lH filter 

paper or equivalent into another 500 ml Erlenmeyer flask.  Rinse 

the residue carbon on the filter with three portions of distilled 

water.  Discard the filter paper and carbon. 

11.1.5 Add 10 ml of nitric-perchloric acid solution to the acid extract and 

heat on a hot plate (175°-200°C) to fumes of perchloric acid.  If all 

carbon is not oxidized add an additional 5-ml portion of nitric- 

perchloric acid solution and heat to fumes of perchloric acid. 

11.1.6 To the slightly cooled perchloric acid sample, add approximately 25 

ml of distilled water from a washbottle while washing down the sides 

of the Erlenmeyer flask and add 20 ml of dilute nitric acid (1;4). Allow 

CautionI Oxidation with perchloric acid can be hazardous if perchloric acid 
hoods are not available. Oxidation with nitric acid and 2.0 ml of concentrated 
sulfuric acid is also satisfactory, but somewhat slower and more tedious. 
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approximately 30 minutes for complete solution of the sample and 

transfer the mixture to the 200 ml modified absorption cell. 

11.1.7 To the sample in the modified absorption cell, add 50 ml of buffer 

solution and 10 ml of Reducing Solution, mix and allow approximately 

15-20 minutes for complete reduction of the sample. 

11.1.8 Add 10.0 ml of dithizone solution and shake the mixture vigorously 

for 30 seconds.  Insert the modified absorption cell into the 

spectrophotometer and measure the absorbance of the lower layer at 

510 nm wavelength, using air as a reference (1007„ transmittance). 

Add 5 ml of sodium diethyldithiocarbamate solution to the modified 

absorption cell, shake it vigorously for 10-15 seconds and measure 

the absorbance of the lower layer immediately after the two layers 
11 

separate.   The difference between the two absorbance readings 

represents the quantity of lead present in the sample. 

11.1.9 If a large quantity of lead is present in the sample (absorbance 

reading over 2.0) when attempting to make the first absorbance 

reading above (11.1.8) add an additional 10.0-ml portion of 

dithizone solution to the sample, shake it vigorously for 30 

seconds and measure the lead as previously described for 10.0 
12 

ml of dithizone solution. 

11.2 Particulate lead in the presence of up to 20 u-g of bismuth, 20 M-g 

of monovalent thallium, 100 [i,g of stannous tin, and 200 M-g of 

trivalent indium. 

11.2.1 Remove the fiberglass filter from the filter holder.  Place it, 

with the exposed side down, in a 150-ml beaker and add 10 ml of 

nitric-perchloric acid solution.  Digest on the hot plate to fumes 

of perchloric acid and all of the dark carbonaceous material has 

oxidized.  Add 20 ml of nitric acid (lr4), mix, crush the filter 

with a glass rod, and allow to cool. 

If the analyst is interrupted and cannot make an absorbance measurement 
immediately after the 10-15 second shaking period, nothing is lost.  The 
analyst may shake the mixture another 10-15 seconds and read the absorbance 
immediately after shaking. 

12 
If the absorbance is still over 2.0 when using 20 ml of dithizone solution, 
add additional 10-ml portions of dithizone-chloroform solution until the 
absorbance is reduced to approximately 2.0. 
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13 
11.2.2 Filter  the sample from the 150 ml beaker through Whatman No. 

41H filter paper directly into a lead-free 100-ml glass-stoppered 

volumetric flask. Rinse the glass fibers in the filter with three 

20-ml portions of distilled water, make up to the 100 ml mark, stopper 

the volumetric flask and mix well. 

11.2.3 Pipet a suitable aliquot (usually 10 ml) of sample from the 

volumetric flask to a 200 ml modified absorption cell and add 20 ml 

of dilute nitric acid (1:4), 25 ml of distilled water, 50 ml of 

buffer solution, mix and cool to room temperature. 

11.2.4 Add 10.0 ml of dithizone solution and shake the mixture vigorously 

for 30 seconds.  Insert the modified absorption cell into the 

spectropholrometer and measure the absorbance of the lower layer 

at 510 nm wavelength, using air as a reference (100% transmittance). 

Add 5 ml of sodium dithyldithiocarbamate solution to the modified 

absorbance cell, shake it vigorously for 10-15 seconds and immediately 

measure the absorbance of the lower layer.  The difference between the 

two absorbance readings represents the quantity of lead present in 

the aliquot. 

If the initial absorbance readings is greater than 2.0 add additional 

10-ml portions of dithizone solution to the sample to dilute the lead 

dithizonate color and repeat the absorbance measurements before and 

after adding sodium diethyldithiocarbamate solution as described above 

(11.1.9).  This eliminates the need for repeating the test with a smaller 

aliquot. 

11.3 Particulate lead in the presence of more than 20 P-g of bismuth, 20 p.g 

of monovalent thallium, 100 M>g of stannous tin and 200 M>g of trivalent 

indium. 

11.3.1 When unexpectedly high lead values are obtained or when larger quantities 

of bismuth, thallium, tin, and indium are suspected, the lead dithizonate 

present in 10 ml of the dithizone-chloroform solution (11.2.4) is not 

discharged with sodium diethyldithiocarbamate.  Instead the lead 

dithizonate is compared with a blank made up by starting with step 11.2.3, 
14 

but without adding the sample aliquot.   The correct absorbance of the 

13 If a membrane filter is sued to collect air samples the nitricperchloric acid 
solution will completely digest the filter and sample.  Filtration is unnecessary. 

The isolation and determination of lead in dithizone solution is made in the 
presence of 20 ml of nitric acid (1:4), 25 ml of distilled water, and 50 ml of 
buffer solution.  These conditions are necessary to maintain proper partitioning 
of dithizone and lead dithizonate between anaqueous and chloroform solution. 
Additions of up to 0.5 ml of concentrated perchloric acid do not significantly 
change this partitioning. 

 



62 

sample at 510 nm wavelength is obtained by subtracting the absorbance 

of the blank from the absorbance of the sample.  Interferences are 

detected by converting the lead dithizonate to an aqueous solution 

of lead nitrate and again measuring by dithizone at high pH.  The 

second extraction at high pH will again remove approximately 90 percent 

of the interfering ions.  The procedure is as follows: 

11.3.2 Transfer the entire contents of the 200-ml absorption cell to a lead- 

free, 250-ml separatory funnel.  Drain the chloroform-lead dithizonate 

solution (10 ml) into a lead-free, 125-ml separatory funnel. Rinse the 

200-ml absorption cell with 5 ml of pure chloroform  and transfer 

it to the 250-ml separatory funnel.  Vigorously shake the 250-ml 

separatory funnel and drain the 5 ml of chloroform rinse solution into 

the 125-ml separatory funnel.  To the combined chloroform-lead 

dithizonate solution in the 125-ml separatory funnel add 25 ml of 

distilled water and 20 ml of dilute nitric acid (1:4).  Shake the 

stoppered 125-ml separatory funnel for 15 seconds and discard the 

chloroform solution.  Transfer the 45 ml of dilute nitric acid 

solution containing all the lead to the original 200-ml absorption 

cell, add 50 ml of buffer solution and 10.0 ml of dithizone, shake as 

before, and again measure the absorbance of the lead dithizonate solution. 

Correct for a blank carried through all steps of the double-extraction 

procedure.  If the corrected absorbance is near that found in 

measurement of the original lead dithizonate solution, no interference 

was present in the original sample.  If the absorbance of the second 

extract is 10 percent or more below that of the original extract, 

interferences in amounts above the quantities given in 11.2 may be 

. 16 present. 

11.3.3 If in the application of the basic method (11.2), bismuth is known to 

be present in amounts up to 200 [J-g and thallium, tin, and indium are 

absent, the amount of lead present in the special 200-ml absorption 

cell may be calculated accurately as follows: 

Record the optical absorbance of the blank and sample at 465 nm and 

Do not use a dithizone-chloroform solution here.  Increased quantities of 
excess dithizone will extract additional quantities of metal impurities. This 
separation depends upon pH and excess dithizone. 

16 
To accurately measure interferences, select a lead dithizonate solution with an 
absorbance of greater than 1.0. 
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510 nra wavelength.  Calculate micrograms of lead present in the 

sample aliquot from the equation shown in 13.1.3. 

11.3.4 To check for bismuth interference only, occasionally, measure the 

optical absorbance of the lead dithizonate solution at 510 nm and 

465 nm wavelength.  The ratio of the corrected absorbance at 510 

nm over the corrected absorbance at 465 nm is 2.08 for lead 

dithizonate and 1,07 for bismuth dithizonate.  A marked change in 

ratio from 2.08 indicates interference in measurement of lead 

dithizonate. 

12. BLANK CORRECTIONS 

12.1 Since all of the reagents used in this method contain some lead it is 

imperative to run a blank on all reagents, including filters.  A 

separate blank must be run for particulate lead and vaporous lead, 

and the corresponding blank must be subtracted from the individual 

analyses.  The total lead blank, including carbon, is approximately 

2.5 micrograms.   The blanks are run by the same method employed 

for the analyses, with the exception of the collection of the air 

sample. 

It is advisable to run a blank and also a known sample containing 

lead nitrate daily to ensure accuracy. 

12.2 In addition to running a blank on reagents and filters, it is 

necessary to test the air sampling apparatus (Figure 4) for 

particulate lead interference by inserting a pyrex tube (2 1/2" 

diameter and 22 inches long) containing activated carbon (10-30 mesh) 

ahead of the particulate filter to remove all vaporous lead from air 

[Anal. Chem. 39, 593 (1967)]. An analyses of the activated carbon 
3 

scrubber (Figure 3) after collecting 200 m of purified air should 

give a zero vaporous lead in air analysis if there are no leaks in 

the sampling train (Figure 4). 

13. CALCULATION 

13.1 Calibration Factor "F". 
 micrograms of lead in calibration sample  

absorbance after addition of Pb - absorbance before addition of Pb 

17 
This is an absolute lead blank which is measured by use of sodium 
diethyldithiocarbamate.  It can be reproduced to ± 0.2 mg of lead. 

 



64 

3 
13.1.1 Vaporous Lead (C ) expressed as micrograms/m of air. 

Cv - [(A-B) - (C-D)] x F x ffc3 35^ x ml of dithizone solution 

3 
13.1.2 Particulate Lead  (Cp) expressed as micrograms/m   of air. 

Cp - [(A-B) (C-D)] x F x ftJ ^.3^ x * ^^  So1"' x ±f 

A = Sample absorbance before carbamate treatment. 

B = Sample absorbance after carbamate treatment. 

C = Blank absorbance before carbamate treatment. 

D = Blank absorbance after carbamate treatment. 

E = Volume of aliquot in ml removed from the 100 ml glass 

stoppered volumetric flask. 

13.1.3 Spectrophotometric calculation of lead in the presence of 

bismuth. 

M-g of Pb = 2.08 F[(corrected absorbance at 510 nm) - (1.07 

corrected absorbance at 465 nm)] 

14. ACCURACY AND PRECISION (Vaporous Lead) 

14.1 The accuracy (standard deviation of the difference between the 
3 

quantities found and present in known samples) is 0.004 M<g of lead/m 

of air (1). 

14.2 The precision was not determined by repeated analyses of a single 

known sample.  Past experience indicates a precision consistent 

with the above stated accuracy. 

15. PRECISION AND ACCURACY (Particulate Lead) 

15.1 The absolute accuracy and precision of the particulate lead-in-air 

measurement has not been established. The particulate lead-in-air 

filters are better than 99 percent efficient for collecting lead (1). 

Since the colorimetric dithizone method is standardized with known 

quantities of lead, there is no bias in the measurement of particulate 

lead. 
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STATISTICAL ANALYSIS PROCEDURES 

The following detailed illustrations show, in a stepwise manner, 

the procedures used in the statistical analysis of cooperative test data of the 

lead method.  Example 1 describes the analysis of the data by days at each 

site. The determinations for unspiked, particulate lead samples on Day 1 at 

Los Angeles (Site I) which are given in Table 4 are used in this example. 

Example 2 shows the derivation of the precision estimates using all determinations 

at a particular site. Los Angeles data (Table 4) are used in this example. 

The analysis of all measurements at Los Angeles is a generalization of the 

analysis of Site I, Day 1, measurements in Example 1. Consequently, some of 

the formulas and computations in Example 1 also appear in Example 2. 

Example 1.  Analysis of Determinations by Days 

Step 1.  Compute the arithmetic mean of all measurements: 

x = (0.88+0.90+0.90+0.89+0.66+0.96+0.61)/7=0.8286. 

Step 2. Compute the laboratory means: 

Laboratory 
Code 

Kl 

Nl 

°1 

Step 3. Compute the between-laboratory sum of squares; 

Number of Arithmetic 
Determina itions Mean 

n1=l x =0.88 

n2-l x2=0.90 

V2 x3=0.895 

n =2 4 x.=0.81 4 
n5=l x5=0.61 

£Q.(X.-X)
2
-(0.88-0.8286)2+(0.90-0.8286)2+2(0.895-0.8286)2 

+2(0.81-0.8286)/-'+(0.61-0.8286)2=0.065036. 

Step 4. Compute the within-laboratory sum of squares from the 

duplicate determinations (laboratories N., and 0,): 

S (x1-x2)
2/2 = (0.90-0.89)2/2+(0.66-0.96)2/2=0.045050. 

Step 5.  Compute the total sum of squares; 

2 (x-x)2 = (0.88-0.8286)2+(0.90-0.8286f+(0.90-0.8286)2+(0.89-0.8286)' 

+(0.66-0.8286)2+(0.96-0.8286)2+(0.61-0.8286^=0.110086. 
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Step 6. Add the between-laboratory sum of squares from Step 3 

to the within-laboratory sum of squares from Step 4, as a check on Step 5: 

0.065036 + 0.045050 = 0.110086. 

Step 7. Determine the number of degrees of freedom associated with 

the between-laboratory sum of squares. This number is one less than the number 

k of laboratory means. From Step 2, k is seen to be 5): 

Between-laboratory df = k-1 = 5-1=4. 

Step 8. Determine the number of degrees of freedom associated with 

the within-laboratory sum of squares.  This is equal to the total number of 

determinations less the number of laboratory means: 

Sn.-k = (1+1+2+2+1)-5=2. 

Step 9.  Determine the number of degrees of freedom associated with 

the total sum of squares.  This is equal to the total number of determinations 

less one; 

Sn.-l = (1+1+2+2+1)-1=6. 

Step 10.  Compute the between-laboratory mean square. This is the 

ratio of the between-laboratory sum of squares to the associated number of 

degrees of freedom: 

Between-lab mean square = 0.065036/4=0.016259. 

Step 11.  Compute the within-laboratory mean square.  This is 

the ratio of the within-laboratory sum of squares to the associated number 

of degrees of freedom: 

Within-lab mean square = 0.045050/2=0.022525. 

Step 12.  Compute a weighted average number of determinations per 

laboratory: 

Step 13. Assemble analysis-of-variance table as follows; 

Source SSD DF        MS EMS 

Laboratories       0.065036       4       0.016259    ^2+l.3571c 2 
W       B 

Determinations     0.045050      2       0.022525    0" 
W 

Total 0.110086       6 

Step 14.  Compute the between-laboratory precision (reproducibility): 

S„2+l.3571S„2=0.016259 
W        B 

S2=(0.016259-0.022525)/1.3571=-0.004617 
B 
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2 
Since the value of S_ is negative in this example, a meaningful estimate of 

B 2 
o_ cannot be obtained by the usual method of taking the square root of S 
B B 

Instead, the value of S is arbitrarily set equal to zero. 
B 

Step 15.  Compute the within-laboratory precision (repeatability): 

S = Vo.022525=0.150. 
W 
Step 16.  Compute the precision of a single determination: 

ST(between-laboratory)=WSB
2+SW

2 = Vo+0 .022525=0.150. 

Step 17. Compute the between-laboratory coefficient of variation; 

100 S /m=100(0)/0.8286 = 0. 
B 

Step 18.  Compute the within-laboratory coefficient of variation; 

100 ^^=100(0.150)/0.8286=18.1. 

Step 19.  Compute the coefficient of variation of a single 

determination; 

100 S (between-laboratory)/m=100(0.150)/0.8286=18.1. 

Step 20.  Precision estimates are summarized in the first row 

of Table 9. 

Example 2. Analysis of Determinations by Site 

Step 1.  Compute the arithmetic mean of all measurements; 

x=(0.88+0.90+,,.+1.09)/32=1.2216. 

Step 2.  Compute the daily means: 

Number of Arithmetic 
Day Determinations Mean 

1 m,=7 0^=0.8286 

2 mn=5 d"2=1.4140 

mr =7 

m2= =5 

m3= =4 

V =8 

ny =8 

3 m0=4 d3=1.4125 

4 m,=8 d.=1.5750 4 

5 m =8 d =0.9962 
5 5 

The value 0.8286 (Day 1 mean) in the first row was obtained in Step 1 of 

Example 1„ 

Step 3.  Compute the between-day sum of squares; 

V,   m.(d.-x)2 = 7   (0.8286-1.2216)2 +5   (1.4140-1.2216)2 +4   (1.4125-1.2216)' 
1=1     x    X 

+ 8   (1.5750-1.2216)2 + 8   (0.9962-1.2216)2 = 2.8176. 
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Step 4.  Compute the between-laboratory sum of squares for each day 

of testing, according to the method illustrated in Step 3 of Example 1, and 

obtain the total: 

Between-Laboratory 
Day Sum of Squares 

1 0.065036 

2 0.112870 

3 0.029275 

4 0.036900 

5 0.029537 

The value 0.065036 (Day 1 between-laboratory sum of squares) in the first 

row was obtained in Step 3 of Example 1. The total sum of squares, 0.2736, 

is called the "between-laboratory within days" sum of squares, and it is used 

in formulating a measure of laboratory-to-laboratory variability that has the 

day-to-day variability in lead concentration removed. 

Step 5.  Compute the within-laboratory sum of squares from the 

duplicate determinations: 

S (x1-x2)
2/2=(0.90-0.89)2/2+.. .+(0.84-1.09)2/2=0.1234. 

This computation corresponds to Step 4 in Example 1. 

Step 6.  Compute the total sum of squares: 

E(x-x)2=(0.88-1.2216)2+...+(l.09-1.2216)2=3.2146. 

This computation corresponds to Step 5 in Example 1. 

Step 7.  Combine the between-day sum of squares (Step 3), the 

between-laboratory sum of squares (Step 4), and the within-laboratory sum of 

squares (Step 5), as a check on Step 6; 

2.8176+0.2736+0.1234=3.2146. 

Step 8. Determine the number of degrees of freedom associated with the 

between-day sum of squares.  This number is one less than the number j of daily 

means.  (From Step 2, j is seen to be 5). 

Between-day df=j-1=5-1=4. 

Step 9. Determine the number of degrees of freedom associated with 

the between-laboratory (within-days) sum of squares which is calculated by 

totaling the number of laboratory means for each day's measurements and subtracting 

the number of daily means: 

£k.-j=(5+4+4+6+5)-5=19. 
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Step 10.  Determine the number of degrees of freedom associated 

with the within-laboratory sum of squares. This is equal to the total number 

t of determinations less the number of laboratory means for each day's measurements; 

t-Ek.=32-(5+4+4+6+5)=8. 

Step 11. Determine the number of degrees of freedom associated with 

the total sum of squares. This is equal to the total number of determinations 

less one; 

En.-1= (7+5+4+8+8) -1=31. 

Step 12. Compute the between-day mean square. This is the ratio 

of the between-day sum of squares to the associated number of degrees of freedom: 

Between-day mean squared.8176/4=0.7044. 

Step 13. Compute the between-laboratory (within-days) mean square, 

the ratio of the between-laboratory (within days) sum of squares to the associated 

number of degrees of freedom. 

Between-lab (within days) mean square =0.2736/19=0.0144. 

Step 14. Compute the within-laboratory mean square, the ratio of 

the within-laboratory sum of squares to the associated number of degrees 

of freedom. 

Within-lab mean square = 0.1234/8=0.0154. 

Step 15. Compute a weighted average number of determinations per 

laboratory as shown in Step 12 of Example 1. The weighted average is 1.3041. 

Step 16. Assemble analysis of variance table. 

Source       SSD DF MS EMS 

Days 2.8176 4        0.7044 

Laboratories  0.2736        19        0.0144       O;T
2
+1. 3041a 2 

w       B 

Determinations 0.1234 8        0.0154       cr 2 
W 

Total        3.2146        31 

Step 17.  Compute the between-laboratory precision (reproducibility): 

ST7
2+1.3041 S„2=0.0144 

W B 

S„2=(0.0144-0.0154)/1.304l=-0.00077 
2 

Since the value of S_ is negative in this example, a meaningful estimate of av, 
B 2      B 

cannot be obtained by the usual method of taking the square root of S  .  Instead, 
B 

the value of S is arbitrarily set equal to zero. 
B 

Step 18.  Compute the within-laboratory precision (repeatability): 

SW=V 0.0154 = 0.1241 
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Step 19.  Compute the precision of a single determination: 

S -\/s 24S * =V0+0.0154 = 0.1241 
T Y B  W   7 

This standard deviation is denoted in this report as S (between-laboratory) 

in accordance with the ASTM definition given in D 2906-70T. 

Step 20. Compute the between-laboratory coefficient of variation; 

100S /m=100(0)/l.2216=0. 
B 

Step 21. Compute the within-laboratory coefficient of variation; 

100S„/m=100(0.1241)/l.2216=10.2. 

Step 22. Compute the coefficient of variation of a single 

determination; 

100S /m=100(0.1241)/l.2216=10.2. 

Step 23. Precision estimates are summarized in Table 9, Row 6. 
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PRACTICAL APPLICATIONS OF THE STATISTICAL MEASURES GENERATED 
FROM THE COOPERATIVE STUDY OF THE LEAD METHOD (D3112) 

The measures of reproducibility, repeatability and between- 

laboratory standard error generated in this study are useful as a means of 

quantifying the uncertainty associated with a single measurement of lead 

concentration using the test method. With these measures, it is possible to 

place confidence limits about several types of estimates, for example: 

(1) A confidence limit for any single observation by a particular 

laboratory, 

(2) A confidence limit for any single observation by any randomly 

chosen laboratory, and 

(3) A confidence limit for an average of several observations by 

any randomly chosen » 

In general, if it is assumed that the measurement of lead concentration 

by this method is unbiased, and that the distribution of these measurements 

follows a normal distribution, then a 95 percent confidence interval for any 

measurement can be determined as mi 1.96s, where m is the observed measurement! 

and s is the appropriate estimated standard deviation (e.g. S , S , or S ). 
W  B     T 

If a particular laboratory were to make repeated simultaneous 

measurements at the same lead concentration, approximately 95 percent of these 

simultaneous measurements should be included in the confidence interval calculated 

as m ± 1.96 S , where m is the estimated concentration from a determination, 

and s is the within-laboratory component of variance (repeatability) estimated 

from the study. Alternatively, this confidence interval represents the 

best estimate of the range in which any randomly selected measurement by a 

particular laboratory will fall. 

The confidence interval for any single estimate by any laboratory would 

be calculated as m ± 1.96 S , where S is a standard deviation which includes 

variability between laboratories as well as variability within a laboratory. 

Thus, for this situation, the appropriate standard deviation is calculated as 
V2    2 

S  + STT , where S„  and S are the reproducibility and repeatability 
B    W B     w 

estimates as determined by this study.  If a large number of laboratories were 

to make repeated simultaneous determinations, 95 percent of such determinations 

would be expected to lie within the calculated interval. Alternatively, this 

interval represents the best estimate of the range in which any single measurement 
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by any single laboratory will fall. 

If each of several laboratories calculated an average lead 

concentration based upon several simultaneous determinations obtained 

concurrently by all laboratories, a 95 percent confidence interval for any 

one of these averages would be estimated as 

m ± 1.96 ^s/ + s/yn , 

where n is the number of determinations used in calculating the average. 

The repeatability measure, S , allows for the direct calculation of 
w 

confidence intervals concerning a particular laboratory's measurements. It 

also bears a relationship to the repeatability measure suggested by Mandel. 

Mandel defines repeatability as the quantity that will be exceed only about 

5 percent of the time by the difference, taken in absolute value, of two randomly 

selected test results obtained in the same laboratory on a given material. This 

value is calculated as 2.77 cr/^/n where o- is the within-laboratory standard 

deviation, and n is the number of replicates which were averaged to yield a 

test result.  The within-laboratory component of variance S , is an estimate 
w 

of the O" used by Mandel; thus in terms of Mandel's definition the repeatability 

is estimated by 

2-77 s
w 

The statistical measures of precision developed in this study can 

also be related to Mandel's definition of reproducibility.  Mandel states that 

if specimens of the materials are sent to a random selection of laboratories, 

and each laboratory provides a single test result, which is an average based 

upon n replicates, 95 percent of the time differences between any two such 

results, taken in absolute value, should not exceed 2.77V0',. + 0/ , where 
2 2 

0"  is a measure of the between-laboratory variability and c is a measure 

of the within-laboratory variability.  This value is defined by Mandel to be 

the reproducibility measure.  Thus in terms of Mandel's definition, the 
V2    2 2 

S  + S /n, where S 

and STT can be obtained from the expressions determined for this study. 
W 

This study's estimates of within-laboratory and between-laboratory 

precision (repeatability and reproducibility) can be directly 
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used in statements on precision as outlined in ASTM Method D 2906.  The within- 
2 

laboratory component of variance, S , is equal to the square of the 

repeatability measure, S ; likewise the between-laboratory component of variance, 
2 

S_ , is equal to the square of the reproducibility measure, S .  The single- 
B « B 

operator component of variance, S , was not isolated from the within-laboratory 

variance in this study, and can be assumed to be a part of the within-laboratory 

variance. 

 



 



 



 



 



 



 



 



INTERLABORATORY COOPERATIVE STUDY OF 
THE PRECISION AND ACCURACY OF THE 

MEASUREMENT OF LEAD IN THE ATMOSPHERE 
USING THE COLORIMETRIC DITHIZONE PROCEDURE 

by 

J. F. Foster, G. H. Beatty, and J. E. Howes, Jr. 

INTRODUCTION 

This report presents the results obtained from an experimental 

study of the accuracy and precision of measurements of particulate and 

vaporous lead using a colorimetric dithizone procedure as described in ASTM Method 

D-3112 v  . Measurements of lead concentration in spiked and unspiked 

atmospheric air samples were performed by eight participating laboratories at 

three test sites:  Los Angeles, California; Bloomington, Indiana; and New York, 

New York. The first series of field tests were conducted at the University of 

Southern California on August 15-21, 1971; the second series of field tests were 

conducted at Indiana University on October 24-30, 1971; and the third series of 

field tests were conducted at Cooper Union (New York City), on January 9-15, 1972. 

All measurements were made according to a tentative ASTM method for lead in the 

(*) This study was funded by the American Society for Testing and Materials as 
part of a larger experimental program designated Project Threshold that 
involved the sampling of other atmospheric contaminants (nitrogen dioxide, 
sulfur dioxide, dustfall, total sulfation, and particulate matter). See 
References 1 through 5. 
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INTERLABORATORY COOPERATIVE STUDY OF THE PRECISION 
AND ACCURACY OF THE DETERMINATION OF OXIDES OF NITROGEN 

IN GASEOUS COMBUSTION PRODUCTS (PHENOL DISULFONIC ACID PROCEDURE) 
USING ASTM METHOD D 1608-60 

by 

J. E. Howes, Jr., R. N. Pesut, and J. F. Foster 

INTRODUCTION 

In 1971 in recognition of the important relationship between the 

measurement and the effective control of air pollution, American Society for 

Testing and Materials (ASTM) initiated a pioneering program, designated Project 

Threshold, to validate methods for measuring contaminants in the ambient 

atmosphere and in source emissions. The first phase of the program was devoted 

to evaluation of methods for measuring the content of nitrogen dioxide 

(D 1607-69), sulfur dioxide (D 2914-70T), dustfull (D 1739-70), total sulfation 

(D 2010-65), particulate matter (D 1704-61), and lead (D 3112) in the atmosphere 

(1-5) . 

Methods for the measurement of the relative density of black smoke 

(D 3211-73T) (6), oxides of nitrogen (D 1608-60), sulfur oxides (D 3226-73T), 

and particulates and collected residue (proposed method) in source emissions 

were evaluated in Phase 2 of Project Threshold. Evaluation of a pitot tube 

method (D 3154-72) ^ '  fox  determining the average velocity in a duct was 
also performed in conjunction with the particulates and collected residue tests. 

The interlaboratory "round-robin" approach has been applied to Project 

Threshold by bringing together groups of competent laboratories for concurrent 

performance of the test procedures under actual field conditions.  Each 

participating laboratory is responsible for providing personnel and equipment, 

assembling apparatus, sampling and analyzing collected samples either on-site 

* References are given on Page 90. 

INTERLABORATORY COOPERATIVE STUDY OF 
THE PRECISION AND ACCURACY OF THE 

MEASUREMENT OF LEAD IN THE ATMOSPHERE 
USING THE COLORIMETRIC DITHIZONE PROCEDURE 

by 

J. F. Foster, G. H. Beatty, and J. E. Howes, Jr. 

INTRODUCTION 

This report presents the results obtained from an experimental 

study of the accuracy and precision of measurements of particulate and 

vaporous lead using a colorimetric dithizone procedure as described in ASTM Method 

D-3112 v  . Measurements of lead concentration in spiked and unspiked 

atmospheric air samples were performed by eight participating laboratories at 

three test sites:  Los Angeles, California; Bloomington, Indiana; and New York, 

New York. The first series of field tests were conducted at the University of 

Southern California on August 15-21, 1971; the second series of field tests were 

conducted at Indiana University on October 24-30, 1971; and the third series of 

field tests were conducted at Cooper Union (New York City), on January 9-15, 1972. 

All measurements were made according to a tentative ASTM method for lead in the 

(*) This study was funded by the American Society for Testing and Materials as 
part of a larger experimental program designated Project Threshold that 
involved the sampling of other atmospheric contaminants (nitrogen dioxide, 
sulfur dioxide, dustfall, total sulfation, and particulate matter). See 
References 1 through 5. 
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or at their own facility.  The coordination of the testing program, statis- 

tical analysis of the data, and evaluation of the measurement methods based 

on the experimental results has been performed by Battelle's Columbus Labora- 

tories. 

This report describes test procedures and presents the results 

obtained from an experimental study of the accuracy and precision of determinations 

of oxides of nitrogen (commonly called "NO ) in pilot plant and actual source 
(8)  X 

emissions using ASTM Method D 1608-60 ^  . 

SUMMARY OF RESULTS 

Statistical analysis of 637 oxide of nitrogen (NO ) determinations 

in flue gas from a pilot plant furnace and 92 NO determinations in industrial 
X 

combustion source emissions using ASTM D 1608-60 produced the following results. 

• The between-laboratory component of variance (reproducibility) 

of NO determinations over the concentration range of about 

20 to 2000 ppm N0„ as estimated from the pilot plant tests 

may be expressed by the equation 

where S , the between-laboratory component of variance, and m, 

$„ = 2.21-/m- 1.18 

the mean NO concentration are given in ppm N0?. 

The within-laboratory component of variance (repeatability) of 

NO determinations over the concentration range of about 20 to 
x ° 

2000 ppm N0? as estimated from the pilot plant tests may be 

expressed by the equation 

STT = 1.52 Via- 4.21 
w 

where S , the within-laboratory component of variance, and m, the 

mean NO concentration are given in ppm N09. 
X £ 

The mean between-laboratory standard error, S  (between-laboratory) 

determined from field tests at an oil-fired power plant and cement 

kiln at flue gas concentrations in the range of 90 to 260 ppm 

N0? is 14.5 ppm. The mean between-laboratory standard error 

obtained from the field data is less than the comparable 

A 2  A 2 
* S  (between-laboratory) = —\  S  + S 

 



standard error measure calculated from the pilot plant 

estimates of the between- and within-laboratory components 

of variance. 

Solutions containing known quantities of potassium nitrate 

were supplied to each laboratory for analysis with the 

samples obtained from the pilot plant and site tests. The 

measure of between-laboratory standard error of the D 1608-60 

analytical procedure expressed as the coefficient of variation 

ranged from 3.3 to 16 percent based on standard solutions 

containing 0.455 to 7.75 mg N02 (equivalent to about 126 to 

2134 ppm N0„). Assuming that the variability in the standards 

analyses is representive of the test samples, as much as 78 

percent of the estimated total variation in the pilot plant 

tests and as much as 71 percent of the estimate total variation 

in one of the field tests can be attributed to the nitrate 

analysis procedure. The mean differences between the experimentally 

determined and true standard values show statistically significant 

negative bias occurred in the nitrate determinations at higher 

concentration levels. 

Pilot plant tests in which known spikes over the range of about 

200 to 1400 ppm nitric oxide were added to the flue gas 

samples produced experimentally determined spike concentrations 

the average of which was not significantly different from 

the true value. Statistically significant biases were not 

detected when the data were divided into two spike concentration 

ranges, ^700 and >700, for the purpose of testing for bias as a 

function of NO concentration, 
x 

On the average, the accuracy of NO determinations in which the 
X 

sample flasks were shaken every 20 minutes and transferred after 

two hours was not significantly different than results obtained 

with the usual overnight absorption period. 

Based on comparison of typical determinations, ASTM D 1608-60 

yields sample volume determinations which are slightly higher 

than the values obtained using the Federal Register, Method 7 

procedure. Based on this difference alone, the ASTM Method 

results in N0X determination which are, on the average, about 

2.5 percent lower (based on the ASTM values) than the F.R., 

Method 7 results. 
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EXPERIMENTAL PROGRAM 

ASTM Test Method D 1608-60 

ASTM Method D 1608-60 describes equipment and procedures for the 

instantaneous determination of oxides of nitrogen concentration (excluding 

nitrous oxide) in combustion source emissions.  A grab sample of the gaseous 

effluent is withdrawn into an evacuated flask containing a solution of hydrogen 

peroxide and sulfuric acid.  The oxides of nitrogen are oxidized to nitrate 

which is reacted with phenol disulfonic acid to produce a yellow compound 

whose absorbance is measured with a spectrophotometer. The nitrate concentra- 

tion in the sample is determined by comparison of the absorbance with a 

calibration curve prepared from solutions containing known quantities of nitrate 

ion. 

The method is reported to be applicable to determination of N0X concentrations 

above about five parts per million (as N02).  Results are calculated in parts 

per million as NO2*. 

A copy of ASTM D 1608-60 is reproduced in Appendix A of this 

report. 

As a part of the Project Threshold Program, Dr. R. H. Johns, 

ASTM Research Associate, National Bureau of Standards, conducted a study 

of the conversion of nitric oxide to nitrate in the absorption step of 

the phenol disulfonic acid procedure.  The results of Dr. Johns' study 

are reported in Appendix B. 

Apparatus 

With exception of the sampling flask size and design, the apparatus 

described in the Test Method was used for performance of all tests. Two liter 

(2000 ml) round-bottom glass flasks with a standard taper 24/40 female neck 

were used for sampling in place of the one liter size specified in the method. 

The flasks were fitted with a three-way stopcock, one arm of which was 

connected to the sampling probe and the other to the evacuation-purge-pressure 

measurement system. 

A diagram of the typical sampling system as used in the tests is 

shown in Figure 1. Heated, borosilicate glass probes about four feet in length 

were used for field sampling and short sections (about 8 to 12 inches) of 

insulated Teflon tubing were used in the pilot plant tests. 

* Parts per million of NO2 may be converted to milligrams per cubic 
meter of pounds per cubic foot by multiplying by 1.90 or 1.19 x 10" , 
respectively. 
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FIGURE 1.  DIAGRAM OF TYPICAL SAMPLING APPARATUS USED FOR DETERMINATION OF OXIDES OF 
NITROGEN BY ASTM D 1608-60 

 



Pilot Plant Tests 

Tests of the oxides of nitrogen content of flue gases from the 

Battelle multifuel furnace using ASTM D 1608-60 were made by ten cooperating 

laboratories during two-three day periods in consecutive weeks, 

with six laboratories sampling in the first test period and four sampling 

in the second test period.  The furnace was.operated during Day 1 of each 

test period on natural gas and on Days 2 and 3 on fuel oil with burner 

settings, furnace temperatures, and fuel nitrogen additions selected to produce 

a range of NO concentrations in the flue gases. 
X 

The flue gases were cooled to permit handling in a sampling system 

that separated the total sample stream from the furnace flue into two parallel 

streams, one of which was spiked by addition of a known concentration of 

nitric oxide. Spiking increased the level of nitrogen oxides above that of 

the unspiked stream to permit study of the method over a wider concentration 

range and to estimate the accuracy of the method from measurements of the 

difference in concentration in simultaneous samples taken from the spiked 

and unspiked sample manifold.  The following sections present detailed 

descriptions of the test site, the sample generating system the spiking 

procedure, the sampling procedure, and the statistical design of the 

experiments. 

Test Site Description 

A test area in Building 9 pilot plant of the Columbus Laboratories 

of Battelle houses the Battelle multifuel furnace and its auxiliary equip- 

ment, and the sample generating system with two loops for spiked and unspiked 

sample streams.  Each loop had a single sampling manifold with 12 sampling 

positions and flow control valves.  Areas were available for each laboratory 

crew to process the samples in preparation for transporting them to their 

home site for completing the analyses. 

Multifuel Furnace. The multifuel furnace was used for firing either 

natural gas on the first day of each three-day period and No. 2 fuel oil on 

the second and third days.  It has a refractory lined cylindrical combustion 

chamber about 15 -inches in diameter and 90 inches long.  It is enclosed by 

a steel airtight outer shell. Versatile air controls and a special burner 

design permit simulation of conditions which occur in firing these fuels 

 



in a full-scale combustion furnace. Figure 2 is a schematic drawing the 

setup for firing fuel oil.  The similar setup for firing natural gas 

differed only in the use of a flow meter for measuring the fuel input rate of 

the gas fuel. Figure 3 is a view of the multifuel furnace from the burner 

end.  The exhaust passes out the other end through the building wall into 

the main stack except for a portion that is diverted into an exhaust cooling 

loop which reenters the building wall to the sampling system inside the pilot 

plant area. 

The range of operating conditions of the multifuel furnace during the 

test series is given in Table 1. 

TABLE 1.  RANGE OF MULTIFUEL FURNACE OPERATING 
CONDITIONS FOR NO TESTS x 

Fuel Firing Rate 
Flue Gas 

C0? 
Comp., % 

°? 
Max Furnace 

Temp, F 
Flue Gas 
U 

Temp, F^ 
S 

Natural Gas 

#2 Fuel Oil 

200-400 CFH 

1.5-3.0GFH 

10-15 

10-15 

0.8-2.0 

1.2-7.8 

2500-2850 

2580-2730 

400-450 

370-500 

410-460 

400-470 

(a) U-unspiked sampling line temperature 
S-spiked sampling line temperature 

Sampling System. The sampling system was assembled from 3-inch 

anodized aluminum pipe for the main loop carrying unspiked flue gas, and 

from 2-inch anodized aluminum pipe for the branch loop in which an accurately 

measured flow of spiked flue gas was prepared and sampled.  The spike was a 

precisely metered flow of nitric oxide (Matheson, C.P.) which produced a 

known concentration increase of N0X in the flue gas taken from the 

spiked loop. 

Figure 4 is an overhead view of the sampling system and Figure 

5 is a dimensioned sketch from approximately the same aspect as Figure 4. 

The flue gas stream enters near the bottom of the wooden panel in the 

outside wall of the area, as shown in the left center of the photograph. 

The entering line branches into two insulated legs, one of which proceeds 

along the wall to feed the spiked loop and the main stream of flue gas 

is carried away from the wall to beneath the round sampling table for 

unspiked gas at the bottom center of the picture. A vertical riser of 

the sampling line turns upward and passes through the center of 
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FIGURE 2.  SCHEMATIC DIAGRAM OF THE BATTELLE MULTIFUEL FURNACE ARRANGED FOR FIRING WITH 
FUEL OIL 

 



 



 



Flow 
control 
valves 

ampling 
manifold 

Flue gas 
from furnace 

Thermometer 

Sampling 
manifold 

FIGURE 5.  DIMENSIONED SKETCH OF SAMPLING SYSTEM 
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the table to the 12-port sample manifold. Flexible insulated Teflon connectors 

are attached to some of these ports in the picture with their exits resting on 

the table surface.  These carried the individual samples to the sampling flask 

of each of the participating laboratories during the tests. 

The vertical oortion of the return lee in the looo above the 

sample manifold is also thermally insulated to prevent condensation and flow 

of condensate into the sampling ports. The uninsulated 3-inch return line 

then proceeds back to the building wall where it connects with the return 

portion of the spiked gas loop for discharge of the combined flows of the 

two loops through the pipe passing outside the building through the top of 

the wall panel. 

Similarly the incoming leg of the branch loop turns away from 

the wall and then upward through the center of the round table in the back- 

ground of the picture to the spiked-sample manifold with its flexible con- 

nectors resting on the table surface. The return loop is also insulated 

part way to prevent condensate from flowing back to sample ports. 

It was found advisable to add electric heating by thermal tapes 

inside the insulating cover of both incoming legs of the two loops to con- 

trol the temperature of both gas streams well above the condensation tempera- 

ture at the tips of the connectors. There was some difficulty with condensate 

at these tips during the first day of sampling until the sample streams were 

allowed to flow continuously to keep the flexible tubing hot between samples. 

These connectors were also wrapped with glass and asbestos tape insula- 

tion in the spiral pattern visible in the photograph. 

Figure 6 is a closeup view of the spiked-sample loop with sampling 

table and flexible connectors in the foreground; a cylinder of nitric oxide 

with associated metering equipment stands on the floor inside the turn of the 

pipe carrying the incoming stream.  Details of the spike measuring apparatus 

are described in the following section.  In the background behind the sampling table 

is a partial view of the monitoring instruments which were used to measure the 

concentrations of N0X in both loops during the sampling sessions to be certain that 

the furnace was generating approximately the desired amount of nitrogen oxides, and 

that the gas streams were properly equilibrated before sampling proceeded. 
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Spiking Procedure 

A gaseous spike of nitric oxide was injected into the flowing 

stream of flue gas from a cylinder of the gas which assayed 99.23 percent pure. 

The impurities were determined in the Battelle analytical laboratory by mass 

spectrometry and gas-liquid chromatography procedures, as follows; carbon 

dioxide, 0.08 percent; nitrogen, 0.36 percent; and nitrous oxide, 0.44 percent. 

The flow rate of the spiking gas was controlled by metering orifice with 

a constant upstream pressure measured by a precision pressure gauge. The 

temperature of the spiking gas was equilibrated at ambient, and the flow rates 

were so small that no appreciable cooling occurred during expansion through 

the pressure control and the orifice. A 1/16-inch flexible Teflon tube 

attached to the orifice housing and to the injection fitting in the pipe wall 

by leak-proof connectors carried the spike into the flue gas stream. A 

photo showing details of the spiking system is presented in Figure 7. 

The precision gauge had a mirror background to avoid parallax errors 

in reading the pointer, and a scale divided into tenths of a pound. 

Four metering orifices were used to control addition of the 

nitric oxide spikes. The characteristics of the orifices are given in 

Table 2.  The orifices were 

TABLE 2.  CHARACTERISTICS OF METERING ORIFICES USED 
FOR NITRIC OXIDE SPIKES 

Orifice Diameter, mm        Metering Rate, grams N0/second<a) 

0.06 0.001464 
0.08 0.002349 
0.12 0.004751 
0.14 0.006468 

(a) At 15 psig 

specially fabricated from watch jewels having bore diameters of 0.06 

to 0.14 mm which covered the range from 75 to 500 ml of gas per minute from 

a 15-psig source. Calibration of the metering orifices was performed 

gravimetrically. A small cylinder of the pure spiking gas was fitted with a 

regulator, the precision pressure gauge, and the orifice undergoing cali- 

bration in the same manner as the operating system shown in Figure 7. Gas 

pressure was adjusted to 15 psig and the entire assembly was placed on a 
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10-kg top loading balance. A balance reading device was devised to reduce 

parallax error. The weight loss of the assembly was monitored over a period 

of several hours and the resulting data were used to determine a gravimetric 

rate for each orifice, using a least squares fit. 

In a separate experiment it was determined that the orifice rates 

were unaffected by a downstream back pressure of 12 inches of water, which was 

several times the pressure of the sampling loop. A subsequent experiment 

demonstrated that the rates were independent of ambient temperatures over the 

range 15 to 30°C. 

The calibration of the spiking system equipment and addition of the 

known quantities of nitric oxide during the tests was performed by Dr. R. H. 

Johns, ASTM Research Associate at the National Bureau of Standards. 

Sampling Procedure 

The sampling procedure followed precisely the instructions pre- 

scribed by the printed Method D 1608, although the coordinating laboratory 

selected certain options which are left to the choice of the analyst by the 

method. Each laboratory brought its own supply of 2-liter round bottom 

Pyrex flasks fitted with a T-bore stopcock closure. The three legs of the 

stopcock were fitted with two spherical 12/5 connections on the horizontal 

legs and one male 24/40 tapered ground glass connection on the vertical leg 

to fit the corresponding glass joint of the collecting flask. Because each 

laboratory was required to have about 20 such assemblies, an adapter was 

permitted incorporating a single stopcock with a 2-mm bore and with 24/40 

male and female tapered joints to be interposed between the flask neck and 

the 24/40 tapered connector of the T-bore stopcock. Some laboratories had 

difficulty in purchasing enough of the T-bore assemblies to fit all the sampling 

flasks. The single stopcock adapter permitted the assembly to be reused while 

the samples were being held in the flasks during the period of absorption of 

the N0X by the reagent.  Each laboratory supplied its own evacuating equipment 

and manometer to measure the vacuum in the flasks immediately before their use 

for sampling. Flasks were evacuated to incipient boiling of the reagent, valved 

off from the pump, and the flask pressure recorded. All flasks were reevacuated 

and the new pressure recorded if there were a delay in taking the sample 

after the initial evacuation. 

In preparation for sampling the flasks were attached to the glass 

ball joint connectors at the tips of the flexible connectors at each sampling 
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port, and the bore of the stopcock was turned to flush the sample stream through 

the sampling line and stopcock. On signal the T-bore barrel was turned to 

divert the stream into the evacuated flask; this allowed the flask to fill to 

system pressure. Each laboratory always drew two simultaneous samples 

according to an assigned pattern: both from the same sampling loop, or one sample 

from each loop. The pattern is described in the next section. The first few 

tests showed that the withdrawal of twelve simultaneous samples (by six 

laboratories) from the spiked line caused a perturbation in the flow in the 

spiked line. This indicated that the maximum flow capacity was being 

reached or approached. Although the volumetric rate in the line and its 

inventory of well-mixed spiked flue gas were somewhat affected by simultaneous 

samples, the analyses did not show any real change in spiking level. 

Thereafter, samples from both lines were taken sequentially by each laboratory 

at 10-second intervals. This procedure eliminated all flow disturbance in 

the sampling loops. 

The overnight absorption period specified for the sealed flask 

after sample collection may be substituted by an option in the method calling 

for shaking the flask every twenty minutes for two hours, after which the 

absorbing solution may be removed for analysis. This option was used for 

10 of 15 daily pairs of samples so that the flasks used early in the day 

could be cleaned and reused later the same day. 

When the absorption period was completed after either two hours with 

shaking or overnight, the internal pressure, barometric pressure, and ambient 

temperature were measured before the flask was opened. A 15-ml aliquot was 

withdrawn with a pipette from the solution in the flask and was transferred 

to a stoppered glass or polyethylene bottle for return to the home laboratory 

and subsequent analysis.  This procedure was an option which was permitted to 

conserve time in a tight test schedule. Quantitative transfer of the total 

sample would have required rinsing and draining the flask. Later quantitative 

transfer with rinsing was required to remove the aliquot from the bottle for 

analysis. 

Test Pattern 

The test pattern was selected with the objectives of providing 

comparisons that would deduce the within-laboratory component of variance 

(repeatability), the between-laboratory component of variance (reproducibility), 

and the accuracy of the method for determination of N0X in actual samples over 
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a wide range of NO concentrations derived from natural combustion of nitrogen 

compounds in the fuel or nitrogen in the combustion air, and by the spiking 

process of adding nitric oxide to the flue gas. Table 3 shows the target pattern 

of operations that was developed in planning the statistical pattern. Five 

operating variables were used in controlling the amount of N0X between about 

150 ppm and 2150 ppm.  These variables included two types of fuel, two fuel rates 

to vary the furnace temperature, appropriate amounts of excess air for each fuel, 

low-nitrogen fuel oil and the same oil doped vi th nitrogen-containing pyridine, 

and appropriate spiking rates with nitric oxide to cover the total range for 

which the test method was expected to be valid. The test pattern outlined in 

the first column of Table 3 shows 14 daily blocks. Each block constituted a 

pair of samples taken by each laboratory during one sampling period which 

extended over approximately 15 seconds. Table 4 shows the actual sequence of 

sampling achieved during three days of each test week. It was found 

expedient on occasion to reverse the order of the daily blocks because of 

delays caused by equipment malfunctions or for convenience in equilibrating the 

furnace and sampling system after a change in operating conditions. Almost 

the whole planned series was completed successfully, except for the omission 

of one half-day group during the first week. 

During each test block, the NO concentration was monitored with 

an Envirometrics Model NS-200 Faristor unit to verify flue gas concentrations and 

spike values were being achieved. The Faristor detector is a liquid-state 

device in which the pollutant being measured is absorbed by catalytic action 

on an activated surface. A change in oxidation state occurs resulting in a surface 

charge the magnitude of which is proportional to the pollutant concentration. 

The unit used in these tests is also capable of measuring S02 in addition to N0x» 

Field Tests 

Measurement of oxides of nitrogen in flue gas were performed in 

field tests at four sites; an oil-fired power plant, a coal-fired power plant, 

a cement plant and a foundry.  Descriptions of the emission sources and the field 

test procedures are given in the following sections. The N0X levels in the 

foundry emissions were well below the lower limit of applicability of the method. 

Therefore, description of the foundry and the results have not been included 

in this report. 
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TABLE 3.     TARGET  PATTERN OF SPIKE  CONCENTRATIONS 
FOR    PILOT PLANT TESTS OF ASTM D 1608-60 

DAILY BLOCKS 
No.      Positions 

DAY    (0 
Gos (zero N8S) 

DAY      (?.] 
High Fuel R-3-;e 

DAY      (3) 
Low Fuel Role 

I 

8 

10 

II 

12 

13 

14 

Each lab:  Two 
spiked samples 
Each !ob= One 
spiked, one unspiked 
Each lab: One 
spiked, one unspiked 
Each lab: Two 
unspiked 

Each lab: One 
spiked, one unspiked 
Each lab: One 
spiked, one unspiked 
Each lab;  Two 
spiked samples 

Each lab: Two 
spiked samples 
Each lab: One 
spiked,one unspiked 
Each lab: One 
spiked, one unspiked 
Each lab: Two 
unspiked 

Each lab: One 
spiked,one unspiked 
Each lab-. One 
spiked, one unspiked 
Each lab: Two 
spiked samples 

'a. 
CO 

o 

•o 
a a o 
c 

•D 

Nitrogen Oxides Tests 

Blocks 2,5,9, 12-Allow absorption flasks to stand 
overnight; all other blocks, shake each 20 
min., transfer 2 hr. 

x: 

o o 

Blocks 1-7 
Fuel rate = 200CFH 
Excess air 5-10% 
Target N0X: * 

150-200 ppm  
Blocks 1-3 
N0X spike 247 ppm 
Target total N0X 

= 450 ppm  
Blocks 5-7 
IMOx spike 420 ppm 
Target total NO* 

= 600 ppm  

Blocks 8-14 
Fuel rate = 400CFH 
Excess air 5-10% 
Target N0X 

= 600 ppm  
Blocks 8- 10 
N0X spike 420ppm 
Target total N0X 

= 1020 ppm 

Blocks 12-14 
N0X spike 800 ppm 
Target total NO* 

= 1400 ppm 

Blocks 1-14 
3 GPH No. 2 oil 
12% excess air 
Blocks I -7 
Undoped fuel 
<0.0l7o N 
Ta rget N0X = 600 

ppm 
Blocks 1-3 
N0X spike 420ppm 
Torget total- 1020 

ppm 
Blocks 5-7 
N0X spike =B00ppm 
Target total N0X 

= 1400 ppm 
Blocks 8-14 
Doped fuel 0.8%N 

as pyridine 
Target N0X = 900 

ppm 
Blocks 8-10 
IM0X spike 8C0ppm 
Target total M0X 

= 1700 ppm 

Blocks 12-14 
N0X spike 1250 ppm 
Target total N0S 

= 21 50 ppm 

Blocks I- 14 
1-1/2 GPH No.2oil 
12% excess air 
Blocks I - 7 
Undoped fuel 
<0.0I% N 
Target N0X = 150- 

200 ppm   
Blocks  1-3 
N0X spike 247ppm 
Target total =450 

ppm 
Blocks 5-7 
N0X spike 420 ppm 
Target total N0X 

= 600 ppm  
Blocks 8-14 
Doped fuel 0.8 %N 

as pyridine 
Target NOx=500pprr 
Blocks 8-10 
NOx spike 247ppm 
Target total NO* 

= 750 ppm  
Blocks 12-14 
NOx spikes BOO ppm 
Target total N0X 

= 1300 ppm 
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TABLE 4.  NO SAMPLES TAKEN DURING PILOT PLANT TESTS 
x 

Date, 
1972 Hours 

Week 
No. 

Day 
No. 

Sequence of 
Samples by 
Block Number 

Oct. 9 p.m. 1 1 1 thru 7 

Oct. 10 a.m. 1 1 8 thru 14 

Oct. 10 p.m. 1 2 1 thru 6 

Oct. 11 a.m. 1 2 7 thru 14 

Oct. 11 p.m. 1 3 1 
(Blocks 

thru 7 
8-14 omitted) 

Oct. 16 a.m. 2 1 8 thru 14 

Oct. 16 p.m. 2 1 1 thru 7 

Oct. 17 a.m. 2 2 1 thru 7 

Oct. 17 p.m. 2 2 8 thru 14 

Oct. 18 a.m. 2 3 8 thru 14 

Oct. 18 p.m. 2 3 1 thru 7 
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Test Site Descriptions 

The characteristics of the three test sites at which ASTM D 1608-60 

was evaluated are summarized in Table 5. 

Site I 

The eight tests at Site I were performed on a 120 MW oil-fired unit 

of an electrical generating station. During the testing period the unit was 

operated under steady-state conditions at full load capacity. 

The oxides of nitrogen measurements were made in four ports located 

in a vertical run of the rectangular duct which is one of a pair that conducts 

the flue gas from the induction fan to the stack. The flow is approximately 

uniform between the two ducts. Curvature in the duct causes some irregularities 

in the flow pattern at the test location. 

Site II 

A total of 16 tests were conducted at Site II, a large coal-fired 

electrical generating station. The station has two units which have a total 

production capacity of about 1600 MW.  During most of the tests, the units 

operated at an output of about 1400 MW. During Tests 12 and 13, one of the 

units was operated at reduced load capacity. 

The oxide of nitrogen measurements were performed in the stack which 

handles the combustion products for both units. The four test ports, which are 

spaced at 90 degrees around the stack, are located at the 300-ft stack level. 

The port location is at least eight stack diameters above the inlets at the 

base of the stack. NO concentrations during the test series were in the 

range of about 300 to 400 ppm. 

Site III 

Test Site III is a dry process portland cement manufacturing 

plant. At the Site, 16 tests were conducted using two different stacks 

carrying emissions from 10-ft diameter by 154-ft long cement kilns. 

Tests 1 through 8 and 9 through 16 were performed on different 

stacks. Test ports in both stacks are located at 90 degree angles at a 

stack height of about 28 feet (about seven stack diameters) above the induction 

fan. 

 



TABLE 5.  SUMMARY OF TEST SITE CHARACTERISTICS 

Site Characteristic Site I Site II Site III 

Type of Operation 

Emission Source 

Emission Control Equipment 

Fuel Data 
Feed Rage 
Excess Air 
Composition - C 

(wt. percent) 
- H 
- N 
- S 

Flue Gas Data 

Electrical generation 
(120 MW Unit) 

Oil-fired boiler 

Electrostatic precipitator 

63,000 lb/hr 
30% <b) 

86.5 

12.6 
0.25 
0.43 

Electrical generation 
(two -800 MW Units) 

Portland Cement Mfg. 
(dry process) 

Coal-fired boilers Coal-fired kiln 

Electrostatic precipitator Electrostatic precipitator 

Average Velocity, fps 60 
Average Gas Temperature, F 280 
Composition - CO2 Volume Percent 11.6 

- O2 Volume Percent 5.4 
- H£0 Volume Percent 8-10 
- SO2 ppm 225 
- N0X ppm (as NO ) 140-220 

Stack Data 
Size 4. 67 ft x 12 ft 
Height (* net prior to stack) 

500 ton/hr 
50% <-fe) 

(fixed, dry) 50.6 

5500 lb/hr 

(fixed, dry) 52.9 

3-4 
Volatiles 33.5 

2.8 
Volatiles 36.0 

120 
330 
12.0 
6.8 

5-7 
2200 

~300-400 

72-97 
340-370 
10.0 
13.4 
4-6 

800-1500 
100-250 

30 ft diameter 
1200 ft 

4 ft diameter 
50 ft 

(a) NA - not applicable. 
(b) Based on Orsat analysis at test port location. 
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Sampling Procedure 

Sampling at each field site was performed as prescribed in the Test 

Method using the apparatus shown in Figure 1.  Borosilicate glass probes about 

four feet in length were used to withdraw the stack gas samples. The probes 

were heated to at least 250 F to prevent condensation of moisture. A glass 

wool plug was inserted in the probe at the inlet end to remove particulates. 

The sampling flasks (2 liter) were evacuated and pressures measured 

just prior to sampling. The probe and stopcock tubing was purged with the 

stack gas for about one minute prior to sampling. Purging was performed 

by the various laboratories both by suction bulbs and vacuum pumps. Sampling 

was performed concurrently, on signal, immediately after termination of the 

purging period. 

The absorbent solution used in field tests at Site I was prepared 

as described in Paragraph 6.1 of the Test Method. The solutions used at 

Sites II and III were prepared as described in Note 1. After sampling, the 

flasks containing the absorbent solution and gas samples were allowed to 

stand overnight. The flask contents were then quantitatively transferred 

to glass or polyethylene bottles for return to the respective laboratories 

for subsequent analysis. 

The photograph a. in Figure 8 shows the typical sampling arrange- 

ment used in the field tests. The photograph b. in the figure shows 

four teams performing concurrent sampling at one of the test sites. 

Test Patterns 

Site I tests were performed with the four different laboratories 

taking all samples from the same sampling port. All tests were performed 

on the same day over a time period of about one and one-half hours.  Site II 

tests included four different laboratories who moved in the pattern shown in 

Table 6, such that all laboratories obtained a total of four samples at each 

of the four sampling ports. Tests 1 through 8 were performed over a 70 minute 

period on one day and Tests 9 through 16 were completed during a 40 minute 

period on the following day. 

A total of six different laboratories participated in the Site III 

tests.  Concurrent sampling was performed by groups of four laboratories in the 

pattern shown in Table 7. Tests 1 through 8 were performed during a 40 minute 

period on Monday of the first test week and Tests 9 through 16 were completed 

over a 45 minute period on the following Monday, the first day of the second 

test week. 
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TABLE 6. SAMPLING PATTERN FOR NO 
TESTS AT FIELD SITE II * 

Test Port Number 
Number 1 2 3 4 

1 & 2 B A D C 

3 6c 4 C B A D 

5 & 6 D C B A 

7 & 8 A D C B 

9 & 10 B A D C 

11 & 12 C B A D 

13 & 14 D C B A 

15 & 16 A D C B 

TABLE ?.  SAMPLING PATTERN FOR NO. 
TESTS AT FIELD SITE III x 

Test Port Number 
Number 1 2 3 4 

1 & 2 A C B D 

3 & 4 D A C B 

5 & 6 B D A C 

7 & 8 C B D A 

9 & 10 F F C A 

11 & 12 A F E C 

13 & 14 C A F E 

15 & 16 E C A F 
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In the tests at Site II and III, the sampling probes remained 

stationary and the remainder of the sampling systems were moved from port- 

to-port in completing the test patterns. 

Analysis of Standard Nitrate Solutions 

A series of solutions containing known quantities of nitrate were 

supplied to each participating laboratory following the pilot plant tests and 

field tests at Sites II and III. These standard solutions were to be analyzed 

along with collected samples to obtain data on the accuracy and precision of 

the analytical portion of the Test Method. 

The solutions were prepared and distributed by Dr. R. H. Johns. 

Participating Laboratories 

A total of ten laboratories participated in the pilot plant and 

field tests in which ASTM D 1608-60 was evaluated. The participants were 

teams from the following organizations: 

George D. Clayton and Associates 

The Detroit Edison Company 

General Motors Corporation 

Huron Cement Division of National Gypsum Company 

Marquette Cement Manufacturing Company 

Public Service Electric and Gas Company (New Jersey) 

Research Triangle Institute 

TRW 

Western Electric Company 

York Research Corporation. 

Throughout this report the data generated by the various laboratories are 

concealed by using a set of code letters. The code letters designate different 

laboratories at each test site. 
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STATISTICAL ANALYSIS OF NITROGEN OXIDE TESTS 

Statistical Measures 

The experimental program was designed and conducted to provide measures 

of the precision and accuracy of ASTM Method D 1608-60. 

Measure of Precision 

ASTM Method D 2906-70Tv '  defines precision as "the degree of 

agreement within a set of observations or test results obtained when using a 

method".  The document further defines specific sources of variability in measuring 

precision, namely 

Single-operator precision - the precision of a set of 

statistically independent observations, all obtained as directed 

in the method and obtained over the shortest practical time 

interval in one laboratory by a single operator using one apparatus 

and randomized specimens from one sample of the material being 

tested. 

Within-laboratory precision - the precision of a set of statistically 

independent test results all obtained by one laboratory using a single 

sample of material and with each test result obtained by a different 

operator with each operator using one apparatus to obtain the same 

number of observations by testing randomized specimens over the 

shortest practical time interval. 

Between-laboratory precision - the precision of a set of statistically 

independent test results all of which are obtained by testing the 

same sample of material and each of which is obtained in a different 

laboratory by one operator using one apparatus to obtain the same 

number of observations by testing randomized specimens over the 

shortest practical time interval. 

The estimates of these measures of precision are formed by combining 

components of variance which are typically derived from an analysis of variance. 

In section 5.4 of ASTM Method D 2906-70T, the components of variance obtained 

from an analysis of variance table are given the following notations: 
2 

S   = the single operator component of variance, or the 

residual error component of variance. 
2 

S   =  the within-laboratory component of variance 
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2 
S   = the between-laboratory component of variance n 
With the above components of variance, the standard errors (S ) of 

specific types of averages are calculated as follows: 

Single-operator standard error 

ST (single-operator) = (Sg
2/n)

1/2 

Within-laboratory standard error 
2   2   1/2 

ST (within-laboratory) =  [Sw +(Sg /n)]
A/* 

Between-laboratory standard error 

ST (between-laboratory) =  [S^+S^Sg2/^ ]1/2, 

where n is the number of observations by a single operator averaged into a deter- 
2 2 

mination.  (If S  is not determined separately from S  in the equations above, 

it is understood to be part of S  and should be deleted from the expressions.) 

The pilot plant tests provide data for the estimate of between- 

laboratory and within-laboratory precision.  The testing pattern was not 

designed to determine the operator component of variance.  Thus, variance due 
2 

to operators within a laboratory, S }  ±s  combined in the estimate of within- 
2 b 

laboratory variance S  . 
w 

The cooperating laboratories concurrently performed duplicate 

determinations of NO in the pilot plant study.  Differences among the concurrent 

measurements provided a means of estimating the variability among laboratories, 

while differences between duplicate measurements provided a measure of 

variability within laboratories. Using the analysis of variance procedure, 

components of variance within-laboratories and between-laboratories were 
2 

estimated.  The within-laboratory component of variance, S  , estimates the 

variance of duplicate (or more generally, replicate) measurements made on the 

same material in a single laboratory.  The square root of this component of variance 

is referred to as the within-laboratory precision, or repeatability, in this 

report, and is denoted by the symbol S . 

The other component of variance estimated by the analysis, S,, , can 
B 

be understood in terms of a "population of populations".  Each laboratory's 

results can be assumed to represent sampling from a population of results for 
2 

that laboratory, where the population has a variance, S  .  This variance is w 
assumed to be the same for all laboratories.  However the mean of each laboratory's 

population of results is a quantity which is assumed to vary from laboratory to 

laboratory.  Considering a large number of laboratories, the mean becomes a 
2 

random variable itself.  The estimated component of variance, S  , estimates the 
B 

variance of this population of means.  The square root of this estimated component 
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of variance is referred to as the between-laboratory precision, or reproducibility, 

in this report, and is denoted by the symbol, S_.. 

The estimates of repeatability and reproducibility, as defined above, 

allow for the calculation of standard errors (S ) of specific types of averages, 

e.g. the between-laboratory standard error, S  (between-laboratory). More general 

calculations also follow. Suppose, for example, that a number of laboratories collect 

samples from which each laboratory submits an average determination of NO 

concentration based upon 2 measurements,.  The amount of variability to be 

expected in these averages of 2 measurements, from laboratory to laboratory, is 
2    2 

S  + S /_, since each average contains two sources of variation - variability 
B     w 2. _ 

between the means, measured by S_, , and variability within each laboratory, 
B 2 

which is reduced by averaging 2 measurements from each laboratory, i.e. S /„. 
2      2 

Details of the procedures used to calculate S  and S  are 

presented in the data analysis section of this report, and further examples 

of the interpretation and usage o£ these estimates are presented in an 

appendix. 

It should be noted that the usage of the terms "reproducibility" and 

"repeatability" varies in the literature.  Some sources relate the terms to 

maximum values which will be exceed by the absolute difference of two randomly 

selected test results only about 5 percent of the time in repeated experiments, 

e. g. Mandel(^O).  Others use less quantitatively oriented definitions, e.g. 

Davies^1!).  The usage in this report can be directly applied to statements of 

precision, as outlined in ASTM Method D 2906-70T and E 177(12), and is consistent 

with the usage in other Project Threshold reports. 

The field site tests of D 1608-60 provide an estimate of between- 

laboratory standard error, S (between-laboratory), for the determination of 

NO in flue gas.  The relationship of between laboratory standard error 

to the components of variance discussed previously is expressed by 
2  2   2   1/2 

Equation(5) , ASTM D 2906-70T, as S^(between-laboratory)= [S_, +SIT+(S„ /n) ] ' 

where n is the number of observations by a single operator averaged into a 

determination.  Field testing limitations did not permit conduct of the testing 
2  2 pattern in such a manner that the individual components of variance, S_,, SrT, and n B     W 

S , could be computed.  At each site, groups of four laboratories performed NO 

determinations with each laboratory making one determination per test.  For this 

situation the between-laboratory standard error, S  (between-laboratory), is the 

same as the standard deviation of the four concurrent NO determinations.  It 
x 

should be noted from the above definition that S  (between-laboratory) includes 

the individual components of variance, but it should not to be confused with 
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either repeatability or reproducibility, as defined and used in this or 

previous Project Threshold reports. 

Measure of Accuracy 

Accuracy is defined in D 2906-70T as "the degree of agreement between 

the true value of the property being tested (or an accepted standard value) and 

the average of many observations made according to the test method, preferably 

by many observers".  Disagreement between the true value and test results 

may occur as a systemic difference or error which is called bias. 

The accuracy of NO measurements by D 1608-60 is estimated from 

the pilot plant tests in which the cooperating laboratories performed duplicate 

determinations in which one of the flue gas samples was spiked with a known 

concentration (true value) of nitric oxide.  The difference between a 

laboratory's determinations for such a sample pair is an estimated measure 

of the true value of the spike. Differences between this experimentally determined 

quantity and the true value of the spike provide a measure of the accuracy of the 

Test Method. 

The data are reported as the percentage between the measured and true 

concentration of the spike, relative to the true concentration.  The estimate 

of accuracy is derived from the average of these differences. 
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Experimental Results 

Pilot Plant Tests 

The results obtained from the pilot plant tests of ASTM Method D 

1608-60 in accordance with the pattern given in Table 3 are summarized in 

Tables 8 through 13". All oxide of nitrogen values are reported as parts per 

million of NO2 (ppm NO2).  Sample volumes were determined and volume calculations 

(13) 
performed as described in Federal Register, Method 7  .  In Method 7, the 

flask pressure is measured prior to sampling and in D 1607-60 the initial 

pressure is assumed to be equal to the vapor pressure of water at the 

flask temperature.  A comparison of results obtained by the two method is 

presented later in this report. 

The data in Tables 8 through 11 give the results of duplicate 

determinations of NO in the pilot plant flue gas by the cooperating laboratories. 

Spiking with nitric oxide was used for some pairs of samples (Tables 8 and 10) 

to provide measurements at higher NO levels. Tables 8 and 9 p<resent the results 
X 

obtained by six cooperating laboratories, coded A through F, during the first 

week of tests and Tables 10 and 11 contain the second week test data.  Four 

laboratories, coded G through J, participated in the second week of testing, 

however Laboratory I values are not reported in these or following tables 

since they were derived from an invalid calibration curve.  (Absorbance 

versus concentration deviated significantly from a linear relationship).  The 

data in Tables 8 through 11 were used to generate the estimates of between- 

laboratory and within-laboratory precision of NO measurements using D 1608-60. 

Tables 12 and 13 present the results of determinations in which 

the cooperating laboratories concurrently obtained one unspiked flue gas sample 

and a duplicate flue gas sample spiked with a known quantity of nitric oxide. 

The laboratories' estimates of the spike concentration, determined by subtracting 

the unspiked sample value from the spike sample result, are given along with the 

"true" spike concentration.  The last column of the tables reports the percentage 

difference between the laboratory estimate and the "true" value based on the "true 

value".  The data in Tables 12 and 13 provide the basis for the estimate of the 

accuracy of the Test Method. 

The data in Table 12 for Blocks 2, 5, 9, and 12 differ in the experimental 

process from that in Table 13 for Blocks 3, 6, 10, and 13, in the manner in 

which the absorption flasks were handled.  Other steps of the test method were 
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TABLE 8.  RESULTS OF PILOT PLANT NOx DETERMINATIONS FOR BLOCKS IN WHICH LABORATORIES 
OBTAINED DUPLICATE SPIKED SAMPLES (FIRST WEEK) 

(Results in ppm NO?) 

Week  Day  Block  Lab  Sample 1  Sample 2 Week  Day  Block  Lab  Sample 1  Sample 2 

A (a) (a) 
B 382 357 
C 19(b) 155(b) 
D 390 307 
E 450 402 
F 429 509 

A 537 504 
B 664(b) 718(b) 
C 394 480 
D 527 556 
E 531 472 
F 523 426 

A 136(b) 146(b) 
B 236 219 
C 233 248 
D 244 271 
E 220 209 
F 284 252 

A (a) (a) 
B 473 548 
C 492 464 
D 569 538 
E (c) 442 
F 590 592 

A (d) (d) 
B 819 858 
C 326(b) 702(b) 
D 884 832 
E 701(b) 637(b) 
F 867 832 

14 

14 

A 271 265 
B 357 450 
C 367 313 
D 412 359 
E 275 257 
F 446 433 

A 1032 992 
B 1039 1056 
C 974 980 
D 1120 1010 
E 815(b) 817(b) 
F 1148(b) 1117(b) 

A 1431(b) 1026(b) 
B 970 1139 
C 819(b) 1036(b) 
D 1160 1210 
E 1196 1170 
F 1163 1195 

A 1331 1316 
B (d) (d) 
C 1124 1032 
D 1100 1124 
E 714(b) (c) 
F 1342 1396 

A (e) 1209(b) 
B 1533 1592 
C 1445(b) 1413(b) 
D 1550 1560 
E 1567 1588 
F 1720(b) 1785(b) 

(a) Incorrect volume of absorbent used. 
(b) Rejected as outlying data. 
(c) Sample leaked in transit to analytical laboratory. 
(d) Flask leaked during sampling. 
(e) Sample contaminated with tap water. 
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TABLE 9. RESULTS OF PILOT PLANT NOx DETERMINATIONS FOR 
BLOCKS IN WHICH LABORATORIES OBTAINED 
DUPLICATE UNSPIKED SAMPLES (FIRST WEEK) 

(Results in ppm NO„) 

Week Day Block Lab Sample 1 Sample 2 

11 

11 

A (a) (a) 
B 231 190 
C 210 209 
D 193(b) 242(b) 
E (c) 130(b) 
F 211 209 

A 469 384 
B 456 431 
C 405(b) 230(b) 
D 461 491 
E 297(b) 292(b) 
F 469 510 

A (d) 29 
B 50 42 
C 41 39 
D 35 31 
E 16 25 
F 22 17 

A 316 268 
B 484 513 
C 394 212(b) 
D 469 494 
E 210(b) 265(b) 
F 494 462 

A 395 353 
B 529 449 
C 427 434 
D 458 478 
E 358 413 
F 436 435 

(a) Incorrect volume of absorbent used. 
(b) Rejected as outlying data. 
(c) Sample leaked in transit to analytical laboratory. 
(d) Sample spilled. 

 



TABLE 10.  RESULTS OF PILOT PLANT N0X DETERMINATIONS FOR BLOCKS IN WHICH LABORATORIES OBTAINED 
DUPLICATE SPIKED SAMPLES (SECOND WEEK) 

(Results in ppm N0„) 

Week  Day  Block  Lab  Sample 1  Sample 2 Week  Day • Block  Lab  Sample 1  Sample 2 

G 112(a) 245(a) 
H 538 519 
I 
J 466 476 

G 696 759 
H 710 681 
I 
J 658 610 

G 380 377 
H (b) 347 
I 
J 314 297 

G 443 412 
H 580 293(a) 
I 
J 562 594 

G 1017(a) 1049(a) 
H 1247 1364 
I 
J 1180 1370 

G 496 498 
H 455 463 
I 
J 423 443 

14 

14 

14 

G 786 830 
H 889 878 
I 
J 766 766 

G 1549 1550 
H 1596 1628 
I 
J 1390 1510 

G 467 475 
H 389 399 
I 
J 439 422 

G 1201 1240 
H 1311 1256 
I 
J (c) 1160 

G 2086 2002 
H 2026 1963 
I 
J 1920 1880 

G 992 988 
H 1036 920 
I 
J 907 873 

(a) Reject as outlying data. 
(b) Sample spilled. 
(c) Stopcock opened, sample lost. 
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TABLE II.  RESULTS OF PILOT PLANT NOx DETERMINATIONS FOR 
BLOCKS IN WHICH LABORATORIES OBTAINED DUPLI- 
CATE UNSPIKED SAMPLES (SECOND WEEK) 

(Results in ppm NO„) 

Week Day Block Lab Sample 1 Sample 2 

11 

11 

11 

G 204 199 
H 237 207 
I 
J 221 160 

G 396 378 
H 287 252 
I 
J 363 (a) 

G 152 164 
H 122 120 
I 
J 45(b) (c) 

G 473 450 
H 444 474 
I 
J 418 448 

G 747 730 
H 846 839 
I 
J 686 525 

G 294 311 
H 291 321 
I 
J 291 293 

(a) Flask leaked prior to sampling. 
(b) Rejected as outlying data. 
(c) Final pressure was not measured. 
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TABLE 1.2. RESULTS OF PILOT PLANT NOx DETERMINATIONS FOR BLOCKS 
IN WHICH LABORATORIES OBTAINED CONCURRENT SPIKED AND 
UNSPIKED SAMPLES  (OVERNIGHT ABSORPTION) 

(Results in ppm N0?) 

Week  Day  Block  Lab 
Spiked 
Sample 

Unspiked 
Sample 

Esimated 
Spiking 
Cone. 

True 
Spiking 
Cone. 

Difference 
Percentage 
Of True 

1    1 

1    1 

1    1 

1    1 12 

12 

A (a) (a) 
B 357 161 
C 207(b) 162 
D 483 215 
E 401 51(b) 
F 463 232 

A (a) (a) 
B 597 176 
C 299(b) 189 
D 596 271 
E 175(b) 54(b) 
F 638 224 

A 1209(b) 433 
B 1154(b) 511 
C 766 108(b) 
D 1145(b) — 
E 802 388 
F 1222(b) 489 

A 1074 501 
B 1355 584 
C 1131 213(b) 
D 1228 518 
E 704(b) 249(b) 
F 1412 535 

G 563 324 
H 
I 
J 

600 325 

430 118(b) 

G 685 304 
H 
I 
J 

733 308 

644 124(b) 

G 893 472 
H 
I 
J 

825 503 

846 448 

G 1125 530 
H 
I 
J 

1158 492 

1190 484 

196 

268 

231 

421 

325 

414 

414 

573 
771 

710 

877 

239 
275 

381 
425 

421 
322 

398 

595 
666 

706 

237 
237 
237 
237 
237 

366 
366 
366 
366 
366 

360 
360 
360 

360 
360 

729 
729 
729 
729 
729 
729 

228 
228 

228 

367 
367 

367 

375 
375 

375 

763 
763 

763 

•17.3 

13.1 

-2.5 

15.0 

•11.2 

13.1 

15.0 

-21.4 
5.8 

-2.6 

20.3 

4.8 
20.6 

3.8 
15.8 

12.3 
-14.1 

6.1 

-22.0 
-12.7 

-7.5 
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TABLE 12.  (Continued) 

Week  Day  Block  Lab 
Spiked 
Sample 

Unspiked 
Sample 

Esimated 
Spiking 
Cone. 

True 
Spiking 
Cone. 

Difference 
Percentage 
Of True 

1    2 

1    2 

1    2 

1    2 12 

12 

A (c) (c) — — — 
B 761 500 261 370 -29.5 
C 169(b) 147(b) — 370 — 
D 737 345 392 370 5.9 
E 580(b) 198(b) 382 370 — 
F 807 365 442 370 19.5 

A 1264 500 764 746 2.4 
B 1259 413 846 746 13.4 
C 1006 392 614 746 -17.7 
D 1293 561 732 746 -1.9 
E 980 451 529 746 -29.1 
F 1299 564 735 746 -1.5 

A 1169 371 798 738 8.1 
B 1114 439 675 738 -8.5 
C 1096 404 692 738 -6.2 
D 1190 421 769 738 4.2 
E 976 386 590 738 -20.1 
F 857(b) 350 -- 738 -- 

A 1585 510 1075 1021 5.3 
B 1499 385 1114 1021 9.1 
C 1315 421 894 1021 -12.4 
D 1565 424 1141 1021 11.8 
E 898(b) 403 -- 1021 — 
F 1692 447 1245 1021 21.9 

G 689 345 344 364 -5.5 
H 
I 
J 

605 299 306 364 -15.9 

627 305 322 364 -11.5 

G 1112 416 696 754 -7.7 
H 
I 
J 

1194 390 804 754 6.6 

1280 478 802 754 6.4 

G 1300 784 516 772 -33.2 
H 
I 
J 

1516 796 720 772 -6.7 

1330 609 721 772 -6.6 

G 2093 873 1220 1021 19.5 
H 
I 
J 

2128 1315(b) -- 1021 -- 

1830 782 1048 1021 2.6 
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TABLE 12.  (Continued) 

Week  Day  Block  Lab 

Estimated True Difference 
Spiked Unspiked Spiking Spiking Percentage 
Sample    Sample     Cone.    Cone.    Of True 

1    3 

1    3 

12 

A 184 57 127 232 -45.3 
B 316 70 246 232 6.0 
C 265 67 198 232 -14.7 
D 274 62 212 232 -8.6 
E 282 46 236 232 1.7 
F 342 92 250 232 7.8 

A 336 59 277 361 -23.3 
B 381 52 329 361 -8.9 
C 254(b) 66 188 — — 

D 422 52 370 361 2.5 
E 348 42 306 361 -15.2 
F 460 60 400 361 10.8 

G 367 149 218 232 -6.0 
H 
I 
J 

343 148 195 232 -15.9 

277 148 129 232 -44.4 

G 543 236 307 366 -16.1 
H 
I 
J 

469 147 322 366 -12.0 

482 137 345 366 -5.7 

G 558 326 232 238 -2.5 
H 470 211 259 238 8.8 
i 
J 478 262 216 238 -9.2 

G 1041 297 744 754 -1.3 
H 1063 272 791 754 4.9 
i 
J 921 238 683 754 -9.4 

(a) Incorrect volume of absorbent used. 
(b) Rejected as outlying data. 
(c) Leak occurred during sampling. 
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TABLE 13. RESULTS OF PILOT PLANT NOx DETERMINATIONS FOR BLOCKS 
IN WHICH LABORATORIES OBTAINED CONCURRENT SPIKED AND 
UNSPIKED SAMPLES (2 HOUR ABSORPTION) 

(Results in ppm NO-) 

Week  Day  Block  Lab 
Spiked  Unspiked 
Sample   Sample 

Estimated  True    Difference 
Spiking  Spiking  Percentage 
Cone.    Cone.    Of True 

1    1 

1    1 

1    1 10 

1    1 13 

2    1 

2    1 

2    1 10 

A (a) (a) — — -- 
B 463 213 250 233 7.3 
C 485 206 279 233 19.7 
D 486 230 256 233 9.9 
E 418 81(b) — 233 -- 

F 427 168 259 233 11.2 

A (a) (a) -_ __ -. 

B 471 63(b) — 372 — 

C 498 192 306 372 -17.7 
D 515 207 308 372 -17.2 
E 344(b) 152 — 372 — 
F 559 103 456 372 22.6 

A 1138(b) 468 -- 360 — 

B 1068(b) 455 -- 360 — 

C 1014 475 539 360 49.7 
D 615 434 181 360 -49.7 
E 783 282(b) — 360 — 
F 1253(b) 421 -- 360 -— 

A 1121 558 563 719 -21.7 
B 1364 584 780 719 8.5 
C 1098 465 633 719 -12.0 
D 1067 424 643 719 -10.6 
E 676(b) 286(b) — 719 — 

F 1322 501 821 719 14.2 

G 448 278(b) — 230 -- 

H 
I 
J 

410 286(b) -- 230 -- 

403 160 243 230 5.7 

G 336(b) 117 -- 365 -- 

H 
I 
J 

558 282(b) -- 365 -- 

593 103 490 365 34.2 

G 865 473 392 376 4.3 
H 
I 
J 

909 496 413 376 9.8 

854 481 373 376 -0.8 
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TABLE  13.     (Continued) 

Estimated True Difference 
Spiked Unspiked Spiking Spiking Percentage 

Week Day Block Lab Sample Sample Cone. Cone. Of True 

2 1 13 G 1282 459 823 763 7.9 
H 
I 
J 

1266 491 775 763 1.6 

1150 368 782 763 2.5 

1 2 3 A 619 258 361 371 -2.7 
B 788 227 561 371 51.2 
C 404(b) 305 — 371 — 
D 620 (c) — — — 
E 513 (d) — — — 
F 709 291 418 371 12.7 

1 2 6 A 986 417 569 760 -25.1 
B 946 422 524 760 -31.1 
C 1045 316 729 760 -4.1 
D 1130 363 767 760 0.9 
E (d) 273 — — — 
F 1238 298 940 760 23.7 

1 2 10 A 917 360 557 750 -25.7 
B 1182 455 727 750 -3.1 
C 602(b) 386 — 750 — 

D 1160 416 744 750 -0.8 
E 1022 391 631 750 -15.9 
F 1108 284 824 750 9.9 

1 2 13 A (e) (e) -- -- -- 

B 1499 398 1101 1023 7.6 
C 1397 447 950 1023 -7.1 
D 1574 453 1121 1023 9.6 
E 1767 440 1327 1023 29.7 
F 1744 345 1399 1023 36.8 

2 2 3 G 767 427 340 385 -11.7 
H 
I 
J 

815 382 433 385 12.5 

708 401 307 385 -20.3 

2 2 6 G 1216 472 744 787 -5.5 
H 
I 
J 

1314 459 855 787 8.6 

1270 454 816 787 3.7 

2 2 10 G 1582 844 738 754 -2.1 
H 
I 
J 

1448 774 674 754 -10.6 

1450 791 659 754 -12.6 
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TABLE  13.      (Continued) 

Estimated True Difference 
Spiked Unspiked Spiking Spiking Percentage 

Week Day  Block Lab Sample Sample Cone. Cone. Of True 

2 2     13 G 1949 730 1219 1013 20.3 
H 
I 
J 

2098 586(b) -- 1013 49.3 

1940 793 1147 1013 13.2 

1 3      3 A 185 42 143 226 -36.7 
B 480(b) 72 — 226 — 

C 263 60 203 226 -10.2 
D 277 35 242 226 7.1 
E 190 (d) -- — — 
F 324 69 255 226 12.8 

1 3      6 A 302 12 290 364 -20.3 
B 375 43 332 364 -8.8 
C 361 32 329 364 -9.6 
D 350 42 308 364 -15.4 
E 211(b) (d) — — -- 

F 472 48 424 364 16.5 

2 3      3 G 381 138 243 232 4.7 
H 
I 
J 

(f) 130 -- -- -- 

304 38(b) — 232 -- 

2 3      6 G 476 94 382 371 3.0 
H 
I 
J 

340 51 289 371 -22.1 

436 57 379 371 2.2 

2 3     10 G 537 274 263 232 13.4 
H 
I 
J 

479 269 210 232 -9.5 

445 246 199 232 -14.2 

2 3     13 G 894 279 615 747 -17.7 
H 
I 
J 

918 316 602 747 -19.4 

905 218 687 747 -8.0 

(a) Incorrect volume of absorbent used. 
(b) Rejected as out :lying ; data. 
(c) Stopcock turned . wron ig direction during sampling. 
(d) Sample leaked in transit to analytical laboratory. 
(e) Sample contaminated with tap water. 

(f) Sample spilled. 
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performed the same in all blocks.  In the former case, the absorption flasks were 

allowed to stand overnight while in the latter series of blocks, the flask were 

shaken every 20 minutes and were transferred after 2 hours. An overnight absorption 

period was used for all blocks in which either two spiked or two unspiked samples 

were taken.  In the accuracy analysis, the results for these two Test Method options 

are compared to determine whether they might contribute to any bias in the 

determinations. 

The data in Tables 8 through 11, which were used for estimates of 

between- and within-laboratory variance were examined for outliers using several 

criteria. One of these was the Studentized range test (14) in which the ratio 

of the range of observations to the estimated standard deviation of the 

observations within a group (defined by block, week, and day) was compared 

with tabulated critical values of the Studentized range at a 99% significance 

level. Significantly high ratios indicated a group of observations containing 

a suspected outlier.  The suspected outlier was easily identified by 

examination of the observations within the group. A second criteria used to 

detect outliers considered the contribution of each observation to the 

group's total sum of squares of deviations about the group mean. Although 

this method did not explicitly test for statistically significant outliers, 

it provided a screening device which identified observation which contributed 

a relatively high percentage of the total sum of squares of deviation about the 

group mean. 

The data in Tables 12 and 13 which were used for the accuracy ana^sis, 

also were examined for outliers. One criteria for identifying outliers was based 

upon the estimated spike value from the observations. This estimated spike 

value was obtained as the difference between the determinations for the spiked 

and unspiked sample. A percentage difference was calculated using the true 

known spike value as base. The frequency distribution of observed percentage 

differences was determined and 95 percent cut off limits were established for 

this distribution. Any determinations outside these limits were flagged as 

outliers. 

Visual scans of the data were sufficient to identify which observations 

within a group resulted in the tests for outliers being significant.  Further 

confirmation of these outliers were made using the single sample test procedures^ ' 

based upon Table 1 of ASTM E 178. 
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A summary of the number and distribution of outlying values is given 

in Table 14. One hundred and twenty-one determinations were lost due to 

experimental errors; 84 by one laboratory due to an erroneous calibration curve. 

Of the remaining 756 determination, 82 were declared to be outliers, and 

excluded due to probable errors in the experimental process and/or recording 

of data. 

Field Tests 

Tables 15, 16, and 17 present the results obtained from field tests 

at an oil-fired power plant (Site I), coal-fired power plant (Site II) and a 

cement plant (Site III), respectively. The data were obtained from tests 

series in which concurrent samples were taken by four laboratories. Sample 

volume measurements and calculations were performed as described in Federal 

Register, Method 7. 

The data from Sites I and III show reasonably good agreement among 

concurrent samples while Site II exhibits considerable variation.  It is 

believed that the variation results from actual concentration differences at 

the various sampling ports due to factors which are discussed later in the 

report.  Consequently, the Site II data were excluded from further statistical 

treatment. Site I and Site III test data were examined for outlying values using 
(14) 

Dixon's Criterion   .  Four of the 24 tests (96 determinations) performed at the 

two sites were determined to contain one outlying value.  The outliers could not 

be attributed to any recognized error in sampling or analysis. 

Analysis of Between-Laboratory and Within-Laboratory 
Components of Variance of Pilot Plant Data 

The data used for the estimate of between-laboratory variability 

(reproducibility) and within-laboratory variability (repeatability) were the 

data collected in blocks 1, 4, 7, 8, 11, and 14 of the pilot plant tests. 

These blocks contain duplicate samples for which laboratories made separate 

determinations and thus provide estimates of both within-laboratory and 

between-laboratory variability.  The total variation within a block of 

simultaneous determinations was partitioned into these two components of 

variation using the procedures outlined in Brownlee.     Basically, this 
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TABLE 14.  SUMMARY OF DATA REJECTED AS 
OUTLYING 

Sample Type Determinations Outlying Values 

Both Spiked 
1st week 120 24 
2nd week 96 5 

Both Unspiked 
1st week 60 10 
2nd week 48 1 

One Spiked and One Unspiked 
Overnight Absorption 
1st week 120 20 
2nd week 96 3 

2-Hr absorption 
1st week 120 13 
2nd week 96 6 

Totals 756 82 
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TABLE 15.  RESULTS OF NO* DETERMINATIONS 
AT FIELD TEST SITES USING ASTM 
METHOD D 1608-60 

Oxides of Nitrogen Concentration 
Site    Laboratory    Number    Number ppm N02 

183 

180 

150 

197 

184 

185 

157(a) 

185 

180 

176 

189- 

182 

187 

183 

166 

176 

>ratory 
Test 

Number 
Port 

Number 

A 1 7 
B 9 
C 5 
D 3 

A 2 7 
B 9 
C 5 
D 3 

A 3 7 
B 9 
C 5 
D 3 

A 4 7 
B 9 
C 5 
D 3 

(a) Rejected as outlying data based on Dixon's Criterion. 
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TABLE 15.  (Continued) 

Site    Laboratory 
Test Port Oxides of Nitrogen Concentration 

Number Number ppm NO? 

5 7 181 

9 187 

5 127 (a) 

3 185 

6 7 186 

9 188 

5 145' 

3 195 

7 7 191 

5 183 

9 1% 
3 191 

8 7 182 

5 172 

9 19© 

3 198 

A 

B 

C 

D 

A 

B 

C 

D 

A 

B 

C 

D 

A 

B 

C 

D 

(a)  Rejected as outlying data based on Dixon's Criterion 
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TABLE  Id RESULTS OF NOx DETERMINATIONS 
AT FIELD TEST SITES USING ASTM 
METHOD D 1608 

Test      Port     Oxides of Nitrogen Concentration 
Site Laboratory Number Number ppm NO2  

II        A 12 495 

B 1 76 

C 4 309 

D 3 484 

II        A 2        2 534 

B 1 85 

C 4 437 

D 3 498 

II        A 3        3 462 

B 2 126 

C 1 318 

D 4 570 

H                     A 4        3 521 

B 2 389 

C 1 313 

D 4 573 
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TABLE  16.      (Continued) 

Test Port Oxides of Nitrogen Concentration 

Site Laboratory Number Number ppm NC"2 

II A 5 4 590 

B 3 372 

C 2 274 

D 1 94 

II A 6 4 533 

B 3 325 

C 2 330 

D 1 209 

II A 7 1 136 

B 4 389 

C 3 241 

D 2 345 

II A 8 1 188 

B 4 394 

C 3 309 

D 2 717 
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TABLE  16.     (Continued) 

Test Port Oxides of Nitrogen Concentration 
Site Laboratory Number Number ppm NC>2 

II A 9 2 613 

B 1 139 

C 4 277 

D 3 405 

II A 10 2 528 

B 1 151 

C 4 428 

D 3 13 

II A 11 3 422 

B 2 548 

C 1 338 

D 4 634 

II A 12 3 482 

B 2 399 

C 1 327 

D 4 573 
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TABLE 16.  (Continued) 

Oxides of Nitrogen Concentration 
Site    Laboratory    Number    Number ppm NO2 

II        A 13       4 417 

298 

297 

182 

II        A 14       4 430 

397 

320 

209 

II        A 15        1 241 

459 

283 

492 

II        A 16       1 235 

462 

350 

617 

Test Port 
oratory Number Number 

A 13 4 

B 3 

C 2 

D 1 

A 14 4 

B 3 

C 2 

D 1 

A 15 1 

B 4 

C 3 

D 2 

A 16 1 

B 4 

C 3 

D 2 
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TABLE  17.  RESULTS OF NOx DETERMINATIONS 
AT FIELD TEST SITES USING ASTM 
METHOD D 1608 

Test Port Oxides of Nitrogen Concentration 
Site Laboratory Number Number ppm NO2 

III A 1 1 233 

B 3 262 

C 2 255 

D 4 220 

III A 2 1 220 

B 3 260 

C 2 236 

D 4 226 

III A 3 2 250 

B 4 248 

C 3 243 

D 1 257 

III A 4 2 261 

B 4 240 

C 3 260 

D 1 264 
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TABLE 17.     (Continued) 

Test Port Oxides of Nitrogen Concentration 
Site Laboratory Number Number ppm NO2 

til A 5 3 227 

B 1 252 

C 4 233 

D 2 233 

III A 6 3 224 

B 1 258 

C 4 223 

D 2 243 

III A 7 4 224 

B 2 255 

C 1 197 

D 3 240 

III A 8 4 199 

B 2 244 

C 1 180 

D 3 218 
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TABLE 17.  (Continued) 

Test Port Oxides of Nitrogen Concentration 
Site Laboratory Number Number ppm NO2 

III A 9 4 178 

E 2 177 

C 3 166 

F 1 86(a) 

III A 10 4 128 

B 2 122 

C 3 129 

F 1 120 

III A 11 1 137 

S 3 127 

c 4 118 

F 2 89 

III A 12 1 133 

E 3 128 

C 4 120 

f 2 113 

(a)  Rejected as outlying data based on Dixon's Criterion 
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TABLE 17.  (Continued) 

Test Port Oxides of Nitrogen Concentration 
Site Laboratory Number Number ppm NC>2 

III A 13 2 172 

£ 4 153 

C 1 153 

F 3 11(a) 

III A 14 2 155 

E 4 139 

C 1 165 

F 3 98 

III A 15 3 117 

E 1 100 

G 2 88 

F 4 127 

III A 16 3 122 

B 1 115 

C 2 103 

F 4 130 

(a) Rejected as outlying data based on Dixon's Criterion. 
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method partitions the total sum of squares of deviations associated with the 

determination X.., where i identifies the laboratory making the determination, and 

j identifies the duplicate determination for the laboratory, into the "within" 

and "between" sum of squares of deviations, used to develop variance estimates. 

If the number of duplicates for the i  laboratory is denoted by n., and k 

is the number of laboratories making simultaneous determinations, an Analysis 

of Variance Table can be constructed as shown in Table 18.  From this 

table, it can be seen that an estimate of within-laboratory precision, S , W 
is given by 

SW = Sl = 

k ni     -  2 
E E  (X..-X. ) 

11  l. 
i J 

En.-k 
. x 
l 

where X.. is the mean of the determinations for laboratory i. Likewise, 

an estimate of between-laboratory precision, S , is given by 
B 

s2 s2 
S2  Sl 

s„ = *H c 1 
En. (X. -X..)' 
.11. 
l 

k-1 W 

where 

c = 

En! 

k 
En. 
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TABLE 18.  ANALYSIS OF VARIANCE TABLE 

Degrees Sum Expected 
of of Mean Mean 

Source Freedom Squares Square Square 

Between Labs k-1 -    ,2 £   n   (X      -X..) 
1=1 

2 2 

WithStm Labs 
k 

V  n.-k 
<-    l 

i=l 

, n. k I 

L    I    (Vxi.)2 
i=l       j-1 

Total In.-l 
i=l  L 

k x 

I L        (X..-X..) 
i=l       j=l ij 

 



57 

and X.. is the mean of all the simultaneous determinations in the block. 

The results of this statistical analysis are presented in Tables 

19 and 20.  Table 19 presents the estimates of between- and within-laboratory 

components of variance for each block of simultaneous determinations of 

duplicate spiked samples, and Table 20 gives the corresponding data for 

duplicate unspiked samples.  The statistical summaries presented in Tables 19 

and 20 do not include the data points which were rejected as outliers. 

Figure 9 is a scattergram of the block statistics, presenting 
A 

a plot of between-laboratory component of variance, S,,, (reproducibility) 
B 

versus the square root of the mean NO concentration, -/m*. 
X A       /— A least-squares regression equation of the form S  = b vm + a was 

B 
fitted to the data points in Figure 9 by the method of weighted least squares. 

Weights were assigned to the data points in order to compensate for the fact 

that two assumptions of the statistical method are being violated: 

(1) The coordinates of the data points are averages, which are 
not always computed from the same number of observations; 

(2) The variances along the regression curve are not equal. 

The appropriate weighting formula is W = f/ (j8 "/m + Qf) , where W represents 

the weight, f denotes the number of degrees of freedom associated with the 

computed standard deviation S , oi  and jS denote constant terms in the true 
B * 

regression curve, and m is the mean concentration.  The parameters or and /3 are 

not known, nor are their least-squares estimates, a and b. An iterative approach 

is required, using successive estimates of a, b, and W which converge to a 
A i— 

least-squares solution.  By this procedure, the equation S  = 2.21 "y m -1.18 
B   ^^ 

is obtained as an estimate of the true regression curve s = /3Vm"+ or.  The standard 

deviation of the residuals about the regression line is found to be 16.9 ppm. 

The regression accounts for approximately 56 percent of the variability in 

reproducibility estimates. This curve summarizes the estimate of the between- 

laboratory component of variance (reproducibility) over the concentration range 

of about 20 to 2000 ppm NO2 obtained from the pilot plant tests. 

Separate least-squares analyses of the data in the concentration 

ranges of < 600 ppm N02 and >600 ppm N0? were performed.  The resulting least- 

squares curves (S versus -y/~m) did not vary significantly from the relationship 
B 

In order to assure that each pair of data points has weight of at least 
one, all weights were increased by multiplying by the square of 250, an upper 
limit of the reproducibility estimate. 

 



TABLE 19.  BETWEEN-LABORATORY AND WITHIN-LABORATORY PRECISION 
FOR DETERMINATIONS OF DUPLICATE SPIKED SAMPLES 

Week Day Block No. of 
Labs 

No. of 
Measmts, 

Mean NO 
x Cone., ppm 

Between-Lab      CV, 
Std. Dev(Sj ,ppm     % a 

Wi thin-Lab CV 
Std. Dev(STT),ppm % 
 W 

1 4 8 403.3 
7 5 9 523.1 
8 4 8 1025.4 

14 4 8 1220.6 

1 5 10 495.0 
7 3 6 848.7 
8 4 8 1150.4 

14 3 6 1565.0 

1 5 10 241.6 
7 6 12 350.4 

1 2 4 499.8 
7 3 5 518.2 
8 3 6 819.2 

14 3 5 1233.6 

1 3 6 685.7 
7 2 4 1290.3 
8 3 6 1537.2 

14 3 6 1979.5 

1 3 5 343.0 
7 3 6 463.0 
8 3 6 431.8 

14 3 6 952.7 

50.4 12.5 45.0 11.2 
50.8 9.7 30.4 5.8 
25.5 2.5 41.9 4.1 

144.3 11.8 39.0 3.2 

23.4 4.7 47.1 9.5 
(a) <a) 30.1 3.6 
45.2 3.9 64.0 5.6 
(a) <a) 25.9 1.7 

18.8 7.8 15.5 6.4 
67.7 19.3 35.2 10.1 

39.9 8.0 10.7 2.2  oi 
90.9 17.5 22.3 4.3  °° 
58.1 7.1 18.5 2.3 
51.4 4.2 33.7 2.7 

40.8 6.0 34.4 5.0 
(a) (a) 111.6 8.7 
73.4 4.8 50.7 3.3 
65.6 3.3 45.9 2.3 

40.3 11.8 8.6 2.5 
31.6 6.8 8.8 1.9 
38.0 8.8 8.7 2.0 
42.0 4.4 49.4 5.2 

(a)  Between-laboratory component of variance is not statistically distinguishable from zero. 

 



TABLE 20.  BETWEEN-LABORATORY AND WITHIN-LABORATORY PRECISION 
FOR DETERMINATIONS OF DUPLICATE UNSPIKED SAMPLES 

Week Day Block No.  of 
Labs 

No.  of 
Measmts. 

Mean NO 
Cone,   ppm 

Between-Lab 
Std.   Dev(ST,),ppm a 

CV, 
% 

Within-Lab 
Std.   Dev(S  ),ppm 

W 

CV 
% 

1 1 4 
11 

3 
5 

6 
9 

210.0 
432.7 

(a) 
88.9 20.6 

16.8 
24.5 

8.0 
5.7 

1 2 4 
11 

4 
6 

8 
12 

458.9 
430.4 

13.7 
39.0 

3.0 
9.1 

36.11 
31.1 

7.9 
7.2 

1 3 4 6 11 31.6 10.5 33.4 4.4 13.8 

2 1 4 
11 

3 
3 

6 
6 

204.7 
451.2 

(a) 
7.4 

(a) 
1.6 

27.8 
19.7 

13.6 
4.4 

2 2 4 
11 

3 
3 

5 
6 

335.2 
728.8 

66.1 
109.2 

19.7 
15.0 

19.7 
66.2 

5.9 
9.1 

2 3 4 
11 

2 
3 

4 
6 

139.5 
300.2 

25.8 
(a) 

18.5 
(a) 

6.1 
14.1 

4.4 
4.7 

(a)  Between-laboratory component of variance is not statistically distinguishable from zero. 
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presented in Figure 9. 

In Figure 10, a scattergram of the block estimates of within- 

laboratory variability (repeatability), S , versus the square root of the 
W 

mean NO concentration is presented. A curve of the form S  = b -Jm.    +    a 
x w      ' 

was fitted to these data points by the method of weighted least squares, 

using the same weighting procedure used for the reproducibility analysis. 

The iterative approach which is required, results in the equation, 

Sw = 1.52 Vm -4.21. with a standard deviation of residual equal to 7.2 

ppm.  This regression accounts for approximately 73 percent of the variability 

in repeatability estimates. The least-square analysis of the data in the 

concentration ranges of 0 to 600 ppm N02 and >600 ppm N0? yields curves which 

did not vary significantly from those shown in Figure 10. The curve in Figure 

10 summarizes the estimate of within-laboratory variability (repeatability) 

over the concentration range of about 20 to 2000ppm N0? based on the pilot 

plant test data. 

Statistical Analysis of Field Test Data 

The results of the statistical analysis of the field test data 

from Sites I and III are presented in Table 21.  The table presents the 

number of measurements per test, n; the mean value of the NO measurements, 

m; the between laboratory variation, S  (between laboratory); and the 

coefficient of variation (CV) for the tests at each field site.  The between 

laboratory variation was calculated as the standard deviation of measurements 

from each test, using the equation 

S (between laboratory) = 

n      2 I (X.-m) 
.1 
l 

n-1 

where m is the test mean, X. is the N0X value determined by the i— laboratory 

and n is the number of NC^ measurements per test.  The coefficient of variation, 

expressed in percent, is calculated from the test mean (m) and the standard error, 

S (between-laboratory), using the equation, 
100  S (between-laboratory) 

CV, 1   =  -  m 
Site II data were not analyzed statistically due to the large 

variations in concurrent determinations which do not appear related to the 

test method. An analyses of the determinations by port shows that the lowest 
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TABLE 21. STATISTICAL ANALYSIS OF NO 
MEASUREMENTS PERFORMED AT X 

FIELD TEST SITES 

Site   Test      Number of      Mean NO Standard          Coefficient 
Number  Measurements, n  Cone, ppmN0„  Deviation $j), ppm N0?  of Variation, % 

178 19.8 11.1 
185 0.6 0.3 
182 5.4 3.0 
183 5.0 2.7 
184 3.1 1.7 
189 4.5 2.4 
185 7.2 3.9 
185 11.1 6.0 

111   1          4             243 19.4 8.0 
236 17.6 7.5 
250 5.8 2.3 
256 11.0 4.3 
236 10.9 4.6 
237 16.7 7.0 
229 24.8 10.8 
210 27.3 13.0 
174 6.7 3.9 
125 4.4 3.5 
118 20,7 17.5 
124 8.8 7.1 
159 11.0 6.9 
139 29.5 21.2 
108 17.4 16.1 
118 11.4 9.7 

1 4 
2 3 
3 4 
4 4 
5 3 
6 4 
7 4 
8 4 

1 4 
2 4 
3 4 
4 4 
5 4 
6 4 
7 4 
8 4 
9 3 

10 4 
11 4 
12 4 
13 3 
14 4 
15 4 
16 4 
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NO value in nearly all tests (14 of 16) was obtained at Port 1.  This 

could have resulted from a defective probe (probes remained stationary), 

in-leakage of air around the sampling port (stack pressure was about -6 

inches B.-0), or actual concentration differences in the large stack 

(30-ft diameter). 

The Site I and III data exhibit a more random distribution in 

determinations when examined by laboratory and by sampling location. 

A least-squares analysis of the field test data indicated no linear 

relationship between the between-laboratory standard error and the concentration 

level over the limited concentration range which was studied.  Therefore, 

the mean of the standard error from all tests can be used to provide an 

estimate of the between-laboratory standard error from the field data.  For 

the NO determinations which spanned the range of about 90 to 260 ppm N09 the 

mean between-laboratory standard error is 14.5 ppm and the standard deviation of 

the distribution of observed standard errors is 7.3 ppm. 

The field test results are compared with the pilot plant data in 

Figure 11.  The pilot plant data result from determinations with mean 

concentrations in the range of about 20 to 2000 ppm to NO?> while the field 

tests data cover a more limited range, about 90 to 260 ppm N02«  The field 

test data yield an estimate of the standard error between laboratories; 

consequently for comparison the pilot plant data have been combined to 

provide the same measure, using the equation 

2      2 
S (between laboratory) =-JsR  + 

s
w 

where S„ and SrT are the between-laboratory and within laboratory components B     W 
of variance.  The straight line shown in the figure represents the estimated 

relationship between the square root of the mean concentration and the 

standard error, S  (between-laboratory) computed from the reproducibility and 

repeatability relationships obtained from the pilot plant data, Figures 9, 

and 10, respectively.  The results in Figure 11, show that the observed 

standard errors between laboratories for the field test data fall below the 

estimated between-laboratory standard error from the pilot plant data.  This 

suggests that the reproducibility and repeatability measures from the pilot 

plant experiments may yield conservative estimates of the standard error 

within this range of concentrations. 
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Analysis of Accuracy 

Data from the Blocks in which both spiked and unspiked sample 

determinations were performed were used to estimate the accuracy of D 1608-60. 

The difference between the spiked sample determination and the unspiked sample 

determination, for a given block and a given laboratory, is a measure of the 

controlled amount of nitrogen oxides added to the test samples. These 

differences, obtained by each laboratory are the basis for the analysis of 

accuracy. 

The accuracy is measured as a percentage difference from the true 

value as calculated by the equation 

_  (Estimated spike cone. - True spike cone.)100 
from true concentration ~ True spike cone. 

The estimated spike concentration is the difference between the 

laboratories determinations of the spiked and unspiked samples. 

Figure 12 presents a histogam of percentage differences for data at 

all spike concentrations.  The distribution appears normal (i.e., Gaussian) with 

a mean of -3.25 percent and a standard deviation of 25.93, based upon 145 

observations.  The hypothesis that the true bias is zero, versus the alternative 

two-sided hypothesis that the true bias is different from zero, is tested by use 

of Student's t, as follows: 

t = xVn?s = -3.25 Vl45/25.93 = - 1.51 

For n-1 = 144 degrees of freedom, the value for t is not statistically 

significant at the 99 percent level. Therefore, the test hypothesis is accepted 

and it is concluded that the true bias is probably zero. 

A breakdown of accuracy estimates as a function of spike concentration 

level is given in Table 22. These data permit an investigation of bias in the 

Test Method at two concentration ranges.  The results indicate that there is no 

statistically significant bias present in either of the concentration ranges 

examined. 

An analysis of the accuracy data based on duration of the sample 

absorption period is presented in Table 23.  The mean percent difference from the 

true spike value, the standard deviation of the percent differences, and the 
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FIGURE 12.  DISTRIBUTION OF PERCENTAGE DIFFERENCES BETWEEN ESTIMATED 
AND TRUE SPIKE CONCENTRATIONS 
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TABLE 22.  SUMMARY OF ACCURACY OF NO DETERMINATIONS 
AS A FUNCTION OF SPIKE CONCENTRATION 

Spike 
Concentration, 

ppra N02 

Number 
of 

Observations 

Mean 
Percent 

Difference 
Standard 
Deviation 

Student's 
t Conclusion 

X^700 

700<X 

77 

68 

-4.55 

-1.77 

32.85 

14.71 

-1.22 

-0.98 

NS 

NS 

Total 145 -3.25 25.93 •1.51 NS 

(a) NS=t is not statistically significant at the 99 percent level and the test hypothesis 
that the true bias is zero is not rejected. 
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TABLE 23.  SUMMARY OF ACCURACY OF NOx DETERMINATIONS AS 
A FUNCTION OF ABSORPTION PERIOD DURATION 

Absorption 
Period 

Spike 
Concentrates 

ppm NO2 

Number 
of 

Observations 

Mean 
Percent 

Difference 
Standard 
Deviation 

Student's 
t 

Statistic Conclusion^ 

Overnight X^700 41 -9.60 40.16 -1.53 NS 

X>700 34 -2.53 13.55 -1.09 NS 

All 75 -6.40 31.09 -1.78 NS 

Two-Hours X*700 36 1.21 20.87 0.35 NS 

X>700 34 -1.01 15.96 -0.37 NS 

All 70 0.13 18.55 0.06 NS 

(a) NS = t is not statistically significant at the 99 percent level and the test 
hypothesis that the true bias is zero is not rejected. 
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Students't statistic and conclusions are given for high and low spike concentration 

ranges.  The overnight samples were allowed to stand without shaking for a 

period of at least 16 hours. The two-hour samples were shaken after sampling 

and at 20 minute intervals for the two-hour period.  The absorbent solution 

was transfered to a sample bottle at the end of the two-hour period. 

The results show that the shorter absorption period does not introduce 

a statistically significant bias in the determination of NO over the 

concentration range studied.  However, the rather wide overall variation in' 

the data would overshadow any slight bias introduced by the shorter absorption 

period on the order of the -3 percent stated in the method. 

A summary of the accuracy of the NO determinations by laboratory is 
X 

given in Table 24.  Because of the small sample sizes and large standard deviations, 

the biases, estimated as mean percent difference, in most cases do not yield 

statistically significant test results. With two exceptions, we can conclude that 

the average bias of each laboratory is probably zero. 
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TABLE 24.  SUMMARY OF ACCURACY OF NO 
DETERMINATIONS BY LABORATORY 

No. Mean 
of Percent Standard Student's (a) 

Conclusion Laboratory Observations Difference Deviation t 

A 14 -17.20 16.872 -3.81 S 
B 17 -13.17 61.636 -0.88 NS 
C 12 -3.52 19.438 -0.63 NS 
D 18 -2.95 14.911 -0.84 NS 
E 7 -4.83 21.134 -0.60 NS 
F 17 14.68 9.378 6.45 S 
G 22 -1.70 13.219 -0.60 NS 
H 
I 
J 

19 
0 

21 

-2.62 13.222 -0.86 NS 

-3.51 14.963 -1.07 NS 

Total 145 -3.25 25.926 -1.51 NS 

(a) NS=t is not statistically significant at the 99 percent level and the test 
hypothesis that the true bias is zero is not rejected. 

S=t is statistically significant at the 99 percent level, the test hypothesis 
is rejected, and it is concluded that the true bias is probably not zero. 
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Analysis of Standard Nitrate Solutions 

Series of standard potassium nitrate solutions were supplied to 

each cooperating laboratory to be analyzed along with the pilot plant and 

Site II and III test samples. 

Three standards containing the equivalent of 2.33, 4.66, and 7.75mg 

N0? were provided following the pilot plant tests.  The results of the 

analysis of these samples by the various laboratories are given in Table 

25.  The laboratory code designations for the standard data are the 

same as those used for the test results. 

The means and standard deviations of the quantity found by the 

various laboratories and the differences in milligrams and in percent between 

the actual value and quantity found (based on the actual value) are listed 

at the bottom of the table.  The standard deviations about the measured values 

provide an estimate of the between-laboratory standard error for determination 

of nitrate using the D 1608-60 analytical procedure. 

A more detailed statistical analysis of the pilot plant standards 

data are presented in Table 26.  In this table, the variability observed 

in the standards data are compared with estimates which are derived from the 

reproducibility and repeatability relationships presented earlier in this 

report.  Reproducibility and repeatability estimates were calculated, using 

the values of the concentration levels of the standards in ppm and were used 

to estimate the standard error between-laboratories shown in line 3c of the 

table.  The standard error was squared to yield the estimated total variance 
2 

of a single measurement, S , which includes sources of variation due to both 

sampling and to analysis. 

The estimate of variance calculated directly from the standards 

data by the equation 

2 _  £  (X£ - X)2 
O     — 

n-1 

is shown as line 2b of the Table.  In the equation X is the mean of the n 

laboratories determination, X..  Since laboratories were provided standard 

solutions and sampling was not involved, this variance is assumed to result 

from analytical errors.  The ratio of these two variances is an indication of the 

percent of total variance which is due to analysis.  Thus, if the variations 

in the standards are representive of the test sample analyses, line 4a 

 



TABLE 25.   RESULTS  OBTAINED FOR STANDARD NITRATE SOLUTIONS 
ANALYZED FOLLOWING PILOT PLANT TESTS 

S tandard  1 Standard 2 Standard 3 

mg Found 
Difference (a) Difference *•  ' 

mg Found 
Difference ^a' 

Laboratory mg % fflg Found Mg % mg % 

A 2.13 -0.20 -8.58 4.53 -0.13 -2.19 7.28 -0.47 -6.06 

B 2.24 -0.09 -3.86 4.44 -0.22 -4.72 7.14 -0.61 -7.87 

C 1.79 -0.54 -23.18 3.67 -0.99 -21.24 6.61 -1.14 -14.71 

D 2.18 -0.15 -6.44 4.25 -0.41 -8.80 7.15 -0.60 -7.74 

E 2.43 0.10 4.29 4.73 0.07 1.50 7.84 0.09 1.16 

F 2.28 -0.05 -2.15 4.48 -0.18 -3.86 7.48 -0.27 -3.48       ^ 

G 2.38 0.05 2.15 4.25 -0.41 -8.80 7.18 -0.57 -7.35 

H 2.38 0.05 2.15 4.50 -0.16 -3.43 7.35 -0.40 -5.16 

I<b> 

J 2.22 -0.11 -4.72 4.36 -0.30 -6.44 7.26 -0.49 -6.32 

Means ± 
Std.  Dev. 2.23 ±0.19 -0.10 ±0.19 -4.48 ±8.22 4.36 ±0.30 -0.30 ±0.30 -6.51 ±6.37 7.25 ±0.33 -0.50 ±0.33 -6.39 ±4.20 

Actual Value, rag NO                 2.33 4.66 7.75 

Equivalent ppm N02                  642.6 U&5,2 2137.4 

(a) Difference based on actual value of standard. 
(b) Invalid calibration curve. 
(c) Assiiming a  sample volume of 1900 ml. 
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TABLE 26.  STATISTICAL ANALYSIS OF STANDARDS DATA OBTAINED 
FOLLOWING PILOT PLANT TESTS 

Statistical Measure 
Standard 

1 
Standard 

2 
Standard 

3 

Standards-True Values 

(a) Actual Value, mg NO 

(b) Equivalent ppm N02 &> 
2.33 

642.6 

2. Analytical Variation Based on Standards, 
ppm N02 

(a) Mean, x 
2 

(b) Variance, S 

(c) Standard error, S 

(d) Coefficient of variation, °L 

3. Estimated Total Variation Based on Pilot Plant 
Data, ppm N0„ 

A 
(a) Reproducibility, Sg= 2.21 "Vm -1.18 

(b) Repeatability, § =  1.52 Via  -4,21 
A i        9 A     9 

(c) Standard error,   S^wlL  +STT 
2     V B  W 

(d) Variance, S 

4. Comparison of Analytical and Total Variance 

b (a) Percent of total variance attributable 
to analytical variation 

(b) Percent variance due to other sources 

5. Bias Analysis 

(a) Mean difference (x), % 

(b) Standard deviation of differences (s), % 

(c) Number of observations (n) 

(d) Student's t-statistic 
t = X "\fals 

(e) Critical value for n-1 = 8 
degrees of freedom, 95% confidence level 

(f) Conclusion of test for bias 
NS - not significant 
S - significant 

66.1 

33.9 

4.66 

1285.2 

77.6 

22.4 

-4.5 -6.5 
8.2 6fl 

9 9 

-1.64 -3.07 

2.31 2.31 

NS S 

7.75 

2137.4 

615.0 1203.4 2001.0 
2780.4 6701.3 8135.5 

52.7 81.9 90.2 
8.7 6.8 4.5 

55.0 78.1 101.0 
34.4 50.3 66.0 
64.9 92.9 120.7 

4212.0 8630.4 14568.5 

55.8 

44.2 

-6.4 

4.2 

9 

-4.56 

2.31 

S 

(a) Based on sample volume of 1900 ml 
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of the table indicates that 56 to 78 percent of the estimated total variance 

in measurements obtained in the pilot plant test may be attributed to the 

analytical portion of the method.  The remaining 22 to 44 percent of variance 

may be attributed to sampling errors and other sources. 

Section 5 of Table 26 presents an analysis of bias in the standards 

data based on Student's test.  The conclusions drawn from the tests are 

that bias is not statistically significant for the lowest concentration 

(2.33mg) but the negative biases of about 6.5 percent are significant for 

the two higher concentration standards (4.66 and 7.75 mg). 

A set of nine standard potassium nitrate solutions were sent 

to the cooperating laboratories after both the Site II and Site III tests. 

These series included triplicate samples of three different N0? concentrations; 

0.455, 1.82 and 7.28 milligrams.  The same series of standards, with 

different identification, was distributed after the two test periods. 

The results from the standard solutions analyzed with the Site 

II and III test samples are presented in Table 27.  Since analyses were 

performed in replicate by the various laboratories, the results may be 

treated statistically to obtain an estimate of both the within- and 

between-laboratory component of variance in the analytical portion of the 

method.  The results of such a statistical analyses are summarized in Table 

28.  The method used to obtain the between- and within-laboratory standard 

deviations is the same as that employed in between- and within-laboratory 

component of variance analyses discussed previously. 

An analysis of the variation in the Site II and III analytical 

data relative to the estimated total variation is summarized in Table 25. 

As before, separate estimates of the between- and within-laboratory 

components of variance are made using the relationship developed frcm the 

pilot plant test data, substituting the standard value in ppm N0„.  From 

the components, an estimate of the total variance of a single measurement 

is calculated which includes variations due to the both the sampling and analytical 

processes. 

Line 4a shows the percentage of the total variation in the Site II 

and III test data which may be attributed to the analytical procedure if it 

is assumed that variation in the standards and test sample analyses are 

comparable. 

Based on Site II standards data, 30 to 71 percent of the total 

variance may be attributed to the nitrate analyses procedure.  This measure 
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TABLE 27.  RESULTS OBTAINED FOR STANDARD NITRATE SOLUTIONS ANALYZED 
FOLLOWING TESTS AT SITES II AND III 

Milligrams of N0„ Found in Standards 

Site Lab N-l, 4 and 7 N-2, 5 and 8 N-3, 6, and 9 

0.575 2.07 6.80 
0.625 2.12 6.70 
0.550 2.10 6.70 

0.425 1.88 7.00 
0.510 1.85 7.00 
0.460 1.88 7.50 

0.432 1.73 6.96 
0.432 1.77 6.96 
0.451 1.77 6.81 

0.407 1.72 6.92 
0.465 1.79 6.77 
0.413 1.65 6.74 

N-13. 15. and 18 N-ll, 14, and 19 N-12. 16, and 17 

0.452 1.74 7.15 
0.450 1.78 7.15 
0.452 1.69 7.09 

0.413 1.79 7.58 
0.420 1.76 7.51 
0.407 1.75 7.66 

0.455 1.77 6.78 
0.452 1.78 6.76 
0.460 1.77 6.70 

0.429 1.59 5.41 
0.441 1.62 5.43 
0.434 1.59 5.42 

II 

III 

Actual Value, mgNO 

Equivalent ppm N0„ (a) 

0.455 

125.6 

(a) Based on sample volume of 1900 ml 

1.82 

502.3 

7.28 

2009.3 

 



TABLE 28.  BETWEEN-AND WITHIN-LABORATORY VARIATION IN THE RESULTS OBTAINED 
FROM ANALYSIS OF STANDARD NITRATE SOLUTIONS 

Site Cone, of    Number of Measurements 
S tandard, mg Nt»2 Per Lab Total 

Mean of all 
Measurements, 

mg 

Between-Lab 
Std. Dev, 

mg 

Coefficient 
of Variation, 

Within-Lab 
Std. Dev, 

mg 

Coefficient 
of Variation, 

II 

III 

0.455 

0.455 

12 

12 

0.479 

0.439 

0.069 

0.019 

14.4 

4.3 

0.033 

0.004 

6.9 

0.9 

II 

III 

1.82 

1.82 

12 

12 

1.86 

1.72 

0.17 

0.08 

9.1 

4.7 

0.04 

0.03 

2.2 

1.7 

II 

III 

7.28 

7.28 

12 

12 

6.91 

6.72 

0.16 

0.93 

2.3 

13.8 

0.16 

0.05 

2.3 

0.7 

 



TABLE 29.  STATISTICAL ANALYSIS OF STANDARDS DATA OBTAINED 
WITH SITE II AND III TEST SAMPLES 

Statistical Measures Site II Site III 

1.  Standards-True Values 

(a) Actual value, mg NO,, 
(a) 

(b) Equivalent, ppm NO,,  ' 

0.455 1.82 7.28 0.455 1.82 7.28 

125.6 502.3 2009.3 125.6 502.3 2009.3 

2. Analytical Variation Based on Standards, ppm NO, 

(a) Mean, X 132.2 513.6 1905.8 121.2 474.4 1854.7 

(b) Reproducibility, S 19.0 46.4 45.4 5.2 22.0 257.0 

(c) Repeatability, S 

(d) Variance, S = SrT + S„ 

9.2 11.0 44.4 1.2 7.3 12.9 

445.6 2274.0 4032.5 28.5 537.3 66215.4 

(e) Standard error, S 21.1 47.7 63.5 5.3 23.2 257.3 

(f) Coefficient of Variation, % 16.0 9.3 3.3 4.4 4.9 13.9 

3. Estimated Total Variation Based on Pilot Plant Data, ppm NO, 

(a) Reproducibility, Sg= 2.21 V^T -1.18 23.6 48.3 9718 23.6 48.3 97.8 

(b) Repeatability, Sy = 1.52 Vm -4.21 12.8 29.8 63.8 12.8 29.8 63.8 

(c) Variance, S = s2B + S
2
W 720.8 3220.9 13635.3 720.8 3220.9 13635.3 

(d) Standard error, S 26.8 56.8 116.8 26.8 56.3 

4.  Comparison of Analytical and Total Variance 

(a) Percent of total variance attributable to analytical variation 61.8 70.6 29.6 4.0 16.7 485.6 

(b) Percent of total variance due to other sources 38.2 29.4 70.4 96.0 83.3 

5.  Bias Analysis 

(a) Mean difference (x), °L 5.2 2.2 -5.2 -3.6 -5.5 -7.7 

(b) Standard deviation of differences (s), % 15.S 8.6 3.0 3.9 4.2 11.6 

(c) Number of observations (n) 12 12 12 12 12 12 

(d) Student's t-statistic 

t= x Vn/s 1.16 0.93 -6.00 -3.20 -4.54 -2.30 

(e) Critical value for n-1 = 11 degrees of freedom, 95% Confidence Level  2.20 2.20 2.20 2.20 2.20 2.20 

(f) Conclusion of Test for bias NS NS S S S S 

NS - not significant 

S - significant 

00 

(a)  Based on sample volume of 1900 ml 
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of variation attributable to the analysis steps is comparable in magnitude 

to the pilot plant results.  Site III standards and test data indicates a 

lower percentage of the variance is assignable to the nitrate analysis for 

the two lower concentration standards. Variation in the highest level 

standard is clearly out of proportion to the total estimated variance. 

This large disparity in the analytical and total variance results primarily 

from the low determinations (about - 26 percent) by Laboratory F and indicates, 

at least in this case, that the analytical variance as determined from the 

standards is not representive of the test samples. 

The bias in the analysis of Site II and III nitrate standards is 

summarized in Section 5 of Table 29.  Student's test is used to estimate 

the statistical significance of the observed bias.  In rigorous application, 

Student's Test is only applicable to independently sampled measurements, a 

condition which is not satisfied in this case since each laboratory performed 

triplicate determinations. However, a more sophisticated test did not seem 

to be warranted. The mean difference between the true and experimentally 

determined values are positive for the two lower concentration Site II 

standards and do not result in a statistically significant bias. The mean 

differences for all other standards analyses result in statistically 

significant negative biases in the range of about 4 to 8 percent. 

Comparison of Sample Volume Measurement Method 

The NO concentration data from the eight tests at Site I were 

calculated using both the ASTM sample volume measurement method and the 

procedure described in Federal Register, Method 7. The results reported in 

ppm N02 are compared in Table 30.  In the ASTM procedure, it is assumed that 

an initial flask pressure equal to the vapor pressure of water is obtained 

by evacuation prior to sampling.  The sample volume is computed from the 

flask pressure and temperature measured at the end of the absorption period 

and the vapor pressure, of water.  The sample volume calculation as described in 

Method 7 is made from the sample flask pressure and temperature measurements 

taken prior to sampling and at the end of the absorption period. 

The comparison of the results presented in Table 30 shows that in 

all samples the ASTM procedure gave slightly higher sample volumes which 

resulted in proportionately lower N0X concentrations.  The differences based 

on the ASTM values range from 0.5 to 5 percent. The average difference of 

the 30 typical determinations is 2.5 percent and the standard deviation of the 

differences is 1.5 percent. 

 



TABLE SO.. COMPARISON OF SITE I RESULTS OBTAINED FROM ASTM D 1608-60 AND METHOD 
7 SAMPLE VOLUME MEASUREMENTS 

Test Laboratory A Laboratory B Laboratory C Laboratory D 
Number ASTM Method Difference^"-' ASTM Method Diffe; Kd) rence ASTM Method Difference v°'' ASTM Method Diffe rence 

7 ppm 7. 7 ppm % 7 ppm % 7 ppm % 

1 183 183 0 0 174 180 +6 +3.4 148 150 +2 +1.4 195 197 +2 +1.0 
2 184 186 +2 +1.1 179 185 +6 +3.4   (b)   _  183 185 +2 +1.1 oo 
3 180 187 +7 +3.9 170 176 +6 +3.5 189 195 +6 +3.2 179 182 +3 +1.7 o 

4 187 192 +5 +2.7 176 183 +7 +4.0 179 186 +7 +3.9 174 176 +2 +1.1 
5 181 185 +4 +2.2 181 187 +6 +3.3   (b)   —. 181 185 +4 +2.2 
6 186 187 +1 +0.5 182 188 +6 +3.3 177 185 +8 +4.5 190 195 +5 +2.6 
7 191 192 +1 +0.5 177 183 +6 +3.4 167 176 +9 +5.4 188 191 +3 +1.6 
8- 182 183 +1 +0.5 166 172 +6 +3.6 181 190 +9 +5.0 195 198 +3 +T.5 

Average     +2.6 +1.4     +6.1 +3.5     +6.8 +3.9     +3.0 +1.6 
Difference 
Overall Average Difference = 2.5 ± 1. ,5 % (30 determinations) 

(a) Differences based on ASTM calculation. 
(b) Outlier. 
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DISCUSSION AND CONCLUSIONS 

The Project Threshold Study provides thefollowing measures of 

precision and accuracy of ASTM D 1608-60 for determination of NO in gaseous 

combustion products. A discussion of practical applications of these measures 

is presented in Appendix C. 

Between-Laboratory Component of Variance (Reproducibility1) 

The relationship of the between-laboratory component of variance, S„, a 
and the mean NO concentration, m, over the range 20 to 2000 ppm N02 may be 

estimated by the equation 

S_ = 2.21 Vi"-1.18 

where S,, and m are expressed in ppm N0~. 

Within-Laboratory Component of Variance (Repeatability') 

The relationship of the within-laboratory component of variance, S , 
w 

and the mean NO concentration, m, over the range 20 to 2000 ppm N09 may be X £ 

estimated by the equation 

S  = 1.52 VS -4.21 
W 

where ST and m are expressed in ppm N0?. 

Between-Laboratory Standard Error 

The field tests at NO concentrations in the range of about 90 

to 260 ppm N0„ yield a between-laboratory standard error estimate of 14.5 ppm. 

Accuracy 

The average of NO determinations with known nitric oxide spikes 

differed from the true values by -4.6 and -1.8 percent (based on true value) 

in the respective concentration ranges X^700 and X>700 ppm N0„.  Student's 

t-test indicates that these biases are not statistically significant at the 

99 percent confidence level.  The average difference between the experimentally 

determined and true spike value for all measurements is -3.25 percent based on 

the true value.  Statistically, this difference can not be distinguished from 

zero. 

The precision estimates derived in the study appear reasonable and 

in the range of limited data reported by Berger, Driscoll, and Morgenstern for 

the PDS method.   '     Berger, et al. report a 13.0 percent coefficient of variation 

for a series of measurements with a mean NO concentration of 236 ppm.  Based 
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on relationships derived from the pilot plant tests, a slightly higher, 16.1 

percent coefficient of variation (calculated from the between-laboratory standard 

error) is predicted for the same mean concentration. The coefficient of 

variation for a mean NO concentration of 236 ppm estimated from the field data 

relationship is much lower, 6.1 percent.  In general, estimates of the coefficient 

of variation from the pilot plant data for higher NO concentrations result 

in higher values than those reported by Berger, et. al. 

Collaborative testing of Method 7, the EPA version of the EDS Method, 

has been conducted on fossil-fired power plants by Hamil and Camann    and on 
(19) nitric acid plants by Hamil and Thomas v '.  Estimates of repeatability and 

reproducibility obtained from these studies and from the Project Threshold 

study are presented in Figures 13 and 14. Agreement in the estimates of 

repeatability for determination of NO from a combustion source is very good 

with the major difference being the models used to fit the test data. 

Comparison of reproducibility obtained in the three collaborative studies 

indicates that estimates obtained in this study from the pilot plant tests 

exhibit a higher component of between-laboratory variation. However, the 

reproducibility estimates derived from field tests conducted in this study 

are in good agreement with the combustion source data of Hamil and Camann. 

Based on comparison with other data, it appears that the measures 

of between-laboratory precision resulting from the pilot plant tests probably 

provides a conservative estimate of the variability inherent in the test method. 

Sources which might tend to increase the observed variability in the pilot 

plant data include variations in source emissions and inexperience of some of 

the laboratories in performance of the test method.  Since the laboratories 

obtained samples at eonsecufcive 10-second intervals to eliminate flow 

perturbation, short-term changes in the NOx emission level would be confounded 

in the measure of between-laboratory variability. The estimate of within- 

laboratory variation should not have been affected by this procedure since the 

two samples taken by each laboratory in each test block were obtained 

concurrently. The significant number of outlying observations and data points 

lost due to experimental error, which decreased markedly as the tests weeks 

progressed, suggests the presence of a "learning curve situation" with 

improvement of performance with increased testing. Variations resulting 

from cooperator inexperience with the application of the test method or in 

adapting to the test routine would also be confounded with and increase the 

measured variability. The relationship of experience and variability has 

practical implications since increased variation would also be expected in 
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"real world" determinations by less experienced operators. However, in 

this study, the cooperating laboratories were not specifically selected in 

order to assemble a typical cross section of potential users of the method. 

Consequently, the results are not presented as necessarily representative of 

the entire user population. 

The field test data would include variation in the NO concentration 
x 

in the stack, i. e. as a function of sampling location, confounded with the 

between-laboratory standard error measures. Examination of the Site II 

test conditions and results indicates that concentration differences in the 

stack probably account for much of the observed variation. 

The large stack size necessitated concurrent sampling at points which 

were about 25 feet apart in the flue.  In addition, the normal four foot 

sampling probe required withdrawing the gas sample relatively close to the 

stack wall.  Another complicating factor at Site II was the relatively high 

negative stack pressure, ~ 6 inches of water, which accentuated the problems 

of sampling system leakage, in-leakage of air between the glass probe and 

metal sheath and through the sampling port, and incomplete purging of the 

probe and lines prior to sampling, particularly with suction bulbs.  The 

difficulties indicate that special attention must be given to obtaining a 

representive measure of N0X concentration under the conditions encountered 

at Site II.  Data at the other test sites do not show a sampling location- 

concentration relationship which would increase the observed variability. 

The analyses of standard nitrate solutions by the D 1608-60 

analytical procedure show greater than expected variation in the determination 

of nitrate concentration.  The coefficient of variation (between-laboratory 

standard error) of standards analyzed with the pilot plant samples was 8.7, 

6.8, and 4.5 percent for solutions containing the equivalent of 2.33, 4.66, 

and 7.75 mg N0?, respectively.  The analysis of solutions containing 0.455, 1.82, 

and 7.28 mg N0? following two site tests showed coefficients of variation 

(between-laboratory standard error) in the range of 3.3 to 16 percent with no 

consistent relationship between variability and concentration. 

If the variability observed in the standards is representative of 

test sample analysis, a significant fraction of the total variation in the NO 

determinations is associated with the analytical steps of the method.  In the 

pilot plant study, analytical variations could account for about 60 to 80 

percent of the overall variation in NO determinations. Similarly, the source 

of a significant fraction of the variation (30 to 70 percent) in the Site II 
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NO determinations could be attributed to the nitrate analysis.  Site III 
x 

standards data show less variability except for the inordinate variation 

in the highest level standard. 

The standards data show predominately negative biases associated 

with the analysis of nitrate solutions containing 0.455 to 7.75 mg N0?.  In 

cases in which bias was statistically significant, the mean difference between 

experimentally determined and true N0? values ranged from -3.6 to -7.7 percent 

based on the true values. 

The pilot plant spiking experiments produced NO determinations with 

a slight negative bias (-3.25 percent for all measurements) which, may result 

from the nitrate determination procedure. However, it is concluded from the 

spiking experiments that the difference between the observed and true value 

is not statistically significant and, therefore, the method is unbiased. 

Similar conclusions were drawn by Hamil and Camann^ ' and Hamil and Thomas^ ' 

with regard to the accuracy of the PDS method. 

Statistical comparison of test data using the optional two-hour 

absorption period with shaking detected no bias in relation to the usual 

overnight absorption. 

Sample volume determinations using the D 1608-60 procedure yield 

results which were consistently higher than the FR, Method 7 technique.  The 

mean difference of 30 comparisons is 2.5 percent (based on the ASTM method) 

which is a statistically significant bias based on Student's t test. 

The Method 7 volume determination procedure has some advantages. 

For example, leaks in the evacuation system and sampling flask joints can be 

detected by observing the manometer after evacuation and poor pump performance 

does not adversely affect results. 

In conclusion, this study shows that NO determinations in combustion 

source emissions using ASTM D 1608-60 can be performed with acceptable accuracy 

and precision. Significant variations can occur if care is not exercised to 

use proper procedure and equipment to obtain a representative flue gas sample. 

However, while sampling technique is usually suspected as the major source of 

error, the results of this study suggest that the analysis procedure may 

account for a significant fraction of the variation in most determinations. 

Additional study of the D 1608-60 analytical procedure should be performed to 

determine its contribution to the overall variation.  The study could be 

performed by round-robin measurements of nitrate solutions. 
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RECOMMENDATIONS 

It is recommended that the accuracy and precision estimates 

developed in this study be incorporated into the description of the method 

and that the following additions, modifications, and corrections be made in 

the test procedure. 

(1) The Scope, Section 1 should include a discussions of some 

of the features of the method which might result in 

limitations in its application e.g. the method provides an 

instantaneous measure of NO and sanple size is small and 

unless sample stream is well mixed, results may not be 

representative of emissions. 

(2) The following additions and changes should be made to 

Section 4, Apparatus. 

(a) Beckman, Model B spectrophotometer mentioned in 

Reference 2 is obsolete. 

(b) Paragraph 4.1.  Two-liter flasks are recommended 

in place of one-liter size. The suggestion should 

be included that flasks be encased in polyurethane 

to protect against breakage. 

(c) Paragraph 4.1. Include option to use pipettes for 

dispensing standard solutions. 

(d) Paragraph 4.7. A 36-inch rollup-type manometer is 

commonly used. 

(e) Include the following apparatus 

o Heated, borosilicate glass probe similar to that 

described in D 3226.  Probe should be designed to 

prevent leakage of ambient air between the glass 

probe and the metal sheath into the region of the 

sample inlet when used in a stack with a negative static 

pressure. Probe length should be considered in relation 

to stack size. 

o Vacuum pump to purge system prior to sampling 

o Barometer 

(f) A diagram of the sampling system should be included in the 

method. 
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(3) Paragraph 7.1. Purging the system with a vacuum pump is 

recommended prior to sampling. This procedure is particularly 

important on stacks with a high, negative static pressure. 

(4) Paragraph 7.1. It is recommended that the sampling procedure 

be modified to include flask pressure and temperature 

measurements after evaculation to incipient boiling and just 

prior to sampling.  Initial pressure and temperature should 

used to calculate sample volume in Paragraph 10.1.1. 

(5) Note.3.  Instructions are accurate only when male part of 

joint is attached to flask. Modify to state that 1/4-inch 

(6mm) of the joint in contact with the gas sample should not 

be greased. 

(6) Paragraph 8.1. Range of lower concentration calibration curve 

is about 20 to 100 ppm. Temperature should be 70F. 

(7) Paragraph 8.1.1. 20 to 100 ppm N02. 

(8) Paragraph 9.2.  In field work, it is frequently desirable to 

transfer a known volume of the absorbent to a bottle for later 

analysis.  This option should be mentioned. 

(9) Paragraph 9.2.. Note 7.  It would be helpful to include 

dilution schemes for various NO concentration ranges. 

(10) Paragraph 9.4. Centrifugation is suggested as an alternate 

to filtration. 

(11) Paragraph 10.1. 7QF and 20.1C are not equivalent. 70F= 
21.1C. 

(12) Paragraph 10.1.1.  Use the following equation to calculate sample 

sample volume based on presampling pressure and temperature 

measurements (See Recommendation 4). 

Vc =  (Vf " Va)(Pf/Tf ' W  294-3/760 

where V , Vf, and V have the same significance and 
C    X 3. 

P. = absolute pressure in flask prior to sampling, mm Hg, 

Pf = absol&te pressure in flask after absorption period, mm Hg, 

T. = absolute temperature of flask prior to sampling, K 

(centigrade + 273.2), 

Tf = absolute temperature of flask after absorption period, K 

(centrigrade + 273.2) 

(13) Paragraph 10.2.  Standard molar volume (760mm Hg and 70F) 

should be 24.1 X 103 instead of 23.7 X 103. 
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Designation: D 1608 - 60 (Reapproved 1967) American National Standard Z116 4-1966 
American National Standards Institute 

Standard Method of Test for 
OXIDES OF NITROGEN IN GASEOUS 
COMBUSTION PRODUCTS (PHENOL - 
DISULFONIC ACID PROCEDURE)1 

This Standard is issued under the fixed designation D 1608; the number immediately following the designation indicates 
the year of original adoption or, in the case of revision, the year of last revision. A number in parentheses indicates the 
year of last reapproval. 

1. Scope 
1.1 This method covers the phenol-disul- 

fonic acid colorimetric procedure for the de- 
termination of total oxides of nitrogen (ni- 
trous oxide (N20) excepted) in gaseous ef- 
fluents from combustion and other nitrogen 
oxidation processes. It is applicable to a con- 
centration range of oxides of nitrogen as ni- 
trogen dioxide (N02) of five to several thou- 
sand parts per million. 

2. Summary of Method 
2.1 The gas sample is admitted into an 

evacuated flask containing an oxidizing ab- 
sorbent consisting of hydrogen peroxide in 
dilute sulfuric acid. The oxides of nitrogen are 
converted to nitric acid by the absorbent solu- 
tion and the resulting nitrate ion is reacted 
with phenol disulfonic acid to produce a 
yellow compound which is measured colori- 
metrically. Calibration curves, prepared from 
samples of known nitrate content, are used to 
determine the amount of nitrate in the 
sample. 

3. Interferences 
3.1 Inorganic nitrates, nitrites, or organic 

nitrogen compounds that are easily oxidized 
to nitrates interfere with the method and give 
erroneously high results. The presence of per- 
tain reducing agents, for example, sulfur di- 
oxide (S02), may interfere by consuming part 
of the hydrogen peroxide in the absorbing 
solution to leave an inadequate arhount for 
reaction with the oxides of nitrogen. Halides 
tend to lower the results but interference from 
halide ion  (and lead) are negligible in the 

concentration usually encountered in automo- 
tive engine exhaust gases. 

3.2 The role of some of the constituents of 
combustion effluents as possible interfering 
substances has not been thoroughly investi- 
gated. 

4. Apparatus 
4.1 Photometer—Any commercial photoe- 

lectric filter photometer or spectrophotometer2 

suitable for measurements at 400 nm. 
4.2 Gas Sampling Flask, Calibrated— 

Standard 1000-ml round-bottom glass flask 
with a male standard taper 24/40 neck and a 
female adapter with a sealed-on three-way 
stopcock. 

4.3 Microburet, 10-ml capacity. 
4.4 Pipets, 25-ml capacity. 
4.5 Evaporating Dishes or Casseroles, 

heat-resistant glass,3 2<X)-ml capacity. 
4.6 Volumetric Flasks, 50-ml capacity. 
4.7 Mercury Manometer, open end. 
4.8 Water Bath. 

5. Purity of Reagents 
5.1 Reagent grade chemicals shall be used 

in all tests. Unless otherwise indicated, it is in- 
tended that all reagents shall conform to the 
specifications of the Committee on Analytical 
Reagents of the American Chemical Society, 

'This method is under the jurisdiction of ASTM Com- 
mittee D-22 on Sampling and Analysis of Atmospheres. 

Current edition effective Sept. 19, 1960. Originally is- 
sued 1958. Replaces D 1608 - 58 T. 

2 The Beckman spectrophotometer. Model B, with 0.5 
and 1.0-cm thick Corex cells has been found satisfactory 
for this purpose. 

3 Borosilicate glass has been found satisfactory for this 
purpose. 
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where such specifications are available.4 Other 
grades may be used, provided it is first ascer- 
tained that the reagent is of sufficiently high 
purity to permit its use without lessening the 
accuracy of the determination. 

5.2 Unless otherwise indicated, references 
to water shall be understood to mean reagent 
water conforming to ASTM Specification D 
1193, for Reagent Water.5 

6. Reagents 
6.1 Absorbent  Solution—Add   1.0   ml  of 

hydrogen peroxide (H202, 3 percent) to 100 
ml of sulfuric acid (H2S04, 3+997). 

NOTE 1—Where high concentrations of oxides of 
nitrogen are anticipated, as in automotive engine 
exhaust gases, 3 ml of H202 (3 percent) in 100 ml 
of H2S04 (3+997) is preferred. 

6.2 Ammonium Hydroxide (sp gr 0.90)— 
Concentrated ammonium hydroxide 
(NH4OH). A fresh solution must be used. 

6.3 Hydrogen Peroxide (3 percent)—Dilute 
10 ml of concentrated H202 (30 percent) to 
100 ml. 

NOTE 2—If the strength of the H202 (30 per- 
cent) is in doubt, test as follows: 

Weigh accurately about 5 ml of the H202 solu- 
tion and dilute to exactly 500 ml. To 20 ml of the 
dilute solution add 20 ml of H2S04 (1+9) and ti- 
trate with 0.1 A' potassium permanganate 
(KMnOj) solution to a permanent pink color. One 
milliliter of 0.1 N KMnO, solution = 0.001701 g of 
H202. 

6.4 Phenol Disulfonic Acid Solution—Dis- 
solve 25 g of phenol in 150 ml of concentrated 
H2S04 (sp gr 1.84) by heating on a steam 
bath (100 C). Cool, add 75 ml of fuming 
H2S04 (15 percent SO3) and heat on the 
water bath for 2 h. Cool and store in a brown 
glass bottle. The solution should be colorless; 
it deteriorates on long standing. 

6.5 Potassium Nitrate, Standard Solution 
(1 ml = 0.1941 mg N02)—Dry potassium 
nitrate (KN03) in an oven at 105 ± 1 C for 2 
h. Dissolve 0.4266 g of the salt in water and 
dilute to 1 liter in a volumetric flask. 

6.6 Potassium Nitrate, Standard Solution 
(1 ml = 0.0194 mg N02)—Dilute 10 ml of 
KNO3 solution (1 ml = 0.1941 mg NOz) to 
100 ml with water in a volumetric flask and 
mix well. 

6.7 Sodium Hydroxide Solution (42 
g/liter)—Dissolve 42 g of sodium hydroxide 
(NaOH) in water and dilute to 1 liter. Pre- 

pare a fresh solution before using. 
6.8 Sulfuric Acid (sp gr 1.84)—Concent- 

rated H2S04. 
6.9 Sulfuric Acid (3+997)—Mix 3 ml of 

H2S04 (sp gr 1.84) with water and dilute to 1 
liter. 
7. Sampling 

7.1 Pipet 25.0 ml of absorbent solution into 
the calibrated sampling flask and evacuate the 
flask to the incipient boiling point of the solu- 
tion. Attach the flask (Note 3) to the sam- 
pling line and by means of the three-way stop- 
cock bypass the gas until the line and stop- 
cock are warmed to the gas temperature and 
free from condensate. Turn the stopcock so 
that the gas enters the flask and the pressures 
in the flask and the sample line are equalized 
(usually about 15 s are sufficient). Turn the 
stopcock to seal the flask and allow the gas to 
remain in contact with the absorbent over- 
night (Note 4). For further information on 
sampling, refer to ASTM Recommended 
Practice D 1357, Planning the Sampling of 
the Atmosphere5 and ASTM Recommended 
Practices D 1605, Sampling Atmospheres for 
Analysis of Gases and Vapors.5 

NOTE 3—The upper Vi in. (6 mm) of the male 
standard taper joint of the sampling flask is not 
lubricated, to minimize contact of the gas sample 
with stopcock grease during absorption. An inert 
hydrogen-free chlorofluorocarbon lubricant6 may be 
used. 

NOTE 4—If an overnight absorption period is not 
feasible, the sample can be shaken initially and 
every 20 min for a 2-h period. The result will be 
about 3 percent low. 

8. Preparation of Calibration Curves 
8.1 Prepare two calibration curves (milli- 

grams of N02 plotted against absorbance), 
one to cover a range of 2 to 100 ppm and the 
other to cover a range of 100 to 500 ppm 
N02, based on 1000 ml samples of dry gas (60 
F and 760 mm Hg). 

8.1.1 2 to 100 ppm N02—Using a micro- 
buret, transfer 0.0, 2.0, 4.0, 6.0, and 10.0 ml 

'"Reagent Chemicals, American Chemical Society 
Specifications," Am. Chemical Soc, Washington, D.C. 
For suggestions on the testing of reagents not listed by the 
American Chemical Society, see "Reagent Chemicals and 
Standards," by Joseph Rosin, D. Van Nostrand Co., Inc., 
New York, N.Y., and the "United States Pharmacopeia." 

'Annual Book of ASTM Standards, Part 23. 
""Halocarbon Chemically Inert Stopcock Grease" 

made by the Halocarbon Products Corp., 82 Burlews 
Court, Hackensack, N. J., has been found satisfactory for 
this purpose. 
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of KNOs solution (1 ml = 0.0194 mg N02) 
into 200-ml evaporating dishes and add 25.0 
ml of absorbent solution to each. Proceed in 
accordance with 9.3 to 9.5. 

NOTE 5—If the Beckman spectrophotometer, 
Model B, is used, the absorbancies should be read 
using the 1.0-cm cell. 

8.1.2 100 to 500 ppm N02—Proceed as in 
8.1.1 except transfer 0.0, 1.0, 1.5, 2.0, 3.0, 4.0, 
and 5.0 ml of KN03 solution (1 ml = 0.1941 
mg N02) into the 200-ml evaporating dishes. 

NOTE 6—If the Beckman spectrophotometer, 
Model B, is used the absorbancies should be read 
using the 0.5-cm cell. 

8.2 Construct calibration curves for each of 
the two concentration ranges by plotting the 
absorbancies of the solutions at 400 nm 
against the milligrams of N02. 

9. Procedure 
9.1 After the absorption period is com- 

pleted, record the barometric pressure and the 
room temperature where the sample has 
stood. Connect one arm of the sample flask 
stopcock to the open-end manometer, turn the 
stopcock to open the flask to the manometer, 
and read the difference between the mercury 
levels in the manometer. The absolute internal 
pressure in the flask is then the barometric 
pressure less this difference. Correct the gas 
volume in the flask as directed in 10.1. 

9.2 Transfer the absorbent solution quanti- 
tatively from the flask into a 200-ml evapo- 
rating dish (Note 7). Pipet 25.0 ml of unused 
absorbent solution into another evaporating 
dish for a blank and add the same amount of 
water to this dish as was used in transferring 
the sample. Proceed with the blank in the 
same manner as directed for the sample. 

NOTE 7—If the sample is expected to have a high 
concentration of oxides of nitrogen, transfer it to a 
250-ml volumetric flask instead of the evaporating 
dish, and dilute to the mark with water. Select a 
suitable aliquot and pipet it into a 200-ml evapo- 
rating dish. Likewise dilute 25.0 ml of unused ab- 
sorbent solution to 250 ml and pipet an aliquot 
equal to that of the sample into a 200-ml evapo- 
rating dish for a blank. 

NOTE 8—To save time a 15-ml aliquot of the 
used absorbent solution may be pipetted into the 
evaporating dish, rather than quantitatively trans- 
ferring the whole solution. This is permissible if the 
concentration of nitrogen dioxide (N02) is high 
enough, and if the evacuation of the flask prior to 
admitting the sample was to the incipient or flash 

boiling point of the unused absorbent solution. 
Evacuation up to 1 min after flash boiling appears 
to result in about 1 percent decrease in the volume 
of the solution. 

9.3 Add NaOH solution to the sample so- 
lution in the evaporating dish and to the 
blank until each is just basic to litmus paper. 
Evaporate each to dryness on the water bath 
and allow to cool. Very carefully add 2 ml of 
phenol disulfonic acid solution to each residue 
and triturate thoroughly with a glass rod to 
ensure complete contact of the residue with 
the solution. Add 1 ml of water and 4 drops 
of H2S04 (sp gr 1.84) to each and heat on the 
water bath for 3 min with occasional stirring. 
Allow the mixture to cool, add 10 ml of water 
to each and mix well by stirring. Add 15 ml 
of fresh, cool NH4OH dropwise to each, with 
constant stirring. Test with litmus paper to 
make sure an excess of the NH..OH is 
present. 

9.4 Filter the solutions through 7-cm, 
rapid, medium-texture filter papers (Note 9) 
into 50-ml volumetric flasks. Wash the evapo- 
rating dishes three times with 4 to 5 ml of 
water and pass the washings through the fil- 
ters. Make up the volumes of the solutions to 
50 ml with water and mix thoroughly. 

NOTE 9—The use of the same grade of filter 
paper should be adhered to in preparing the calibra- 
tion curves and running the samples. It has been 
found that some yellow color is retained on the 
paper when filtering more concentrated samples and 
this factor must be taken into account by use of the 
same type of filter paper throughout, or by con- 
tinued washing until no color is retained in any 
case. 

9.5 Read the absorbance of the sample so- 
lution against the blank in suitable equipment 
for measurement at 400 nm (Note 10). If the 
absorbance falls beyond the range of calibra- 
tion, thinner cells may be used or a suitable 
aliquot selected. Dilute the aliquot and the 
blank to the same volume and read the ab- 
sorbance of the sample aliquot against that of 
the blank aliquot. 

NOTE 10—With the Beckman instrument, use a 
slit width of 0.55 mm. 

9.6 Convert the photometric readings to 
milligrams of N02 by means of the calibra- 
tion curves. 

NOTE 11—The calibration curves must not be 
assumed to be usable over any protracted length of 
time. It is suggested that standards be run along 
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with the samples every day if a series is being run. 

10. Calculations 
10.1 Gas Sample Volume Correction— 

Correct the volume of the dry gas sample 
(after removal of absorbed constituents) to 
760 mm Hg and 20.1 C (70 F). 

10.1.1 Calculate the volume of gas sample 
as follows: 

Vc = (Vf- Va)(Pal> - -PJ293.3/7607V 
= 0.39(K, - Va%Pab - PJ/Tr 

collected volume of gas, ml, 
volume of sampling flask, ml, 
volume of absorbent solution used, ml, 
absolute pressure in flask after absorp- 
tion (equal to barometric pressure at 
this time less the difference in pressure 
as measured by the manometer, mm 
Hg, 
vapor pressure of water at room tem- 

where: 
Vc = 
V,   = 
va  = 

perature   after  absorption,   mm   Hg, 
and 

Tr   =  room temperature after absorption, 
K (deg C + 273.2). 

10.2 Calculate the concentration of N02 in 
parts per million by volume as follows: 

N02,ppm = (24.1 Wx 106)/46KC 

= [524Wx (103)]/KC 

where: 
Vc = corrected volume of sample, ml, 
W = N02 found, mg, 
23.7  x   103  =   standard molar volume (760 

mm Hg at 70 F), ml, and 
46 = formula weight of N02. 

11. Precision 
11.1 The method gives a repeatability of 1 

percent of the mean when applied to synthetic 
samples of inorganic nitrates. 

11.2 Application of the method to exhaust 
gases from automotive engines gives a repeat- 
ability of 5 percent. 

By publication of this standard no position is taken with respect to the validity of any patent rights in connection there- 
with, and the American Society for Testing and Materials does not undertake to insure anyone utilizing the standard 
against liability for infringement of any Letters Patent nor assume any such liability. 
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PROJECT THRESHOLD 

STUDIES OF THE PHENOLDISULFONIC ACID 
METHOD FOR NITROGEN OXIDES 

ASTM D 1608 

Introduction 

Several studies were undertaken to determine various characteristics of the phenoldi- 
sulfonic acid (PDS) method for NOx.  The original intent was to compare the response 
of the method to typical stack levels of nitric oxide, nitrogen dioxide, and mixtures 
of the two.  Because of experimental difficulties in the preparation of samples con- 
taining NO2, and the inherent storage instability of N0X samples in general, this 
study was redirected. Work with the PDS method was continued as a comparative study 
of the response of the method to stack concentrations of nitric oxide when diluted, 
respectively, with air and with nitrogen.  This study arose out of a suspicion that 
reference samples of NO, prepared on on-stream dilution of the gas with nitrogen, 
were not fully representative of NO samples from stacks, insofar as PDS response 
was concerned.  It was speculated that complete oxidation of NO in the PDS proce- 
dure required that a minumum concentration of oxygen be present in the original 
stack sample. 

A final study was undertaken to examine the conversion of nitric oxide to nitrate 
in the absorption step of the PDS procedure.  In order to circumvent some of the 
variables of the PDS analysis itself, a specific ion electrode was employed for 
the measurement of nitrate following absorption of the gas sample. 

Experimental Procedure 

The phenoldisulfonic acid method was set up and run according to the procedure 
specified in ASTM D 1608.  The absorbent solution was prepared according to the high- 
peroxide option because the concentration of the test samples was in the range of 
1,000 parts per million.  The PDS color reagent was prepared according to instruc- 
tions , but it was necessary to try several different batches of ACS-grade phenol be- 
fore a reagent of satisfactory color was obtained.  The commercial reagent supplied by 
Harleco was also used, and is probably to be preferred.  Spectrophotometric measure- 
ments were made with a Shimadzu QV-50 quartz spectrophotometer. Sampling was done 
with 1-liter round-botton flasks which were calibrated according to D 1608.  These 
were equipped with the usual 3-way stopcocks.  Since samples were drawn from a gene- 
rator manifold designed for the experiment, no heated probe was needed; an arm of 
the 3-way stopcock served this purpose.  Calculations were done according to the ASTM 
procedure. 

A sample generator was designed and fabricated which was substantially similar to 
the spiking system used in the Battelle Pilot Plant tests of Project Threshold. 
The same calibrated orifices and precision pressure gage were used with the same 
cylinder of C.P. nitric oxide (99.23 volume percent) which had been previously 
analyzed at Battelle. A glass mixing manifold was fabricated which allowed the 
orifice-controlled contaminant stream to be mixed with a diluent whose rate was 
measured by a rotameter previously calibrated at NBS.  Under typical operating 
conditions, 70 ml/min of NO was mixed with 70 1/min of diluent to produce a sample 
stream containing 1,000 ppm of the contaminant.  An auxilliary take-off manifold 
provided three sampling stations compatible with the fittings on the collection flasks. 
The three diluents used were nitrogen, line air (which gave no response to PDS), 
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and a mixture prepared at NBS which contained 5.023 volume percent oxygen in nitrogen. 

Results and Discussion 

The phenoldisulfonic acid method is sensitive to many variables, some of which remain 
poorly defined. The synthesis of the color reagent itself leads to varying products, 
and nowhere in the literature is the desired isomer of phenoldisulfonic acid defined. 
Certain batches of reagent-grade phenol yield the desired, colorless, product where- 
as others yield one which is colored a deep orange. As a practical matter it is 
probably desirable to standardize on the commercial reagent available from Harleco, 
Philadelphia, Pennsylvania. 

Batches of replicate samples run by the PDS method show good reproducibility within 
each batch and poorer day-to-day reproducibility.  Table I shows the results from 
six replicate samples of nitric oxide in air which were prepared, sampled and ana- 
lyzed as described in the previous section. 

Table I 

Nitric Oxide in Air 

Sample     Generated, ppm Found, ppm* 

1 1035 1023 

2 1035 1021 

3 1035 1036 

4 1035 1025 

5 1035 965 

6 1035 1013 

*Expressed as N02, throughout, according to D 1608. 

The problem of day-to-day reproducibility is illustrated by the following:  A group of 
five independent PDS calibration curves, run over a period of several weeks, showed a 
range in slope from 0.34 to 0.38 mg N02/Absorbance unit (a range of 10 percent).  Each 
curve consisted of five points, was fitted by a least-squares procedure, and contained 
no scatter of data which could account for the range of slopes observed. 

The PDS method is probably adequate for its intended purpose, despite the foregoing ob- 
servations.  It is, however, a difficult procedure to study in the usual sense of ana- 
lytical methods development.  Herein, one ordinarily makes a stepchange in some samp- 
ling, instrumental or other factor and seeks a resultant change in response.  If the 
resultant change in response is in or near the noise level of the system, or sensi- 
tive in addition to a time factor, interpretation of the results is risky and frus- 
trating.  The time constant of the PDS method is painful—analysis of a batch of ten 
samples requires a full day, and experience has shown that half of these must be 
recalibration standards.  In consideration of the foregoing, much of the data from 
the comparative study of diluents should probably be interpreted from a semi-quanti- 
tative standpoint. 
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A group of nitric oxide samples, five diluted with air and five diluted with nitrogen 
were compared.  All ten samples were analyzed as a batch, but the calibration curve 
was run at another time.  This is to say that the data are reliable relative to one 
another but that they may not be accurate.  The results are shown in Table II. 

Table II 

Nitric Oxide in Air and Nitrogen 

Sample Generated, ppm Found, ppm 

1 1084 in Air 1137 

2 1084 in Air 1137 

3 1084 in Air 1137 

4 1084 in Air 1144 

5 1084 in Air 1043 

6 1076 in Nitrogen 976 

7 1076 in Nitrogen 878 

8 1076 in Nitrogen 861 

9 1076 in Nitrogen 1048 

10 1076 in Nitrogen 618 

These results show that the PDS response to NO samples diluted with nitrogen is both 
lower and more scattered than to the same contaminant diluted with air.  This ap- 
parently results from incomplete oxidation of nitric oxide during the absorption 
step of the procedure.  In order to test the time dependency of this absorption 
step, a group of comparative samples was run in which the nitrogen-diluted samples 
were allowed to stand for an extended absorption period of 64 hours (the procedure 
specifies an overnight period).  The results of this experiment are shown in Table 
III.  (Because of a malfunction, the generated concentration was unknown, but con- 
stant) . 

Table III 

NO in Air NO in Nitrogen 
Sample Found, ppm Sample Found, ppm 

1 376 5 277 

2 374 6 285 

3 378 7 291 

4 374 8 282 
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The data for nitrogen-diluted samples show much less scatter than those of Table II, 
yet the response of the method to these samples remains about 75 percent of that 
obtained with air-diluted samples.  The two sets of data (Tables II and III) are 
not fully comparable because of the difference in NO concentrations; the amount 
of excess oxidant in the absorption flask is greater in the second case because 
of the lower level of nitric oxide sampled. 

Another group of comparative sampling tests was run to obtain confirmatory data 
on dilutent effects in the concentration range of 1,000 ppm nitric oxide.  Three 
air-diluted samples and three nitrogen-diluted sample were compared with great 
care that the be handled indentically and in the same batch.  The results of this 
study are given in Table IV. 

Table IV 

Sample   Generated, ppm      Found, ppm 

1      1057 In Air 969 

2 1057 in Air 963 

3 1057 in Air 984 

4 1048 in Nitrogen 890 

5 1048 in Nitrogen 846 

6      1048 in Nitrogen       834 

The accuracy discrepancy between "generated" and "found" probably results from the 
use of a "stale" calibration curve in interpreting the colorimetric results. Relative 
response of the two sets of samples should nonetheless be fully comparable. It is 
observed that nitrogen-diluted samples of NO produced about 88 percent of the res- 
ponse of air-diluted samples when analyzed by the PDS procedure. The data in Table 
IV probably provide the most reliable estimate of diluent effects for nitric oxide 
samples at the 1,000 ppm level. 

Because the diluent effects under study produce changes in response which are near 
the noise level experienced with the PDS analysis itself, a new approach to the 
diluent study was undertaken.  The sampling and absorption procedures were carried 
out exactly according to D 1608, but a specific ion electrode was used to measure 
the final nitrate concentration in the absorbate.  In addition, a third diluent con- 
dition was imposed—a diluent containing 5 percent oxygen in nitrogen, and fairly 
representing the oxygen concentration in stacks. 

The specific ion electrode was of the liquid-ion-exchanger design and was read against 
a calomel reference, using an expanded-scale pH meter.  This apparatus was calibra- 
ted against nitrate reference standards (NBS SRM-756) which had been prepared in a 
background of PDS absorbent solution.  Recalibration was carried out along with each 
group of samples which was measured.  The nitrate concentration of the absorbate was 
read directly, without aliquoting or diluting the sample.  Results were calculated 
according to a modification of D 1608 which reflects difference in concentration 
units and dilution factors. 
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Six replicate samples of nitric oxide were collected on successive days under each of 
three diluent conditions.  The concentration of NO was in the range of 1,000 ppm, and 
the diluents were Air, 5 percent oxygen in nitrogen, and nitrogen.  The results of 
this study are summarized in Table V. 

Table V 

Nitric Oxide in Various Diluents 
(Specific Ion Electrode Measurements) 

1049 ppm    1048 ppm       1046 ppm 
Generated   in Air     5% 02 in N2    in Nitrogen 

Found 863 903 910 

864 902 878 

839 880 860 

837 862 891 

816 754 886 

  783 909 

Average       844 847 889 

It is disappointing that the results of the specific ion electrode study tend to fur- 
ther cloud the issue which they were intended to clarify.  Since the results under all 
three diluent conditions were appreciably low, the generation system became subject 
to suspicion and generator recalibration was undertaken.  The generator was assembled 
at a test site where a chemiluminescent N0X analyzer and 950 ppm nitric oxide stan- 
dard were available.  The generator was found to produce samples which were accurate 
to the uncertainty of the calibration standard, thus proving that the original cali- 
bration of its jeweled orifice had remained stable. 

In summary, it is qualitatively evident that the response of the PDS method to nitric 
oxide in the 1,000 ppm range is dependent on the composition of the diluent in which 
the sample is found.  Samples of nitric oxide diluted with nitrogen show 75-90 percent 
of the response of similar samples diluted with air.  As a consequence, it is likely 
that the method yields low results for NOx in stacks operated under conditions of 
very low excess oxygen.  More important, it is evident that reference samples of ni- 
tric oxide in nitrogen are not truly representative of the contaminant as is exists 
under normal stack conditions. 
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PRACTICAL APPLICATIONS OF THE STATISTICAL MEASURES 
GENERATED FROM THE STUDY OF 

ASTM METHOD D 1608-60 

The measures of reproducibility, repeatability and between- 

laboratory standard error generated in this study are useful as a means of 

quantifying the uncertainty associated with a single measurement of N0X 

concentration using the test method.  With these measures, it is possible to 

place confidence limits about several types of estimates, for example: 

(1) A confidence limit for any single observation by a particular 

laboratory, 

(2) A confidence limit for any single observation by any laboratory, 

and 

(3) A confidence limit for an average of several observations by 

any laboratory. 

In general, if the measurement of NO concentration by this method 

is assumed to be unbiased, and further that the distribution of measurements 

follows a normal distribution, then a 95 percent confidence interval for the 

measurement can be determined as m ±  1.96s, where m is the observed measurement 

and s is the appropriate estimated standard deviation (e.g. STT, S„, or S^). W   o T 
If a particular laboratory were to make repeated simultaneous 

measurements at the same NO concentration, approximately 95 percent of these 

simultaneous measurements should be included in the confidence interval calculated 

as m + 1.96 S„, where m is the estimated concentration from a determination, 
w 

and S is the within-laboratory component of variance (repeatability) estimated 
W 

from the study. Alternatively, this confidence interval represents the 

best estimate of the range in which any randomly selected measurement by a 

particular laboratory of the NO concentration will fall. 

The confidence interval for any single estimate by any laboratory would 

be calculated as m ±  1.96 S , where S is a standard deviation which includes 

variability between laboratories as well as variability within a laboratory. 

Thus for this situation, the appropriate standard deviation is calculated as 
I IT T 

S_ = A/ S  4- STT , where S and S are the reproducibility and repeatability 
T     v  B    W B     W 
estimates as determined by this study.  If a large number of laboratories 

were to make repeated simultaneous determinations, 95 percent of such deter- 

minations would be expected to lie within the calculated interval.  Alternatively, 

this interval represents the best estimate of the range in which any single 

measurement by any single laboratory will fall. 
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As an example, assume that a randomly selected laboratory determined 

that the NO concentration was 550 ppm.  The repeatability estimate for this 

concentration is S =  1.52 V550 -4.21    = 31.44 ppm, and the 
A 

reproducibility estimate is SB = 2.21-s/550 -1.18 = 50.70 ppm. The 

between-laboratory standard error associated with a single observation is 

^T = VSB2 + SW2  =  59'66 PPm* 
The two confidence intervals discussed above would be calculated 

as: 

(1) Confidence interval for any observation by a particular 

laboratory: 

m ±  1.96 Sw = 550 ±  1.96 (3144) =  (488.38, 611.62). 

(2) Confidence interval for any single observation by any 

single laboratory: 

m -fc 1.96 ST = 550 ± 1.96 (59.66) =  (433.07, 666.93). 

If each of several laboratories calculated an average NO 

concentration based upon several simultaneous determinations obtained 

concurrently by all laboratories, a 95 percent confidence interval for any 

one of these averages would be estimated as 

m ± 1.96 ys/ + Sw
2/n 

where n is the number of determinations used in calculating the average. 

Thus, for example, if a randomly selected laboratory made four simultaneous 

determinations of NO concentration which were 540 ppm, 519 ppm, 575 ppm and 

592 ppm, resulting in an average concentration of m = 556.50 ppm, with 

Sy = 1.52 -V556.50 -4.21   =  31.65 ppm, and SB = 2.21 V556.50 -1.18 = 

51.01 ppm, the 95 percent confidence interval for any average of four 
—        I   2    2~ 

determinations by any laboratory would be: m ± 1.96 "*WS  + S.,/$. = 556.50 ± 
1.96 (53.41) = (451.82, 661.18). V 

The repeatability measure, Sy, allows for the direct calculation of 
confidence intervals concerning a particular laboratory's measurements, as 

illustrated above.  It also bears a relationship to the repeatability measure 

suggested by Mandel (10)m     Mandel defined repeatability as the quantity that 
will be exceeded only about 5 percent of the time by the difference, taken in absolut 

value, of two randomly selected test results obtained in the same laboratory on a 

given material.  This value is calculated as 2.77 a/-J^ where cr is the within- 

laboratory standard deviation, and n is the number of replicates which were 
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averaged to yield a test result. The within-laboratory component of variance 

Sy, is an estimate of the c used by Mandel; thus in terms of Mandel's definition, 

the repeatability of ASTM D 1608-60 is estimated by 

2.77 ST7   =  4.21-^-11.66 
 W        7==^  

V^— v7 

If a test result is based upon a single determination, then Mandel's measure 

of repeatability becomes 4.2lVm~-11.66, where m is the estimated 

concentration level. 

The statistical measures of precision developed in this study 

can also be related to Mandel's definition of reproducibility. Mandel 

states that if specimens of the materials are sent to a random selection of 

laboratories, and each laboratory provides a single test result, which is an 

average based upon n replicates, 95 percent of the time differences between any 

ij y        n 

where tr ' is a measure of the between-laboratory variability and 
2 u is a measure of the within-laboratory variability.  This value is defined 

by Mandel to be the reproducibility measure.  Thus in terms of Mandel's 

definition, the reproducibility of this test method is estimated by 
Vr 2 2~ 2 2 

S„ + S„ /, , where S„  and S„ can be obtained from the expressions 
B    W u        B      W 

determined for this study.  Because these expressions are functions of the 

concentration level, the expression for Mandel's reproducibility in this case, 

is not easily expressible in general terms. However it can readily be 

evaluated for any specified concentration level. 

This study's estimates of within-laboratory and between-laboratory 

components of variance (repeatability and reproducibility) can be directly used 

in statements on precision as outlined in ASTM Method D 2906,  The within- 

laboratory component of variance, S  is equal to the square of the 

repeatability measure, Sy; likewise the between-laboratory component of variance, 

SB , is equal to the square of the reproducibility measure, SB.  The single- 

operator component of variance, Sg
2, was not isolated from the within- 

laboratory variance in this study, and can be assumed to be a part of the 

within-laboratory variance. 
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