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FOREWORD

Laser interferometry has become the preferred way to measure machine tool and coordinate
measuring machine (CMM) linear displacement accuracy. Laser interferometers are also used as
the main incremental radius-measuring devices in other dimensional measuring systems, such
as laser trackers. The laser interferometer is preferred because of its versatility, portability,
robustness, high bandwidth, and high accuracy, and because the laser frequency can be measured
with a high degree of accuracy relative to a He–Ne iodine stabilized laser, which, for all practical
purposes, may be considered to be an intrinsic length standard. The vacuum laser wavelength,
the basic unit of measure, is a direct function of this frequency. Commercial instruments based
on laser interferometry offer an extremely high degree of measurement accuracy to the user.
This Standard is written to help users evaluate the accuracy of laser interferometer systems.

A folded common path test is included to permit users to functionally compare systems for
accuracy, even if the laser systems use different wavelengths or measurement techniques. A
measurement uncertainty table is included to allow users to evaluate a measurement or compare
competing laser systems. A Nonmandatory Appendix covering best practices gives the user
guidance in the proper application of laser systems to practical incremental distance measurement.
This Standard was approved by the American National Standards Institute on July 15, 2011.
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ASME B89.1 .8-2011

PERFORMANCE EVALUATION OF DISPLACEMENT-MEASURING
LASER INTERFEROMETERS

1 SCOPE

This Standard establishes requirements and methods
for the specification, evaluation, setup, and use of laser
interferometers. This Standard will explicitly discuss
only single-pass optics and a single axis of linear dis-
placement measurement.
The Standard is currently limited to ionized gas laser

interferometer systems. Only single-color lasers will be
considered in this edition of the Standard. Single color
will include both homodyne systems and heterodyne
systems (see Nonmandatory Appendix E) where all
operating frequencies lie within a Doppler-broadened
frequency band associated with one specific atomic tran-
sition or Zeeman multiplet. Diode laser systems, chirp
systems, and two-color interferometers may be included
in future editions of this Standard. It should be noted
that the folded common path comparison technique of
this Standard could be used to compare any of the above
systems to a standard He–Ne laser interferometer.
Testing of laser interferometers as described in this

Standard has bearing on a number of other standards,
such as ASME B89.4. 19, ASME B5.54, ASME B5.57,
ISO 230-1, ISO 230-2, ISO 230-3, and ISO 230-6 (see
references [1–7] in section 7).

2 DEFINITIONS

This section contains brief definitions of the majority
of technical terms used in this Standard. Omissions
should be reported to ASME. In this section, some defini-
tions have been taken from the International Vocabulary
of Metrology (VIM) [8], others are taken from the Guide
to the Expression of Uncertainty inMeasurement (GUM)
[9], and some are taken from ASME B89 or ASME B5
standards as indicated. References to all of these stan-
dards are given in section 7.

Abbe offset: the instantaneous value of the perpendicular
distance between the displacement-measuring system
of a machine (scales) and the measurement line where
the displacement in that coordinate is beingmeasured. A
schematic illustration of this concept is shown in Fig. 2-1.

Abbe offset error: the measurement error resulting from
angular motion of a movable component and an Abbe
offset between the scales measuring the motion of that
component and the measurement line (see Fig. 2-1).

1

accuracy [8]: the closeness of agreement between a mea-
sured quantity value and a true quantity value of a
measurand. See reference [8] for a detailed discussion.

air dead path: distance imbalance between the interferom-
eter reference and measurement arms when the laser
system readout is set to zero. If the refractive index of
the air within the interferometer changes during the
measurement, there will be a measurement error unless
the laser system includes a dead path correction
capability.

air turbulence: regions of varying refraction in air, usually
caused by thermal gradients. Air turbulence is a com-
mon source of fluctuations in the reading of an interfer-
ometer. This weakens the signal and, if severe enough,
interrupts the measurement.

back-to-back test: a test for comparing the performance
of two laser systems arranged in a back-to-back configu-
ration, as defined in Nonmandatory Appendix B.

beamsplitter: optical component in an interferometer that
divides the light beam into reference and measurement
beams. In most interferometer designs, the beamsplitter
is also used to recombine the reference andmeasurement
beams on their return so that interference fringes may
be detected or observed.

calibration [8]: an operation that, under specified condi-
tions, first establishes a relationship between the quan-
tity values with measurement uncertainties provided by
measurement standards and corresponding indications
with associated measurement uncertainties, then uses
this information to establish a relation for obtaining a
measurement result from an indication. See reference [8]
for a detailed discussion.

chirp system: a laser system employing a swept laser
frequency to determine absolute distance.

coefficient of thermal expansion [10]: the rate of change of
length of a body with respect to temperature.

common optics test: a test for comparing the performance
of two laser systems where both lasers share a single
set of external optics, as defined in Nonmandatory
Appendix B.

compensated back-to-back test: a test for comparing the
performance of two laser systems arranged in a special
back-to-back configuration that compensates for
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Fig. 2-1 Schematic Illustration of the Abbe Offset

Abbe
 offset

Measuring
 scale

Abbe errorI tem being  measured

changes in air refractive index, as defined in
Nonmandatory Appendix B.

control artifact: an artifact that is measured periodically
to establish process control. (See also process control.)

corner cube: see cube corner.

cosine error: a measurement error due to a small misalign-
ment between two axes. Within the context of this
Standard, cosine error primarily refers to the error, when
measuring a displacement with an interferometer, that
arises from misalignment between the direction of the
laser beam and the direction of displacement of the
retroreflector. It is defined as L[cos(?) − 1] ≈ −L? 2/2,
where ? is the misalignment angle, L is the true displace-
ment, and the angle ? is assumed to be small. The term
“cosine error” is also used when a part is misaligned
with the axis of measurement, and in this situation the
error has the opposite sign.

coverage factor [9]: numerical factor used as a multiplier
of the combined standard uncertainty to obtain an
expanded uncertainty.

NOTE: A coverage factor, k, is typically two or three.

cube corner [1]: also known as a corner cube, a type of
retroreflector constructed from three mutually orthogo-
nal reflective surfaces that form an internal corner. Cube
corners may be constructed of three plane mirrors or a
trihedral prism. (See also retroreflector.)

dead path: see air dead path.

dead path error: measurement error that arises from
uncompensated changes in the optical length of the dead
path in the interferometer setup. It appears as a shift in
the measurement zero point. This error is best eliminated
by an optical setup that has zero dead path.

deviation: the difference between a specified quantity
and the measured value of that quantity that represents
a departure from a stated norm.

2

displacement in air: displacement measured by an inter-
ferometer in air. The uncertainty reported for displace-
ment in air does not include any uncertainty associated
with material thermal expansion compensation.

displacement in vacuum: displacement measured by an
interferometer in vacuum that does not require compen-
sation for the refractive index of air or material thermal
expansion compensation. The uncertainty reported for
this quantity does not include uncertainties from any
environmental sensors.

Edlén equation: an equation originally developed by
B. Edlén and subsequently modified by others (see refer-
ences [27–29]) for calculating the index of refraction of
air when the air pressure, temperature, and atmospheric
composition are known. (Atmospheric composition var-
ies primarily as a consequence of variations in humidity.)

error: conceptually, the result of a measurement minus
the true value, or, more precisely, a measured quantity
value minus a reference quantity value. See reference
[8] for details of the formal definition.

expanded uncertainty [9]: the quantity defining an interval
about the result of a measurement that may be expected
to encompass a large fraction of the distribution of val-
ues that could reasonably be attributed to the
measurand.

folded common path test: a test for comparing the perform-
ance of two laser systems measuring over a folded com-
mon path, as defined in Nonmandatory Appendix B.

fringe: see interference fringe.

fringe-counting displacement interferometry: a method of
measuring changes in displacement by counting the
optical fringes generated as laser light from the reference
and measurement beams of the interferometer system
interfere with each other. In typical systems, a change
in distance between the beamsplitter and retroreflector
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of one-half of the laser wavelength generates a count of
one fringe. (This is true for single-pass systems where
the beam travels only once to the moving retroreflector.
See also single-pass interferometer.)

fringe interpolation:
(a ) the subdividing of an interference fringe to

increase the measurement resolution of an interferome-
ter by optically folding the measurement arm of the
interferometer and/or by electronic or digital phase
interpolation of the electrical signals from the photode-
tector circuitry.

(b) a method used to increase the resolution of mea-
surement. Whole fringe counting alone gives a linear
measurement resolution equal to one-half the laser
wavelength in single-pass systems. However, using
either phase- or intensity-sensitive detection techniques,
it is possible to interpolate to higher resolutions by sub-
dividing each fringe into a number of equal smaller
steps.

He–Ne laser: helium neon laser.

index of refraction: the ratio between the velocity of light
in a vacuum to that within the medium. More precisely,
this ratio is the phase index of refraction, as opposed to
the group index of refraction used for time-of-flight or
certain multiwavelength measurements. The refractive
index of a vacuum is exactly one. The refractive index
of air is slightly greater than one and varies depending
on the air temperature, pressure, humidity, and compo-
sition (and varies slightly with changing laser wave-
length).

interference fringe: the bright/dark/bright transition that
is observed when the phase difference of two combined
light waves is varied from 0 deg/180 deg/360 deg. In-
phase waves are said to constructively interfere (ampli-
tudes add). Out-of-phase waves are said to destructively
interfere (amplitudes subtract).

interferometer:
(a) any of several optical, acoustic, or radio frequency

instruments that use interference phenomena between
a reference wave and an experimental wave, or between
two parts of an experimental wave, to determine wave-
lengths and wave velocities, measure very small dis-
tances and thicknesses, or measure indices of refraction.

(b) an instrument that measures changes in mechani-
cal size, shape, or position in terms of changes in optical
path length by counting or displaying interference
fringes created by a light source of known wavelength
(see Nonmandatory Appendix E for a comparison of
AC interferometers and DC interferometers).

interpolation error: a very small measurement error that
can occur if fringe interpolation does not produce subdi-
vided steps of exactly equal size.

iodine-stabilized laser: a laser that employs an iodine
absorption cell to produce a single frequency of light to
an extraordinarily high degree of accuracy.

3

ionized gas laser: a laser that uses an ionized gas to gener-
ate the laser discharge. Examples include helium neon
(He–Ne) and argon ion laser systems.

laser interferometer: an interferometer for displacement
measurement that uses a laser as a light source.

length-dependent error (LDE): the measurement error of
a laser system that varies in proportion to the length
being measured. LDE is typically expressed in microme-
ters/meter (?m/m) or parts in 106 (parts per million).

length-independent error (LIE): the measurement error of
a laser system that does not vary in proportion to the
length being measured. Examples of length-
independent errors include interpolation errors and
noise. LIE is typically expressed in micrometers (?m) or
nanometers (nm).

master: an object used as a standard for a comparison test.

material sensor or material temperature sensor: a device that
measures the temperature of the object being measured
or a feedback mechanism (as described in
Nonmandatory Appendix C) so that thermal expansion
can be taken into account.

material thermal expansion compensation: a mathematical
procedure (implemented in the software of many inter-
ferometer systems) for taking into account thermal
expansion of the object being measured. Based on the
temperature measured by the material temperature sen-
sor and a thermal expansion coefficient appropriate for
the material of the object being measured, the software
corrects the measured displacement to an equivalent
displacement that would have been measured at 20°C.
(See reference [11] .)

metrological traceability [8]: the property of a measure-
ment result whereby the result can be related to a refer-
ence through a documented unbroken chain of
calibrations, each contributing to the measurement
uncertainty.

multicolor interferometry: interferometry that uses two or
more laser beams of significantly differing wavelengths.
This specialized technique can be used to measure abso-
lute distance and is not covered in this Standard.

nodal point: the location within a retroreflector optic
about which small pitch, roll, and yaw movements of
the optic relative to an incident light beam will produce
no change in the optical path of the beam. The nodal
point (or optical center) of a cube corner is located at a
distance H/n’ from the face of the prism (where H is the
height of the cube corner and n’ is the refractive index
of its material), along a line from the apex of the prism
and perpendicular to the face of the prism.

optical path length: the product of the physical path length
and refractive index of the optical medium.

optics thermal drift: variations in the optical path length
due to temperature variations of optical components.
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performance test: any of a number of test procedures that
are used to measure machine performance.

positioning error [12]: the difference between the true
displacement of a defined point on a movable compo-
nent along a machine axis and that indicated by the
machine-measuring system.

process control: in the context of this Standard, “process
control” is used in a broad sense to denote some form
of internal consistency checks periodically employed to
verify that the measurement process has not changed.
For example, this could take the form of periodic mea-
surements of a control artifact, where a change in the
measurement result will be indicative of problems with
the measurement process if the change is larger than
what would be expected from normal day-to-day
variations.

quadrature: the quadrature sum or quadrature combina-
tion is equivalent to the root sum square. The term
“quadrature” is also commonly used in describing sig-
nals differing in phase by 90 deg, but this usage does
not appear in this Standard. (See also root sum square.)

refractive index of air: see index of refraction.

refractometer: a device for directly measuring the index
of refraction of air (or other gaseous medium). A refrac-
tometer is often based on an extremely stable hollow
reference cavity and a laser interferometer system. The
cavity is filled with the air (or gas) to be measured,
and the laser system measures apparent changes in the
internal cavity length caused by variations in the refrac-
tive index of the air inside it.

remote interferometer: an assembly consisting of a beams-
plitter with a retroreflector attached. The attached retro-
reflector provides a fixed reference path length. The
assembly can be mounted separately from the laser
head. “Remote” is used to distinguish this configuration
from other systems where the beamsplitter and reference
beam path are mounted inside the laser housing.

resolution [8]: the smallest change in a quantity being
measured that causes a perceptible change in the corres-
ponding indication.

retroreflector [1]: a passive device that reflects light back
parallel to the incident direction over a range of incident
angles.

NOTE: Typical retroreflectors are a corner cube, which has three

internal perpendicular reflecting surfaces, or a cat’s eye, which

uses spherical refracting and reflecting surfaces. Retroreflectors

are used to return the reference and measurement laser beams to

the beamsplitter, where they interfere to produce fringes.

4

roll: the angular motion of a carriage designed for linear
motion about the linear motion axis.

root mean square (RMS): the root mean square (RMS) of
a set of n numbers is RSS/?n, where RSS is the root
sum of squares as given in the following definition.
Equivalently, for n numbers xi, RMS is given by

RMS p ?? ?
n

i p 1
x2i ?/n (1)

root sum square (RSS): the square root of the sum of the
squares of a set of numbers; that is, the root sum of
squares of a set of n numbers xi given by

RSS p ?? ?
n

i p 1
x2i ? (2)

single-pass interferometer: an interferometer in which light
travels once from the beamsplitter to the retroreflector
in the measurement arm of the interferometer (and is
then reflected back).

slope: a gradient or progressive trend within a set of data.
The slope is typically calculated by linear regression or
least squares best fit, or by estimating the angle of the
line passing through the data when plotted graphically.
The slope is expressed as a rate of change in one item
with respect to another (for example, micrometers of
positioning error per meter of axis travel).

soak: to bring a body to a stage of thermal equilibrium.
The term “soak out” is also used.

standard:

(a) the representation inmatter or energy of a physical
quantity.

(b) that which is established by authority or mutual
consent as a model to be followed.

(c) an authoritative written specification covering
methods, materials, or practices.

standard atmospheric conditions: by a widely accepted
industry convention, standard atmospheric conditions
correspond to air pressure, P p 101 325 Pa (760 mm
Hg); air temperature, T p 20°C; and relative humidity,
H p 50%.

standard conditions: see standard atmospheric conditions.

standard uncertainty [9]: uncertainty of the result of a
measurement expressed as a standard deviation.

thermal drift [13]: a changing distance or angle between
two objects, associated with a changing temperature
distribution within the structural loop.

thermal equilibrium: a state of a body in which all its
elements are at the same temperature.

thermal expansion: increase in linear dimensions of a solid
because of a temperature rise.
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traceability: see metrological traceability.

traceable: see metrological traceability.

uncertainty budget: a method of combining uncertainties
in each of the variables that affect a measurement.

uncertainty (of a measurement result) [9]: the parameter
associated with the results of a measurement that charac-
terizes the dispersion of the values that could reasonably
be expected from the measurement process.

vacuum wavelength: because the refractive index of air
varies with temperature, pressure, and humidity, the
wavelength of a laser is usually specified in a vacuum.
The wavelength in air depends on the vacuum wave-
length and on the air refractive index. The refractive
index may be calculated using the Edlén equation and
the current air temperature, pressure, and humidity.

variance: the variance, s2, of n numbers xi is defined as

s2 p ?
n

i p 1
?xi − X?2/?n − 1 ? (3)

where

X
–
p the mean of the data

wavefront: the imaginary surface on which the crests (or
troughs) of a propagating lightwave lie. All points on
this surface have the same phase.

wavefront aberration: departure of the wavefront from its
ideal shape. (For a displacement-measuring interferom-
eter, the ideal shape is a plane wave.)

wavelength errors: errors in the assumed wavelength of
the laser radiation. The wavelength error in air depends
on the wavelength error of the laser in vacuum and the
error in the determination of the refractive index of
the air.

wave plate: an optical element that changes the polariza-
tion state of light by delaying one polarization compo-
nent relative to another.

yaw [12]: the angular motion of a movable component
designed for linear motion about a specified axis perpen-
dicular to the motion direction. In the case of a movable
component with horizontal motion, the specified axis
shall be vertical unless explicitly specified. For a movable
component that does not have horizontal motion, the
axis must be explicitly specified.

Zeeman multiplet: a set of spectral lines that are degener-
ate (that is, they all have the same frequency) in the
absence of an external magnetic field but are split into
a set of closely spaced lines when a magnetic field is
applied.

zero drift, D: a parameter that quantifies the drift in the
interferometer system’s zero point measurement
recorded over the duration of a test.

5

3 SYSTEM PERFORMANCE EVALUATION: GENERAL
CONSIDERATIONS

An interferometer system designed to measure dis-
placements is a complex instrument that may include a
number of subsystems, such as a frequency-stabilized
laser, optical components (including polarizing beams-
plitters, retroreflectors, and possibly wave plates), elec-
tronics for fringe counting and interpolation,
environmental sensors to measure atmospheric parame-
ters or part temperature, and software to perform appro-
priate computations. Evaluating the performance of an
interferometer, therefore, requires some care.
There are two basic techniques required to determine

the accuracy of a laser interferometer system. The first
is performance testing of the overall system, using the
interferometer to measure one or more known displace-
ments. The second is uncertainty analysis, combining
estimated errors of all subsystems to obtain the overall
interferometer system uncertainty.
It is recommended that the accuracy of a laser interfer-

ometer system can best be documented by combining
these two methods. A performance test gives direct evi-
dence that an interferometer can achieve the accuracy
specified. The uncertainty budget can be used to com-
bine results from a performance test at ambient condi-
tions with additional uncertainty attributed to
environmental sensors. The additional uncertainty
would account for uncertainty in environmental sensors
throughout the operating range specified by the manu-
facturer of the interferometer, or uncertainty that might
be expected as a consequence of drift in the calibration
of the sensors.

NOTES:

(1) The laser uncertainty budget and the application uncertainty
budget (see section 6) can also be used to evaluate performance
of an interferometer in use.

(2) The ambient conditions of the performance test should be well
within the environmental operating range specified by the
manufacturer of the interferometer system.

As indicated above, calibration of an interferometer
system will typically require two distinct types of tests,
and results of the tests can be combined using an uncer-
tainty analysis. The two tests are

(a) verification of the overall performance of the inter-
ferometer as a system by measuring known displace-
ments at ambient laboratory conditions. Only by testing
the interferometer as a complete system, as opposed to
testing individual subsystems, is it possible to verify
that there are no hidden problems associated with inte-
grating all parts of the system together.

(b) separate calibration of individual environmental
sensors to assess their accuracy over the range specified
by the manufacturer of the interferometer. Results of
this test can be combined with the results of the test
at ambient conditions [see (a) above] to obtain overall
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system accuracy throughout the range of possib le
operating conditions.
An alternative procedure, more difficult to implement

but giving a more direct measure of accuracy, would be
to verify performance of the interferometer directly over
a wide range of atmospheric conditions. This second
procedure is also applicable to interferometer systems
that do not have separate environmental sensors, such
as those that directly stabilize laser wavelength in air
(as opposed to stabilizing frequency or vacuum wave-
length) and systems that use a refractometer in place of
environmental sensors. It is also appropriate for veri-
fying performance of a wavelength tracker used in con-
junction with an interferometer. (A wavelength tracker
is a device that measures and compensates changes in
the laser wavelength in air due to changing atmospheric
conditions.)

3.1 Performance Test: Measurement of Known
Displacements

The primary performance test consists of using the
laser measurement system to measure one or more
known displacements. The following are ways in which
this procedure might be carried out:

(a) Method (a). Displacements measured by the inter-
ferometer may be compared with the same displace-
ments as measured simultaneously by a second
interferometer of known accuracy and under process
control (periodically verified against a check standard).

(b) Method (b). The interferometer can be integrated
into a measurement machine under process control and
used to measure known lengths of physical artifacts.
Method (b) is generally more difficult to implement

than method (a). As such, it is not recommended for
routine use, but it may represent a viable alternative
when well characterized equipment is available. This
Standard will not discuss method (b) further because
details of the implementation can vary greatly from one
facility to the next. However, much of the discussion of
method (a) is also applicable to method (b).

3.2 Requirements for Comparing Interferometers

Four methods for implementing a comparison
between interferometers are described in references
[1 8–26] and are discussed in Nonmandatory
Appendix B. The first of these methods, the folded com-
mon path method, is preferred under most circum-
stances, but the other methods may be used if they better
meet particular needs.
All methods of interferometer testing discussed here

require the comparison of a linear displacement as mea-
sured by the interferometer under test to the displace-
ment as measured by a master interferometer. The
following conditions must be fulfilled to ensure the
validity of the test:

(a) The overall length scale accuracy and uncertainty
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of the master interferometer must be known. This could
be accomplished, for example, through the use of a trace-
able master interferometer and traceable instrumenta-
tion for measuring atmospheric parameters, or through
a traceable artifact that can be measured with the master
interferometer to demonstrate that it is working
properly.

(b) An uncertainty budget for the comparison process
withwell documented justification is needed. The uncer-
tainty budget should be backed up by demonstrated
ability to compare master and test interferometers.
Accuracy can be demonstrated, for example, by compar-
ing the master interferometer to a second interferometer
system of known accuracy and verifying that the differ-
ence in readings of the two systems is as expected.
Guidelines for estimating uncertainty are provided in
section 5 and Nonmandatory Appendix F.

(c) Procedures must be in place to ensure that reliable
answers are obtained over time. Periodic recalibration
of all equipment may be needed to ensure accuracy.
Some form of process control is desirable. This might be
provided by redundant instrumentation (two complete
interferometer systems that can be compared periodi-
cally) or by measurement of a control artifact.

3.3 Recommended Good Practices for Comparing
Interferometers

The following are some general considerations that
apply to all methods for interferometer comparisons:

(a) All methods of interferometer comparison will
benefit from conditions universally recognized as desir-
able for dimensional measurement. Good environmental
control is important to all methods of comparison,
although some methods are much more subject to the
environment than others. Method 3 of Nonmandatory
Appendix B, the common optics comparison, is least
sensitive to the environment, while Method 4, back-to-
back comparison, is most sensitive. A good temperature-
controlled room may not be essential when using the
folded path or compensated back-to-back methods, but
it will make the measurement easier and improve accu-
racy by avoiding problems arising from thermal drift
in mounting for optical elements or varying thermal
gradients in the air path. Very high accuracy measure-
ments will benefit from careful thermal management,
with attention to details such as local heating by people
present in the room or heat exhaust from equipment. A
low level of mechanical vibration is also desirable to
obtain reliable results.

(b) Optical elements should be mounted rigidly in
such a way as to minimize the effects of temperature
changes. Mechanical stability of the mounting might
be tested as described in Nonmandatory Appendix C
(para. C-2.2), or by using the setup hysteresis and setup
stability tests of references [2] and [3] .
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(c) Care must be taken to avoid alignment errors.
(d) The linear displacement mechanism must be rea-

sonably straight and, except in the case of the folded
path or common optics methods, pitch and yaw errors
should be as small as possible. Aminimumdisplacement
of 1 m is desirable to aid in alignment and in distinguish-
ing sources of error proportional to length from length-
independent errors. A shorter length is appropriate for
testing interferometers with a very short specified
operating range. It is recommended that straightness of
travel of the moving reflector should be better than
20 ?m per meter of travel to ensure that there will be
little change in overlap of the return beams as the car-
riage moves, even if the interferometer employs a 1-mm
diameter beam. It is desirable to perform additional tests
as needed to confirm proper operation of the interferom-
eter at very long range if the interferometer is to be used
to measure at such long distances that beam divergence
is appreciable.

4 TEST PROCEDURE — LASER INTERFEROMETER
COMPARISON TEST

The objective of the comparison test is to evaluate two
critical performance parameters of the interferometer
system. In some circumstances, it might be of interest
to quote a value for an optional third parameter. These
parameters are as follows:
(a) Length-Dependent Error (LDE) . This parameter

quantifies the component of the interferometer system’s
measurement error that rises in proportion with mea-
surement distance. It is usually expressed as a fraction
of the measurement distance, in parts in 106. The actual
magnitude of this error, at a measurement distance of
L, is given by LDE ? L. This parameter is primarily
influenced by inaccuracies in the interferometer system’s
environmental compensation system and, to a lesser
degree, by inaccuracies in the laser ’s vacuum wave-
length.

(b) Zero Drift, D. This parameter quantifies the drift
in the interferometer system’s zero point measurement,
recorded over the duration of the test (1 h). It is usually
expressed in nanometers, micrometers, or microinches
of drift over the test duration. Zero drift is primarily
influenced by changes in the temperature of the interfer-
ometer optics or their mounts over the duration of the
test (especially if these are subject to heat from the laser)
or by incorrect dead path correction combined with a
change in atmospheric conditions.

(c) Length-Independent Error (LIE) . This optional
parameter quantifies the component of the interferome-
ter system’s measurement uncertainty that does not rise
in proportion with measurement distance. It would nor-
mally be expressed in nanometers, micrometers, or
microinches. The laser system’s measurement resolu-
tion, electrical noise, and fringe interpolation errors pri-
marily influence this parameter. The LIE can be
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measured, or the length-independent uncertainty, ULIE,
can be estimated, by carrying out appropriate tests or
by using an uncertainty-budget approach. A specific
procedure to quantify LIE is not included in this
Standard; however, see Note (3) of this paragraph for
further discussion. Specifying LIE and ULIE is optional.
Evaluation of these three parameters then allows the

performance of the test interferometer system to be sum-
marized by simply quoting a value for each, as shown
in Forms 4.10-1, 4.10-2, and 4.10-3.
It is also a requirement of this Standard to quantify

the measurement uncertainty associated with the evalu-
ation of the LDE and drift. These uncertainties are

UD p the estimated expanded uncertainty of
measurement of D with a coverage factor
of k p 2

ULDE p the estimated expanded uncertainty of
measurement of LDEwith a coverage factor
of k p 2

NOTES:

(1) In the case of a calibration that includes adjustment of the
system under test, such as that which may be performed by
the manufacturer, LDE , and possibly other errors may be
reduced to zero by adjustment. In that case, the system’s resul-
tant accuracy may be specified by the uncertainties in the
calibration process, ULDE, ULIE, and UD, with no additional
error. However, reducing the system uncertainty to this value
should be done only if it can be reasonably expected that the
cause of the original LDE will not recur. For example, it is not
realistic to reduce the uncertainty to ULDE if the original LDE

arises from drifting calibration of environmental sensors; it is
likely that the sensors will continue to drift in the future, and
reducing the uncertainty to ULDE would not give a realistic
estimate of the actual uncertainty of the system at intervals
between sensor recalibration.

(2) In the case of product performance specifications (given in
sales literature, etc.), the equipment manufacturer can add the
contribution from ULDE, ULIE, and UD into LIE, LDE, and D,
respectively. This allows the product performance to be sum-
marized in just three terms (or two terms if LIE is not included)
that already include the manufacturer ’s measurement uncer-
tainty with a coverage factor of k p 2.

(3) In principle, the LIE can be evaluated using the tests described
in this Standard that evaluate error as a function of measured
distance. After subtracting a best-fit linear error from the data,
the root mean square (RMS) of residuals at short measurement
distances provides a measure of the LIE. In practice, it is diffi-
cult to implement a good-quality LIE test using this method
when the test apparatus is optimized to test interferometers of
arbitrary design over longer distances. Consequently, a specific
testing method is not recommended in this Standard. The pri-
mary contributors to the LIE are noise (easily measured), reso-
lution (well known) , and periodic interpolation errors.
Combining these three sources of error would give a good
estimate of length-independent uncertainties. Methods for
measuring the periodic errors are described in references
[14–17] .

(4) Except where explicitly stated otherwise, normal distributions
will be assumed throughout this Standard, and consequently,
the coverage factor of k p 2 corresponds to a 95% confidence
interval.
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Table 4.2-1 Recommended Target Positions

Target Positions for 1⁄2 m Target Positions for 1 m Target Positions for 2 m
Target

(20 in.) Test (40 in.) Test (80 in.) Test
Number,

t mm in. mm in. mm in.

1 0 0 0 0 0 0

2 50 2 100 4 200 8

3 100 4 200 8 400 16

4 150 6 300 12 600 24

5 200 8 400 16 800 32

6 250 10 500 20 1 000 40

7 300 12 600 24 1 200 48

8 350 14 700 28 1 400 56

9 400 16 800 32 1 600 64

10 450 18 900 36 1 800 72

11 500 20 1 000 40 2 000 80

4.1 Test Procedure Overview

The procedure is based on the simple comparison of
the readings from the master and test interferometers
at a series of displacements (target positions), under
quasistatic (nominally zero velocity) conditions. The
comparison is performed with both interferometer sys-
tems performing their own automatic air refraction com-
pensation, and with both sets of environmental sensors
arranged so that they are measuring identical atmo-
spheric environments. The comparison is repeated a
number of times in a bidirectional manner, with a target
position sequence (run) that is designed to allow evalua-
tion of length-dependent and drift error parameters
from a single test. The procedure evaluates the perform-
ance of the complete interferometer system (with the
exception of the material thermal expansion compensation,
which should be turned off or set to use a zero expansion
coefficient) .

NOTE: For diagnostic purposes or for systems that do not have
automatic environmental compensation, this procedure may alter-
natively be used with the environmental compensation systems
of both interferometers manually set to the same conditions.

4.2 Target Positions

Target positions are the linear displacements at which
the readings from the two laser interferometer systems
are compared. Target positions are chosen to be equally
spaced over the measurement range of the test. The
measurement range selected will depend on the carriage
and slideway design, the measurement range of the laser
under test, and the test method selected. Measurement
ranges of less than 0.5 m are not recommended except
when testing specialized systems intended only for
shorter measurements. The recommended target posi-
tions for three representative carriage lengths are shown
in Table 4.2-1.
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NOTE: The interferometer reading will show double the carriage
movement when using the folded path method.

4.3 Runs

The two laser interferometer readouts are compared
at each of the target positions in turn, starting with
target 1, and finishing with target 11. This sequence of
comparisons is called a run. The first run visits the tar-
gets in the forward direction and is called run 1. The
laser interferometer readouts are then compared again
at each target position, but this time in the reverse direc-
tion, starting with target 11, and finishing with target 1.
This sequence of comparisons is called run 2. The overall
sequence is repeated five times to give data for runs 1
through 10, with the five odd-numbered runs being in
the forward direction, and the five even-numbered runs
being in the reverse direction.

4.4 Initialization

Follow the steps below in setting up a comparison.
Step 1 : Set up the test laser and master as prescribed

in para. 3.3 and taking into account the rec-
ommendations of Nonmandatory
Appendix B. Take particular care in aligning
the laser systems on the test equipment.

Step 2: When testing systems employing a beams-
plitter and reference path built into the laser
head, it is important to mount the laser head
in a manner that controls thermal drift in
accordance with the manufacturer’s or cus-
tomer ’s recommendations. The customer
requesting a test of this type of interferometer
should provide mounting hardware, and pre-
cisely specify mounting procedures so that
all elements likely to be subject to thermal
drift are well defined.

Step 3: Place the environmental sensors from both
systems so that they are measuring (as nearly
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as possible) identical environments. If the sys-
tem under test does not include a humidity
sensor, then it will be necessary to arrange
the test so that both the master interferometer
and the system under test use the same
humidity when calculating displacement. For
example, if both systems have a provision for
manual entry of humidity, then set both to
50% RH.

Step 4: Before beginning the test, warm up the mas-
ter interferometer for a period of time
deemed suitable for it to achieve good stabil-
ity and for any nearby hardware to come to
thermal equilibrium with this heat source.

Step 5: Switch the test interferometer system off, and
allow its laser, optics, and environmental sen-
sors to reach ambient temperature. A cooling-
off period of 2 h is recommended. (Themaster
laser should remain turned on during this
period of time, so that it will be in good ther-
mal equilibrium with its surroundings when
the test is begun.)

Step 6: Switch on the test laser interferometer and
enable air refraction compensation on both
interferometer systems. Do not enable material
thermal expansion compensation . This may
require a zero expansion coefficient to be
entered into the system software, or discon-
nection of the material temperature sensor.

Step 7: If the systems include a readout averaging
or filtering option, this should be selected.

NOTE: Selecting similar averaging response times
on both master and test interferometer systems is
recommended.

Step 8: If the systems include air dead path correc-
tion capability, ensure that the appropriate
air dead path length has been entered.
[Usually the dead path is small but it could
be substantial if, for example, the interferom-
eter is zeroed when the moving retroreflector
is positioned at its farthest distance from the
beamsplitter, as might occur when using the
back-to-back method (see Nonmandatory
Appendix B). However, note carefully that
this dead path correction should not be
employed when using the compensated
back-to-back method (see Nonmandatory
Appendix B), when the imbalances in the two
interferometers automatically compensate
each other.]

Step 9: Wait for the test laser interferometer system
to indicate that it is ready to perform mea-
surements (usually as soon as laser stabiliza-
tion is complete) , or wait for the time
specified by the manufacturer ’s operating
instructions.
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Step 10: Move the retroreflector optics carriage to tar-
get position 1 (0 mm) at the end of the axis
of travel closest to the test interferometer. Set
the direction sense selector so that the dis-
tance readouts of both interferometer sys-
tems increase (become more positive) as the
carriage is moved away from the end position
toward target 2.

4.5 Data Capture

Usually, data capture should start as soon as possible
after the test laser is deemed ready for use as specified
above. The time elapsed from first turning on the laser
to the beginning of measurements should be recorded
and will be included in the report of calibration as
described in para. 4.10. The procedure for capturing the
data is given below.

4.5.1 Forward Run

(a) Zero the distance readouts of both interferometer
systems.

(b) Wait for the distance readouts to settle, and then
record the readouts from both master and test interfer-
ometers [see para. 4.5.4(a)] . This is the first point of a
forward run.

(c) Move the retroreflector carriage to the next target
position in the forward direction [see paras. 4.5.4(b)
and (c)] .

(d) Wait for the distance readouts to settle, and then
record the readouts from both master and test interfer-
ometers [see para. 4.5.4(a)] .

(e) Repeat steps (c) and (d) an additional nine times
[see para. 4.5.4(d)] , whereby the retroreflector carriage
will have reached the last target position, at the far end
of the axis.

4.5.2 Reverse Run. Record the readouts from both
master and test interferometers again [see para. 4.5.4(a)] .
This is the first point (target 11) of a reverse run.

(a) Move the retroreflector carriage to the next target
position in the reverse direction [see paras. 4.5.4(b)
and (c)] .

(b) Wait for the distance readouts to settle, and then
record the readouts from both master and test interfer-
ometers [see para. 4.5.4(a)] .

(c) Repeat steps (a) and (b) an additional nine times,
whereby the retroreflector carriage will have returned
to the starting position.

4.5 .3 Repeat Runs. Repeat the steps given in
paras. 4.5.1(b) through (e) and 4.5.2(a) through (c) an
additional four times, recording data at approximately
the same target positions along the axis, to give five sets
of bidirectional data [see para. 4.5.4(d)] . Do not re-zero
the laser readouts between runs.
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4.5.4 Notes Regarding Data Capture

(a) It is important to synchronize the recording of the
readouts of both laser systems as closely as possible. If
an electronic trigger or software command is available,
it should be used. If synchronization is difficult, the
uncertainty of measurement may be degraded and it
may be necessary to pay extra attention to reducing
vibration, thermal drift, and air turbulence noise.

(b) Because the analysis will compare the two interfer-
ometer readings directly, it is not necessary to position
the carriage very accurately along the axis at each target
position. It is suggested that the laser readings be
recorded at positions that are within a tolerance of a
few millimeters from the target position. This means
that the test can easily be performed using a manually
operated carriage.

(c) Because this test is also designed to detect any
drift in the readings from the test laser under conditions
that are close to those in actual use, it is important that
the test time be controlled. The test should therefore
be arranged so that the readings from both lasers are
recorded at nominally 33-s intervals, and the total time
from recording the first pair to the last pair of readings
will then be just over 1 h. It is suggested that the elapsed
test time be recorded every time the laser readings are
recorded. The ambient temperature variation during the
test should also be recorded since this may influence
the drift result. In some interferometer systems, the zero
drift is likely to be correlated with thermal variations
in mounting hardware, such as the mounting of the
remote interferometer or of optical components within
the remote interferometer. It is therefore desirable (but
not required) to record relevant temperatures that might
show a time correlation with the zero drift from one
run to the next. For a system that employs a remote
interferometer, the temperature of the remote interfer-
ometer could be monitored as a function of time, and
for a system where the reference path is built into the
laser head, the temperature of the laser housing could
be monitored as a function of time.

(d) The number of runs and target positions specified
above should be regarded as the minimum required.
Additional target positions or runs may be performed,
but the total test time should be maintained at 1 h.

4.6 Data Analysis

This section describes the data analysis calculations
required to evaluate LDE, drift, and uncertainty terms.

If the master laser interferometer system contains a
known and well characterized LDE, then the master
interferometer readings should be corrected accordingly
so that there is no known bias (error) in the readings of
the master.
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Calculate the difference between each pair of master
and test interferometer readings to give a set of 110
difference values [110 p 11 targets ? (5 forward runs
+ 5 reverse runs)] .

Dr,t p Tr,t − Mr,t (4)

where
Dr,t p difference betweenmaster and test laser inter-

ferometer system readings at target t, on run r
Mr,t p master laser interferometer system reading at

target t, on run r
r p run number
t p target number

Tr,t p test laser interferometer system reading at
target t, on run r

It is suggested that these data be represented graphi-
cally, with the x-axis of the graph being the target posi-
tion (inmillimeters or inches), and the y-axis of the graph
being the difference between the two laser readings (in
micrometers or microinches).
The second step is to calculate the best-fit straight line

through each run of data independently. Standard linear
regression, or least-squares fitting, should be used for
this process. Note that the best-fit lines must be fitted
to each run of data independently and must not be
constrained to pass through the graph origin. The calcu-
lation will give 10 slopes, and 10 y-axis intercept values.
The slope of run number r is denoted as Sr, and the

intercept as Zr. These quantities can be found using
fitting routines in standard spreadsheets or other analy-
sis packages, or they can be calculated from the formulae
given in eqs. (5) through (11). The error and uncertainty
parameters are then calculated as shown in paras. 4.6.1
through 4.6.5. If a standard fitting routine is not avail-
able, Sr and Zr can be determined as follows:

Let n p the number of points in each run

(n p 11 is recommended). Define

?r p ?
n

t p 1
Dr,t (5)

?r p ?
n

t p 1
Mr,t (6)

?r p ?
n

t p 1
M2

r,t (7)

?r p ?
n

t p 1
Dr,t Mr,t (8)

?r p n?r − ?2r (9)

Then

Sr p (n?r − ?r?r)/?r (10)

and

Zr p (?r?r − ?r?r)/?r (11)
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4.6.1 Calculation of Length-Dependent Error, LDEC.
The comparison procedure gives us an estimate for the
LDE. The LDE determined by the comparison test is
denoted as LDEC. The total LDE will be determined
as a combination of this value with additional errors
associated with the environmental sensors. LDEC is
equal to the mean slope of the ten best-fitted lines (the
average of the ten values S1 through S10 from para. 4.6).

LDEc p
1

m ?
m

r p 1
Sr (12)

where m is the number of runs (m p 1 0 is recom-
mended here).

4.6.2 Calculation of Length-Dependent Uncertainty,
ULDE,C. The expanded uncertainty in the LDE, ULDE,C,
is calculated by adding the standard deviation of the
ten slope values to the other estimates of measurement
length-dependent uncertainties using root sum square
(RSS) addition.
If ?L is the standard deviation of the ten values S1

through S10, then

ULDE,C p 2?? 2
L + u2m + u2c (13)

where um and uc are length-dependent uncertainties of
the master interferometer and of the comparison proce-
dure as described in section 5. Note that ULDE,C includes
a contribution from run-to-run variability of the test
laser, as quantified by ?L. When the test laser is intended
to be used as a master laser for secondary calibrations,
it may also be desirable to know the uncertainty in the
average value obtained for LDEC, exclusive of run-to-
run variations. This is discussed in Nonmandatory
Appendix F.

4.6.3 Calculation of Zero Drift, D. The zero drift, D,
is simply given by calculating the unsigned range of the
y-axis intercept values of the best-fit lines from all m runs

D p MAX(Z1 . . .Zm) − MIN(Z1. . .Zm) (14)

This is equivalent to the worst-case zero point drift
recorded during the test, calculated in a manner that
minimizes the influence of any variations associated
with short-distance random variations (that is, the errors
measured by LIE).

4.6.4 Calculation of Uncertainty in the Zero Drift, UD.
UD, the expanded uncertainty in the zero drift, D, is
estimated as described in para. 5.2.

4.6.5 Simple Test of Sensor Response. If the com-
parison test is performed with any of the environmental
sensors close to standard or default conditions, then it
is recommended to confirm that, if the sensor’s environ-
ment is changed, the laser position and sensor readout
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change accordingly. This test ensures that the laser sys-
tem is responding to the changes in the sensor readings,
both in magnitude and in direction.

NOTE: The primary concern is with the temperature sensor. If
the interferometer is indicating +1 m and the air temperature sensor
is heated by 5°C, then the indicated distance should increase by
approximately 5 ?m.

Note that the same type of test can be done with the
material temperature sensor if one is used. For example,
if the reading of the interferometer is +1 m and the
sensor is heated by 5°C, and if the thermal expansion
coefficient is set to 10 parts in 106/°C, then the length
should decrease by 50 ?m.

4.7 Incorporation of Environmental Sensor
Uncertainties

The test procedure described earlier compares the per-
formance of the test interferometer with a master inter-
ferometer under a single set of environmental conditions
to give a length-dependent error, LDEC, and a zero
drift, D.
However, laser interferometers are typically used over

a wider range of environmental conditions, and this can
have a significant effect on LDE. To assess the LDE of the
test interferometer over a wider range of environmental
conditions, there are two options, as follows:

(a) Repeat the comparison test at a number of differ-
ent environmental temperatures, pressures, and humidi-
ties to obtain the worst-case LDEC, which is then taken
as the value for LDE.

(b) Evaluate the measurement error from each of the
environmental sensors individually over the desired
environmental range, then combine with the LDEC

results from the comparison test to calculate LDE that
applies over the wider environmental range.
The first option is very time consuming and impracti-

cal without highly specialized equipment. Therefore, the
second option is the method that is normally used.
Below are the procedures that can be used to combine

the LDEC obtained earlier under a single set of environ-
mental conditions with sensor measurement error
results over a wider range of conditions, to give an LDE
value that applies over this wider range.

4.7.1 Calibration of Sensor Errors. The errors in the
system’s air temperature, pressure, and humidity and
material temperature sensors should be calibrated over
the operating temperature, pressure, and humidity
ranges required.

NOTES:

(1) Ideally, the air pressure sensor should be calibrated over a
range of pressures and temperatures. This is because many air
pressure sensors are also temperature sensitive.

(2) If desired, the various components can be tested at different
laboratories and combined via the methods shown here to
obtain a valid B89 test of interferometer performance.
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Table 4.7.2-1 Sensitivity Coefficients Associated With LDE

Length-Dependent Errors Length-Dependent Uncertainties Notes

LDEATE p 0.93 ? ATE ULDE,ATE p 0.93 ? UATE [Notes (1 ) and (2) ]

LDEAPE p 0.027 ? APE ULDE,APE p 0.027 ? UAPE [Notes (1 ) and (2) ]

LDEAHE p 0.012 ? AHE ULDE,AHE p 0.012 ? UAHE [Notes (1 ) and (2) ]

LDEMTE p 12 ? MTE ULDE,MTE p 12 ? UMTE [Notes (2) and (3) ]

NOTES:

(1 ) The sensitivity coefficients used here relate the effects of air temperature, pressure, and humidity on the refractive index of air and

have been calculated from the Edlén equation at nominal conditions of Tp 25°C, P p 101 325 Pa, and H p 50% RH. Sensitivity to

the relative humidity varies as a function of temperature, and is sign ificantly larger at 25°C than at 20°C.

(2) The results of these calculations are all expressed as parts in 106.

(3) The sensitivity coefficient used here assumes material normalization is being applied for a typical steel with an expansion coefficient

of 12 parts in 106/°C. Different values may be used here, depending on the application.

The calibration methods for these sensors are outside
the scope of this Standard. The results from each sensor
calibration should provide a maximum sensor error over
the environmental range tested, together with a calibra-
tion measurement uncertainty as follows:

AHE p maximum air humidity sensor error, %RH,
over the range tested

APE p maximum air pressure sensor error, Pa, over
the range tested

NOTE: 1 mm Hg p 133.322 Pa

ATE p maximum air temperature sensor error, °C,
over the range tested

MTE p maximum material temperature sensor
error, °C, over the range tested

UAHE p air humidity sensor calibration expanded
uncertainty, %RH

UAPE p air pressure sensor calibration expanded
uncertainty, Pa

UATE p air temperature sensor calibration expanded
uncertainty, °C

UMTE p material temperature sensor calibration
expanded uncertainty, °C

The expanded uncertainties have a coverage factor of
k p 2.
If some of these sensors are not included in the laser

interferometer system, then set the corresponding LDEs
and ULDEs to zero and include an appropriate note when
reporting results as shown in Forms 4.10-1, 4.10-2, and
4.10-3.

4.7.2 Calculation of Effect on LDE. Each of these
errors and uncertainties needs to be multiplied by the
appropriate sensitivity coefficients to estimate their
additional contribution (parts in 106) to the system’s LDE
and ULDE. When using units of pascal, degrees Celsius,
and percent relative humidity, the coefficients are as
shown in Table 4.7.2-1.
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4.8 Incorporation of Air Refraction Calculation Errors

Most laser interferometer systems use an equation
(such as the Edlén or Ciddor equation) to calculate the
current refractive index of air from the air temperature,
pressure, and humiditymeasured by the sensors [27–32].
This allows the current laser wavelength to be calculated
from the vacuumwavelength. This then allows the inter-
ferometer readings to be corrected to largely eliminate
the effects of any variation in the air refractive index.
However, this process will not provide a perfect correc-
tion and some small residual errors may remain due to
small inaccuracies in the equation used, programming
errors, and lack of numerical precision.

This section provides a way of estimating the size of
this length-dependent calculation error, LDEARC, and the
expanded uncertainty in it, ULDE,ARC, so that these can
be included in the overall system LDE.

To carry out this test, it is important that the test
interferometer system documentation specify the vac-
uum wavelength of the laser, ?V, and that the system
software can display the current compensated laser
wavelength in air, ?A. These two values will be used to
assess the amount of correction, CS, measured in parts
in 106, that the test interferometer system is applying to
the laser wavelength, where

CS p (?V/?A− 1) ? 106 (15)

This correction is then compared, under a variety of
environmental conditions, to the values in or to values
computed usingmodern versions of the Edlén or Ciddor
equations [27–32].

NOTE: As an alternative, if the software provides CS directly,

then its value can be compared directly to values in Tables 4.8-1,

4.8-2, and 4.8-3.

If the test interferometer system allows manual entry
of environmental conditions, proceed as follows:
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Table 4.8-1 Wavelength Corrections (Parts in 106) for Low Humidity Air (25% RH)

Air Air Temperature, °C

Pressure,

Pa 0 5 1 0 1 5 20 25 30 35 40

65 000 187.07 183.67 180.39 177.21 174.12 171 .12 168.20 165.35 162.55

70 000 201 .47 197.81 194.28 190.86 187.54 184.31 181 .17 178.10 175.11

75 000 215.87 211 .95 208.17 204.50 200.95 197.50 194.14 190.86 187.66

80 000 230.27 226.10 222.06 218.15 214.37 210.69 207.11 203.62 200.22

85 000 244.68 240.24 235.95 231 .80 227.78 223.88 220.08 216.38 212.77

90 000 259.08 254.38 249.84 245.45 241 .20 237.07 233.05 229.14 225.33

95 000 273.48 268.53 263.74 259.10 254.61 250.26 246.03 241 .90 237.88

100 000 287.89 282.67 277.63 272.75 268.03 263.45 259.00 254.66 250.44

101 325 291 .71 286.42 281 .31 276.37 271 .59 266.94 262.43 258.05 253.77

105 000 302.30 296.82 291 .52 286.40 281 .45 276.64 271 .97 267.42 262.99

110 000 316.70 310.96 305.42 300.06 294.87 289.83 284.94 280.19 275.55

115 000 331 .11 325.11 319.32 313.71 308.28 303.02 297.91 292.95 288.11

GENERAL NOTE: The values above were calculated using the Ciddor equation, assuming a CO2 concentration of 450 parts in 106 (slightly

higher than outdoors concentration but representative of what might be encountered in a room). The modified Edlén equation of reference

[29] gives these same values with in about 1 part in 108. The equation of reference [27] will deviate somewhat from these values at high

temperature, humidity, and pressure.

Table 4.8-2 Wavelength Corrections (Parts in 106) for Medium Humidity Air (50% RH)

Air Air Temperature, °C

Pressure,

Pa 0 5 1 0 1 5 20 25 30 35 40

65 000 187.01 183.59 180.27 177.05 173.91 170.84 167.82 164.86 161 .92

70 000 201 .41 197.73 194.16 190.70 187.32 184.03 180.79 177.62 174.48

75 000 215.81 211 .87 208.05 204.35 200.74 197.22 193.77 190.38 187.03

80 000 230.21 226.01 221 .94 218.00 214.15 210.40 206.74 203.14 199.59

85 000 244.62 240.16 235.84 231 .64 227.57 223.59 219.71 215.90 212.14

90 000 259.02 254.30 249.73 245.29 240.98 236.78 232.68 228.66 224.70

95 000 273.42 268.44 263.62 258.94 254.40 249.97 245.65 241 .42 237.26

100 000 287.83 282.59 277.52 272.60 267.82 263.17 258.62 254.18 249.81

101 325 291 .65 286.34 281 .20 276.21 271 .37 266.66 262.06 257.56 253.14

105 000 302.24 296.73 291 .41 286.25 281 .24 276.36 271 .60 266.94 262.37

110 000 316.64 310.88 305.30 299.90 294.65 289.55 284.57 279.70 274.92

115 000 331 .05 325.03 319.20 313.55 308.07 302.74 297.54 292.46 287.48

GENERAL NOTE: The values above were calculated using the Ciddor equation, assuming a CO2 concentration of 450 parts in 106 (slightly

higher than outdoors concentration but representative of what might be encountered in a room). The modified Edlén equation of reference

[29] gives these same values with in about 1 part in 108. The equation of reference [27] will deviate somewhat from these values at high

temperature, humidity, and pressure.
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Table 4.8-3 Wavelength Corrections (Parts in 106) for High Humidity Air (75% RH)

Air Air Temperature, °C

Pressure,

Pa 0 5 1 0 1 5 20 25 30 35 40

65 000 186.95 183.51 180.16 176.89 173.70 170.55 167.45 164.37 161 .30

70 000 201 .35 197.65 194.05 190.54 187.11 183.74 180.42 177.13 173.85

75 000 215.75 211 .79 207.94 204.19 200.52 196.93 193.39 189.89 186.41

80 000 230.15 225.93 221 .83 217.84 213.94 210.12 206.36 202.65 198.97

85 000 244.56 240.07 235.72 231 .49 227.36 223.31 219.34 215.41 211 .52

90 000 258.96 254.22 249.61 245.14 240.77 236.50 232.31 228.17 224.08

95 000 273.36 268.36 263.50 258.79 254.19 249.69 245.28 240.93 236.63

100 000 287.77 282.50 277.40 272.44 267.60 262.88 258.25 253.70 249.19

101 325 291 .59 286.25 281 .08 276.06 271 .16 266.38 261 .69 257.08 252.52

105 000 302.18 296.65 291 .29 286.09 281 .02 276.07 271 .23 266.46 261 .75

110 000 316.58 310.80 305.19 299.74 294.44 289.27 284.20 279.22 274.30

115 000 330.99 324.94 319.08 313.39 307.86 302.46 297.17 291 .98 286.86

GENERAL NOTE: The values above were calculated using the Ciddor equation, assuming a CO2 concentration of 450 parts in 106 (slightly

higher than outdoors concentration but representative of what might be encountered in a room). The modified Edlén equation of reference

[29] gives these same values with in about 1 part in 108. The equation of reference [27] will deviate somewhat from these values at high

temperature, humidity, and pressure.

Table 4.8-4 Combinations of Environmental
Conditions

Test Air Air Air

Combinations Pressure Temperature Humidity

1 Minimum Minimum Minimum

2 Minimum Minimum Maximum

3 Minimum Maximum Minimum

4 Minimum Maximum Maximum

5 Mean Mean Mean

6 Maximum Minimum Minimum

7 Maximum Minimum Maximum

8 Maximum Maximum Minimum

9 Maximum Maximum Maximum

(a) Identify the measuring ranges for the air tempera-
ture, air pressure, and air humidity sensors (from the
system specifications).
(b) Select nine combinations of environmental condi-

t ions in accordance with Table 4. 8-4 , replacing
“minimum,” “maximum,” and “mean” with the mini-
mum, maximum, and mean of each sensor’s measure-
ment range.
(c) Modify the nine combinations so they match the

nearest combinations available in Tables 4.8-1 through
4.8-3 (ensure the revised combinations still fall inside
the system sensors’ measuring ranges).
(d) Manually enter each combination of environmen-

tal conditions into the test interferometer system in turn
and record the nine corrected laser wavelengths, ?A,
calculated by the system.

(e) Calculate the nine corrections, CS, being applied
by the test interferometer system, using eq. (15).
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(f) Calculate the difference between each of these nine
values for CS and the values in Table 4.8-4, identify the
largest absolute difference, and record this value as the
air refraction calculation length-dependent error,
LDEARC.

(g) The expanded uncertainty of calculation,ULDE,ARC,
is equal to the estimated expanded uncertainty in the
values in Tables 4.8-1 through 4.8-3 that might be conser-
vatively estimated as 5 ? 10−8 (0.05 parts in 106) for this
broad range of conditions. A smaller uncertainty may
be appropriate over a narrow range of conditions.
An alternate procedure can be used to evaluate CS if

the software does not provide a readout of either CS

or ?A. This alternate procedure requires that the laser
displays a large, nonfluctuating value that can be
achieved as follows: Turn the laser on and manually
enter artificial values for environmental conditions.
Enter standard environmental conditions (101 325 Pa,
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20°C, and 50% RH) into the software. Set the moving
retroreflector at least 1 m away from the usual zero
position (the further apart the better) and reset the sys-
tem so that it is reading zero displacement. Do not enter
any dead path correction. Displace the retroreflector
back to the usual zero position so that the laser indicates
a reading with a magnitude of 1 m or more. (The reading
will be negative in sign if the system is set to read
positive as the retroreflector moves away.) Wait at least
1⁄2 h for the system to stabilize before continuing.
There should now be a very stable (no air path) but

sizable laser reading, denoted as l0. Mark this value
down, then manually adjust the environmental readings
to conditions selected in the manner described pre-
viously. If the length reading changes from l0 to l1 when
the new conditions are entered, thenCS at the new condi-
tions can be calculated using

CS p const ?
l0
l1
− 106 (16)

4.9 Calculation of LDE Over the Full Environmental Range

The errors and uncertainties of the sensor can now be combined with those of the air refraction calculation, and
the values of LDEC and ULDE,C (obtained under a single set of conditions), by RSS addition. This gives values for
LDE and ULDE that apply over the full environmental range, as follows:

LDE p ?(LDEC)
2 + (LDEATE)

2 + (LDEAPE)
2 + (LDEAHE)

2 + (LDEMTE)
2 + (LDEARC)

2 (17)

ULDE p ?(ULDE,C)
2 + (ULDE,ATE)

2 + (ULDE,APE)
2 + (ULDE,AHE)

2 + (ULDE,MTE)
2 + (ULDE,ARC)

2 (18)

where all of the quantities in the equations above must
be expresed in a consistent manner (i.e., all expressed
as parts in 106). If some sensors are not part of the
interferometer system, then the corresponding terms
above are set to zero. For example, some interferometer
systems do not include a material temperature sensor.
In this case, LDEMTE and ULDE,MTE should be set to zero.
It will then be necessary to make clear that the LDE is
applicable only for measuring displacement in air. In
general, it is necessary to specify the applicability of the
reported LDE, so as to make clear which sensors are not
included in the calculation, as described in para. 4.10.

Although RSS addition of uncertainties is a univer-
sally accepted procedure, note that the use of RSS addi-
tion for errors is not necessarily the current practice of
industry. The internationally recognized Guide to the
Expression ofUncertainty inMeasurement [9] gives little
guidance, assuming that all known errors will most often
be corrected to zero. The procedure for taking the root
sum of squared errors as given in this Standard is merely
a convention, providing a reasonable estimate of errors
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where const p 1,000,271.37.

This formula replaces the computation given in (e)
above. The steps provided in (f) and (g) now proceed
as given.

If the test interferometer system does not allow man-
ual entry of environmental conditions, then the princi-
ples are similar, except that it will be necessary to put the
sensors into an environmental chamber and physically
generate similar combinations of air temperature, pres-
sure, and humidity. The sensor readings indicated by
the test interferometer (not the environmental chamber)
are then entered into the air refraction equations (Edlén
or Ciddor equations), and the results are then compared
with the wavelengths, ?A; hence the corrections, CS, are
applied by the test interferometer system. LDEARC is
then given by the largest absolute difference as before.
ULDE,ARC is equal to the estimated uncertainty in the
equations for refractive index, as stated in the appro-
priate reference.

likely to be encountered by users who are not operating
under environmental conditions that happen to simulta-
neously give the worst performance of all sensors. Note
that the resulting estimated error may be significantly
less than the maximum error that will be encountered
anywhere within the specified envelope of operating
conditions for the interferometer system.
RSS addition is plausible when sensor errors are

uncorrelated with each other and with the original LDE
value from the comparison test. If an air sensor has
a large error at the time of the comparison test, this
assumption is incorrect and causes some double count-
ing of this sensor’s error contribution. Under these con-
ditions, it is recommended that either the comparison
test be repeated with the test interferometer ’s sensor
readings manually entered to match those of the master
interferometer, or a mathematical correction is made
during the error combination. These complications can
be avoided, to some extent, if the environmental sensors
are calibrated prior to performing the comparison test.
Repeat the comparison test if one of the sensors is
defective.
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4.1 0 Reporting Results

A summary of performance evaluation should include
the information in this paragraph. Expanded uncertain-
ties are quoted with a coverage factor of k p 2.
Forms 4.10-1, 4.10-2, and 4.10-3 show an example of a
suitable presentation format, including typical example
results. Note that reporting LIE is optional and that
in the example shown here, the overall performance
evaluation result (Form 4.10-3) gives two values for
LDE — one for measuring displacement in air, and one
for measuring steel. The second of these numbers
includes the error in the material temperature sensor,
while the first does not. For a system that does not
include a material temperature sensor, only the first of
these numbers would be given, and the entries in Form
4.10-2 for material temperature would be marked “not
applicable.” For a system that includes a material tem-
perature sensor, the second LDE value is most relevant,
but (as shown in the example) the first can also be
reported. It would also be permissible to report an LDE
value for displacement in vacuum (excluding all sensor
errors); this is the only number that should be reported
if air pressure and temperature sensors are not part of the
system. For a system that does not include a humidity
sensor, the phrase “displacement in air” should be
replaced by “displacement in air at standard humidity.”
To satisfy the requirements of reference [1], the length-

dependent uncertainty reported should be either dis-
placement in air or, if a humidity sensor is not used in
the system, displacement in air at standard humidity.
By convention, the uncertainty for measuring steel is

computed assuming an expansion coefficient of 12 parts
in 106/°C.
Thus, when reporting one or more LDE values in

Form 4.10-3, it is always necessary to include a descrip-
tion of LDE that is appropriate for the sensors that were
tested. This description is one of the following:

(a) “measuring steel” if material temperature sensor,
air temperature and pressure sensor, and optionally, a
humidity sensor are used. As shown in the example, a
note should be included explaining that the material
temperature sensor uncertainty is evaluated assuming
an expansion coefficient of 12 parts in 106/°C.

(b) “displacement in air” if there is no material tem-
perature sensor but all air sensors present.

(c) “displacement in air at standard humidity” if no
material or humidity sensors are included.

(d) “displacement in vacuum” if no environmental
sensors are included.

NOTES:

(1) There is no requirement in this Standard that all of the calibra-
tions that go into testing an interferometer system be carried
out at the same laboratory. There may arise situations where
the performance evaluation test is done at one laboratory and
the environmental sensors are calibrated at one or more differ-
ent laboratories. All of these results can be combined by one
of the laboratories or by a third party to calculate the overall
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LDE and thus provide an overall figure of merit for the system
(Form 4.10-3), but the report should make clear the origins of
all measurements, with references to appropriate calibration
reports of individual components. If a laboratory performs a
comparison test but does not have access to calibration reports
for the sensors, then that laboratory should use only Form
4.10-1 when reporting results.

(2) The quantities measured by this test can be used to verify an
uncertainty budget as shown in Nonmandatory Appendix A.

5 VERIFYING TEST PERFORMANCE, ESTIMATING
BIAS IN THE TEST, AND UNCERTAINTY OF
RESULTS

This section pertains to estimating uncertainties in
the testing of a laser interferometer and is only intended
for users in calibration laboratories who will be
assigning uncertainties for calibrations of laser interfer-
ometers; other readers need not be concerned by the
details given here. Along with Nonmandatory
Appendix F, this section provides guidance in estimating
uncertainties for the results of the measurements in sec-
tion 4, and presents procedures for demonstrating that
the assigned uncertainties are reasonable.

NOTE: The procedures described in this section are not part of
routine calibration procedures. They are performed once, before
establishing a calibration service. It may never be necessary to
repeat these procedures if a control interferometer is periodically
measured and continues to give results consistent with history,
and if recalibration of important subsystems of the master interfer-
ometer is carried out on a periodic basis as described in
Nonmandatory Appendix D.

It is necessary to estimate the uncertainty of the test
results of section 4; that is, it is necessary to assign an
uncertainty to the measurements of length-dependent
error, LDEC, and the zero drift, D. The uncertainty in
the zero drift may be estimated based on tests described
in para. 5.2.
The uncertainty in the length-dependent error, ULDE,C,

arises from the following three sources:

(a) variations in the interferometer under test

(b) uncertainty in the master interferometer

(c) uncertainty associated with the comparison
procedure
Uncertainties in both the master interferometer and

in the comparison procedure can be further subdivided
into two categories: short-term variations that show up
during repeated runs, and additional uncertainty that
remains constant through a set of runs. All sources of
short-term variability are quantified by the repeatability
of the 10 runs that constitute a test, as measured by
the standard deviation, ?L, of para. 4.6.2. Additional
measurements, as described here, are needed to quantify
errors that do not vary during the 10 runs in a test; these
uncertainties are defined as uc, the uncertainty of the
comparison process that does not vary from one run to
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Form 4.1 0-1  Reporting Results for Intercomparison Test

Comparison  test method     B89.1 .8 — Method 1 :  Folded Path  Method

Test range      0  m  to 2  m

Air refraction  compensation     Enabled

Material  temperature compensation     Disabled (0 parts in  1 06)

Elapsed time prior to starting  measurements   20 min

Readout averaging  mode     Long  term (5 s)

Ambient conditions     23.2°C

      1 01  250 Pa

      56% RH

Length-dependent error (LDEC  ± ULDE,C)   +5 parts in  1 06  ±  0.3 parts in  1 06

Zero drift of test laser over first hour (D ± UD)    1 00 nm ± 5 nm

Length-independent error (LIE ± ULIE)  [Note (1 )]   1 0 nm ± 3 nm

Date of cal ibration      21 -Jan-2001

NOTE:  

(1 )  Optional .

Form 4.1 0-2 Reporting Results for Sensor Calibration

Air temperature sensor test range     1 0°C to 30°C

Maximum air temperature sensor error (ATE ±  UATE)    0.5°C ± 0.1 °C

Air pressure sensor test range     80 kPa to 1 1 0 kPa

Maximum air pressure sensor error (APE ±  UAPE)    1 05 Pa  ± 5 Pa

Air humidity sensor test range     25% RH  to 75% RH

Maximum air humidity sensor error (AHE ±  UAHE)    1 2% RH  ±  3% RH

Material  temperature sensor test range    1 0°C to 30°C

Maximum material  temperature sensor error (MTE ±  UMTE)   0.5°C ± 0.1 °C

Date of cal ibration        21 -Jan-1 999

GENERAL NOTE:  I f any sensors are not part of the system, then  enter “not appl icable”  in  the 

right-hand column.

Form 4.1 0-3 Reporting Overall  Result

Length-dependent error (LDE ±  ULDE)    +5 parts in  1 06  ±  0 .3 parts in  1 06  (displacement in  air)

      +8 parts in  1 06 ± 1  part in  1 06  (measuring  steel )  [Note (1 )]

Zero drift of test laser over first hour (D ±  UD)   1 00 nm ± 5 nm

Length-independent error (LIE ±  ULIE)  [Note (2)]   1 0 nm ± 3 nm

NOTES:  

(1 )  Calculated  assuming a  thermal  expansion  coefficient of 1 2  parts in  1 06/°C.

(2)  Optional .

17



ASME B89.1 .8-2011

the next, and um, the uncertainty of the master interfer-
ometer that does not vary from one run to the next. As
stated in para. 4.6.2, ULDE,C is found by combining these
three sources of uncertainty as follows:

ULDE,C p 2 ? ?? 2
L + u2m + u2c (19)

where

uc p an estimated standard uncertainty of the LDE
that arises from the comparison procedure (pri-
marily from alignment errors). This uncertainty
is evaluated as shown in para. 5.2.

um p the additional standard uncertainty of the mas-
ter interferometer. This depends primarily on
uncertainties in the atmospheric sensors and
vacuum wavelength of the master laser, as dis-
cussed in para. 5.1 .

?L p the uncertainty contribution from run-to-run
variations, as discussed in para. 4.6.2.

5.1 Verifying Performance of the Master
Interferometer: Estimating um

Length-proportional uncertainty of the master inter-
ferometer, um, can be determined through suitable test-
ing supplemented by an uncertainty budget.

Testing is required to verify the length-dependent
uncertainty of the master interferometer. The preferred
method for doing this is to calibrate the master interfer-
ometer system as a whole against a second interferome-
ter system higher up the traceability chain that is
traceable to national or international length standards.
Any other method that provides traceability to national
standards is also allowed. For example, if the master
interferometer is integrated into a system for measuring
the length of physical artifacts, its uncertainty could
also be established by measuring the known length of
a traceable artifact. In either case, the test should provide
an estimate of the LDE of the master interferometer
system and an uncertainty for this value.

Testing determines LDEC (para. 4.6.1 ) and ULDE,C

(para. 4.6.2) for the master interferometer. The determi-
nation of LDEC and ULDE,C is carried out by comparison
of the master to a second interferometer (which might be
described as a super-master) that is traceable to national
standards. This comparison is essentially the same as
any other calibration. However, there are some small
operational details that may be different, and if run-to-
run variations, ?L, are large it is permissible to reduce
this contribution to the uncertainty (see Nonmandatory
Appendix F).

When the measured error of the master interferometer
is LDEC, measured with expanded uncertainty, ULDE,C, a
reasonable expanded uncertainty to assign to the master
interferometer (Um p 2um) would be ?LDEC? + ULDE,C.
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Thus the minimum value that should be assigned to
Um is

Um ≥ ULDE,C + ?LDEC? (20)

This expanded uncertainty, Um, is large enough that
it plausibly accounts for any possible LDEs in the master
interferometer at the time when it was calibrated. Um

should be increased from this value using an uncertainty
budget-type approach to account for any sources of error
that are not tested directly. For example, slow drift in
the calibration of the atmospheric sensors will increase
the uncertainty over time, and this may be included in
Um by adding an estimate of the drift, X, in quadrature
as follows:

Um p ?(ULDE,C + ?LDEC? )2 + X2 (21)

An example showing how Um might be calculated,
including drift of several sensors, is shown in
Nonmandatory Appendix F. Note that according to the
prescription given here, the length-dependent uncer-
tainty claimed for the master interferometer should
never be smaller than the total length-dependent uncer-
tainty with which it is tested.

5.2 Verifying Performance of the Comparison
Procedure: Estimating uc and UD

Uncertainty of the comparison process can be experi-
mentally established by repeated measurements of a
second interferometer system of good quality. The sec-
ond system is herein referred to as the control interfer-
ometer. The testing procedure described below should
be carried out to establish that uncertainty estimates for
the comparison procedure are realistic.
This test involves performing six or more independent

comparisons of the master and control interferometers.
The control interferometer should be of a quality at least
as good as that of the master. The six comparisons are
done according to the prescription of section 4, subject
to the following comments and modifications:

(a) The comparison of master and control interferom-
eters should be carried out using whatever procedures
are used in a standard comparison of the master to a
test interferometer, except where noted otherwise below.
If calibrations are normally done under computer con-
trol, then this comparison should be done under com-
puter control, but if readings are normally taken
manually, the test described here should be done with
manual data collection. The master should be operated
in the same manner that is normally used when testing
interferometer systems. For example, if the master is
normally warmed up for a longer period of time than
recommended by the manufacturer (to achieve greater
stability), it should be tested here in the same manner.
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(b) The control interferometer should be operated in
a manner that gives the best possible results. For exam-
ple, it may be warmed up for a longer period of time
than suggested by the manufacturer if the additional
warm-up improves results.

(c) For a realistic estimate of uncertainty, it is impor-
tant that the six comparisons sample the full variety of
errors that will be encountered during routine testing.
The interferometers should be realigned between each
of the six tests so as to sample alignment errors. The
Abbe offset should be independently readjusted to zero
for each comparison when using comparison Methods 2
or 4 in Nonmandatory Appendix B.

(d) The two interferometers should be tested with the
atmospheric compensation for both interferometers set
to standard conditions. The procedure for this test is as
follows:

(1 ) Six comparisons of the two interferometers
must be carried out, where a comparison consists of 10
runs. For each comparison, follow the procedure in
paras. 4. 1 through 4.5 with the modifications given
above.

(2) Every other comparison should be done in a
reversed configuration. In a normal comparison, the con-
trol interferometer is mounted in the manner normally
used for the test interferometer and the master is
mounted in its usual location. In a reversed configura-
tion, the control interferometer (all components — laser
and optics) is mounted where the master is normally
mounted, and the master is mounted in the manner
normally used for the test interferometer. Denoting a
normal configuration as N, and a reversed configuration
as R, the order of the six comparisons is N, R, N, R, N, R.

NOTE: Whenmaking a reversed test, themaster is still themaster,
for purposes of analysis, even though it is mounted in the reverse
position.

(3) If it is desired, more reliable results can be
obtained by carrying out more than six comparisons,
continuing to reverse the configuration for every addi-
tional comparison as described in (2) above.

(4) Find the standard deviation of the six (or more)
values obtained for LDE. The result is the minimum
value that should be quoted for uc, the contribution to
the uncertainty of LDE that arises from the comparison
procedure. [See Note (1).] If there is reason to believe
that this test might not sample the full range of errors
that will be encountered in everyday testing, it may
be desirable to quote a larger value of uc based on an
uncertainty budget approach, but a smaller value of uc

should never be quoted.

(5) For each of the six comparisons, calculate the
zero drift as in para. 4.6.3. Twice the RMS average of
these six results is the minimum value that should be
quoted for the expanded uncertainty in the zero drift
measurement, UD.
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(6) Although a minimum of six repeated compari-
sons is recommended to obtain a statisticallymeaningful
result, it may be desirable to perform more runs to
improve confidence in the results of this test.

(7) It is not necessary or desirable to do all six tests,
one directly after the other. Rather, they should be spread
out in time as much as practical, so as to sample the
full variety of environmental conditions that might be
encountered in the lab.

NOTES:

(1) LDEs in the control interferometer system need not be known
when determining ucwith this technique; if LDEs in the master
and control interferometers are repeatable, they do not contrib-
ute to the standard deviation. Most repeatable errors that arise
in the comparison procedure will switch signs when the master
and control interferometers are physically interchanged, and
hence will contribute to the standard deviation.

(2) Although the LDE of the control interferometer need not be
known to carry out this test, if the LDE is known from previous
measurements, it would be of much interest to compare the
LDE value measured here with this known value. The two
values should agree within their combined uncertainty.

6 MEASUREMENT EVALUATION

To evaluate like systems from competitive vendors or
make estimates of measurement uncertainty using a
laser interferometer, this section offers a sample uncer-
tainty budget. An uncertainty budget is a method of
combining uncertainties in each of the variables that
affect a measurement, as shown in the sample spread-
sheets of Forms 6-1 and 6-2. For example, in Form 6-1,
the values listed under the heading “Lowest Achievable
Uncertainties of Measurement” combine all the individ-
ual uncertainty components into an overall uncertainty
for several different kinds of measurements. The tables
include both components of uncertainty that are inde-
pendent of the measured length and components that
are proportional to the length. The length-proportional
uncertainties are expressed as parts in 106 (equivalently,
?m/m).
This section of the Standard contains a fill-in-the-

blanks uncertainty budget for users to evaluate their
individual system measurement uncertainty or compare
potential interferometer systems with each other. The
user is expected to fill in appropriate numbers in the
spreadsheets, and then the spreadsheet will calculate
the overall uncertainty of measurement. (The numbers
shown in Forms 6-1 and 6-2 are intended to be realistic,
but these numbers can vary widely in actual practice
and must be replaced with suitable values by the user.)
The evaluation method is broken down into two sec-
tions. The first part of the uncertainty budget deals with
the sources of error associated with the laser interferom-
eter itself. The second part has to do with application
factors, such as environment, laser beam and interferom-
eter alignment, machine temperature, material coeffi-
cient of expansion, etc. The first section is used to
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For:

Laser wavelength:  633 nm

Interferometer:  Single pass

Operating  range of atmospheric parameters:  P = 80 000 Pa  to 1 07 000 Pa  (600 to 800 mm Hg),  T =  1 0°C to 30°C

Al l  uncertainties given  here are expanded uncertainties with  coverage factor k = 2  

1  Laser Wavelength

×1 0
-6

1

Air Refraction Compensation

×1 0
-6

×1 0
-6 1

(g) Total  wa vele ngth  uncertainty 0 .34

Uncertainty

0 .84

1 .54

(a)

(b)

(c)

(d)

(e) Total  length-independent uncertainty 20

1 5

5 Miscellaneous

Lowest Achievable Uncertainties of Measurement

20 nm/°C

0.1 5

Resultant Length Measurement UncertaintyUncertainty in  Physical  Property 

Length Dependent Length IndependentMultiplierUncertainty3 Length-Independent Errors

Length Dependent Length Independent

Length Dependent,
μ m/m

Length Independent,
nm

MultiplierUncertainty

Length Dependent Length IndependentMultiplierUncertainty

Length Dependent Length Independent

Length Dependent,
μ m/m

Length Independent,
nm

Manufacturer's Reported Uncertainty

6 Linear Displacement Measurement in  Vacuum 0.08 25

7  Linear Displacement Measurement in  Air 0.34 25

258 Linear Dimensional  Measurement of Steel  Component in  Air 0.91

9 Linear Dimensional  Measurement of Aluminum Component in  Air 1 .58 25

1 0 Optics Thermal  Drift

wavelengths1 1  Wavefront Aberrations

Optical  and electrical  nonl inearities

Resolution

Noise

Zero offset

0.02 wavelengths
nm

nm

nm

633

0.577

1

1

1 0

3

1 4

1 3

6

3

1 4

0.08

0.1 9

0.1 4

0.23

0.07

0.04

2 Material  Thermal Expansion 

 Compensation

Material  temperature sensor(a) 0.07 °C

(b) Steel  thermal  expansion  compensation      @ 1 2.0 ?  1 0-6/°C

22.0 ?  1 0-6/°CAluminum thermal  expansion  compensation    @(c)

Vacuum wavelength

Air pressure

(a)

(b)

0.08

70
0.1 5

1 5

460

0.04

Air temperature(c) 0.93

0.01 5

0.0001 5

°C

%RH

Pa

Air humidity (@ 30°C)(d)

(e) Carbon  dioxide concentration

Refractive index calculation(f)

4 Zero Drift

1 5 nm 1

0.01 0

0.0027

Form 6-1  Sample Uncertainty Budget:  Errors Predictable by Manufacturer

GENERAL NOTE:  For a  detai led  explanation  of th is spreadsheet, see Nonmandatory Appendix A.
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Lowest Achievable Uncertainties of Measurement

Linear Displacement Measurements

1  In  vacuum 5280.0

2 In  air 5243.0

Linear Dimensional  Measurements of Components in  Air

1 2.0  ?  1 0- 6/ºC@ 5219.0

@ 22.0 ?  1 0- 6/ºC 5285.1

02

51.0

7  Possible Misalignment 0.4

(a)

80.0

30.0

0.09

8 Air Temperature Effects

(a) o
C 0.28

9 Part Temperature Effects for Steel @ 12.0 ?  1 0-6/ºC

(a) °C 0.60

(b) Deviation  from 20°C 0.5 °C

Uncertainty in  expansion  coefficient 05.0

Total  uncertainty from setup-dependent part temperature effects

1 0 Optics Thermal  Drift

Possible drift in  optics temperature 6

1 1 Deadpath

(a)

(b)

(d)

1332.1

Manufacturer's Reported Uncertainty

Additional  Sources of Uncertainty

Summary

3 Steel  thermal  expansion

4 Aluminum thermal  expansion

Length-Dependent

Uncertainty, μm/m

Length-Independent

Uncertainty, nm

5 Optics Thermal  Drift

6 Wavefront Aberrations

Beam diameter

Cosine error

Effect of aberrations

Total  alignment uncertainty

mm/m

mm

(d) 0.78

5

Uncertainty from gradient 0.3

wavelengths

nm/°C

Uncertainty from gradient

1(c)

(a) 0.3 °C

Possible deadpath error

Deadpath  length

Possible air temperature change

Possible air pressure change(c) 1 00

0.1 °C

mm50

1 2 Final  Interferomtry Uncertainty for Measurement of Steel  Part in  Air

1 3 Total  Uncertainty, When Part Length Is 0.5 m, Will  Be 61 8 nm

Length-Dependent

Uncertainty, μm/m

Length-Independent

Uncertainty, nm

Length-Dependent

Uncertainty, μm/m

Length-Independent

Uncertainty, nm

?  1 0-6/°C

(b)

(c)

(d)

Pa

1 8

0.05

Form 6-2 Sample Uncertainty Budget:  Combining Manufacturer’s Reported Uncertainty 

With Additional  Sources of Error for a  Metrology Laboratory

GENERAL NOTE:  For a  detai led  explanation  of this spreadsheet,  see Nonmandatory Appendix A.  Also note that,  

in  many environments, factors such  as air temperature gradients or deviations of the measurement temperature 

from 20°C may be much  bigger than  the values given.
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compare interferometer systems from different vendors
and relies primarily on data obtained from the manufac-
turer. The uncertainties given in this form would be
expected to be consistent with the results of the testing
described in section 4. The second part of the uncertainty
budget is filled out, evaluated, and combined with the
first part to arrive at a total estimate of the uncertainty in
a real-world length measurement. In the second section,
estimates of the various sources of error are provided
and with proper caution could be used as is or with
other values substituted, as experience and circumstance
dictate.
Once the blanks have been filled in, each of the quanti-

ties is squared. All squared estimates are then summed
and the square root of the sum is taken. The result is a
final number, usually expressed in parts per million
(parts in 106), that is the final uncertainty value. To make
these calculations easier for the user, an Excel spread-
sheet is availab le from the ASME B89 website
(go.asme.org/B89committee) as part of this Standard.
Nonmandatory Appendix A will provide detailed infor-
mation for filling in and evaluating the uncertainty
budget.

NOTE: As a practical matter, the various components of an inter-

ferometer can be tested at different laboratories and combined via

the uncertainty budgets (or equivalently, the procedure described

in paras. 4.7 through 4.9) to obtain a valid B89 test of an interferome-

ter system.
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NONMANDATORY APPENDIX A
UNCERTAINTY BUDGET FOR INTERFEROMETRIC

LENGTH MEASUREMENTS

A-1 INTRODUCTION

This Nonmandatory Appendix covers errors in inter-
ferometric length measurements. The purpose of this
Nonmandatory Appendix is to alert the reader to signifi-
cant sources of error and to provide a framework for
estimating the uncertainty of a measurement (see also
the practical discussion of avoiding errors in
Nonmandatory Appendix C) . Although most of the
errors covered here are common to any interferometric
measuring process, the emphasis is directed toward
fringe-counting displacement interferometry over dis-
tances typically encountered in manufacturing pro-
cesses, ranging from submillimeter to tens of meters.
Errors particular to other types of systems, such as

multicolor interferometry based on the method of exact
fractions, are beyond the scope of this Nonmandatory
Appendix. In addition, this Nonmandatory Appendix
considers only static errors in the interferometer.
Dynamic applications require corrections for time delays
that might be introduced by electronics or data pro-
cessing (including analog or digital filtering). Further-
more, it should be emphasized that the errors considered
in this Nonmandatory Appendix are primarily those
associated with interferometric measurement of the dis-
placement of a moving retroreflector, not the entire range
of errors associated with measuring a physical artifact.
Any real measuring system that employs interferometry
(either directly, to establish the scale, or indirectly, to
map certain mechanical errors) will be subject to many
sources of error in addition to those discussed here.
These include errors arising from Abbe offsets in con-
junction with angular imperfections of the measuring
machine (pitch, yaw, and roll errors), misalignment of
the interferometer measurement axis with the dimension
to be measured, and small-scale errors in defining loca-
tions of specified features, such as errors in the probing
system, errors arising from finite sampling of imperfect
feature geometry, or errors due to dirt on the surface of
the feature.

This Nonmandatory Appendix only summarizes all
the possible error sources that affect interferometric mea-
surements. Numerical values given for uncertainties in
this Nonmandatory Appendix are all expanded uncer-
tainties with a coverage factor of k p 2 (estimated two-
sigma values). Except where explicitly stated otherwise,
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normal distributions may be assumed and, conse-
quently, kp 2 corresponds to a 95% confidence interval.

A-2 SOURCES OF ERROR

Errors may be divided into several general categories,
including errors proportional to length, errors indepen-
dent of length, and errors from miscellaneous sources.

A-2.1 Errors Proportional to Length

Table A-2.1-1 lists some of the larger sources of error
that are proportional to the measured length. The table
shows the magnitude of the uncertainty in a physical
quantity that would produce a 1 ? 10-7 (0.1 ?m/m)
fractional uncertainty in the measured length. Para-
graphs A-2.1.1 through A-2.1.3 give a brief description
of these errors and some additional, smaller errors.

A-2.1 .1 Wavelength Errors. An interferometer mea-
sures length in terms of the wavelength of some laser
radiation in air. Typically the total uncertainty in wave-
length arises from the following two contributions:

(a) a small uncertainty in the vacuum wavelength of
the laser

(b) larger uncertainties due to determination of the
index of refraction of air (or compensation value) that
is required to relate the vacuum wavelength to a wave-
length in air

NOTE: This two-step process (stabilizing the vacuumwavelength
and determining the wavelength in air from the index of refraction)
is not universally employed; it is also possible to determine the
wavelength in air directly. This method is not used widely and
will not be discussed here, other than to note that the accuracy
depends on the mechanical stability of wavelength-sensitive ele-
ments, the quality and stability of associated electronics, and possi-
b le differences in air temperature (or other atmospheric
parameters) between the wavelength-sensing element and beam
path.

At present, almost all interferometers employ a red
(633 nm) He–Ne laser as a light source. The vacuum
wavelength of this laser is easily determined by compar-
ing the laser frequency to the frequency of an iodine-
stabilized laser, an internationally recognized fre-
quency/wavelength standard. The intrinsic uncertainty
of this calibration is very small (uncertainties smaller
than one part in 1010 are routinely achievable), so that
as a practical matter, the uncertainty in vacuum wave-
length is determined by drift of the laser wavelength
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Table A-2.1 -1 Major Length-Dependent Errors: Uncertainties in Various Physical Parameters That
Produce a 0.1 Part in 1 06 Uncertainty in Interferometric Length Measurements

Physical Quantity Variation Causing a 0.1 Part in 106 Change in Measured Length

Vacuum wavelength 0.00006 nm (0.1 parts in 106 of 633 nm)

Air pressure 37 Pa (0.28 mm of Hg)

Air temperature 0.1 1 °C (0.20°F)

Humidity 12% RH at 20°C

CO2 concentration 670 parts in 106

Part temperature 0.01 °C for steel; 0.005°C for aluminum

Uncertainty in expansion coefficient 1 part in 106/°C (if part temperature is 0.1 °C away from 20°C)

Alignment 0.45 mm/m (? p 0.45 mrad)

GENERAL NOTE: Entries in the table have been calculated for visible light and standard conditions (P p 101 325 Pa p 760 mm, Tp 20°C,

RH p 50%). See the accompanying text for a discussion of additional errors that are not expected to ever be as large as 0.1 parts in 106.

between calibrations. In almost all cases, the vacuum
wavelength does not drift by more than 0.1 parts in
106/yr (unless the stabilization electronics fail or optical
components become badly misaligned), and some lasers
achieve better than this level of stability over the lifetime
of the tube.
For other types of lasers, it may be more difficult to

determine the vacuum wavelength. For some types of
lasers there is little information available regarding the
long-term stability of the vacuum wavelength.
Larger errors are associated with determination of the

index of refraction of air. The index of refraction may
be determined by one of several methods, such as the
use of a refractometer, multicolor interferometry, or cal-
culation of the index of refraction based on measure-
ments of the atmospheric temperature, pressure, and
humidity. The last of these methods is most commonly
used and is the subject of the following uncertainty
analysis. At present, the index of refraction is most com-
monly calculated using some form of the Edlén equation
[27–29] or the Ciddor formulation [29–32].
The Edlén or similar equations provide a method for

calculating the index of refraction of air when the pres-
sure, temperature, and atmospheric composition are
known. It is usually assumed that the composition of
the air varies only due to change in the content of water
vapor. This assumption is not always justifiable if accura-
cies on the order of 0.1 parts in 106 are required, because
elevated levels of carbon dioxide can cause errors of this
magnitude. Other atmospheric contaminants, such as
vapor from industrial solvents, might produce similar
errors if present in high concentrations.
The expanded uncertainty of updated versions of the

Edlén equation is believed to be 0.02 parts in 106 when
operating near standard conditions, or about 0.04 parts
in 106 over a range of operating conditions characteristic
of commercial interferometers. Uncritical application of
Edlén’s original version of the equation without the later
modifications may give errors in excess of 0.1 parts in
106.
Measurements of pressure and temperature are usu-

ally the major sources of error in determining the index
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of refraction. For a red laser and near-standard atmo-
spheric conditions, an error in pressure measurement of
130 Pa (1 mm Hg) will result in an error (proportional
to the length measured) of 0.36 parts in 106. The same
error would occur if air temperature measurement were
in error by 0.4°C.
Humidity measurements are much less critical than

pressure and temperature measurements; even if humid-
ity is not measured but is simply assumed to be 50%,
the maximum measurement error at 20°C is 0.4 parts in
106. At 40°C, this maximum error increases to 1.3 parts
in 106.
Carbon dioxide levels are not usually measured. In a

small room with several people present, CO2 levels will
be elevated, but the resulting error is not expected to
exceed 0.1 parts in 106, even in extreme conditions.

A-2.1 .2 Part Temperature. Many commercial inter-
ferometers provide part temperature measurement as a
component of their overall system. Two sources of error,
both associated with part temperature, are often major
components of the overall length-dependent measure-
ment error.

(a) An error in temperature measurement of ?T pro-
duces a fractional error in a measured length of ? ? ?T,
where ? is the coefficient of expansion. For steel, ? can
range from 10.5 parts in 106/°C to 13 parts in 106/°C;
in this Standard, 12 parts in 106/°C is used as a typical
value.

(b) An additional error arises from uncertainty of the
coefficient of expansion, ?, when measurements are not
performed exactly at 20°C (68°F). If the uncertainty is
?? and measurements are carried out at temperature T,
the resulting uncertainty is ?? ? ?T − 20 ? . For steel, ?
is often uncertain by about 1 part in 106/°C.

A-2.1 .3 Alignment Errors. Errors result from mis-
alignment of the laser beam with the direction of the
displacement of the retroreflector. If these two directions
are misaligned by an angle ?, the resulting error in mea-
suring a length L is equal to

(cos? − 1)L ≈ −L? 2/ 2
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where L is the distance measured, and the angle ? is
measured in radians. Alignment errors are apparent in
that the beam “walks” across the receiver during the
displacement. If the return beam moves across the
receiver by a distance d when the retroreflector is dis-
placed a distance x, then the misalignment is ? p (d/2x)
for a single-pass interferometer.
This alignment error always makes the measured path

look smaller than the actual value of the displacement
of the retroreflector. The user of an interferometer should
attempt to estimate a typical alignment error and correct
his/her measurements accordingly. More precisely,
according to Section F.2.4.4 in reference [9], the user
should estimate a standard uncertainty for the align-
ment, u(?), and add to the measured length an estimated
correction factor, L[u(?)]2. Note that there is no factor of
1⁄2 here if it is assumed that angular errors can occur in
two dimensions. The corresponding expanded uncer-
tainty in the measured length, with a coverage factor
of two, is 2L[u(?)]2. If the estimated alignment error,
including the usual coverage factor of two, is denoted
as ?? [so that ?? p 2u(?)] , then the estimated expanded
uncertainty of the measured length is L(??)2/2.

NOTE: In addition to the alignment error described here, which
is intimately associated with the interferometry and always makes
the measured path look smaller than its actual value, there are often
additional alignment errors associated with specific measurement
tasks; in some cases these errors may make the measured dimen-
sion appear too big while in other cases it will appear too small.

A-2.2 Errors Independent of Length

These errors are typically not as important as the LDEs
discussed in para. A-2.1, except when measuring small
displacements of 100 mm or less.

A-2.2.1 Fringe Interpolation. Interpolation errors
may arise from polarization mixing or frequency mixing
in two-frequency systems, poor mode purity of the laser,
reflections from optical surfaces in the beampath, imper-
fections in the interpolation electronics, or misalignment
of a polarizing beamsplitter relative to the laser head.
Methods of detecting such errors are discussed in refer-
ences [14–17]. The combined effect of these errors is
usually less than 10 nm for commercial systems, but
some exceptions are noteworthy. The resolution of the
interferometer display also sets a limit on the minimum
possible interpolation errors. Some interferometer sys-
tems have no subfringe resolution and consequently
have relatively large interpolation errors.

A-2.2.2 Air Dead Path Error. Some commercial sys-
tems can automatically correct for dead path errors. If
no such correction is used, then uncorrected dead path
errors will give rise to an uncertainty in the measure-
ment. This uncertainty is usually not significant unless
the fringe-counting electronics are zeroed at a position
where the moving retroreflector is far from the remote
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interferometer. Dead path errors result when the follow-
ing two conditions simultaneously occur:

(a) There is a difference in the air paths between the
reference arm and measuring arm of the interferometer
at the point where the interferometer is zeroed. Typically,
the reference arm is very short, and the difference in air
paths is of marginal importance if the interferometer can
be zeroed when it is located close to the interferometer’s
beamsplitter. If it is necessary to zero the interferometer
when the retroreflector is far from the beamsplitter, care
must be taken to account properly for dead path errors.

(b) There is a variation in laser wavelength during a
measurement. Most commonly, the wavelength varies
in response to variations in pressure or possibly temper-
ature, resulting in variations of the index of refraction. In
unusual circumstances, the variations might arise from
variations in the vacuum wavelength of the laser, partic-
ularly if optical elements in the beam path cause small
reflections back into the laser that can result in substan-
tial fluctuations in the laser frequency.
If a displacement is calculated using the compensation

value updated at the end of the measurement, then the
dead path error can be simply expressed as an error
independent of length (a shift in the interferometer zero
position). The magnitude of the error for a single-pass
interferometer is

(air dead path length) ? (??/?)

where

(??/?) p the fractional change in wavelength

For example, if the uncompensated distance is 0.5 m
and a pressure variation of 133 Pa (1 mm Hg) causes a
corresponding change in wavelength (??/?) p 0.36 parts
in 106, then the dead path error would be 180 nm. Addi-
tional errors proportional to length will occur if the
displacement is not calculated using the compensation
value current at the end of the measurement. Dead path
is oftenmisinterpreted; consult a more detailed reference
if it is necessary to make significant dead path
corrections.

A-2.2.3 Optical Thermal Drift. Variations in the opti-
cal path length due to temperature variations of optical
components may be a problem in systems not specifi-
cally designed to compensate for this effect. Even com-
pensated systems will exhibit drift if heating of all
optical components is not uniform, or if the optical com-
ponents are not mounted well within their metal hous-
ings. Many systems exhibit a zero-point drift on the
order of 1 ?m/°C change in the optics temperature. For
some interferometer designs, the zero drift, as described
in section 4, may be a consequence of optics thermal
drift of components mounted in the interferometer head,
subject to heating as the head warms up. However, this
is a separate entry in the spreadsheet, to be distinguished
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from the thermal drift associated with changes in ambi-
ent temperature.

A-2.3 Miscellaneous Sources of Error

Other sources of error that might become important
in some circumstances are listed below.
(a) Gross errors may occur if the interferometer mis-

counts fringes or if there are computational errors in the
interferometer firmware. Electronic faults or sensitivity
of the electronics to electrical interference at any point
in the circuit may cause errors of any magnitude. Large
errors may occur if the interferometer does not detect
beam interruption correctly.
(b) Electronics noise may produce significant random

fluctuations in the results. Noise in the fringe interpola-
tion circuitry might generate small errors independent
of displacement, and noise in environmental sensors can
generate errors that increase with increasing
displacement.
(c) Optics flatness and wavefront aberrations or tilt

may cause small errors. If the reference and measure-
ment wavefronts are aberrated or if they are tilted rela-
t ive to each other (a consequence of improperly
manufactured corner cubes), then the phase of interfer-
ence varies across the region of overlap of the two beams.
Any variation in the overlap of the measurement and
reference beams will then give rise to an error in the
measured length. A change in overlap will occur, for
example, if the interferometer is misaligned by an angle
? and is displaced by some distance x, so that the return
beam shifts in position by 2?x. For plane mirror interfer-
ometers, similar errors occur when the angle of the plane
mirror rotates as it is displaced.
The magnitude of the resulting errors (usually very

small) may be estimated as follows. Suppose that the
wavefront tilt or aberration across the reference andmea-
surement beams is a fraction ? of the wavelength ? (typi-
cally ? is on the order of 1⁄8 wavelength or larger). If
misalignment causes the measurement beam to shift rel-
ative to the reference beam by an amount equal to its
radius, it can be expected that the resulting error will be
somewhat smaller than ??. Because the shift in relative
position of the two beams, 2?x, is proportional to dis-
placement, the resulting error can be approximated as
an error proportional to the measured displacement, x,
as follows:

error from wavefront aberrations and misalignment ≈

??(2?x/r)

where r is the beam radius.
(d) Air turbulence can give rise to significant errors

in certain applications. The amplitude of fluctuations
due to air turbulence is expected to increase approxi-
mately as the square root of distance between the inter-
ferometer ’s beamsplitter and the moving retroreflector.
In a quiet laboratory, fluctuations when measuring a
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4-m path are on the order of 0.25 ?m over a 10-s time
interval.

(e) Mechanical vibrations may significantly limit
interferometer performance.

(f) Some interferometer systems are subject to a one-
count ambiguity following zeroing of the interferometer.

(g) Other small effects should be mentioned, although
they are unlikely to cause significant problems. Diffrac-
tion of the laser beam, for example, typically does not
cause a problem except whenworking at very high accu-
racy in the infrared. Pitch or yaw of a solid retroreflector
by angles in excess of 1 deg must be avoided or small
errors will result. Finally, with an unfavorable setup,
small variations in the angle of the laser head relative
to the interferometer can generate errors. Although these
errors are typically very small in magnitude, under some
circumstances they can be much larger than would be
calculated based on the previous discussion of align-
ment errors.

A-2.4 Summary: Error Sources and Methods for
Estimating the Corresponding Measurement
Uncertainties

Table A-2. 4-1 shows a quantitative summary of
sources of uncertainty in interferometric length mea-
surements. The table shows how to calculate the contri-
bution to uncertainty of a measured length, L, arising
from an uncertainty, ?, in some physical quantity. (In
short, it gives the sensitivity coefficients for uncertainty
computation.) For example, if the uncertainty in pres-
sure measurement, ?P, is 1.5 mm Hg, the corresponding
uncertainty, ?L, in measurement of a length L p 2 m
can be derived from the third formula in the right-hand
column of Table A-2.4-1.

?L p (?P) (0.36 ? 10-6)L p 1.5 ? (0.36 ? 10-6) ? 2

p 1.08 ? 10-6 m (1.08 ?m)

Similarly, if the manufacturer states that optics ther-
mal drift ?p 1 ?m/°C, and if temperature fluctuations
with a 1-sigma distribution of ?T p 0.1°C are expected
during a measurement, then the corresponding 1-sigma
uncertainty from Table A-2.4-1 is

?(?T) p (1 ?m/°C) ? (0.1°C) p 0.1 ?m

and is independent of L.
In Table A-2.4-1, the values given for uncertainties in

determining the index of refraction are calculated for
visible light and assuming standard conditions (P p
760 mm Hg ≈ 101 325 Pa, T p 20°C, and H p 50%)
unless stated otherwise. Values for relative humidity are
given at several temperatures because the temperature
dependence here is dramatic. (By contrast, results for
absolute humidity are nearly independent of tempera-
ture.) In the table, a quantity such as ?P could be inter-
preted as either the standard uncertainty or an expanded
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Table A-2.4-1 Quantitative Effects of Various Sources of Error

Physical Quantity Units Uncertainty in Length, L

Vacuum wavelength, ? . . . (??/?)L

Air pressure, P Pa (?P) (0.0027 ? 10−6)L

mm Hg (?P) (0.36 ? 10−6)L

Air temperature, T °C (?T) (0.93 ? 10−6)L

°F (?T) (0.51 ? 10−6)L

Humidity, H Pa (?H ) (0.00036 ? 10−6)L

mm Hg (?H ) (0.048 ? 10−6)L

%RH at 20°C (?H) (0.0085 ? 10−6)L

%RH at 30°C (?H ) (0.015 ? 10−6)L

%RH at 40°C (?H ) (0.027 ? 10−6)L

Edlén equation (near standard conditions) . . . (0.02 ? 10−6)L

CO2 concentration, C parts in 106 (?C) (0.00015 ? 10−6)L

Part temperature, T units of ?, T, and L ?(?T)L

(with coefficient of expansion, ?) must be consistent

Expansion coefficient, ? . . . ??⎮ T−T0⎮ L, T0 p 20°C p 68°F

Interferometer alignment, ? rad (??2/2) ? L

Interpolation error, ? fraction of ? ??

Dead path of length, d . . . d(change in ?)/?

Optics thermal drift, ? ? and ?T must have ?(?T) , where ?Tp estimated possible change in

consistent units optics temperature

Optics flatness/wavefront aberration . . . See text for possible methods of estimating.

GENERAL NOTE: This table shows how to calculate components of the uncertainty of a length measurement that arise from uncertainties in

various relevant quantities (with the uncertainty in some quantity X denoted ?X) . The formulas given in th is table were used to calculate the

numerical uncertainties in Form 6-2. The sensitivity coefficients given in th is table for relating uncertainties in pressure, temperature, humidity,

and CO2 concentration to the uncertainty in length measurement are all calculated for atmospheric conditions near standard conditions

(P p 101 325 Pa p 760 mm, Tp 20°C, H p 50%), with the exception of the coefficients for relative humidity at 30°C and 40°C.

uncertainty. However, the quantity ?? must be interpre-
ted as an expanded uncertainty with a coverage factor
of k p 2, for reasons discussed previously.
The uncertainty budget could be broken down yet

further. For example, consider the measurement of air
temperature or pressure. Contributions to the uncer-
tainty in the measurement would include

(a) uncertainty in the calibration of the sensors,
including uncertainty due to uncalibrated nonlinearities
in the sensors

(b) uncertainty due to instrument drift between
calibrations

(c) uncertainty due to spatial variations between the
point of measurement and the actual air path in the
measurement arm

(d) uncertainty due to temporal drifts, if temperature
and pressure are not measured at the same time that
displacement is computed (e.g., in a system where a
compensation value is entered before beginning the
measurement)

A-2.5 Finding the Total Uncertainty

The uncertainties above, along with other uncertain-
ties not included in the table, such as air turbulence,
should be combined in quadrature to obtain the total
estimated uncertainty. (Variances — the squared uncer-
tainties — are added arithmetically to obtain the total
variance, and the square root of the total variance gives
the total uncertainty.) The resulting uncertainty estimate
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is applicable to a single measurement. If nmeasurements
are averaged, uncertainties due to errors that are not
correlated between one measurement and the next can
be reduced by a factor of 1/?n. For example, air turbu-
lence or electronic noise will be uncorrelated from one
run to the next, and the resulting uncertainty in an aver-
aged result will be reduced by 1/?n (whereas an error
in the vacuum wavelength will usually be the same for
all the measurements and therefore will not be reduced
in the averaged result). Some errors, such as dead path
errors, may be correlated over a period of several hours
(as a weather front passes) but uncorrelated over longer
periods of time.

A-3 SAMPLE UNCERTAINTY BUDGET

Forms 6-1 and 6-2 show sample uncertainty budgets.
Form 6-1 is an uncertainty budget that might be used

by a manufacturer to estimate the accuracy that the
system could achieve with a perfect setup under ideal
circumstances. It includes a format that the manufac-
turer might use to report this attainable uncertainty.
Form 6-2 is a user ’s uncertainty budget; it adds

expected setup errors to the manufacturer ’s specified
uncertainty and thus estimates the final uncertainty of
a measurement (excluding errors associated with the
measuring machine, such as probing errors). This exam-
ple considers a single-pass system with a 633-nm laser
operating over a typical range of conditions. It is



ASME B89.1 .8-2011

assumed that the system includes a complete weather
station — even measurement of relative humidity —
but does not measure CO2 concentration.

A-3.1 Manufacturer’s Uncertainty Budget

The uncertainties in the two right-hand columns of
Form 6-1 are calculated from entries in the first column
by using the multiplication factors (sensitivity coeffi-
cients) shown. These factors are either explained in this
section or are given in Table A-2.4-1. Paragraphs A-3.1(a)
through (l) give a line-by-line explanation of the uncer-
tainty budget.
(a) Line 1 (a) — Vacuum Wavelength. The expanded

uncertainty is estimated at 0.08 parts in 106 (0.00008 nm
for the 633-nm laser used here).
Up to this point, sensitivity coefficients and methods

for combining uncertainty have been discussed, but
methods for estimating underlying uncertainties have
not been described. Methods of estimating uncertainties
based on some underlying assumptions are discussed
in detail in references [9], [33], and [34].
For the example given here, the numerical estimate

for the uncertainty in vacuum wavelength might be
based on expected variations of the laser vacuum wave-
length over the lifetime of the laser (a manufacturer’s
specification) or, if the laser is periodically recalibrated,
it might reflect variations expected during the interval
between recalibrations. For example, if the largest frac-
tional variation observed between several recalibrations
is ±0.07 ? 10-6, and if the uncertainty distribution is
modeled as uniform over this interval, then the corres-
ponding k p 2 expanded uncertainty is 0.07 ? 10-6 ?
2/?3 p 0.08 ? 10-6. This is a plausible estimate of the
uncertainty. This uncertainty makes only a small contri-
bution to the overall uncertainty budget.

(b) Line 1(b) — Air Pressure. The pressure uncertainty
might be a combination of two or more factors added
in quadrature, as follows:

(1 ) expanded uncertainty at time of calibration p
25 Pa

(2 ) expanded uncertainty due to drift between
recalibrations p 65 Pa

(3) total pressure expanded uncertaintyp 70 Pa
Here the total expanded uncertainty (70 Pa) is found

by combining the individual sources of uncertainty in
quadrature

?(25)2 + (65)2 p 70

The component of expanded uncertainty that accounts
for drift between calibrations (65 Pa) might be estimated
in a manner similar to the previous discussion of the
variations in vacuum wavelength — either on the basis
of manufacturer ’s specification or, preferably, on the
basis of repeated calibrations, from which a square uni-
form distribution can be assigned. The uncertainty at
the time of calibration itself might be further broken
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down into components, such as the uncertainty of the
master barometer, hysteresis effects, and possible uncor-
rected errors due to uncompensated nonlinearities in
the instrument. If the pressure sensor is calibrated at
a single temperature, it may also be necessary to add
additional uncertainty to account for possible variations
in the pressure calibration with changing temperature.

(c) Line 1(c) — Air Temperature. Temperature uncer-
tainty might be estimated in a manner analogous to
Line 1(b).

(d) Line 1 (d) — Uncertainty in Air Humidity. This
uncertainty should reflect both the uncertainties in the
sensor calibration and expected drifts. The correspond-
ing uncertainty in length measurement has been esti-
mated for worst-case conditions, using the
multiplication factor appropriate at 30°C, the upper end
of the manufacturer ’s recommended operating range.

(e) Line 1(e) — CO2 Concentration. It is assumed that
CO2 is not measured. CO2 levels can be elevated in
poorly ventilated areas. If values for CO2 concentration
characteristic of outside air are used in the compensation
calculation (as is commonly done), then the errors due
to excess CO2 indoors will represent a bias rather than
a random distribution about the mean, a situation that
should ideally be avoided according to reference [9] .
This complication will not be covered here. Variations
in CO2 concentrations depend on details such as the
number of people in a lab and the rate of air flow from
the outside; likely variations can be estimated only
crudely from anecdotal reports. It is assumed that CO2

concentration can vary by at most 400 parts in 106 from
the value used by the compensation software. Taking
this as the half-width of a square distribution, a value
for the expanded uncertainty of 460 parts in 106 may be
assigned. This is expected to be a conservative estimate
for almost all cases of practical interest.

(f) Line 1 (f) — Refractive Index Calcu la tion . The
expanded uncertainty of 0.04 parts in 106 is larger than
Birch and Downs’ estimate [27] because the interferome-
ter operates over a wide range of environmental condi-
t ions. If the test of para . 4 . 8 reveals significant
mathematical calculation errors, then it would be neces-
sary to increase this uncertainty to account for these
errors.

(g) Line 1 (g) — Total Wavelength Uncertainty. Total
wavelength uncertainty is the quadrature sum of the
entries in Lines 1(a) through 1(f)

?0.082 + 0.192 + 0.142 + 0.232 + 0.072 + 0.042

p 0.34 parts in 106

(h) Lines 2 (a ) Through 2 (c) — Materia l Thermal
Expansion Compensation. The length-dependent uncer-
tainties are calculated assuming an expanded uncer-
tainty of 0.07°C in the material temperature sensor
[estimated in a manner analogous to Line 1(b) or 1(c)]
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and an expansion coefficient of 12 parts in 106 for steel
or 22 parts in 106 for aluminum.

(i) Lines 3 (a ) Through 3(e) — Length-Independent
Uncertainties. Optical nonlinearity and electronic inter-
polation errors have been combined and expressed as
a fraction of a wavelength interpolation error. The reso-
lution uncertainty is then estimated. It is assumed that
the display resolution is 10 nm and that the electronics
rounds off to the nearest 10-nm increment. For a square
distribution, the expanded uncertainty, k p 2, is deter-
mined by multiplying by 1/?3, giving the 6-nm uncer-
tainty shown in the right-hand column. To this
uncertainty, additional uncertainty from noise in the
fringe interpolation must be added. Also, it must be
recognized that the measurement of any length interval
includes additional uncertainty in establishing the zero
point. This zero point uncertainty is affected by optical
and electrical nonlinearities, noise, and resolution, and,
in some systems, may also include additional sources
of error, depending on details of how the zeroing is
implemented. If the zero offset error is assumed to be
influenced by the same nonlinearities, resolution, and
noise as are other readings, then the uncertainty is 14 nm
[the quadrature sum of Lines 3(a), 3(b), and 3(c)] .
All of these uncertainties are added in quadrature to

give the total length-independent expanded uncertainty
in Line 3(e). This number should be consistent with the
manufacturer’s reported LIE.

(j) Line 4 — Zero Drift. If the interferometer is used
without any extended warm-up after indicating “ready,”
then the zero drift, D, as measured in section 4, may
contribute to the measurement uncertainty. A reasonable
estimate of the uncertainty can be obtained by assuming
that errors are uniformly distributed over the range ±D,
so that the expanded uncertainty would be 2D/?3. Thus,
if D were 13 nm, the expanded uncertainty entered in
Line 4 would be 15 nm, as shown.

(k) Line 5 — Miscellaneous. This category includes
other small error sources, such as diffraction.

(l) Manufacturer’s Reported Uncertainty. These uncer-
tainty estimates can be combined to estimate the attain-
able accuracy whenmeasuring displacement in vacuum,
displacement in air, or the length of a physical artifact,
such as a steel artifact with coefficient of expansion
12 parts in 106/°C, a representative choice for high-
accuracy manufactured parts.
These results are given in Lines 6 through 9. The uncer-

tainty has two components: one proportional to length,
given in the middle column, and one independent of
length, given in the right-hand column. The length-inde-
pendent uncertainty here arises from fringe interpola-
tion errors and zero drift [Lines 3(e) and 4]. The length-
dependent error is the quadrature combination of one
or more of the following uncertainties:

(1 ) displacement in vacuum [Lines 1(a) and 5].

(2) displacement in air [Lines 1(g) and 5].
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(3) measurement of steel [Lines 2(b) and 7]. This
uncertainty should be consistent with the B89 LDE test
result for steel.

(4) measurement of aluminum [Lines 2(c) and 7].
A manufacturer can give a user sufficient information

to assess measurement uncertainty by reporting these
numbers and also including specifications for optics
thermal drift and wavefront aberrations. These last two
specifications are given in Lines 10 and 11.

A-3.2 User’s Uncertainty Budget

This manufacturer ’s information can be combined
with additional, user-dependent sources of uncertainty
to find the total uncertainty of an interferometric mea-
surement. An example is shown in Form 6-2. This exam-
ple would likely have to be modified to fit the particular
circumstances of an individual user, but it can provide
guidance in constructing an uncertainty budget for a
measurement. The manufacturer’s reported uncertainty
from the previous spreadsheet is repeated in Lines 1
through 6. Setup-dependent errors are combined with
this uncertainty to assess the overall uncertainty of a
measurement. For the example shown, it is assumed
that the part is steel (with an expansion coefficient of
12 parts in 106/°C). Sensitivity coefficients used by this
spreadsheet are either from Table A-2 . 4-1 or are
described in paras. A-3.2(a) through (g).

(a) Misalignment errors are treated in Lines 7 through
7(d). For the example considered here, the user estimates
that the laser beam is aligned with an estimated standard
uncertainty of 0.2 mm/m (or 0.2 mrad). (This estimate
might be based on an expert judgment of how small a
misalignment can be seen with confidence. Based on
this estimate, a square distribution might be assigned
and the standard uncertainty obtained. Other equally
valid methods of assigning the standard uncertainty
based on expert judgment are discussed in reference [9] .)
The user corrects the length measurements using this 1-
sigma error estimate and then multiplies this uncer-
tainty by the coverage factor of two to give the value
of 0.4 mm/m shown in Line 7. The corresponding frac-
tional expanded uncertainty in measuring length, L, due
to cosine error is (0 . 0004) 2/ 2 p 0. 08 parts in 1 0 6

[Line 7(b)] .
The 0.15? specification for wavefront aberration is

taken into account by approximating its effect as an error
proportional to length and misalignment, as described
in para. A-2.3. To calculate the effect, it is necessary to
know the laser beamdiameter that is entered in Line 7(a).
The resulting uncertainty is given in Line 7(c). These two
alignment-related errors are combined in quadrature to
give the result in Line 7(d).

(b) The user assigns additional uncertainties for tem-
perature effects. Unmeasured air temperature gradients
are estimated and increase the air temperature expanded
uncertainty by the amount entered in Line 8(a).
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(c) Unmeasured temperature gradients can also
increase the uncertainty in part temperature. The esti-
mated additional temperature uncertainty is entered
into Line 9(a). The length uncertainty in the second col-
umn of Line 9(a) is calculated assuming an expansion
coefficient of 12 parts in 106/°C.
An additional temperature-related uncertainty arises

from the uncertainty in the coefficient of expansion
[Line 9(c)] and the departure of the part temperature
from the reference temperature [Line 9(b)] . The resulting
uncertainty [second column of Line 9(c)] is combined
in quadrature with the uncertainty in Line 9(a) to give
the uncertainty in Line 9(d).

(d) The expanded uncertainty due to optics thermal
drift is calculated using the possible drift of optics tem-
perature (estimated 95% level), entered in Line 10(a),
and the value from Line 5.

(e) Uncertainty due to possible uncompensated dead
path errors [Line 11(d)] is calculated from the dead path
length [Line 11(a)] and the estimated possible changes
in pressure [Line 11(b)] and temperature [Line 11(c)] .
More precisely, the possible changes are kp 2 estimates
that might be obtained from experimental observations,
expert judgment (estimating the likely ranges of varia-
t ion and distributions) , or a combination of such
methods.

(f) The final interferometry uncertainty has a length-
independent and length-dependent part, given in
Line 12. These values are calculated from the quadrature
sum of the various components above, including both
the manufacturer’s reported uncertainty and the addi-
tional sources of uncertainty that depend on setup and
measurement conditions. Thus, the length-dependent
uncertainty in Line 12 is the quadrature sum of the
second-column entries in Lines 3, 7(d), 8(a), and 9(d).
The length-independent uncertainty is the quadrature
sum of the third-column entries in Lines 3, 10(a), and
11(d).
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(g) In Line 13, the overall uncertainty for measuring
a given length is calculated by taking the combination
in quadrature of the length-dependent and length-
independent final uncertainties. Note that the combined
uncertainty in the last line is calculated using standard
GUM procedures and is not a linearized approximation
as is common in the U.S.; that is, the uncertainty is
calculated as a quadrature sum rather than a linear com-
bination of length-dependent and length-independent
terms of the form a + bL. However, this is not intended to
imply that a linearized approximation to the uncertainty
cannot be used if desired.
The uncertainty represents expected interferometry

and compensation errors at the two-sigma level for a
single measurement of a physical artifact. However, this
spreadsheet is not sufficiently complex to capture all
possible variations in circumstances thatmay be encoun-
tered in practice. It may be necessary to modify the
spreadsheet to give an accurate picture of specific cir-
cumstances. For example, the zero drift,D, that is indica-
tive of the performance of the interferometer during the
first hour of operation may not be present for measure-
ments taken after the interferometer has been in opera-
tion for a few hours. It also may be necessary to include
additional terms in the uncertainty budget. For example,
uncertainties arising from air turbulence that depend
on the measured displacement but do not scale linearly
with the displacement have not been included here.
Also, when a short displacement is measured at a long
standoff from the beamsplitter, uncertainties indepen-
dent of the length of the displacement will be present
due to turbulence and also due to another factor not
explicitly discussed in the spreadsheet, noise in the air
temperature and pressure sensors. Furthermore, note
that the noise in air sensors, turbulence errors, and other
contributors to the total uncertainty can be reduced by
averaging multiple measurements. It is difficult to cap-
ture all such potential complications of a measurement
in a short spreadsheet.



ASME B89.1 .8-2011

NONMANDATORY APPENDIX B
METHODS FOR COMPARING TWO INTERFEROMETER SYSTEMS

B-1 FOUR METHODS FOR COMPARING
INTERFEROMETERS

Four differentmethods for comparing two interferom-
eter systems are described in this Nonmandatory
Appendix. Method 1, the folded path method, is most
strongly recommended, because it is most likely to yield
an accurate comparison of the entire interferometer sys-
tem. Method 2, the compensated back-to-back method,
is also recommended, because it provides some addi-
tional flexibility not attainable with the folded path
method. Method 3, the common optics method, will
probably give the most accurate results when comparing
nominally identical systems from the same manufac-
turer, but the results will require some care in interpreta-
tion because the comparison does not include a full
check of the test interferometer ’s external optics .
Method 4, the back-to-back comparison, is generally not
recommended but can be used if it meets the needs
of a laboratory, as long as careful testing supports the
estimated uncertainty of the comparison.

B-1 .1 Method 1 : Folded Path Method

Under most circumstances, the folded path method
is the recommended procedure for comparing interfer-
ometer systems. Figure B-1.1-1 shows a possible setup
for a folded path comparison that uses typical commer-
cial interferometer optics with retroreflectors and beam-
splitters enclosed in rectangular metal housings. A
retroreflector can be screwed to the top of the beamsplit-
ter housing to form a remote interferometer. The labels
“test interferometer” and “master interferometer” in the
figure are the remote interferometers for the two sys-
tems. The optical parts of the test interferometer are
shaded. The laser beam of the test interferometer passes
through the shaded remote interferometer and then
reflects from the large, common retroreflector and strikes
the third shaded element, the second retroreflector of
the test interferometer. The beam for the master interfer-
ometer follows a similar course through its optics
(unshaded elements). Not quite visible behind the mas-
ter interferometer is a 90-deg turning mirror that directs
the beam into the interferometer. The large retroreflector
should have silvered faces. It need not be highly accurate
in angle. A top view of the same optical setup is shown
in Fig. B-1.1-2.
In this comparison scheme, the retroreflectors of the

master and test interferometer are stationary, and a
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common displacement is generated by moving the large
retroreflector.

B-1 .1 .1 Advantages of the Folded Path Method
(a) can expect good accuracy of comparison
(b) is ideal for systems with detached (remote) inter-

ferometers

(c) is sufficiently flexible to accommodate most
interferometers

(d) has no Abbe offset

(e) has no dead path difference between the two inter-
ferometers

(f) measures twice the actual distance traveled for a
given carriage displacement

B-1 .1 .2 Disadvantage of the Folded Path Method
(a) cannot superimpose beam paths

B-1 .2 Method 2: Compensated Back-to-Back Method

The compensated back-to-back method is shown in
Fig. B-1 .2-1 . This method is more flexible in testing
unusual systems than Method 1. Method 2 is similar to
Method 4, a straightforward back-to-back comparison
described in para. B-1.4, but in Method 2 the reference
arm of the master interferometer has been modified by
adding a turning mirror and mounting its reference ret-
roreflector close to the beamsplitter/reference reflector
of the interferometer under test. This eliminates any
dead path differences between the two interferometers.
With this geometry, if the length of the reference arm

of the master interferometer is equal to the sum of the
lengths of the two measurement arms, any uniform
increase in the optical path between the two beamsplit-
ters is automatically compensated by an equal increase
in the length of the reference arm of the master interfer-
ometer. Thus, there is ideally no change in the sum
of the two interferometer readings, even when the air
refractive index varies.

B-1 .2.1 Advantages of the Compensated Back-to-
Back Method

(a) can test any type of interferometer regardless of
optical configuration or wavelength because the beam
from the test laser only interacts with its own optical
components

(b) does not need a large retroreflector

(c) does not allow the master interferometer to be
influenced by heat from lasers with interferometer optics
in laser head
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Fig. B-1 .1 -1 Interferometers Arranged for the Folded Path Method of Comparison

Master beam in

Master

 interferometer

Test beam in

Test interferometer

Common retroreflector

  ?  3.5 in.  typical

GENERAL NOTE: See para B-1 .1 for an explanation of the optics depicted here.
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Fig. B-1 .1 -2 Top View of the Folded Path Method Showing Optics Locations and Suggested Beam Spacing

Master laser

Master interferometer

Test retroreflector Turning mirror

Test beam in

Test interferometer

Master retroreflector

72 mm

48 mm

24 mm

GENERAL NOTE: The dimensions shown in th is figure are appropriate when using typical, commercially available interferometer components.

Fig. B-1 .2-1 Compensated Back-to-Back Comparison

Test

 laser

Master

 laser
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Fig. B-1 .3-1 Common Optics Comparison Configuration

Master

 laser

Test

 laser

B-1 .2.2 Disadvantages of the Compensated Back-to-
Back Method

(a) has a potential for Abbe errors
(b) cannot superimpose beam paths

B-1 .3 Method 3: Common Optics Method

A system where one set of optics is shared by two
interferometers, as shown in Fig. B-1.3-1, can probably
yield more accurate comparisons than those obtained
with other methods. This method is uniquely immune
to external influences because the two laser beams travel
through the same optical elements and nearly the same
air path. However, a disadvantage of this technique is
that it does not test operation of the entire interferometer
system; a complete test requires comparing a system
using its own optics to a second system with indepen-
dent optics. Also, the method is not applicable to all
interferometer systems currently in use. Several com-
mercial systems have a beamsplitter and reference reflec-
tor internal to the laser head.
This test is recommended only for comparisons of

systems from the same manufacturer, where the master
interferometer is known to give good results employing
typical optics from the manufacturer. Furthermore, it
may be necessary to assign additional uncertainty to the
test interferometer to account for possible errors arising
from untested variations in the optics. In spite of these
drawbacks, this method is desirable for testing similar
interferometer systems, particularly if it is known that
the optics are of high quality and unlikely to cause signif-
icant problems for the intended application.
The drawbacks of the common optics method must

be weighed against the fact that very accurate results
can be easily obtained with this technique, even under
poor environmental conditions, such as temperature
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variations and vibration, and even when using a poor
translation stage to move the retroreflector.

B-1 .3.1 Advantages of the Common Optics Method

(a) Common path and shared optics provide highest
accuracy and best noise immunity.

(b) There is no Abbe offset.

(c) Beam paths can be superimposed if care is taken
to ensure no cross-influence of lasers.

B-1 .3 .2 Disadvan tages of the Common Opti cs
Method

(a) cannot be used to test all kinds of systems

(b) does not test all optical components of system

B-1 .4 Method 4: Back-to-Back Method

The most straightforward method for comparing sys-
tems is to arrange two interferometers back-to-back with
measuring reflectors mounted on a carriage that moves
between two beamsplitters (see Fig. B-1.4-1). If both
interferometers are configured to measure positive dis-
placements as the retroreflector measurement arm
moves away from the beamsplitter, the sum of the two
displacement readings should remain constant as the
retroreflectors are moved. An important limitation of
this method is that the validity of the measurement
depends on maintaining a constant optical length
between the beamsplitters of the two interferometers.
Thermal expansion of the base upon which the optical
components are mounted, mechanical deformations of
the base, or changes in the index of refraction of the air
path can compromise the validity of the comparison.
Although these problems can be overcome, they make
it difficult to achieve high accuracy comparisons. Better
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Fig. B-1 .4-1 Back-to-Back Method for Comparison of Interferometer Systems

Master interferometer Test interferometer

Master

 laser

Test

 laser

results can be obtained using one of the previous meth-
ods. Method 4 is not recommended under most
circumstances.

B-1 .4.1 Advantage of the Back-to-Back Method
(a) great flexibility

B-1 .4.2 Disadvantages of the Back-to-Back Method
(a) Abbe offsets must be avoided through careful

setup and placement of beams and optics.
(b) Serious errors can be caused by changes in total

optical path length between the beamsplitters unless
great care is taken.
(c) Beam paths cannot be superimposed.

B-2 COMMENTS AND DETAILED DESCRIPTIONS OF
THE FOUR COMPARISON METHODS

B-2.1 Comments on the Folded Path Method
(Method 1 )

The folded path test is one of the most accurate meth-
ods of comparison testing for linear measurements. The
measurement paths, while not identical, use the same
moving retroreflector and traverse almost the same air
path. There are no dead path differences and no Abbe
offset errors to contend with. Since the moving retrore-
flector is common to both master and test interferome-
ters, the linear slide on which it moves need not be
particularly good. Any pitch, yaw, roll , or out-of-
straightness motion will be common to both
measurements.
However, because of the different sizes and shapes of

laser heads and interferometer optics, universal mount-
ing hardware may be difficult to achieve. Mounting of
the interferometer and fixed retroreflectors becomes eas-
ier with a larger aperture measurement cube corner, but
only at the expense of larger beam spacing (and hence,
greater differences in the atmospheric conditions
between the two paths).

NOTE: Figures B-1.1-1 and B-1.1-2 show the optical path of the
test interferometer system with dashed lines to better indicate the
path of the master beams.
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In addition, the folded path method may not work
well when comparing a system with its interferometer
on board the laser head and a system where the interfer-
ometer is the passive, remote type. The heat from the
on-board system will cause thermal distortions in the
passive remote interferometer. Therefore, it is probably
better to use the back-to-back method to compare these
differing designs.

B-2.1 .1 Equipment

(a) master interferometer system with auto compen-
sation, tripod, input beam bender, and linear interferom-
eter, including two retroreflectors

(b) test interferometer system with auto compensa-
tion, tripod, input beam splitter, and linear interferome-
ter, including two retroreflectors

(c) hardware and software for data collection, pro-
cessing, and plotting

(d) mounting hardware (to assemble fixed optics)

(e) linear motion slide (range 0 m to 0.5 m or more)

(f) large aperture measurement retroreflector with
metallic reflective coating, recommended clear aperture
of at least 80 mm

(g) plane, front-surface mirror (auto reflection
alignment)

B-2.1 .2 Setup

NOTE: The more compact the construction, the closer the mea-
surement beams can be and the more common the atmospheric
conditions will be in the measurement paths.

(a) If possible, attach the test and master interferome-
ters directly to one another in rigid fashion. The fixed
return retroreflectors should likewise be rigidly attached
to the interferometer assembly.

(b) Since the lasers are a source of heat, mount them
on tripods away from the test interferometers and the
measurement path. Depending on the size of the laser
heads, it may be necessary to mount a beam bender (or
possib ly two) to direct the laser beams into the
interferometers.
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B-2 .1 .3 Alignmen t. To eliminate cosine error
between the test and master laser systems, their beams
must be parallel in the measurement path. This is best
achieved by autoreflection.

(a) Establish a front surface using a planemirror (large
enough to receive beams from both interferometers) on
the carriage such that its face is perpendicular to the
axis of travel. A true square may work well for this.

(b) Select the alignment, small apertures on the laser
heads.

(c) Using the tripod adjustments, position the laser
beams so they enter the interferometers at the correct
height and lateral locations.

(d) Align azimuth and elevation angles so that each
beam autoreflects from the carriage mirror back to its
source aperture. Since the beams are at normal incidence
on the mirror, they are, therefore, parallel to the axis of
travel.

(e) When adjusting beam azimuth and elevation
angles, the position (height and lateral position) of the
beams on the interferometer input ports might have
changed. Therefore,

(1 ) translate the laser(s) with the tripod adjust-
ments to position the beam(s) on the input ports

(2) recheck for good autoreflection alignment
(3) replace the alignment mirror with the large cube

corner and verify beam alignment with the full range
of travel

(4) power off the test laser and allow it to return
to room temperature before beginning the cold-start test

B-2.2 Comments on the Compensated Back-to-Back
Method (Method 2)

In addition to the recommended good practices dis-
cussed previously, the compensated back-to-back
method requires attention to possible Abbe errors. The
Abbe offset is the distance between the nodal points of
the two cube corner reflectors mounted on the moving
carriage, measured along a distance perpendicular to
the interferometer beams. If this distance is d and the
moving carriage pitches or yaws through a small angle
?, the Abbe error, ?, is ? p d?.

B-2.2.1 Recommended Procedures for Setting Up the
Compensated Back-to-Back Test

(a) Set up two interferometer systems back-to-back
with the measurement arm retroreflectors of the two
systems mounted rigidly on a moving carriage. The ret-
roreflectors should be mounted with as small an Abbe
offset as can be practically attained. In a system where
angular errors are small, it may be possible to estimate
by eye where to mount the retroreflectors so as to give
a sufficiently small Abbe offset. If angular errors are
larger or if very high accuracy is desired, it may be
necessary to more carefully adjust the Abbe offset to
zero, as described in (d) below.

(b) Mount the retroreflector in the reference arm of
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the master interferometer as close as possible to the
beamsplitter/reference reflector of the interferometer
under test.

(c) Align the two interferometers with the direction
of motion of the carriage. This can be done using any
standard alignment method, such as by adjusting the
angle of the laser beam so that the return beam reflected
by the retroreflector does not move laterally as the car-
riage is translated. For highest accuracy, a quad cell
might be used to observe this lateral motion.

(d) Whenminimal Abbe offset is required, small addi-
tional adjustments of the position of the retroreflector
must be done after an initial alignment. The Abbe error
can be measured directly by turning the retroreflectors
mounted on the moving carriage through a small,
known angle and observing the change in the two inter-
ferometer readings. In the absence of Abbe offset, the
sum of the two interferometer readings will be constant
when the mount for the retroreflectors is turned through
a small angle. If a large Abbe offset is evident, it is
necessary to adjust the position of the two retroreflectors
to reduce the offset.
If the retroreflectors are mounted with a small distance

between nodal points, then the Abbe offset will change
slightly as the mount is rotated. As a consequence, the
error is a quadratic function of angle near zero Abbe
offset. The sum of the distances measured by the two
interferometers is a minimum at the point where the
Abbe offset is zero as shown in Fig. B-2.2.1-1.

(1 ) By observing the sum of the two interferometer
readings while rotating the mount, it is possible to deter-
mine where the Abbe offset is zero. This test must be
repeated twice: once with rotations to simulate pitch
errors, and again with rotations simulating yaw errors.
If pitch and yaw errors of the moving carriage have
been measured, then the maximum Abbe error can be
estimated based on Fig. B-2.2.1-1.

(2) If the retroreflector must be moved significantly
to obtain zero Abbe offset, resulting in poor overlap of
the reference and measurement beams returning to the
interferometer, it may be necessary to slightly readjust
the posit ion of the interferometers and recheck
alignment.

B-2 .2 .2 Recommended Speci fi cations for
Compensated Back-to-Back Comparisons. This para-
graph provides suggested specifications for compen-
sated back-to-back interferometer comparison with a
target accuracy of a few parts in 107. The suggestions
here are not meant to be prescriptive, but to provide
guidance in design of a system for laser comparisons.
The specifications may be relaxed as long as this is
reflected appropriately in the uncertainty budget.
The carriage and way bed used to translate retroreflec-

tors are as follows:

(a) length ≥1 m displacement

(b) pitch/yaw errors <30 arcsec
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Fig. B-2.2.1 -1 Setup for Abbe Offset

    Nodal

  points

  [Note (1 )]

Pitch

Yaw

Eliminating Abbe Offset

0 2 4 6 8 1 0 1 2

Angle/mrad

S
u
m
 o
f 
R
e
a
d
in
g
s
/?

m

3

2.5

2

1 .5

1

0.5

0

-0.5

NOTE:

(1 ) Adjust relative position of nodal points.

(c) straighness errors <20 ?m/meter of travel
Pitch and yaw errors of 30 arcsec maximum will

require modest care in eliminating the Abbe offset if
high accuracy is desired. Note that even with a relatively
small Abbe offset of 1 mm, a pitch or yaw error of
30 arcsec would give an error 0.15 ?m in the comparison.
Roll is not an important consideration.

B-2.2.2.1 Environment. As discussed previously,
some attention to the environment is necessary when
using the compensated back-to-back method, even
though most environmental changes are compensated.
It is recommended that a temperature-controlled room
be used whenever possible.

B-2.3 Comments on the Common Optics Method
(Method 3)

The common optics test (see Fig. B-1.3-1) is probably
the most accurate method of comparing the performance
of the two laser interferometer systems. However,
because the test uses just one set of common optics, the
performance of any external measurement optics is not
compared.
The measurement paths are identical and use the same

interferometer and retroreflectors, and the measurement
beams pass through the same air path. There are no
dead path differences and no Abbe offset errors to con-
tend with. Accurate comparisons are therefore possible,

39

even in environments where there may be some thermal
or mechanical movements.
Since the moving retroreflector is common to both

master and test interferometers, the linear slide onwhich
it moves need not be particularly good. Any pitch, yaw,
roll, or out-of-straightness motion will be common to
both measurements.
Because the two lasers are mounted orthogonally,

there are rarely any problems with heat, space, or size
constraints, so laser mounting is usually straight-
forward.
However, this comparison test can only be performed

if both laser systems use external interferometers and
reflectors of substantially the same design (check for
any geometric and polarization differences). This test is
ideal for comparing two interferometer systems from
the same manufacturer and of the same design, but great
care is required if comparing systems of different design
or from different manufacturers. When doing such a
comparison, verify that the common optics used are
suitable for use with both laser systems.

B-2.3.1 Equipment

(a) master interferometer system with auto compen-
sation and adjustable laser head tripod or mounting
stage.

(b) test interferometer system with auto compensa-
tion and adjustable laser head tripod or mounting stage.

(c) common optics set including the linear interferom-
eter and two retroreflectors (of design and performance
known to be compatible with both master and test inter-
ferometer systems).

(d) hardware and software for data collection, pro-
cessing, and plotting. For the best accuracy it is recom-
mended that this include hardware/software that takes
readings synchronously from both master and test inter-
ferometer systems.

(e) linear motion slide (range 0 m to 1 m, or longer)
with a straightness of better than 0.25 mm and a pitch/
yaw error of less than 0.25 deg.

(f) mounting hardware (to fix optics to linear motion
slider).

(g) plane, front-surface mirror (auto reflection align-
ment and beam deflection).

B-2.3.2 Setup

(a) Rigidly attach the beamsplitter and reference arm
retroreflector optics to the stationary part of the linear
motion slide. Rigidly attach the measurement arm retro-
reflector optic to the moving carriage of the linear
motion slide.

(b) Since the laser heads are a source of heat, mount
them so their heat is isolated from the linear motion
slide and the optics and their mounts. This can be
achieved either by using separate tripods or appropri-
ately designed laser mounting stages.
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(c) Arrange the environmental sensors of master and
test systems so they are close and in identical
environments.

B-2 .3 .3 Alignmen t. To eliminate cosine error
between the test and master laser systems (and to mini-
mize lateral traverse of the laser beams across the inter-
ferometer optics), their beams must be parallel both to
each other and to the motion of the carriage on the linear
slide. This is best achieved as follows:

(a) Adjust the in-line laser system so that correct beam
alignment is maintained (within 0.5 mm) over the full
length of carriage travel. The in-line laser system has
the output beam that is parallel to the axis of carriage
motion.

(b) Verify that the beamsplitter optic housing is square
to the in-line laser beam to minimize any polarization
cross-talk between the two systems. This can be checked
by putting the plane mirror against the beamsplitter
housing and then adjusting the beamsplitter until the
laser beam is autoreflected back into the laser output
aperture. Recheck laser alignment.

(c) Adjust the perpendicular laser system so that its
laser beam is both concentric and parallel to the in-line
laser system’s beam in the measurement arm, over the
full length of carriage travel. The perpendicular laser
system has the output beam that is at right angles to
the axis of carriage motion.

NOTE: For optimum elimination of cosine error, it is best to check
the coincidence of the two laser beams at a much greater distance
(e.g., 10 m). This is easily achieved either by temporarily removing
the moving retroreflector or by using a plane mirror to deflect both
beams onto a distant target.
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(d) Verify that there is no significant cross-talk
between the two laser systems. Temporarily obscure the
output beam from each laser system and confirm that
the reading of the other system does not change signifi-
cantly. Repeat the experiment with the moving reflector
at the other end of the linear slide.

(e) Power off the test laser and allow it to return to
room temperature before beginning the cold-start test.

B-2.3.4 Reading Drift and Data Recording. Because
the measurement laser beams of both systems pass
through exactly the same air and optics, the common
optics method is less sensitive to environmental and
mechanical movements. However, if measurements are
taken in such environments, it is essential that the read-
ings from both laser systems are recorded simultane-
ously and that their measurement response times are
identical. To achieve this, it is recommended that all
readings are taken in response to an electrical trigger
signal and that the same averaging mode is set on both
systems.

B-2.4 Comments on the Back-to-Back Method
(Method 4)

As stated previously, this method is not generally
recommended, but it might be viable if appropriate facil-
ities are already in place. Good results will not be
obtained without excellent environmental control and
good mechanical design. To keep thermal drifts below
0.1 part in 106, it is necessary to maintain air tempera-
tures constant to or better than 0.1°C and the steel way
bed temperature constant to 0.01°C.
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NONMANDATORY APPENDIX C
PERFORMING ACCURATE LINEAR MEASUREMENTS WITH A

LASER INTERFEROMETER SYSTEM — BEST PROCEDURES
AND PRACTICES

C-1 INTRODUCTION

The procedures and best practices described here are
targeted toward the use of a laser interferometer to cali-
brate the linear accuracy ofmachine tools, such as lathes,
milling machines, and coordinate-measuring machines.
However, the general principles described are univer-
sally applicable. The additional techniques associated
with laser measurement of angle, flatness, straightness,
squareness, and parallelism have been excluded, as have
the specialized techniques (such as operation in a vac-
uum) that are used to achieve short-range accuracies
below 0.1 ?m (micrometer), or 0.1 parts in 106. The
procedures described in this Nonmandatory Appendix
assume that the interferometer system includes a remote
interferometer, an assembly consisting of a beamsplitter
and a reference reflector that can be mounted separately
from the laser head. Therefore, some of the procedures
described here are not applicable for systems where the
beamsplitter and reference reflector are built into the
laser head.
Amicrometer is a very small unit of distance measure-

ment, less than 1⁄25 of the thickness of a human hair. It
is far too small to see with the naked eye and is close
to the limits of a conventional optical microscope. The
widespread use of digital readouts that offer resolutions
of a micrometer and beyond has generated a degree of
complacency about measurement accuracies. Although
a measurement display may have many digits after the
decimal point, it does not mean they are all accurate.
(In many cases the accuracy is 10 to 100 times worse
than the display resolution.) It is easy to achieve 1-?m
measurement resolution, but achieving a 1-?mmeasure-
ment accuracy requires considerable attention to detail.
This section describes the techniques that can be used
to improve measurement accuracy when using a laser
interferometer.

C-2 LOCATION OF OPTICS

The optics should be located so that any change in
their separation accurately matches the linear motion
of the machine components to be calibrated, and is not
contaminated by other errors. This can be achieved as
described in paras. C-2.1 through C-2.7.
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C-2.1 Minimize the Abbe Offset

The laser measurement beam should be coincident (or
as close as possible) to the line along which calibration is
required. For example, to calibrate the linear positioning
accuracy of the z-axis of a lathe, the laser measurement
beam should be aligned close to the spindle centerline.
This will minimize the contamination of the linear accu-
racy calibration data by anymachine pitch or yaw errors.

C-2.2 Fix the Optics Rigidly

To minimize vibration effects and increase measure-
ment stability, the optics should be fixed rigidly to the
points between which measurement is required. Mount-
ing pillars should be kept as short as possible, and any
additional fixtures should be of substantial cross section.
Magnetic bases should be clamped directly to machine
castings. Avoid clamping to thinner section machine
guards or covers. Ensure the clamping surfaces are flat
and free from oil and dirt. To check the rigidity/stability
of the fixtures it is suggested that laser readings be taken
before, during, and after applying small loads (by hand)
to fixtures holding the measurement and reference
optics. Quantitative interpretation of these measure-
ments may not be straightforward, but unusually large
changes observed in the interferometer readings can
serve as a warning of problems, due to loose bolts or
other structural deficiencies in test setups, requiring cor-
rective action before data are taken. It might also be
helpful to check for vibrations; this can be accomplished,
for example, using dynamic data capture software to
sample the laser reading at a high sample rate. (Note
that the effect of vibrations on actual measurement
results will be reduced if filtering is employed.) For
further information, refer to the setup hysteresis and
setup stability tests in references [2] and [3].

C-2.3 Fix Optics Directly to Points of Interest

Material thermal expansion compensation is normally
only applied to a material path length equal to the mea-
sured laser distance. If the measurement loop includes
additional structures, then any thermal expansion or
contraction of this material dead path, or deflection
under load, will cause measurement errors. To minimize
these errors, it is best to fix the optics directly to the
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points between which measurement is required. In the
case of machine tool calibration, one optic is normally
fixed to the work holder and the other optic to the tool
holder. Laser measurements will then accurately reflect
the errors that will occur between tool and workpiece.

NOTE: Even if machine guards and covers make access difficult,
always try to fix both the remote interferometer and the retroreflec-
tor to the machine. Do not fix one optic inside the machine and
the other outside, for example, on a floor-standing tripod, as move-
ment of the whole machine on its foundation may invalidate the
calibration. However, use care if removing way covers, since this
can alter machine performance.

C-2.4 Keep the Remote Interferometer Stationary

Try to arrange the laser and optics so that the remote
interferometer is the stationary optic. This avoids errors
that can occur if there is any beam deflection introduced
by the moving remote interferometer.

C-2.5 Bring Optics Together at One End of Axis
Travel

Arrange the optics so that the remote interferometer
and the moveable retroreflector come close together at
one end of the axis travel. This will make alignment
easier and minimize the air dead path (see section C-3).

C-2.6 Avoid Localized Heat Sources

Avoid positioning the optics or the laser beam close
to any localized heat sources. The heat may cause expan-
sion of the optics or air turbulence in the laser beam.

C-2.7 Use Turning Mirrors

In difficult setups, use turning mirrors to route the
laser beam to the desired location. Ensure that any mir-
rors placed between the laser and the remote interferom-
eter only turn the beam about a horizontal or vertical
axis to avoid disturbing the laser beam’s polarization
states. Also ensure that any mirrors placed in the mea-
surement path are mounted securely to avoid measure-
ment errors.

C-3 BEAM ALIGNMENT

To minimize cosine error, the measurement laser beam
must be aligned so that it is parallel to the axis of travel.
On axes longer than 1 m, this is relatively easy to achieve
by eye. With shorter axes, it becomes increasingly diffi-
cult. To reduce cosine error below 0.5 parts in 106 requires
beam alignment to be better than 1 mm/m. The tech-
niques described in paras. C-3.1 through C-3.9 can be
used to optimize alignment and minimize cosine error.

C-3.1 Align With the Remote Interferometer in
Position

Perform beam alignment with the remote interferome-
ter in position. This ensures that any beam deflection
introduced by the remote interferometer is taken into
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account. It also has the advantage of allowing the sys-
tem’s signal strength display to assist in the alignment
process.

C-3.2 Start With the Optics Close Together

Alignment is easier to achieve if the remote interfer-
ometer and retroreflector are first brought close together
at one end of the axis. This allows the outside faces of
the optics housings to be aligned by eye before accurate
laser beam alignment starts. The remainder of alignment
can then be achieved by adjusting the laser only.

C-3.3 Do Not Rely Totally on the Signal Strength
Readout

Do not assume that because the signal strength is
constant all along the axis of travel that alignment is
necessarily perfect. Most signal strength meters have
insufficient sensitivity and resolution to ensure accurate
alignment on short axes.

C-3.4 Recheck Alignment at the Laser Head

After checking alignment at the moving retroreflector,
recheck the returned beams at the laser head. The effect
of any beam misalignment error is doubled at the laser
head and is therefore easier to detect. Also, the coinci-
dence of the returned reference and measurement laser
beams can be verified.

C-3.5 Use the Small Diameter Output Beam

If the laser has an output beam shutter that allows
selection of a small diameter output beam, then this
should be used for alignment on short axes. The smaller
diameter beam makes it easier to see any misalignment.
It also has the advantage of reducing the signal strength
below 100% so that signal strength variations can be
seen more easily.

C-3.6 Maximize the Laser Measurement Reading

If there is a cosine error in the laser measurement, the
laser reading will be smaller than it should be. Therefore,
on short axes it is possible to eliminate cosine error by
carefully adjusting the pitch and yaw of the laser head
until the largest laser reading is obtained. The procedure
is as follows:

(a) Align the beam by eye along the axis of travel.
(b) Move the axis so that the optics are at their closest

approach and laser readout is zeroed.
(c) Move the axis so that the optics are at their greatest

separation.
(d) Carefully adjust the pitch and yaw of the laser

head to give the largest (absolute) laser measurement.

NOTE: This is a delicate but highly effective procedure. If the
laser is on a tripod, it may be necessary to make a series of small
adjustments and to release the tripod adjustment screws after each
one before observing the effect on the laser readout. It may also
be necessary to translate the laser head to maintain alignment. The
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above steps should be repeated to confirm alignment. It may also
be necessary to select the maximum resolution setting on the laser
readout and to set averaging ON.

C-3.7 Use a Laser Alignment Sensor

A laser alignment sensor can be used to check beam
alignment. There are a variety of types of suitable sen-
sors, including four-quadrant photodiode (quad cell),
position-sensitive detector (PSD), lateral effect photodi-
ode, or CCD TV camera. Be sure to check for compatibil-
ity with beam diameter, wavelength, and power. Also
beware of the effects of stray beam reflections from the
remote interferometer and of stray ambient light.

C-3.8 The Autoreflection Technique

If the machine axis is very short and there are flat
surfaces known to be suitably perpendicular or parallel
(within 0.05 deg) to the axis of travel, then the autoreflec-
tion technique can be useful. The procedure is as follows:

(a) Check beam alignment by eye along the axis of
travel.

(b) Place a steel gage block in the path of the laser
beam (after the remote interferometer) and against one
or more of the flat surfaces.

(c) Adjust the laser pitch and yaw alignment so that
the reflected beam from the gage block surface is
returned into the output beam aperture on the laser
head.
This technique works particularly well if the laser

head is set some distance away from the remote
interferometer.

C-3.9 Minimize Remote Interferometer Roll, Pitch,
and Yaw

Most remote interferometers contain a polarizing
splitting surface that must be correctly aligned with
respect to the polarization states of the laser beam. If
this alignment is incorrect, there may be mixing between
signals. This can lead to degradation in accuracy and
possible failure to detect beam obstruction. It is advis-
able to align the remote interferometer to better than
±2 deg in roll, pitch, and yaw. This is often done by eye;
however, it can also be helpful to use the autoreflection
technique described above. For further information, con-
sult the laser system handbook. A worthwhile test of
satisfactory remote interferometer alignment is to block
the laser beam between remote interferometer and retro-
reflector and confirm that the system flags a beam
obstruct error.

C-4 WAVELENGTH COMPENSATION

The velocity and wavelength of the laser beam
depends on the refractive index of the air that the laser
beam passes through. The refractive index of air varies
primarily with air temperature, pressure, and humidity.
If the variation in wavelength is not compensated for,
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Table C-4.4-1 Sensor Accuracies

Sensor Recommended Accuracy

Air pressure ±150 Pa (±1 mmHg)

Air temperature ±0.5°C (±1 °F)

Air humidity ±20% RH

linear laser measurement errors can reach 50 parts in
106. Compensation is not normally used when measur-
ing pitch, yaw, or straightness.

C-4.1 Using Wavelength Compensation

Interferometric linear distance measurements in free
air are inaccurate unless wavelength compensation is
used. Even in a temperature-controlled room, the varia-
tion in day-to-day atmospheric pressure can cause wave-
length changes of over 20 parts in 106. Most laser systems
include either a manual or automatic compensation
function that, depending on the manufacturer, is called
environmental, wavelength, or velocity of light (VOL)
compensation. To get accurate linear laser measure-
ments in free air, this compensation function must be
used.

C-4.2 Automatic Wavelength Compensation

Most laser systems use sensors to measure the air
temperature, pressure, and humidity, then calculate the
air’s refractive index (and hence, the laser wavelength)
using the Edlén equation. Some laser systems use an air
refractometer to measure the refractive index directly.
The laser readout is then automatically adjusted to com-
pensate for any variations in the laser’s wavelength. The
advantages of an automatic system are that no user
intervention is required and compensation is updated
frequently.

C-4.3 Manual Wavelength Compensation

In manual compensation, the user reads the air tem-
perature, pressure, and humidity from separate instru-
ments, then manually enters the values into the laser
system via keyboard or switch pack. The system then
applies the compensation. Because the system is manual,
it is usually impractical to update the compensation
frequently.

C-4.4 Selection of Manual Sensors

If compensation is performedmanually, it is important
to select environmental sensors with appropriate mea-
suring accuracies. To ensure that each sensor contributes
less than ±0.5 parts in 106 of error to the wavelength
compensation, the sensor accuracies displayed in
Table C-4.4-1 are recommended.

NOTES:

(1) The atmospheric pressure value needed for compensation is
not the sea level pressure quoted by meteorologists, but the
actual pressure at the current altitude. If pressures are taken
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from a normal weather barometer or local weather reports,
they must be corrected to take into account the height above
sea level. (Atmospheric pressure falls by approximately
0.115 mBar/m, from 0 m through 1 000 m.)

(2) The air temperature sensor element should have a relatively
low thermal mass to ensure that it responds quickly to air
temperature changes.

(3) Humidity variations have little effect on laser measurements
(particularly at lower air temperatures). In some cases, a sensor
may not be needed and manual estimate may suffice.

C-4.5 Automatic Versus Manual Compensation

If calibration is being performed in an environment
where the atmospheric conditions are likely to vary dur-
ing the test, then automatic compensation is strongly
recommended. If calibration can be performed quickly,
or is being performed in a temperature-controlled room,
then manual compensation may be acceptable.

C-4.6 Placement of Air Sensors

For accurate wavelength compensation, the air sen-
sors (or refractometer) must be placed close to the laser
beam. This is usually achieved by placing the air temper-
ature sensor (or refractometer) about halfway along the
axis of travel. The placement of the pressure and humid-
ity sensors is not as critical. Avoid placing the sensors
close to localized heat sources (for example, motors), or
in cold drafts. When measuring long axes, check for the
presence of air temperature gradients. If the air tempera-
ture changes by more than 1°C along the axis, use a fan
to circulate the air. (This is particularly relevant on long
vertical axes where air temperature gradients are more
likely.) When calibrating vertical axes over 10 m, it is
also recommended to place the pressure sensor halfway
up the axis of travel. Follow the manufacturer ’s recom-
mendations concerning sensor orientation. (Some sen-
sors may contain active electronics and must be used
the right way up so that heat from the electronics does
not affect the readings.) Avoid routing sensor signal
leads close to sources of major electrical interference,
such as high-power or linear motors.

C-5 MATERIAL THERMAL EXPANSION
COMPENSATION

Incorrect compensation for material thermal expan-
sion is one of the primary sources of error in laser dis-
tance measurements in non–temperature-controlled
environments. This is because the expansion coefficients
of common engineering materials are relatively large
compared to the coefficients associated with air refrac-
tion errors and alignment errors. It is therefore important
to understand the principles behind material thermal
expansion and its compensation.

C-5.1 Thermal Expansion Compensation

The international reference temperature used by the
calibration community is 20°C (68°F) . Ideal ly, a ll
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machines would be calibrated and used at this tempera-
ture. However, most machines are located in a normal
factory environment (where precise temperature control
is not available), so calibrations are often performed at
another temperature. Because most machines expand or
contract with temperature, this could cause an error in
the calibration.
To avoid this calibration error, a mathematical correc-

tion called thermal expansion compensation, or normal-
ization, is applied to the linear laser calibration readings.
The objective of this correction is to estimate the laser
calibration results that would have been obtained if the
machine calibration had been performed at 20°C (68°F).

NOTE: The results of this compensation must be regarded as an
estimate, since the final accuracy is highly dependent on precise
knowledge of the coefficient of material thermal expansion and
the machine temperature.

C-5.2 Material Thermal Expansion Coefficients

The amount that most materials expand or contract
with changing temperature is very small. For this reason,
thermal expansion coefficients are usually specified in
parts in 106 (or equivalently, ?m/m)/°C or parts in
106/°F. These coefficients specify the amount that the
material will expand or contract for every degree rise
or fall in material temperature.
For example, if the coefficient of thermal expansion

is +12 parts in 106/°C, then for every 1°C rise in material
temperature, there will be a material expansion of
1 2 parts in 1 06 that is equivalent to 1 2 ? in.
(0.000012 in.)/in. of material or 12 ?m/m of material.

C-5.3 Selection of Expansion Coefficients

Special care should be taken to use the correct coeffi-
cient of expansion during linear laser accuracy calibra-
tions. In most cases, the expansion coefficient of the axis
feedback system is used (see Notes for this paragraph).
Be sure to verify that the correct coefficient has been
selected before each calibration starts . Refer to
Table C-5.3-1.

NOTES:

(1) When trying to identify the expansion coefficient, use particu-
lar care where there are twomaterials with different coefficients
fixed together. For example, in the case of a rack and pinion
feedback system, the expansion coefficient may be closer to
the cast iron rail to which the rack is fixed. In the case of
large gantry machines with floor-mounted rails, the expansion
coefficient of the rail may be reduced by the restraining action
of the concrete foundation.

(2) Expansion coefficients of materials can vary with composition
and heat treatment. It is therefore often difficult to obtain a
highly accurate value. However, the accuracy of this coefficient
becomes increasingly important the further from 20°C the cali-
bration is being performed. To minimize these errors, try to
identify an accurate expansion coefficient and, if possible, cali-
brate at a temperature close to 20°C.

(3) If the machine tool is always used to machine workpiece mate-
rials with a significantly different expansion coefficient than
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Table C-5.3-1 Typical Expansion Coefficients for
Different Materials Used in Construction of

Machine Tools and Their Position
Feedback Systems

Expansion

Coefficient

Parts in Parts in

Material Application 106/°F 106/°C

I ron/steel Machine structural 6.7 12

elements, rack and

pinion drives, ballscrews

Aluminum Lightweight CMM machine 12 22

alloy structures

Glass Glass scale linear encoders 6 11

Granite Machine structures and 4.5 8

tables

Concrete Machine foundations 6 12

Invar Low expansion encoders/ <1 <2
structures

Zerodur glass Very low expansion <0.1 <0.2
encoders/structures

GENERAL NOTE: Since material expansion coefficients can vary with

material composition and treatment, these values are for guidance

only and should only be used in the absence of manufacturer’s data.

that of the feedback system (for example, aluminum alloys,
carbon composites, ceramics, etc.), it may be beneficial to use
the expansion coefficient of the workpiece and not of the
machine feedback system. (Although this will not give a cali-
bration that represents the performance of the machine at 20°C,
it can improve the accuracy of the workpieces when they are
returned to 20°C for measurement.) Further details on this
method are given in paras . C-5 . 5(d) and C-5. 6(d) . [This
approach is only appropriate for the objective discussed in
paras. C-5.5(d) and C-5.6(d).]

C-5.4 Selection of Material Sensor(s)

The accuracy required from the material sensor
depends on the thermal expansion coefficient of the
material concerned and the accuracy of normalization
required. However, as a general rule, it is suggested that
the material temperature sensor have an accuracy of
0.1°C (0.2°F) or better.

C-5.5 Placement of Material Sensor(s)

The placement of material sensors on a machine tool
during laser calibration is often the subject of debate.
The first step is to decide on the primary objective for

performing material thermal expansion compensation.
This is usually one of four possible objectives.

(a) Objective 1 : To perform a calibration in accordance
with a national or international machine acceptance
standard.

(b) Objective 2: To estimate the linear positioning accu-
racy that would be obtained if the machine were oper-
ated in an ambient environment of 20°C. This is often
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the objective during machine build, sign-off, commis-
sioning, or recalibration, and in most cases is the same
as Objective 1.

(c) Objective 3: To estimate the linear accuracy that the
machine feedback system could achieve if the feedback
system were at a temperature of 20°C (68°F). This is
useful for diagnosing faults in the feedback system.

(d) Objective 4: To estimate the accuracy of parts that
the machine will produce, when those parts are returned
to 20°C for inspection. This objective is particularly
important in the production of accurate nonferrous parts
in non–temperature-controlled shops, where machine
feedback and workpiece expansion coefficients differ
significantly.
The differences between these objectives are often sig-

nificant, particularly if the machine position feedback
system gets hot during machine operation (for example,
a ballscrew), or if the workpiece expansion coefficient is
significantly different from that of the position feedback
system (for example, an aluminumworkpiece with glass
scale linear encoders). Correct material thermal expan-
sion correction is one of the most important factors in
determining the effectiveness of a laser calibration.
Therefore, a good understanding of the objectives and
methods detailed here is crucial. Paragraph C-5.6 sug-
gests the approach to be taken for each objective.

C-5.6 Methods for Achieving Objectives

(a ) Objective 1 : To calib rate the accuracy of the
machine in accordance with a national or international
standard. The procedure defined in the standard should
be followed. This should cover where to place the mate-
rial sensor, which expansion coefficient to use, and
which machine warm-up cycle to perform. If a thermal
drift test is also defined in the standard, this must also
be included.

(b) Objective 2: To estimate accuracy of the machine
if it were operated in a 20°C environment. To meet this
objective, the material temperature sensor(s) should be
placed on the table of the machine or on another massive
part of the machine structure that is not close to any
sources of heat, such as motors, gearboxes, etc. The mate-
rial expansion coefficient should be set to that of the
feedback system.

NOTE: It is a common misconception that material sensors
should always be placed on the ballscrew or feedback system. This
is not always the case, as the following example illustrates:

EXAMPLE: Suppose a machine is being calibrated in a shop at
25°C and because of heat generated by machine operation, the
ballscrew is 5°C warmer, at 30°C. If the material sensors are placed
on (or very close to) the ballscrew, the laser readings will be com-
pensated to estimate the readings that would have been obtained
if the ballscrew were operating at 20°C. However, if the machine
were being operated in an environment at 20°C, the ballscrew
would not be at 20°C. The heat generated by operation of the
screw and the motor would still be there, so the ballscrew tempera-
ture would still be about 5°C warmer than ambient (25°C). Putting



ASME B89.1 .8-2011

the material sensor(s) on the ballscrew will therefore result in
overcompensation. It is better to place the sensor(s) on a massive
part of the machine to give a temperature reading related to the
average ambient temperature around the machine over the last
few hours.

(c) Objective 3: To estimate accuracy of a machine feed-
back system if it were at 20°C. This procedure is often
used for diagnostic purposes , for example , if the
machine has failed calibration against Objective 1 or 2,
and the accuracy of the feedback system at 20°C needs
to be verified. To meet this objective, the laser beam
should be aligned as close to the axis of the feedback
system as possible (to minimize Abbe offset error). The
material temperature sensor(s) should be placed on (or
very near to) the feedback system, and the expansion
coefficient should be set to that of the feedback system.

(d) Objective 4: To manufacture nonferrous parts that
are accurate at 20°C. The material thermal expansion
coefficient should be set to match that of the workpiece.
The material temperature sensor(s) should be located
to measure a temperature similar to that expected of the
workpiece. (This is often on the table of the machine,
but other factors, such as the type of coolant system
employed and the metal removal rates, may need to be
considered. ) This type of calibration should be per-
formed under typical conditions, and it can only be truly
effective if the temperature and expansion coefficients
of the various workpieces are relatively consistent.

(e) Other Precautions: Ensure there is good thermal
contact between the material temperature sensor and
the material being measured. If the air and machine
temperatures are significantly different, it is also likely
that there are significant temperature differences
between material surface and core temperatures. Under
these circumstances, the material temperature sensors
should be located where they will measure the core
temperature. Machine tool temperature will often rise
during operation. It is recommended to perform a warm-
up sequence of moves before calibration starts, so that
this effect is included.

C-6 AIR TURBULENCE

C-6.1 Identifying Air Turbulence

When measuring over longer distances or measuring
angle or straightness in a normal shop environment,
there may be noticeable amounts of instability in the
laser reading. If this instability appears as a fairly slow,
random wandering of the laser reading, then it is likely
the laser beam is being affected by air turbulence. If this
instability appears only as a high-frequency flickering
of the reading, it is more likely that mechanical vibration
(see para. C-7.1) is affecting the measurement.
Another technique that can be used to confirm the

presence of either turbulence or vibration is to record
the laser readings at high frequency (1 000 Hz) over
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several minutes using the laser system’s dynamic mea-
surement capability (if available). Mechanical vibration
will usually show as one or two clearly defined frequen-
cies between 1 Hz and 1 000 Hz (cycles/s). Air turbu-
lence, on the other hand, will not normally show any
clearly defined frequencies, but will appear as a random
fluctuation in the reading with frequencies ranging from
1 Hz to 0.001 Hz.

C-6.2 Laser Reading Instability Caused by Air
Turbulence

Moving pockets of warm and cold air cause air turbu-
lence. As these pockets of warm and cold air move
through the measurement laser beams, the laser wave-
length within the pocket varies. Suppose a bubble of
warm air rises through the laser beam. If this bubble is
0.1°C warmer than the surrounding air and 1 m across,
this would cause the linear laser reading to change by
about 0.1 ?m. (Note that if the laser was measuring
long-range straightness at the time, then the straightness
reading variationwould be over 100 times larger because
of the way the laser reading is processed to calculate
straightness. ) These air temperature fluctuations are
usually too fast or too localized to be detected by the
air refraction compensation system.

C-6.3 Reducing the Effects of Air Turbulence

Interferometry is best performed in very still air at
uniform temperature (where there is no turbulence), or
in air that is being vigorously stirred or circulated by
fans . (The worst conditions for interferometry lie
between these two extremes, where large pockets of
warm and cold air can slowly drift in and out of the laser
beams.) Therefore, to improve laser reading stability, it
is best to modify the environment to approach either
extreme.
Still air can be obtained by closing doors and win-

dows, switching off fans and heaters, and enclosing the
laser beams inside tents, ducts, or tubes. Stationary, uni-
form-temperature air can be achieved easily over short
measuring distances but may be impractical over long
distances.
Stirred air can be obtained by placing fans along the

measurement path. This technique works in two ways.
First, the stirring of the air mixes the warm and cold air
together, reducing pocket size and temperature varia-
tion. Second, these pockets pass more quickly through
the laser beams because they are both smaller and faster
moving. These two effects reduce the amplitude and
increase the frequency of any variation in laser reading
so that readout averaging can now be used more effec-
tively. For best results, select the longest term averaging
(smoothing) available on the laser system readout, or
take multiple measurements at each target position.
Avoid routing the laser beams above any heat sources,

such as heaters or motors. The hot air rising from such
sources can cause extreme variations in the laser reading,
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and can even cause the beam to bend to such an extent
that all signal strength is lost.
When performing short linear distance measurements

(<1 m), an air refractometer may also improve reading
stability. This is because some air refractometers can
provide instant compensation for air refraction varia-
tion. This technique only works well if the pockets of
warm or cold air move through both the refractometer
sample chamber and the laser measurement beams at
the same time. The refractometer should be placed as
close to the measurement beam as possible. Unfortu-
nately, refractometers provide little benefit over longer
distances and are inapplicable to angle and straightness
measurements where air turbulence effects are often the
most problematic.

C-7 OTHER ERROR SOURCES

This section describes miscellaneous error sources that
can degrade the accuracy of laser measurements.

C-7.1 Mechanical Vibration

If there is mechanical vibration, either from the
machine itself or induced by adjacent machinery or traf-
fic, or from badly mounted optics, the laser readings
may appear unstable and unrepeatable. To identify the
source of such vibration, it may be useful to record laser
readings at high frequency (1 000 Hz) using the system’s
dynamic measurement capability, if available. Refer to
para. C-6.1 .
If there is vibration, use of an averaged or smoothed

readout mode on the laser will usually stabilize the
readings. However, averaging should be used with cau-
tion since it may hide the effects of the vibration on
machine accuracy and repeatability and give a false
impression of machine performance. If the vibration
originates within the machine or will be present while
the machine is running, it may cause poor surface finish
or poor touch trigger probe measurement repeatability.

C-7.2 Thermal and Mechanical Creep

If the laser optics have just been assembled and fitted
to the machine or moved from one environment to
another, they should be given time to stabilize. The
length of time required will vary, depending on circum-
stance and measurement accuracy required. It can take
several hours for the optics and their mounts to acclima-
tize to a few degrees Centigrade of temperature change,
and each degree of temperature change may cause a
micrometer or so of movement. Do not over-tighten
clamping screws and bolts. Excessive stress may cause
plastic deformation in the threads and a slow creep in
position as the stress is relieved.

C-7.3 Human Interaction

Unfortunately, even the presence of metrologists
within the calibration environment can degrade mea-
surement accuracy. The human body is a source of heat.
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For the most accurate measurements, use cotton gloves
or a cloth when handling the measurement optics, and
do not breathe on the optics or into the laser beams
during calibration.
The presence and movement of people may cause

air turbulence and noise. Avoid movement close to the
measurement beams, and move around quietly, without
banging doors, etc.
In small temperature-controlled rooms, the presence

of too many people may raise the temperature. (Under
extreme conditions, this may also increase the carbon
dioxide concentration, thereby altering the air ’s refrac-
tive index.)

C-7.4 Solvents or Cleaners

High concentrations of solvent vapors can slightly
change the refractive index of air. Evaporation of solvent
from surfaces being cleaned prior to measurement will
cause local cooling and thermal contraction.

C-8 CALIBRATION PROCEDURE

This section provides guidelines on the steps to be
included within the calibration procedure to achieve
the best results. These guidelines are presented in the
sequence in which they should be applied.

C-8.1 Choose Calibration Target Positions and
Sequence

When choosing the target positions and the data-
capture sequence, the following points should be
considered:

(a) Target positions should usually span the working
zone of the axis.

(b) Unevenly or pseudo-randomly spaced target posi-
tions can help detect periodic error components.

(c) The machine should visit each target position sev-
eral times to allow assessment of both the measurement
and machine axis repeatability. If statistical analysis is
to be performed on the results, it is customary to visit
each target at least five times.
The machine should alternately approach the target

positions from positive and negative directions to allow
assessment of axis backlash. There are a variety of
sequences available. Normally, each target is visited in
turn in the forward direction, and then each target is
revisited in the reverse direction. This is repeated a num-
ber of times. However, there are alternative sequences,
such as pendulum and pilgrim sequences, that minimize
calibration time but may conceal the repeatability errors
caused by thermal drift in the machine.

C-8.2 Check the Environmental Compensation

Check that environmental compensation is active and
that the correct material expansion coefficient has been
entered correctly.
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C-8.3 Check Sign Convention

Move the machine in a positive direction and check
that the laser readout also changes in a positive direction.
If it does not, change the direction sense on the laser
readout.

C-8.4 Warm Up the Machine

A number of the machine calibration standards
require that the machine be at normal running tempera-
ture before calibration starts. A warm-up sequence of
moves is often used to achieve this.

C-8.5 Minimize Air Dead Path Error

An air dead path error can occur during linear mea-
surements if the optics are not close together when the
laser readout is zeroed and the atmospheric conditions
change during the calibration session. There are three
techniques for minimizing air dead path errors.

(a) Zero the laser readout with optics close together.
If the optics are within 10 mm of one another when
the system is zeroed, the air dead path error will be
insignificant under normal conditions.

(b) Rearrange the optics so that the measurement and
reference arms of the remote interferometer are the same
length (within 10 mm) when the laser readout is zeroed.

(c) Use the laser system’s air dead path correction
facility (if available). This will require the approximate
distance (accurate to within 10 mm) between the optics
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to be entered into the system’s software. Ensure that
the sign convention is correct (refer to the laser system
manual).

C-8.6 Preset Laser Readout to Match Machine
Readout

If the machine is not already at the position at which
calibration is to start, move the machine. If the machine
readout does not agree with the laser readout, the preset
function may be used to adjust the laser reading
accordingly.

C-8.7 Minimize Calibration Time

Avoid interruptions to the calibration sequence. Once
the calibration has started, it should progress steadily
to completion.

C-8.8 Examine the Calibration Graph — Beware of
Steady Gradients

The most common error seen on a linear calibration
graph is a steady gradient or slope. Unfortunately, this
sort of error can easily be caused by poor beam align-
ment (short axes only), incorrect environmental compen-
sation, or a machine axis pitch or yaw error. If the
calibration graph shows a steady slope, check the laser
beam alignment, the environmental compensation, the
material expansion coefficient, and the sensor locations.
Also perform a calibration for axis pitch and yaw.
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NONMANDATORY APPENDIX D
RETESTING OF INTERFEROMETER SYSTEMS

It is desirable to retest interferometer systems periodi-
cally to ensure that they continue to operate at the
claimed level of uncertainty. In particular, the calibration
of environmental sensors is likely to change over time
and is likely to give rise to errors unless the sensors are
periodically recalibrated. Also possible are changes in
the vacuum wavelength of the laser, but these changes
are usually less than 5 ? 10-8/yr for well designed sys-
tems and would likely never exceed 1 ? 10-6 in the
absence of catastrophic failure (or improper repair) of
the stabilization electronics.
Because the stability of various components depends

greatly on design details, it is impossible to recommend
intervals for recalibration. Recalibration intervals should
be recommended by the manufacturer based on
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previous experience and on the specifications for stabil-
ity of sensors given by the manufacturers of individual
components, such as temperature sensors. These recom-
mended recalibration intervals may be adjusted by the
user based on his/her experience with the systems in
his/her own operating environment.
At a minimum, recalibration would consist of recali-

brating atmospheric sensors and, on a less frequent basis,
checking the laser vacuum wavelength. Rechecking of
the system as a whole is desirable to achieve the greatest
possible confidence in system performance, but this
should not be required unless there is reason to suspect
that other sources of error are present. When significant
hardware or software changes are made, retesting the
entire system is recommended.
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NONMANDATORY APPENDIX E
AC INTERFEROMETERS VERSUS DC INTERFEROMETERS

Displacement-measuring interferometers come in two
varieties: DC or homodyne (single-frequency types), and
AC or heterodyne (two-frequency systems). Both use
modified Michelson optics. The DC design has the same
optical frequency in both reference and measurement
arms, whereas the AC design uses two distinct optical
frequencies. One of these optical frequencies is isolated
in the reference arm and the other is isolated in the
measurement arm.

In both designs, light from reference andmeasurement
arms is recombined at the beamsplitter and interferes
(mixes) in the photodetector. When the measurement
retroreflector is at rest, the detector in the DC design
sees a fixed intensity (the magnitude of which depends
on the relative phase of the interfering beams) and the
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output is a DC voltage. Hence, this is referred to as a
DC interferometer, homodyne interferometer, or single-
frequency interferometer, since the photodetector is mix-
ing two beams of the same optical frequency.
When the measurement retroreflector is at rest in the

AC design, the photodetector sees a varying intensity
due to mixing (interfering) of the different optical fre-
quencies. Thus, the detector output is an AC voltage
where the frequency is the beat or difference frequency
between the reference and measurement beams. Hence,
this is referred to as an AC interferometer, heterodyne
interferometer, or two-frequency interferometer.
In a DC interferometer, the displacement is detected

and processed as an intensity change, while in an AC
interferometer, the displacement is detected and pro-
cessed as a frequency change.
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NONMANDATORY APPENDIX F
SUGGESTIONS FOR TESTING THE MASTER INTERFEROMETER

AND ESTIMATING UNCERTAINTY

F-1 INTRODUCTION

This Nonmandatory Appendix is a supplement to sec-
tion 5, regarding the uncertainties in testing laser inter-
ferometer systems. Some examples are given to show
how the uncertainty of the master interferometer might
be estimated using an error budget approach in concert
with the testing of section 5.

F-2 MASTER INTERFEROMETER LDE AND
UNCERTAINTY

The expanded uncertainty, Um (p 2um), in the master
interferometer’s LDE can be estimated using an uncer-
tainty budget approach. This Standard recommends that
any such estimate be verified by comparison of the mas-
ter interferometer to a second master interferometer,
establishing a chain of comparisons reaching back to
national or international standards, and to the definition
of the meter. However, the uncertainty budget is a useful
adjunct to the comparison and provides considerable
confidence in the master interferometer if the detailed
results of the comparison can be understood in terms
of the uncertainty budget.
The comparison of the master interferometer to a sec-

ond master may be done according to section 4, but the
following exceptions and additions are recommended
to yield the most detailed information about the master
interferometer:
(a) If calibrated atmospheric sensors are employed by

the master interferometer to determine index of refrac-
tion, it may be desirable to recalibrate the sensors before
the interferometer system is tested and to adjust calibra-
tion factors to eliminate all errors in as far as practical.
By testing the system shortly after calibration, uncer-
tainty of the atmospheric sensors is kept to a minimum
and possible software problems will be most obvious.
The performance of the newly calibrated sensors will
be better than the performance that can be routinely
expected, and it will be necessary to account for this
bias as discussed later in this Nonmandatory Appendix.
The atmospheric sensors need only be calibrated over
the range of conditions appropriate for the laboratory
where the master interferometer will be used. For exam-
ple, it is not necessary to test the air temperature sensor
over a range of 10°C to 30°C if the interferometer is
going to be used in a temperature-controlled laboratory.
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For this reason, it would not be surprising if the uncer-
tainty, Um, is smaller than the uncertainty that would be
given by the manufacturer of the interferometer system,
who must assume that the interferometer will be used
over a broad range of conditions.
(b) The master interferometer should be calibrated in

a manner consistent with the way it will be used in
actual calibrations. For example, if the master is nor-
mally warmed up for a longer period of time than recom-
mended by the manufacturer (to achieve greater
stability), then it should be tested in the same manner.
(c) For greatest confidence, test the master with both

atmospheric compensation and compensation set to
standard conditions; the test at standard conditions is
typically more sensitive and may uncover subtle sources
of error. Furthermore, knowledge of which errors are
associated with atmospheric sensors and which are asso-
ciated with the rest of the interferometer may help estab-
lish a realistic uncertainty budget. In general, it is
desirable to give more detailed information on test
results when testing a master interferometer than
needed when testing a working interferometer.
(d) In section 5, the uncertainty,ULDE,C is computed as

ULDE,C p 2?? 2
L + u2m + u2c

When applying this formula to the calibration of a
master interferometer, um should be interpreted as the
uncertainty of the interferometer (super-master) that is
used to calibrate the master interferometer, and ULDE,C

shall refer to the normal master interferometer; that is,
ULDE,C is the part of Um (for the normal master) that is
evaluated in the comparison test. In some cases, the run-
to-run repeatability of the calibration, as measured by ?L,
may be a significant part of the uncertainty of calibration,
and inclusion of ?L in the formula above can lead to
double-counting of random errors. This problem can be
avoided by replacing ?Lwith ?L/n

1/
2 (the standard devia-

tion of the mean, where n is the number of runs). From
the uncertainties in sensor calibration plus the uncer-
tainty in vacuum wavelength of the master laser
(obtained from the manufacturer), it is possible to esti-
mate an overall length-dependent uncertainty of the
interferometer as described in Nonmandatory
Appendix A. One can have good confidence in the
understanding of the master interferometer if these esti-
mates are consistent with the results of the comparison.
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As an example, suppose that the estimated length-
dependent uncertainties in the interferometer are as
given in Table F-2-1. It is assumed that all errors in the
sensors have been adjusted to zero following calibration;
if this is not true, then any uncorrected errors should
be added to the expanded calibration uncertainty to
give the expanded uncertainties shown in Table F-2-1.
Calculation errors in the software are negligible. Note
that the uncertainty given in Table F-2-1 for the Edlén
equation is smaller than shown in Form 6-1 for refractive
index calculation because the interferometer will be used
only in laboratory-controlled conditions near 20°C,
where the refractive index calculation is more reliable.
Also note that there is no contribution to the uncertainty
from the material temperature sensor because the inter-
ferometer does not need a material temperature sensor
to serve as a master interferometer, as described in this
Standard.
The interferometer is first tested with compensation

set to standard atmospheric conditions, so that the only
errors in Table F-2-1 that will affect the measurement
are the vacuumwavelength and an essentially negligible
contribution from miscellaneous sources (small errors,
primarily diffraction corrections). Under these condi-
tions, the estimated expanded uncertainty, Um, is then
1.0 ? 10-7, as determined by adding these two relative
uncertainties in quadrature.
Suppose that this comparison of the master interfer-

ometer to a second, traceable master indicates that
LDEC p 1.5 ? 10-7 for the master interferometer, and
that the estimated total uncertainty of this test is
ULDE,C p 3 ? 10-8 (a larger uncertainty would typically
be required when atmospheric compensation is used;
here, there is no contribution from uncertainty in atmo-
spheric compensation). This result is inconsistent with
the required inequality of para. 5.1,

Um ≥ ULDE,C + ?LDEC?

WhenUmp 1.0 ? 10-7,ULDE,Cp 3 ? 10-8, and ?LDEC? p
1 .5 ? 10-7, the inequality is not satisfied. The result
clearly indicates the presence of an error that should be
corrected, if possible. For example, software errors could
be investigated, or the vacuum wavelength could be
rechecked. If a software error larger than about 1 ? 10-7

is discovered, so that the source of the discrepancy is
well understood, the software error could be corrected,
and the claim of a 1.0 ? 10-7 uncertainty in the master
interferometer exclusive of atmospheric sensors is argu-
ably defensible. However, it is recommended that the
master interferometer be retested to ensure that fixing
the software has not created greater problems. Similarly,
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if it were determined that the assumed vacuum wave-
length was in error by 1 ? 10-7 or more, this could
account for the bad comparison results at a level consist-
ent with the uncertainty estimates, and could be reme-
died through a change in the value for vacuum
wavelength stored in software. Caution is required here,
however. Before being confident of such a software
change, it should be verified that the cause of the error
is understood. For example, if the vacuum wavelength
error was caused by a change in the vacuum wavelength
over a 1-yr period, then there is a danger that similar
changes might occur following the calibration (a varia-
tion of 1 ? 10-7 in vacuum wavelength over a period of
less than 1 yr is quite large for most systems and might
indicate servo malfunction).
Similar considerations apply to the results of the com-

parison when atmospheric sensors are used. The quad-
rature sum of all the sources of uncertainty listed in Table
F-2-1 gives the expanded uncertainty Um p 1.6 ? 10-7.
If, for example, the comparison yields an LDEC of 3 ?
10-7, and if the expanded uncertainty of the comparison
ULDE,C is 1.0 ? 10-7 when atmospheric compensation is
employed, then it is clear that there is a problem that
must be investigated and corrected.
If the test indicates LDEC p 1.5 ? 10-7, this result is

not inconsistent with the claimed uncertainties, but the
inequality of section 5 is not satisfied, and there is no
clear confirmation that the claimed uncertainty of the
master interferometer can be achieved. Under these cir-
cumstances, it may be plausible to artificially increase
the uncertainty estimate, Um, so that the equation is
satisfied.
Even when results of the comparison are consistent

with the inequality, it is usually desirable to increase the
expanded uncertainty, Um, for the master interferometer
to account for potential drifts in sensor calibration (or
vacuum wavelength) between calibration cycles. The
drifts in these calibrated values may initially be esti-
mated from manufacturer’s specifications until several
calibrations have been carried out; after a number of
calibrations, the drift may be more reliably estimated
from the calibration history.
For example, suppose that calibrations occur on a

6-mo cycle, and uncertainties associated with drifts over
this time period are as shown in Table F-2-2. The uncer-
tainty of the sensor can be estimated as the quadrature
sum of the expected drift and the uncertainty at the time
of calibration. The overall uncertainty budget for length-
proportional errors then becomes that shown in
Table F-2-2. Thus, inclusion of drift in the uncertainty
budget increases the expanded uncertainty, Um , to
1.8 ? 10-7.
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Table F-2-1 Estimated Length-Dependent
Uncertainties in the Interferometer

Estimated Length-Dependent

Source of Uncertainty Relative Uncertainty, kp 2

Vacuum wavelength 1 .0 ? 10−7

Air pressure 35 Pa or 1 .0 ? 10−7

Air temperature 0.05°C or 5 ? 10−8

Humidity 5% RH or 4 ? 10−8

Atmospheric contaminants and 5 ? 10−8

unknown CO2 concentration

Edlén equation 2 ? 10−8

Miscellaneous 1 ? 10−8

Table F-2-2 Overall Uncertainty Budget for Length-Proportional Errors

Length-Proportional

Expanded Uncertainty at Uncertainty Quadrature Expanded Relative

Source of Uncertainty Time of Calibration Due to Drift Sum Uncertainty

Vacuum wavelength 1 ? 10−8 3 ? 10−8 3 ? 10−8 3 ? 10−8

Air pressure 35 Pa 40 Pa 53 Pa 14 ? 10−8

Air temperature 0.05°C 0.06°C 0.08°C 8 ? 10−8

Humidity 5% RH 5% RH 7% RH 6 ? 10−8

Atmospheric contaminants and unknown . . . . . . . . . 5 ? 10−8

CO2 concentration

Edlén equation . . . . . . . . . 2 ? 10−8

Miscellaneous . . . . . . . . . 1 ? 10−8

Total length-dependent expanded . . . . . . . . . 18 ? 10−8

uncertainty, Um
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