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In this book Jonathan Lowe offers a lucid and wide-
ranging introduction to the philosophy of mind. Using a
problem-centred approach designed to stimulate as well
as instruct, he begins with a general examination of the
mind-body problem and moves on to detailed examina-
tion of more specific philosophical issues conce.rning
sensation, perception, thought and language, rational-
ity, artificial intelligence, action, personal identity and
sell-knowledge. His discussion is notably broad in scope,
and distinctive in giving equal attention to deep meta-
physical questions concerning the mind and to the dis-
coveries and theories of modern scientific psychology: It
will be of interest to any reader with a basic grounding
in modern philosophy.
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Preface

At a time when many introductory books on the philosophy
of mind are available, it would be fair to ask me why I have
written another one. I have at least two answers to this ques-
tion. One is that some of the more recent introductions to
this subject have been rather narrow in their focus, tending
to concentrate upon the many different ‘isms’ that have
emerged of late — reductionism, functionalism, eliminativ-
ism, instrumentalism, non-reductive physicalism and so
forth, all of them divisible into further sub-varieties. Another
is that T am disturbed by the growing tendency to present
the subject in a quasi-scientific way, as though the only
proper role for philosophers of mind is to act as junior part-
ners within the wider community of ‘cognitive scientists’. It
may be true that philosophers of an earlier generation were
unduly dismissive — and, indeed, ignorant ~ of empirical psy-
chology and neuroscience, but now there is a danger that the
pendulum has swung too far in the opposite direction.
Perhaps it wilt be thought that my two answers are In con-
flict with one another, inasmuch as the current obsession
with the different ‘isms’ does at least appear to indicate an
interest in the metaphysics of mind, a distinctly philosophical
enterprise. But there is no real conflict here, because much
of the so-called ‘metaphysics’ in contemporary philosophy of
mind is really rather lightweight, often having only a tenuous
relation to serious foundational work in ontology. In fact,
most of the current ‘isms’ in the philosophy of mind arc gen-
erated by the need felt by their advocates to propound and
Justify a broadly physicalist account of the mind and its capa-

xi



xii Preface

cities, on the questionable assumption that this alone can
render talk about the mind scientifically respectable. Many
of the esoteric disputes between philosophers united by this
common assumption have arisen simply because it is very
unclear just what ‘physicalism’ in the philosophy of mind
really entails. In the chapters that follow, I shall try not to
let that relatively sterile issue dominate and distort our philo-
sophical inquiries.

This book is aimed primarily at readers who have already
benefited from a basic grounding in philosophical argument
and analysis and are beginning to concentrate in more detail
upon specific areas of philosophy, in this case the philosophy
of mind. The coverage of the subject is broad but at the same
time, I hope, sharply focused and systematic. A start is made
with a look at some fundamental metaphysical problems of
mind and body, with arguments for and against dualism pro-
viding the focus of attention. Then some general theories of
the nature of mental states are explained and criticised, the
emphasis here being upon the strengths and weaknesses of
functionalist approaches. Next we turn to problems con-
cerning the ‘content’ of intentional states of mind, such as
the question of whether content can be assigned to mental
states independently of the wider physical environments of
the subjects whose states they are. In the remaining chapters
of the book, attention is focused successively upon more spe-
cific aspects of mind and personality: sensation, perception,
thought and language, reasoning and intelligence, action and
intention, and finally personal identity and self-knowledge.
The order in which these topics are covered has been deliber-
ately chosen so as to enable the reader to build upon the
understanding gained from earlier chapters in getting to
grips with the topics of later chapters. Rather than include
separate guides to further reading for the topics covered by
the book, I have avoided unnecessary duplication by con-
structing the notes for each chapter in such a way that they
serve this purpose as well as providing references.

,l‘hf», book is not partisan, in the scuse of espousing an
exclusive approach to questions about the mind in general —
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such as any particular form of physicalism or dualism - but
at the same time it does not remain blandly neutral on more
specific issues. Developments in empirical psychology are
taken into account, but are not allowed to overshad'()w genu-
inely philosophical problems. Indeed, my approz'lch is a prob-
lem-oriented one, raising questions and possible answers,
rather than aiming to be purely instructive. I have tr1§d to
write the book in a simple and non-technical styl.e, with a
view to making it accessible to as wide a r.eadersh.lp as pos-
sible. At the same time, I hope that professional Phxlo§0phers
specialising in the philosophy of mind will find it of interest
more than just as a teaching aid.

I am grateful to a number of anonymous Feferees whg pro-
vided valuable suggestions and advice at various stages in the
preparation of this book. I only regret that llmlt.atlons of
space have prevented me from adopting all.of their sugges-
tions. I am also very grateful to Hilary Gaskin of Cambridge
University Press for her encouragement and help throughout
the process of planning and writing the book.
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Introduction

What is the philosophy of mind? One might be tempted to answer
that it is the study of philosophical questions concerning the
mind and its properties — questions such as whether the mind
is distinct from the body or some part of it, such as the brain,
and whether the mind has properties, such as consciousness,
which are unique to it. But such an answer implicitly assumes
something which is already philosophically contentious,
namely, that ‘minds’ are objects of a certain kind, somehow
related - perhaps causally, perhaps by identity — to other
objects, such as bodies or brains. In short, such an answer
involves an implicit reification of minds: literally, a making of
them into ‘things’. Indo-European languages such as English
are overburdened with nouns and those whose native tongues
they are have an unwarranted tendency to suppose that
nouns name things. When we speak of people having both
minds and bodies, it would be naive to construe this as akin
to saying that trees have both leaves and trunks. Human
bodies are certainly ‘things’ of a certain kind. But when we

say that people ‘have minds’ we are, surely, saying something

about the properties of people rather than about certain
‘things’ which people somehow own. A more circumspect way
of saying that people ‘have minds’ would be to say that pcople
are minded or "rrvt,inq’ful, meaning thereby just that they feel,
sce, think, reason and so forth. According to this view of the
matter, thep}ﬁloéophyof mind is the philusophical study of
minded things just insofar as they are minded. The things
in question will include people, but may well also include
non-human animals and perhaps even robots, if these too can
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be minded. More speculatively, the things in question might
even include disembodied spirits, such as angels and God, if
such things do or could exist.

Is there some single general term which embraces all
minded things, actual and possible? Not, I think, in everyday
language, but we can suggest one. My suggestion is that we
use the term ‘subject’ for this purpose. There is a slight
inconvenience attached to this, inasmuch as the word ‘sub-
ject’ also has other uses, for instance as a synonym for ‘topic’.
But in practice no confusion is likely to arise on this account.
And, in any case, any possible ambiguity can easily be
removed by expanding ‘subject’ in our intended sense to ‘sub-
ject of experience’ — understanding ‘experience’ here in a broad
sense to embrace any kind of sensation, perception or
thought. This agreed, we can say that the philosophy of mind
is the philosophical study of subjects of experience — what

they are, how they can exist, and how they are related to the
rest of creation.'

EMPIRICAL PSYCHOLOGY AND PHILOSOPHICAL ANALYSIS

But what is distinctive about the philosophical study of subjects
of experience? How, for instance, does it differ from the sort
of study of them conducted by empirical psychologists? It dif-
fers in several ways. For one thing, the philosophy of mind
pays close attention to the concepts we deploy in characterising
things as being subjects of experience. Thus it is concerned
with the analysis of such concepts as the concepts of percep-
tion, thought and intentional agency. The philosophical ana-
lysis of a concept is not to be confused with a mere account
of the meaning of a word as it is used by some speech com-
munity, whether this community be the population at large
or a group of scientists. For example, an adequate analysis
of the concept of seeing cannot be arrived at simply by examin-

1 . - H 3 1 3 ‘ 3
I'say more about the notion of a ‘subject of experience’ in my book of that title
Subjects of Experience (Cambridge: Cambridge University Pres ‘

4 TESS, 1o ‘) LSee espe-
ciallv ¢hs. 1 and 2. oo l
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ing how either ordinary people or empirical psy(t.hologlsts U‘S('
the word ‘see’. Of course, we cannot completely ignore (ZV(’,I).’-
day usage in trying to analyse such a concept, hut \tw, lmus(;
be ready to criticise and refine that usage where lt‘ is u’m usciS
or vague. The philosophical study of.any spbjcct matter s
above all a critical and reflective exercise which - the opmmg
of Wittgenstein notwithstanding — almost alv;fays will not an
should not leave our use of words unaltered. '

No doubt it is true that good empirical psycho'loglsts zllre:
critical and reflective about their use of psyghologmgl W(:)I‘ s:
but that is just to say that they too can be ph}losol;)}i)lcal ah?;i
their discipline. Philosophy is not an exclusive ¢ l}ll toi:vSUCh
only fully paid-up members can bel.ong. Ef/enA so, t E:h el
a thing as expertise in philosophical thinking, w s

and very often the practitioners of
¢ had the time or opportunity to

acquire it. Hence it is not, in'general, a go?d th’lneitgc:zfl\c/z
philosophising about the Sub.jCCt matter ot a glvtime -
exclusively to its own practitioners. At Fhe sa}llne g, i’nform
ever, it is incumbent upon trained phllosop.erSf o
themselves as well as they can about a domain (;ﬂen:)p Hen
scientific inquiry before presuming to offer p I'O!S ‘2 >y
reflections about it. A scientific theory of "'Slf’fl’ls‘l)’l s of
ther a rival to nor a substitute for a phllosophlczf a(?'?)')]i[\v o
the concept of secing: but each will have more credibiiit}
the extent that it is consistent with the other.

some pains to achieve,
the various sciences have no

) 4 MIND
METAPHYSICS AND THE PHILOSOPHY OF

e ilo-
The philosophy of mind is not only concerpecll Mtfclcthtes p%‘l(l)s
sophical analysis of mental or psychological concepts,

i E 5 . end edn (Oxtord:
* It is in the Philosophical Investigations, trans. G. E. M. Anscombe, znd ¢

ACKW [2,] § 2 wig W sted ¢ NIV Savs that ‘b Illl'v\i!ph\,
53 1 o ‘i snstem famon |} Ay

Blackwe S ) 2. hat Lud 1€ inegen X il

- f ”y - )‘ o . at tual use of l;)ﬂgu.’lg" e ‘Ill Jeave \}' \Il I') r::{l

& o el this docirine, which 145,
it i B " S 1y disageee with "

as ' As will be gathe r(d, I strongly .g A e e,

l'l 'u\'ill. w, had a m;\lign influence on the phlli)\uphl\ of "‘lrlil.||?1'( b of Alue 1o our

; it : neede that ’illgf’n\'tl‘in himsr-lf has (Hl]l”l)l]'(l r A}
readily cancede at W R

. subiects of expericnce.
understanding of ourselves as subjects of exp

may in no way interfere with the
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ever. It is also inextricably involved with metaphysical issues.
Metaphysics — which has traditionally been held to be the
root of all philosophy - is the systematic investigation of the
most fundamental structure oﬁfwr:‘c;‘ziiiify:"I"tw includes, as an
important ShB-dinéibh,‘ ontology: the study of what general
categories of things do or could exist. The philosophy of mind
is involved with metaphysics because it has to say something
about the ontological status of subjects of experience and
their place within the wider scheme of things. No special
science — not even physics, much less psychology — can usurp
the role of metaphysics, because every empirical science pre-
Supposes a metaphysical framework in which to interpret its
experimental findings. Without a coherent general concep-
tion of the whole of reality, we cannot hope to render compat-
ible the theories and observations of the various different
sciences: and providing that conception is not the task of any
one of those sciences, but rather that of metaphysics.

Some people believe that the age of metaphysics is past
and that what metaphysicians aspire to achieve is an imposs-
ible dream. They claim that it is an illusion to suppose that
human beings can formulate and justify an undistorted pic-
ture of the fundamental structure of reality — either because
reality is inaccessible to us or else because it is a myth to
suppose that a reality independent of our beliefs exists at all,
To these sceptics 1 reply that the pursuit of metaphysics is
inescapable for any rational being and that they themselves
demonstrate this in the objections which they raise againsi
it. For to say that reality is inaccessible to us or that there is
no reality independent of our beliefs is Just to make a metq-
physical claim. And if they reply by admitting this while at
the same time denying that they or any one else can Justify
metaphysical claims by reasoned argument,
response is twofold. First, unless they can give me g,
for thinking that metaphysical claims are
do not sce why I should accept wh
Socon(l]y, if they mican to abandon r
gether, even in defence

YMe reason
never justifiable, I
at they say about this,
casoned argument alto.-
of their own position, then T have
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nothing more to say to them because they have excluded
themselves from further debate. . ' bt this

Metaphysics is unavoidable for a rational thinker, ut t' n.s‘
is not to say that metaphysical thought a'n(l r(:asomflg’d'r(,
either easy or infallible. Absolute certainty is no more dl'tdlni
able in metaphysics than it is_ i'n any other ﬁeld Offr'all'tl(m?(,
inquiry and it is unfair to criticise metaphysics for ailing t
deliver what no other discipline — not even mathematlcsd— is
expected to deliver. Nor is good metaphysics conducteb 1r;
isolation from empirical inquiries. If we want to know adou
the fundamental structure of reality, we cannot afforb t(t)
ignore what empirically well-informed scientists tell us a r?re
what, in their opinion, there is ir} the wor!d. preve;, scrl:]: ce
only aims to establish what does in fact exist, given the emp "
ical evidence available to us. It does not and cannot purpo !
to tell us what could or could not exist, much less whatfmu.y
exist, for these are matters whicfll go beyond the scope Oir;,icr;)l/
empirical evidence. Yet science itself can'onl.y u;e T'm}},)t ieal
evidence to establish what does in fact exist in t e lﬁ "
coherent conception of what could or could no;exmt', teenccae "
empirical evidence can only be evldenc'e for t C‘Z[XISAnd 0
things whose existence is at least‘ gen.umely p(;mh e. i
provision of just such a conception is one ol the p
tasks of metaphysics.’ _

The point ([))f z/hese remarks is to emph'as(;se lihnereemcairrlir;(;;
be progress either in the philos.ophy of min b(;rndoned? e
psychology if metaphysics is '1gn0red'or la andonec. e
methods and findings of empirical psychologis e
scientists, valuable though they are, a,re. nosi;l o
metaphysics in the philosopher. of mind’s 1rv1'\e‘t :o:, vwiling
should our metaphysics be slaws}'lly subsenvne}r: . [‘)m g
scientific fashion. Scientists inevitably have t .ffl.r 0 " bu,[ -
physical beliefs, often unspoken and unreflective ones,

] 3 The
i o ! ('”".' s ”l],)‘lr‘.l'lll n my
"1 explain more fully my views about e “m,"”fl? s mportane e T
Possibility of Metaphysics: Substance, Identily and Time »
1998), ch. 1.
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would be a complete abdication of philosophical responsibil-
ity for a philosopher to adopt the metaphysical outlook of
some group of scientists just out of deference to their import-
ance as scientists. We shall have occasion to heed this warn-
ing from time to time in our examination of the problems
which the philosophy of mind throws up.

A BRIEF GUIDE TO THE REST OF THIS BOOK

I have organised the contents of this book so as to begin,
in chapter 2, with some fundamental metaphysical problems
concerning the ontological status of subjects of experience
and the relationship between mental and physical states.
Then, in chapters g and 4, I move on to discuss certain gen-
eral theories of the nature of mental states and some
attempts to explain how mental states can have content — that
is, how they can apparently be ‘about’ things and states of
affairs in the world which exist independently of the indi-
viduals who are the subjects of those mental states. In chap-
ters 5, 6 and 7, I look more closely at certain special kinds
of mental state, beginning with sensory states — which even
the lowliest sentient creatures possess — and then progressing
through perceptual states to those higher-level cognitive states
which we dignify with the title thoughts and which, at least in
our owh case, appear to be intimately connected with a capa-
city to use language. This leads us on naturally, in chapter 8,
to examine the nature of rationality and intelligence — which we
may like to think are the exclusive prescerve of living crea-
tures with capacities for higher-level cognition similar to our
own, but which increasingly are also being attributed to some
of the machines that we ourselves have invented. Then, in
chapter g, I discuss various accounts of how intelligent sub-
jects put their knowledge and powers of reasoning into prac-
tice by engaging in intentional action, with the aim of bringing
about desired changes in things and states of affairs in the
world. Finally, in chapter 10, we try to understand how it is
possible for us to have knowledge of ourselves and others as sub-
Jects of experience existing both in space and through time:

Introduction 7

that is, how it is possible for intelligent subjects of experience
like ourselves to recognise that this is precisely what we are. In
many ways, this brings us back full circle to the .metaphyswal
problems of self and body raised at the outset, in chapter 2.
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Minds, bodies and people

ii’ﬁﬁi’é“ﬁlf?’j in the philosophy of mind has been the
related to the—bo({ Pl the problem of how the mind is
chapter, this way t However, as I indicated in the previous
i Sugge’sts thata‘);}? Pl{ttll,lg the problem is contentious, since
how relatd o (i t:)rnmd 1s some sort of thing which is some-
brain. We are i € body or some part of the body, such as the
identical with thn":;eq to consider, thus, whether the mind is
Neither propos el fain, say, or mCrt?ly causally related to it.
suggest, th posa Seems very attractive — the reason being, I
Ratier’ ) at there Is really no such thing as ‘the mind’.
which oiere are minded beings ~ subjects of experience -
Sucl bcing’spi(ﬁr:]m(‘f’}:hmk and perform intentional actions.
have b()di(-sl )“q"lff uinan persons, such as ourselves, who
as  height ’ \fvu S;TIf‘g l\/armus plz)fsu:al characteristics, such
properly ll;l(l(‘l’;ﬁ):) | A shape. Fhe mind—body problem,
Eoperty unders d, I.s.lll(‘ pr(.)l)lvm ol how subjects of experi-
Se ‘l_“' l“'l‘l“'(_l to their physical bodies.

therm, T shaly roulilities suggest (hemselves. n- describing
recognising that r'}(]:t myself to the. case of human persons, while
wides thangthi bt e class Of‘Sub\]CCtS of experience may be
non-human an?rr(l flicause, for Instance, it may include certain
that is, is identj als)-_One possibility is that a person just is —
ished p;art Jesh ca }\;wth — his or her bady, or some distingu-
something alto SU; as 1ts brain. Another is that a person is
anothes if thatt)get er dlS.tlnCt from his or her body. Yet
which is his or her hody ang- oo POSLE entity, one part of
thing else, such ody and another part of which is some-

: » SUCH as an immaterial spirit or soul. The latter

8

Minds, bodies and people 9

two views are traditionally called forms of ‘substance dual-
ism’. A ‘substance’, in this context, is to be understood, quite
simply, as any sort of persisting object or thing which is capable
of undergoing changes in its properties over time. It is
important not to confuse ‘substance’ in this sensc with ‘sub-
stance’ understood as denoting some kind of stuff, such as
water or iron. We shall begin this chapter by looking at some

arguments for substance dualism.

CARTESIAN DUALISM

Perhaps the best-known substance dualist, historically, was
René Descartes — though it is not entirely clear which of the
two forms of substance dualism mentioned above he adhered
to." Often he writes as if he thinks that a human person, such
as you or I, is something altogether distinct from that per-
son’s body ~ indeed, something altogether non-physical, lack-
ing all physical characteristics whatever. On this interpreta-
tion, a human person is an immaterial substance — a spirit
or soul ~ which stands in some special relation to a certain
physical body, its body. But at other times he speaks more as
if he thinks that a human person is some sort of combination
of an immaterial soul and a physical body, which stand to one
another in a rather mysterious relation of ‘substantial union’.
I shall set aside this second interpretation, interesting
though it is, largely because when philosophers today talk
about ‘Cartesian dualism’ they usually mean the former view,
according to which a person is a wholly immaterial substance

' Descartes’s views about the relationship between self and body rf‘(.ei\'f' xh:*ir h("?lv
known formulation in his Meditations on First Philosophy (1641), to be found in The
Philosophical Writings of Descartes, ed. J. Cottingham, R. Sl(m(h.rmf and D. Murdoch
(Cambridge: Cambridge University Press, 198.4). In recent times, one of ,“""' ar-
tes’s best-known and severest critics has been Gilbert Ryle: see bas The Cancept of
Mind (London: 1lutchinson, 1949), ch. 1. For a controversial cnngue of the
received view that Descartes was a ‘Cartesian dualist’s see (;llrvllvll Baker and
Katherine J. Morris, Descartes’ Dualism (1 __ng_lgm:ﬁl\('y_ujjvt_;g»l&".w[w[v) It s unforta-

nate that many modern philosophers of min
historical Descartes’s views, but this is not the place fur me to enga

A tend o distort or aversunphfy the
gr with them

over that issue.
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g)ossessmg mental but. no.physical characteristics. But it is
mpor‘tant, when considering this view, not to confuse the
term .subs.tance’ in the sense in which we have just been
using it with the sense in which it denotes a kind of stuff
ga:jtesu;n dualism does not maintain that a person is, or is'
ectophaunt el of minersenthcentury spriualiss. On
. . of -century spiritualists. On
the contrary, it maintains that a person, or self, is an alto-
g}fl:.ther simple, indivisible thing which is not ‘m;de’ of any-
; 1r}11g at all and. has no parts. It contends that you and I are
uct simple things and that we, rather than our bodies or
?}:ams, are spbjects of experience — that is, that we rather
Y ir(l)r(l)ttérnz:dtxﬁs or brains have thgughts and feelings. In fact,
It conterds ! at wefand our bodies are utterly unlike one
otter | spect o t.he Sorts of properties that we possess.
bodies have spatial extension, mass, and a location in

| physical space, whereas we have none of these. On the other

g
/'hand, we have thoughts and feelings — states of con-

| ;Celto}il::f:ss — whereas our bodies and brains lack these alto-
ing’vlyhii:r;iai‘ons' )dld Descartes have for holding this seem-
rcasm;s’* I’If h'Vll(Jv,V.(,),f‘Our‘?EIvcs ) a.nd how good were his
ont l)()(l‘i(‘s' w”‘:( ftw,;al: For one ll?mg, he considered that
activity ();I ”“'i'rﬁllnp)’/ m(‘upul)l(‘.“l engaging in intelligent
T A, | ‘If)‘vw‘l I.u'('nunl - ll]('il[)fl')l(‘ of thinking. 'This
lll(flll:s‘(‘l\./(‘q W‘l:i .l( \'/(~(.| that the behaviour of bodies, left to
mining lll;‘,il' ;11 “}“'f y governed ‘I')y mechanical laws, deter-
other bodiés 5 ovements as the ('H'v,cts of the movements of
see how mecha):']mﬁ lr(;to ConFact with them. And he couldn’t
be the basis oflca i’l Cterfnmed behaviour of this sort could
- Ssuc hmanlfestly 1ptclligent activity as the
person to anothe}r)e;?' hto communicate thoughts from one
the age of the ol . t ith the benefit of hindsight, we who live
e COec r(l)lr}lc computer may find this considera-
possibility of ma T;:PC ing, because we are familiar with the
fashion oo evCrC1 ines behaving in an apparently intelligent
resemble o using language in a way which seems to
ur own use of it. Whether it is right to think of
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computers as really being capable of intelligent hehaviour on

their own account, or merely as cleverly constructed devices
which can simulate or model intelligent behaviour, is an open
question, to which we shall return in chapter 8. But, cer-
tainly, there is no simple and obvious argument from our own
capacity for intelligent behaviour to the conclusion that we
are not to be identified with our bodies or brains.

THE CONCEIVABILITY ARGUMENT

The argument that we have just considered and found want-

ing is an empirical argument, at least to the extent that it
appeals in part to the laws supposedly governing the behavi-
our of bodies. (Descartes himself thought that those laws had
an a priori basis, but in this he was almost certainly
mistaken.) However, Descartes also had, more importantly,
certain a priori arguments for his belief that there is, as he
puts it, a ‘real distinction’ between oneself and one’s body.
[One of these is that he claims that he can ‘clearly and dis-]
tinctly perceive’ — that is, coherently conceive — the possibility |
of himself existing without a body of any kind, that is, in a;
completely disembodied state. Now, if it is possible for me to'
exist without any body, it seems to follow that I cannot be

identical with any body. For suppose t
a certain body, B. Given that it is
without any body, it scems to follow that it is possible'for me
to exist without B existing. But, clearly, it is no! possible for
me to exist without me existing. Consequently, it seems that
I cannot, after all, be identical with B, because what is true,
of B, namely, that I could exist without it existing, is not {rue j
of me.}\ o
However, the force of this argument (even accepting its
validity, which might be qucsti(med) depcr.lds upon the
cogency of its premise: that it is indeed possnblv for me 1o
cxist without any body.” In support of this premise, Descartes

p()ssible for me to exist

nt is that it assumes that 1t s an
yv. that 1s, that £3 would nat have
assumption plausible. but 1t

oning the arguine
B, that it is a bl
If find this

" One possible reason for questi
essential property of any body,
existed if it had not been a body. I myse

hat I were identical with rﬂf\(&
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cl.alms that he can at least conceive of himself existing in a
disembodied state. And, to be fair, this seems quite plausible.
After: all, many people report having had so-called ‘out of
body experiences, in which they seem to float away from
their bodies and hover above them, seeing them from an
external point view in the way in which another person might
fio so. These experiences may not be veridical: in all probabil-
ity, thf;y are hallucinatory experiences brought on by stress
or anxiety. But they do at least indicate that we can imagine
existing in a disembodied state. However, the fact that we
can imagine some state of affairs is not enough to demonstrate
that that state of affairs is even logically possible. Many of
us find little difficulty in imagining travelling back in time
and p?.rtlcipating in historical events, even to the extent of
changmg what happened in the past. But on closer examina-
tion we see that it is logically impossible to change the past,
that is, to bring it about that what has happened has not
happened. So too, then, we cannot conclude that it really is
POSSIble to exist without a body from the fact that one can
imagine doing so.

' Ot course, Descartes doesn’t claim merely that he can ima-
gine existing without a body: he claims that he can ‘clearly
and (llst!nctly perceive’ that this is possible. But then, it
seens, his claim simply amounts to an assertion that it really
is pns:mhlv for him to exist without i body and doesn™t provide
;“.w ln.(l("pv‘n.(lvnl grounds (or this assertion. (n the other
;(:n(li)lls it l&l‘lI‘ always to 'insist ! hat a claim that something is
possible must be susceptible of proof in order to be rationally
acceptable? After all, any such proof will have to make
appea!, at some stage, to a further claim that something or
other is possible. So, unless some claims about what is possible
are acceptable without proof, no such claims will be accept-
able at all, which would seem to be absurd. Even so, it may
lf)e fe-lt that Descartes’s particular claim, that it is ’possiblc
or him to exist without a body, is not one of those possibility

has b . Ao -
Ai:sgurt;t::];h;ol:eggC?' by ‘Trcn@n Merricks: see his ‘A New Objection to A Priori
ualism’, American Philosophical Quarterly 31 (1994), pp- Bo—5.
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claims which is acceptable without proof. The upshot is that
this argument of Descartes’s for the ‘real distinction’
between himself and his body, even though it could conceiv-
ably be sound, lacks persuasive force: it is not the sort of
argument that could convert a non-dualist to dualism.

THE DIVISIBILITY ARGUMENT

Descartes has another important argument for the ‘real dis-

tinction’ between himself and his body. This is that he, as a

subiect of experience, is a simple and indivisible substance,
P 5

whereas his body, being spatially extended, is divisible and
composed of different parts. Differing in these ways, he and
his body certainly cannot be one and the same thing.{ But*
f this argument — that he is a
simple and indivisible substance = is open to challenge. Why
should Descartes suppose this to be true? There are two ways
in which his claim might be attacked, one more radical than
the other. The more radical way is to challenge Descartes’s
assumption that he is a substance at all, whether or not a
simple one. By a ‘substance’, in this context, recall that we
mean a persisting object or thing which can undergo changes
in its properties over time while remaining one and the same
thing. To challenge Descartes’s assumption that he is a sub-
stance, then, is to question whether, when Des.cartes uses
the first-person pronoun, ‘L', he succeeds in referring to some
single thing which persists identically through time — indeed,
more radically still, it is to question whether he sucgeeds in
referring to some thing at all. Perhaps, after ;.111,. ‘I’ is not a
referring expression but has some other linguistic function.

Perhaps the ‘T’ in ‘1 think’ no more serves 0 pick out a certain
object than does the ‘it’ in ‘It is raining’. Ah_hwgh some
philosophers have maintained precisely this, it seems an

again, the crucial premise 0

r who holds that s not a retersing rxpression
“Fhe First Person’, in 5. Gutrenplan ied.y, Mind

and Language (Oxford: Clarendon Yress, \(.)75).!1‘1"1""“1 in G I," M A'}‘;""'h;l‘
Metaphysics and the Philosophy of Mind- Collected Philosophical Papers. Volume

{Oxford: Blackwell, 1981). I discuss Lhis view more fully in chapter 10.

i) A .
For an example of a philasophe
at all, see G. E. M. Anscombe,
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implausible suggestion. It seems reasonable to suppose that
what T have been calling ‘subjects of experience’, including
humap persons, do indeed exist and that the ﬁrst-;;erson pro-
noun is a lmguistic device whose function it is to refer to the
subject who is using it. And it also seems reasonable to sup-
pose that subjects of experience persist through time and
undergo change without loss of identity. Anyway, I shall
assume for present purposes that this is so, though,we shall
;‘rtit:}:‘:ptt(;:hleolslsue }vlvhen we come to discuss personal identity
n chapier 1 (.)frtlhs ort, | shal.l COl’lS.IdCI‘ no further, here, the
et : € two ways in which Descartes’s claim that
e is a simple substance might be challenged.

The other way in which this claim might be challenged is
to‘ accept that Descartes, and every subject of experience, is
{a; substance’,. in the sense of the term that we have adopt’ed,
Stu;nct: &t;}(zst:k)‘n le(flhgther he is a simple and indivisible sub-
stance. y should Descartes have .supposed that he himself

ple and indivisible? After all, if he were to lose an arm

or .‘al leg, would he not have lost a part of himself? Descartes’s
?\?:;,Vo‘ijr, rrll(:):iOUb.t, 1s t‘ha'lt this would.only be to lose a part of
o id)(.);lti(ma p'alrt ().l himself. Bu.t th}s presupposes that he is
Coestion Wh,::lF.] h1§ b()dy,. wluc.h is the very point now in
- [ha; I)f.;(..lrlr .r'(:‘qlun.'ed is an independent reason to sup-
o himel ”(,;w:‘v ‘(,‘.s .sl ()ss (‘)l his arm or leg is no loss of a part
at (his- ) “.m.( l,’l 1(..H‘ 1S |)('l‘]m|)s some reason to snpp()sv
makes 11();«-ss(-:‘1’t~f\i""|(- Iy’ that the loss of an arm or a l"g,
eriemes lh l¢'1 « 1tl\crcncc to onesell as a subject of
experiene .S be:e ;re, after all, people who are born without
y experieﬁc,e l;l this makes them no less people and subjects
O oxpene - | owever, even if we accept this line of argu-
e ,f oesn’t serve to show that no part of one’s body is
gf pa(;t c())?f(:)srt;:g. I;or. one cannot so easily contend that a loss
o a0 Susb.mzn v;/ould n}ake no essential difference to
People whe haviecbt of experience. Nor do we know of any
Descartes were ri h(t:e'n b'orn W}thOUt_brainS- OF o
in a complecel dig gl h'ls earlier claim that he could exist
ot o e y disembodied state, then this would lend sup-
view that even parts of his brain are not parts of
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himself. But we have yet to be persuaded that that carlier
claim is true. So it scems that, at this stage, Descartes’s claim
that he himself is a simple and indivisible substance is insuf-
ficiently compelling. This is not say that the claim may not be
true, however, and I shall give it more consideration shortly.

NON-CARTESIAN DUALISM

So far we have failed to identify any compelling argument for
the truth of Cartesian dualism, so perhaps we should give up
dualism as a lost cause — especially if there are in addition
some compelling arguments against it. But before looking at

such counterarguments, we need to sound a note of caution.

We shouldn’t imagine that in rejecting Cartesian dualism we
bstance dualism’.

must automatically reject every form of ‘su
There is, in particular, one form of substance dualism which
is untouched by any consideration so far raised, because it
doesn’t appeal to the kind of arguments which Descartes
used in support of his position. According to this version of
substance dualism, a person or subject of experience IS,
indeed, not to be identified with his or her body or any part
of it, but nor is a person to be thought of as being an imma-
terial spirit or soul, nor even a combination of body and soul.
On this view, indeed, there need exist no such things as
immaterial souls. Rather, a person or subject of experience
is to be thought of as a thing which possesses both mental and
physical characteristics: a thing which feels and thinks but
which also has shape, mass and a location in physical space.
But why, it may be asked, should such a thing not simply be
identified with a certain physical body or part of it, such as a
brain?

At least two sorts ol reaso
any such identity. The first is t
thoughts and feelings, seem not to be
to something like a person’s brain, nor even to a pe
body as a whole, but only to a person himsell or herselt. ()l.lf‘
is inclined to urge that it is 1 who think and teel, not my bramn
or body, even if I need to have a brain and body in order to

n might be adduced for denying
hat mental states, such as
properly attributable
TSRO S
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b.e ab.le to think and feel. (I shall say more in defence of this has persistence-conditions which are different from those of
view in chapter 10.) The second and, I think, more immedi- the lump: for instance, the statue would cease to survive if
| ately compelling reason is that the persistence-conditions of per- the lump were squashed flat, but the lump would continue to

| sons appear to be quite unlike those of anything such as a survive in these circumstances. However, the statue,
human body or brain. By the ‘persistence-conditions’ of although distinct from the lump, is none the less like it in
objects (or ‘substances’) of a certain kind, I mean the condi- having physical characteristics such as shape and mass:
tions under which an object of that kind continues to survive indeed, while it is composed of that lump, the statue has, of
as an object of that kind. A human body will continue to course, exactly the same shape and mass as the lump does.
survive just so long as it consists of living cells which are So too, it may be suggested, a person can have. exactly Fhe
suitably organised so as to sustain the normal biological func- same shape and mass as his or her body does, without being
tions of the body, such as respiration and digestion; and much identical with that body. However, the analogy may not be
the same is true of any individual bodily organ s’uch as the perfect. The statue is composed by the lump. Do we want to
brain. However, it is not at all evident that I ,as a person, say that a person is, similarly, composed by his or her body?
could not survive the demise of my body an,d brain. One Perhaps not, for the following reason.
needn’t appeal here, as Descartes docs, to the supposed pos- First, let us observe that, so loqg as the lump composes the
sibility that I could survive in an altogether disembodied Statue, every part of the lump is a part of the statue: for
state. That possibility is indeed very hard to establish. All example, every particle of bronze in the lump is a part of the

that on . A . statue. However, the reverse seems not to be the case: it
e need appeal to is the possibility that I might exchange doesn’t seem cor’rect to say that every part of the statue is a

my body or bra.ln [.or another one, perhaps even one not com- part of the | b Thus. for instance, if the statue’
Ezied of orlgamc tlSS}lC at all but of quite different materials. is a statue OF:]FnZn tr}?:rfet.he sltlz’tue’s arm wili be one of its i
> < b . o . 5
CC“SC’};‘;?:II; eér‘::ii:;]lgh;nznwsige Th'e"pl(;SSlblh]ty 03 ";)Y brla': parts and yet it doesn’t seem correct to say that the statue’s o
tronic circuits, in suc}; wa ;yst Cmdvtlc.d yhrep ace[. y ¢ eit arm is a part of the lump of bronze, even though it is correct
is that those cells serve | Y . 5, O sustali w fxt(’,vcr unc.,tlon . to say that a part of the lump of bronze composes the arm. For-
at the en l“ [.u' S SErve in ""‘lh‘h“g me to feel and thm.k. It, the part of the lump of bronze which composes the statue’s
o lt;] ‘()” suc‘h'a !)r(x:cs‘s ol |~(:.pln<~(-|m-nt. I were stl!l to arm is not identical with the statue’s arm, any more than the
i I‘s ;,dh}:l'lnt. subwct of experience or person as l)(-[()rf‘, whole lump of bronze is identical with the statue. So the
brz;in z::ll(()luso c‘;\fl;urvivid t.he d(?misc (-)l‘ Yy })rt*se!lt organic statue and the lump do not have exactly the same parts —
discuss this sort of a:ou ¢ identical Wlt},l it. (Again, 1 shall which, of course, is an additional reason for §aying th'at they
If this reasoning js gument more fully in chapter 10.) are not identical with one another. Indeed, if they did h{ive
stance dualoes acgco (}j)_ersuaswe,.lt supports a version of sub- exactly the same parts, this would be a good reason for.saylng
A | his or her by, o rding to which a person is ({’zstmc.t from that they were identical with one another, becagse it is a
body possesseys’ ! is nlonetheless ‘sor'nethmg which, like the widely accepted principle of mereology — the logic of part-
‘mass’ A ] physica characteristics, such as shape ‘and whole relations — that things which have exactly th(': same
! S- An analogy which may be helpful here is that prov1ded parts arc identical with one another.® Suppose that this prin-

b - - )
by the reflat;]o.n}s]hlp between a bronze statue and the lump of
ronze of which it is com i
osed. The ot F
p statue, 1t seems, cann For a comprehensive modern treatment of mereology,

be identical wi 4
well h l Wlth'the lump of bronze, because the statue may Study in Ontology (Oxford: Clarendon Press, 1987). L discuss part I
ave come into existence later than the lump did and more fully in my Kinds of Being: A Study of Inditiduation, Identity and the Logt

see Peter Simons, Parts: A
—whole relations

¢ uf
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ciple is correct, then, and turn to the case of a person and
his or her body. If a person is composed by his or her body but
not identical with it, then, it seems, by analogy with the
statue and the lump of bronze, every part of the body must
be a part of the person but not every part of the person can
be part of the body: that is to say, the person must have
certain parts in addition to parts of his or her body. However,
it is very far from evident what these supplementary parts
of the person could be, given that we have abandoned any
suggestion that a person has an immaterial soul. It will not
do to cite such items as a person’s arm, for this is, of course,
a part of the person’s body. In this respect, the analogy with
the statue and the lump of bronze breaks down, because the
statue’s arm plausibly is not a part of the lump. So, on the
plausible assumption that a person has no parts which are
not parts of his or her body — and yet is not identical with his
or her body — it seems that we must deny that a person is
composed by his or her body.

ARE PERSONS SIMPLE SUBSTANCES?

Now, if the preceding line of reasoning is correct, then we
can reach a more remarkable conclusion, namely, that
Descartes was right, after all, in thinking that he is a simple
substance, altogether lacking any parts. The argument is
simply this. First, we have argued that a person is not identical
with his or her body nor with any part of it, on the grounds
that persons and bodily items have different persistence-
conditions./Secondly, we have argued that a person is not
composed by his or her body nor — we may add - by any part
of it. Our reason for saying this is that there appear to be no
parts that a person could have other than parts of his or her
body. However, if a person were to have as parts only parts of
his or her body, then, according to the mereological principle

Sortal Terms (Oxford: Blackwell, 1989), ch. 6. Of course, we should not assume

that principles of mercology, even if they are widely accepted ones, are timmune
to criticism.

Minds, bodies and people 19

mentioned earlier, it would follow, after all, that that person
would be identical either with his or her body as a V\thlC or
with some part of it (depending on whfether the p~artS mn qUCS(i
tion were all the parts of the body or just some of them). An
we have already ruled out any such identlty.)COI}SCquele’d‘?
person can have no parts at all of which he or she 1s COmPOS‘;l,'
a person must be a simple substange. But notice t.hat }: I}S,
argument proceeds in the opposite direction to that in whic
Descartes argues. He argues from the premise that a person
is a simple substance (together with cer'tam (?ther prem}ses)
to the conclusion that a person is not identical w1tb his or
her body, whereas we have just argued from the PTC“}‘:SC tb?}tl
a person is not identical with his or her body (together wi a
certain other premises) to the conclusion that a person 1s
simple substance. .
Opf course, some philosophers might see the for.egomg
argument as a reductio ad absurdum of one or more Of(ilts tpr;
mises, most likely the premise that a person 1s not lv,(la’ln 1€ .
with his or her body nor with any part of it. They wi dltl}r1gat
that it is just obvious that a human person has parts i"nce ”
the only parts of a person are bodily parts, arguing the b
the conclusion that a person is identical with his Of ehr' . i)t’
or some distinguished part of it. However, I don’t ;1 mS :
really is obvious that a person has parts. That,hper ?izn’ of
why it is not casy for us to make clear sense ’oft ;: nOerS(m’S
‘dividing a person in two’. I we remove any part o 15 who is
body, it seems that either we are left with one pers left with
the same whole person as before or els§ we are e-ﬁction
no person at all. There are, of course, various SCICHCZ' P
scenarios in which a single person I8 envisaged aes ()fl:)r'din-
into two distinct persons, perhaps as a conseque‘nccan really
bisection and transplantation. But whether we ‘ which
make sense of such stories is a ma.tter for dcb‘df(y"m:l cases
we shall return in chapter 10. Again, there ani:(uh ;lPP“‘r-
of so-called ‘multiple pcrsonalit)” syndr(){“": l{“ V; €x ;(-ri('n('('
ently, several different persons of subjects (l)- ‘atl(kl these
manifest themselves within a single hl.lman b(}):}; y r(*sulf(-(i
differcnt subjects are sometimes described as having rc:
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from the fragmentation of what was originally a single sub-
ject or person. But how literally one can interpret such
descriptions of these cases is also a matter for debate. Uncon-
tentious examples of the division of one person into two or
more different persons are simply not available. When a
human mother gives birth to a child, it is indeed unconten-
tious that we begin with one person and end up with two: but
it is certainly not uncontentious that this happens as a result
of one person, the mother, dividing into two.

However, there is another objection to the claim that per-
sons are simple substances, at least if this is combined with
the claim that persons share with their bodies such physical
characteristics as shape and height. For if persons are spa-
tially extended, must they not be divisible into distinct
parts — for instance, must I not have a left half and a right
half? If that is so, does it not follow that anyone who main-
tains that a person is a simple substance must agree with
Descartes that persons lack physical characteristics and thus
are immaterial substances? No, it doesn’t follow. For to accept
that I have a left half and a right half is not to accept that
these are parts of me into which I am divisible and which
together compose me, in the way in which my body is com-
posed of cells into which it is divisible. My ‘left half’ and
‘right half” are not items which could, even in principle, exist
independently of me, in the way in which individual cells of
my body could cxist independently of it: they are not, as we
might put it, independent substances in their own right and
so not items of which I am composed. Rather, they are mere
abstractions, whose identity depends essentially upon their
relation to me as the single person whose ‘halves’ they are.

I don’t expect anyone to be completely convinced, on the
basis of what I have said so far, that the non-Cartesian ver-
sion of substance dualism sketched above is correct.” But I

* For a fuller exposition of the kind of non-Cartesian substance dualism talked
about here, see my Subjects of Experience (Carbridge: Cambridge University Press,
1996), ch. 2. This position is similar in some wavs 10 the view of persons defended
by P. F. Strawson in his book Individuals: An Essay in Descriptive Metaphysics (London:

Methuen, 1959). ch. 4. although Strawson would not happily describe himself as
a ‘duahst’,
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hope at least to have demonstrated that questions conc.(trning
the ontological status of subjects of experience and .thelr rc{a-
tions to their bodies are complex ones which require C'Al'(’,.ful
thought. Off-hand dismissals of substance dualis.m, treating
‘Cartesian’ dualism as the only version of it that is avalla_ble,
are not helpful. (I shall return to some of the issues raised
here in chapter 10, when I discuss problems of personal
identity.)

CONCEPTUAL OBJECTIONS TO DUALISTIC INTERACTION

Cartesian substance dualism is a form of interactionist dual-/
ism: that is, it maintains that mental states of a subject or{
person may and often do interact causa tes}
of that person’s body, both causing such states 2‘1nd blelr}g :
caused by them. And in this respect the theory is fully in!
agreement with common sense. Unless.we are philosophers,
we unquestioningly believe that, for instance, Qamage to
one’s foot can cause one to feel pain and that a_desne to raise
one’s arm can have the effect of that arm’s going up. Bqt for
many critics of Cartesian dualism, its interactionism 1s'1ts
Achilles’ heel. These critics hold that, bec‘ausc Cartesian
dualism regards mental states as .silates'ol a wf'l(_)“y 'n('):-
physical substance, it faces grave dlf‘ﬁ(‘ultltt? in mamtanm g
that such states are causes and cffec!s oi‘ p?yswal statesf
What, exactly, are these supposed difhcultle's.‘ Tlhey are o
two types, one conceptual and lhe. other empirica h e
The alleged conceptual difficulties centre upon the co n
tion that we cannot really make sense of t.here being cau
transactions between items as radically different 1n natl:l'r'e
from one another as the dualist conceives mental and E \(;
ical states to be. The Cartesian dualist treats the w'vot ":-,:
of states as having virtually nothing 1n C()mmo]rl] - dg)a‘r1 ;l[‘)m
haps, from their existence in time and lh(tlr allege ((f {(‘-si'u']
to enter into causal rclati(mships.’A('cordlng t{)’thtj u]l]ra“-‘rzal
dualist, thoughts and feelings, belpg s.tates of a;] .llr;z‘(‘ o
substance altogether lacking locationin physical space,

. LG o b
themselves lack location in physical space. So how, it may be

lly with physical states{ AC.
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asked, can such mental states act upon or be acted upon by
the physical states of a particular body? Perhaps the assump-
tion here is that causation must always be local: that there
can be no ‘action at a distance’, much less action between
something located in physical space and something which
lacks physical location altogether. Another assumption may
be that whenever a causal transaction takes place, some
property of the cause must be transmitted to the effect — as,
for example, when motion in one billiard ball gives rise to
motion in another upon impact, or when heat in a poker gives
rise to heat in some water into which the poker is plunged.

(And then the objection to Cartesian dualism would be that,

|
(

since it treats mental and physical states as having virtually
no properties in common and hence no properties which
could be transmitted between them, it leaves itself no scope
for saying that there can be causal transactions between

. mental and physical states.

These objections are not particularly convincing. The idea
that causation must be ‘local’ was effectively abandoned by
the Newtonian theory of gravitation, some 800 years ago.
And although the theory was criticised by contemporaries as
being ‘occult’ on this account, these criticisms were rightly
soon laid aside. It is true that some modern physicists pro-
pose that gravitational force is carried by particles known as
‘gravitons’, which would imply that gravitational effects are,
after all, ‘local’ rather than being the results of ‘action at a

distance’. But the point is that this proposal is just part of

an empirical theory — one which has yet to be strongly con-
firmed — not a consequence of a conceptual constraint on the
intelligibility of the notion of gravitational attraction. Sim-
ilarly, the claim that in any causal transaction some property
must be transmitted from cause to effect does not express a
conceptual truth. Indeed, it even appears to have many
scientific counterexamples. For instance, motion in a body
may be produced by a cause which does not itself involve
motion, as when an electrically charged object moves under
the influence of an electromagnetic field. Of course, it may
be said that even here something is transmitted from cause
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to effect, namely, energy, which may be converted f"rom one
form to another (for instance, from potential energy into kin-
etic energy). But the point, once again, is th-at thfs'ls' not a
consequence of a conceptual constraint on the intelligibility of
the notion of such a causal transaction, but at most a con-
sequence of an empirically well-confirmed theory concerning
transactions of this kind.

David Hume long ago gave the decisive answer to all such
conceptual objections to the possibility of d.uallstlc mentjal—’
physical causation. This is that there are simply no a p.norz
constraints on what kinds of states or events can enter into
causal relationships with one another. As Hume hlms.elf puts
it at one point: ‘to consider the matter a prion, any thing may
produce any thing’.” We discover what does produce what by
empirical means, not least by observing that certain kmd§ of
states or events are ‘constantly conjoined’ with othe'r kinds
of states or events. We can agree with Hume about this, even
if we do not agree with him about how we should define causa-
tion (if, indeed, we think that it can be defined at a.ll). Cﬁm-'
mentators dispute amongst themselves over premsely('1 g)v»
Hume himself thought that causation should be deﬁqe , but
the ‘Humean’ definition is widely taken to be something I‘l;e
this: to say that state .S, caused (or was a cause OD' state l’
is to say that S, was followed by S, and tha? every Stat[f’ Od
the same kind as .9, is followed by a s.tale of the ’samfe kin
as 5,.” We may concur with critics of this ‘Hun’lean (?e inition
of causation in terms of ‘constant conjunction that l.t fa\lsfto
capture important features of our concept o.f causatlo.r; —ta(t)z
instance, that it fails to capture our conviction that"flsshad
S\ caused state Sy, then, other things being equal, it 5,

selbv-Bigge and
" See David Hume, A Treatise of Human Nature (1739-49) ldplll:vs'sl:)‘\l:l,:“i, the
P. H. Nidditch (Oxford: Clarendon Press, 1978), B{m:‘(.!v_ l‘iilrinn .
sentence quoted in the text is taken from p. ‘{47“ ,‘, ,?:,:n (-au;;ninn in general,
" For a thought-provoking examination of Humc’s views 4 ) ion’ theory of causation
denying that Hume himself accepted a ‘constant conpiyy (l‘;n { Connexion: Cansa
of the sort described in the text, see Galen Strawson, The ;{"pn’r ;m..'lllrrnuuw
tion, Realism, and David Hume (Oxford: (:larendon P“'“; ”f /:‘l:x'md"r Rosenberg.
account of Hume’s position, sce Tom L. Bf-:1uch:1m["vfm,‘_‘rm,‘.‘pry,.%~ 1981).
Hume and the Problem of Causation (New York: Oxford Universit: )
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not existed, S, would not have existed either, But I think that
we should, none the less, agree with Hume that, as I putita
moment ago, there are no a priori constraints on what kinds
of states can be causally related to one another.

EMPIRICAL OBJECTIONS TO DUALISTIC INTERACTION

So let us turn to the empirical objections to Cartesian inter-
actionism. These are best approached by seeing first why
some of Descartes’s contemporaries raised objections of this
kind against his account of psychophysical causation.
Descartes supposed that interaction between the non-
physical self and its body takes effect in a specific organ situ-
ated in the middle of the brain, the pineal gland. This
seemed to him the most probable seat of mind-brain interac-
tion, not only because of the gland’s central location, but also
because it is unique, whereas many other brain-structures
are duplicated in the brain’s two hemispheres. Hence, he
thought, the pineal gland could readily serve as a unitary
control-centre for the whole brain and nervous system. (With
the benefit of hindsight, we now know that the pineal gland
serves no such purpose, but Descartes’s hypothesis was not
unrcasonable in his own day.) Descartes regarded the nerv-
ous system as somcthing like a network of pipes and valves
operating in accordance with hydraulic principles, with the
nerve flaments conducting quantities ol so-called *animal
spirits’ to and fro throughout the body. These animal spirits
were thought to be a rarefied and highly motile Huid, capable
of flowing freely and rapidly through tiny pores in the nerve
filaments. (Thus, the term ‘spirits’, in this context, was cer-
tainly not intended to denote something immaterial in nature.)
Descartes believed that, when these animal spirits flowed
through the nerve filaments in the region of the pineal gland,
the non-physical self could subtly alter their direction of flow,
thus giving rise to variations in their movements. These vari-
ations, after being conveyed by nerve filaments to the body’s
extremities, could ultimately bring about concomitant vari-
ations in the movements of a person’s limbs. In the reverse
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direction, movements in the animal spirits at the bf)d?/ S
extremities, brought about by impact Wlth external O.bJCrLtSd,
could be conveyed to the central region of the brain an
there — so Descartes supposed — cause a person to undergo
appropriate experiences, such as those of pain or P}:ea?uile'ld

An important feature of Descartes’s theory was t atdl_t ;
that the self acted upon its body only by altering the direction
of motion of the animal spirits, not by imparting new motion
to them. Indeed, Descartes believed that the total ql{antltly
of motion’ in the physical universe never changes, but is opt});
redistributed amongst material bodies as .tf'ley mtcr'aCt “Elwo
each other upon impact. Thus, in a collision bet.w}c;eri) o
material bodies, one which was formerly at rest mI%i t[ eign
to move, but only at the expense of t'he.other body losing
some of its ‘quantity of motion’. The princtp o law
was advocating here was an early form of conserv;zhlc most-
Modern physics recognises several such lawfs, e o
important being the law of the conservation ol m tely —
and the law of the conservation of energy. Unfortuna d}
as Descartes’s near-contemporary Lelbmz_ apprf;c}llateh —(;
Descartes’s conservation law is incompallble w1:0 r;aleize
modern laws.® In particular, Descartes‘dld not Se(;,m aterial
that one cannot alter the direction of motion '0, ac(r)rrllsef\'C(l
body without altering its momentum, WthhdlS"flmomenlum
quantity according to the m()dc'rn laws. 'A'b(;\ ‘;db ity is
is the product of its nass and its velocity. n s that
vector rather than a scalar quantity. What.thls.mez(i)fsmmion’
i a body is undergoing a change in e dlriici:once a change
then it is undergoing a change of velocity and ieh ced. Thus
of momentum, even if it is moving at "I'COHS[_amlS;; a'th at a
for example, a body which is moving i a circular p

. o inrerestingly discussed by
* Leibniz's cniticisms of Cartesian interactionism are interesti g,‘./sm'.l‘m:rrdmﬂ‘
R. S. Woolhouse in his ‘Leibniz’s Rﬁ",lmn to“‘; #2 and hy Danie
of the Aristotelian Society 86 (1985/86), pp. HY=n2 & | Teibniz’, Midiwet Studes
‘Mind, Body, and the Laws of Nature in Descartes “F(ll\ ‘imn some of the lssurs
B k3 Al ~ - ;
. . ‘ self go more L X .
y 8 (108 . 105-99. Lmyselt  hwsies in my Subpects of
11"11'““1[0"(41’[‘(; 8[( ‘(‘: (.“o)r’lcpf'prning, the conservation laws of physics in
aised in the tex

Experience, pp. 56-63.

le that Descartes%agv
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constant rate is none the less constantly undergoing a change
in its velocity. The modern laws of motion, first postulated
by Newton, state that a massive body can only undergo a
change of velocity if it is acted upon by a corresponding force.
Hence, it appears that these laws imply that any change of
direction in the motion of the animal spirits ~ which
Descartes thought could be brought about by the non-
physical self — would in fact have to be a consequence of some
Jorce acting upon the animal spirits: and it is hard to see how
the Cartesian self, being non-physical, could be the source of
any such force. In the light of this apparent difficulty, Leibniz
himself rejected interactionism in favour of parallelism — the
doctrine that mental and physical states never interact caus-
ally, but merely ‘keep in step’ with one another in accordance
with a divinely preordained plan. However, an alternative
and perhaps more plausible response is to accept that mental
“and physical states interact causally, but to reject the dualist
claim that mental states are quite distinct from physical
states. Instead, one could espouse the physicalist claim that
mental states just are — that is, are identical with — certain

physical states, most plausibly certain neural states of the
brain.

THE CAUSAL CLOSURE ARGUMENT

Of course, the preceding line of argument against Cartesian
interactionism not only appeals to quite specific empirical
premises, in the form of the conservation laws of modern
physics, but also has as its target the quite specific mechan-
ism of mind-brain interaction proposed by Descartes himself.
Thus, it leaves at least two possible escape-routes for the
would-be dualist advocate of mind-brain interaction. One is
to challenge the presumed correctness of the laws in ques-
tion, though this might seem a foolhardy venture in view of
their well-entrenched status in modern physics. The other is
to propose some quite different system of causal interaction
between mental and physical states. This then raises the
question of whether the physicalist might not be able to pre-
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sent some much more general line of empirical argument
against dualist interactionism, which \A{ould rule Olll.t an}}ll con:
ceivable system of mind-brain interaction f’f a dualist ¢ ar}allc
ter. In the view of many present-day physu‘:al.lsts, just su}c1 a
line of argument is indeed available and it 1s onehwhlch 1se,
moreover, fairly simple in form.’ The argument Has thre

premises, as follows. B

it !

(1) At every time at which a physical state hashz.i causr(;,islé \
has a fully sufficient physical cause. (Call this pre |
the principle of the causal closure of the physical.)  their :

(2) Some physical states have mental states amon,% heir N
causes. (Call this premise the principle of psychopry |
causation. _

(3) When a )phySical state has a mental state gm((;nt)gstt}:;st
causes, it is rarely if ever causally 0v<",rdetermmec K e
mental state and some other physical state. (Ca
premise the principle of causal non-overdetermination.)

anatory comments. Premise

| B

These premises call for a few expl ich has a cause
(1) means that if P is a physical state whic mpty set of
existing at a certain time ¢, then.thcre s a n(})lnt_ﬁatp(a) each
physical states, all of them existing at ¢, su¢ lv these states
of these states is a cause of P and (b) COlkC[lvel))e: ()tféph\'sical
are causally sufficient for P. (To 5;1.y'lh'di ° ‘m'xm her hysical
states are collectively causally sufficient .‘m L,u,ml( fcs }c)leist it
state, P, is to say that, given that all of t’host ;a mise‘ (2)’ y
follows of causal nccessity that £ also CXIT:&) Osrseibilily that,
self-explanatory./Prcmisc (3) rules out e %r ical state P,
whenever a mental state M is a cause onp ;SQ is a cause
there is another physical state Q such that (a M and Q had

of P and yet (b) even if one of the two sﬁtatzs {n o cireum-

not existed, the other would still have suf] C? ’ ination of the !
stances, to cause P to exist. Causal Overdetir:bo illustrated

kind generally ruled out by premisc (3) Slollows. Suppose

(using a non-psychophysical example) as

d in David Papinean’s
" A good example of a version of this argument mai b(“ﬁn::;:i‘;;] (’}:\l'
recent book, Philosophical Naturalism (Oxford: Blackwell, 1992
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that two assassins independently shoot at the same time and
both bullets inflict fatal wounds upon their victim, who
promptly dies: in this case, the victim’s death is causally over-
determined by the two acts of shooting, since (a) each act is
a cause of the death and yet (b) even if one of the acts had
not existed, the other would still have sufficed, in the circum-
stances, to cause the death. Premise (g) rules out the pos-
sibility that, as a general rule, mental states cause physical
states rather in the way in which one of these acts of shooting

causes the death, that is, in such a way that the physical.

effects of those mental states simultaneously have independ-
ent but fully sufficient physical causes.

I shall consider in a moment the question of how plausible
these three premises are, but first we must see what they
are supposed to entail. Physicalists take them to entail the
following conclusion:

(4) At least some mental states are identical with certain
physical states.

How does (4) follow from premises (1), (2) and (g)? In the
following way, it would seem. Suppose, in accordance with
premise (2), that M is a mental state, existing at a time
and that M is a cause of a certain physical state, P. From
premise (1), we can infer that there is a non-empty set of
physical states, all of them existing at £, which are collectively
causally sufficient for P. Call these physical states P,, P, . .-
P,. Finally, suppose, in accordance with premise (g), that P
is not causally overdetermined by M and any one of these
physical states. That is to say, suppose it is not the case that
there is one of these physical states, say P, such that if either
one of the states M and P, had not existed, the other would
still have sufficed, in conjunction with the remaining physical
states in the set, to cause P to exist. Then it would seem that
we have no option but to identify the mental state M with one
or other of the physical states P, P,, . .. P,. For suppose thal
Mas not identical with any of these states. We have assumed
that .M is a cause of P but we have also assumed that the
physical states P\, P,, ... P, are collectively causally sufficient
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for P. Hence we can apparently infer that even iI'M‘ had not
existed but all of P, Py, ... P, had still ('x.ist('(l - which n?n:'l
be a possibility given that M is not i(lcntfcal with any Ol][ .
Py, ... P, ~then P, Py, ... P, would still have sufficed to
cause P to exist. But this is to imply that Pis causally overdet-
ermined by M and one or more of P, Psy ... Pu contrary to
what we have hitherto assumed. Hence we must reject the
supposition that M is not identical with any one of P, Py, - - -
P, and conclude that (4) is true.

OBJECTIONS TO THE CAUSAL CLOSURE ARGUMENT

I shall not question the validity of the. foregoing arg\llm;f“t’
but we need to examine its premises ca'rcfully . )c.(v)rc
aceepting it. Obviously, advocates of du.allst mtcractt(l(mll:(.mn,'
who are the targets of the argument, will not wan:1 )rchu 'h/t
premisc (2), since they accept it themselves. But (1 FHER
well be wary of accepting premise (3), once they sc tain that
leads to. Perhaps they would be well qd\'lscd to m?l? e of
systematic causal overdetermination 1s a Perva;l\e t‘lt:iisuis o
psychophysical causation.'” It is not obvious t att merei\' in
untenable position to adopt, although.to adopt 1 o st
order to evade the unwelcome conclusion of the ﬁ * osition
argument would be blatantly ad hoc. To.make tdlsntpreason
credible, the dualist needs to find some ".]depen i: common-
for supposing that such causal overdetermination e be.
place — and it is far from clear what that reals.on' Ciallen-
The dualist’s best hope, then, would seem [(: ll(z)sll?re of the
ging premise (1), the principle of lh.e causa hCre it is an
physical. As 1 have stated the prn_ncnp‘_e ht(ilr"t' _ cannot
extremely strong one which - 1he'duall5‘ s li »fi()n (’;f cur-
plausibly be claimed to be an indlSPUmb!() mp 1(1‘:1“ be care-
rently a;t(‘ept(*(l empirical science. ])“‘mls‘f_('l‘) ?\(l;llul\' e
fully distinguished from a weaker and correspo }

plansible principle, namely,

Ll RIS (heredeter
! eI 1 and Cher ir
gene AMills. In actiedv

" For a defence of such a position, ser Eu V). pp 10317

mination’, American Philosophical Quarterly 33 §
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(1*) Every physical state has a fully sufficient physical cause.

To distinguish them, we could call (1) and (1*), respectively,
the strong and the weak principle of the causal closure of the
physmgl. I'should perhaps point out that, despite these titles,
there is one respect in which (1*) is, in fact, stronger than
(1). This is that (1*) implies, as (1) does not, that there are
No uncaused physical states. That assumption is not altogether
yncontroversial, as we shall see when we come to discuss the
1ssue of free will and determinism in chapter g. It also raises
cosmological and theological questions of whether there was
a ‘first’ cause. However, I shall set aside any such concerns
here. (In particular, 1 shall ignore the fact that modern
quantum physics suggests that at least some physical states
fio.not have fully sufficient physical causes. Perhaps, however,
1t 1s safe to ignore this fact in the present context, given that
quantum physics is chiefly concerned with physical phenom-
¢na on the atomic scale, rather than at the level of neural
structure and function in the brain.) We shall see in a
moment precisely in what sense (1) is stronger than (1%).

. If we replace (1) by (1*) in the physicalist argument exam-
ined above, we can no longer draw the physicalist conclusion,
.(4), that at least some mental states are identical with phys-
ical slfllcs.. The explanation of this involves the lact that
tausation 1s a transitive relation, (

" ‘ausation is transitive inas-
much as if a state .S

‘ Vs acause of a state Sy, and Sy s cause
f)! a state Sy, then it follows that S s a cause of Sy Morcover,
i8Sy is a fully sufficient cause of Sy, and S, is a_fully sufficient
cause Qf Ss, then S, is a fully sufficient cause of S,. However -
and t.hlS 1s the crucial point — if S, and S, are thus both fully
sufficient causes of S3, because S\ is a fully sufficient cause
of Sy and S, is a fully sufficient cause of S5, this does not
imply that §, is causally overdetermined by Sl, and S,. Con-
sEquently, the 'foll.owing situation is perfectly consistent with
the trulh. of principles (1*), (2) and (3): M may be a mental
state \Av"hlch 1s not identical with any physical state and yet
which is al.so 4 cause of a certain physical state, P. In this
case, principle (2) is obviously satisfied. Bug priI;Ciple (1%),
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the weak principle of the causal closure of the physical, may
also be satisfied in respect of the physical state P. All that is
required is that the mental state M should itself have a fully
sufficient physical cause, say Q: if it does, then, by the transit-
ivity of causation, Q is a cause of P and, moreover, may evid-
ently either itself be, or else be part of, a fully sufficient phys-
ical cause of P. Furthermore, for the reason just explained,
nothing here implies that P is causally overdetermined by M and
any other cause of P, so that principle (3) is also satisfied.
Thus, even an advocate of dualist interactionism could hap-
pily accept the weak principle of the causal closure of the
physical, (1*). Indeed, a dualist who espoused a doctrine of
emergentism concerning the mental would have a positive
reason for endorsing (1*). Emergentists hold that mental
states have not always existed in the spacetime universe and
that at one time all states of the universe were purely phys-
ical -~ for instance, at the time of the so-called ‘Big Bang’
when the universe was created. They further hold that
mental states have come into existence as a result of the
natural evolution of highly complex biological entities, rather
than through any kind of divine intervention by a being who
exists ‘outside’ the spacetime universe, such as God. Con-
sequently, they hold that all mental states ultimately have
fully sufficient causes which are purely physical in character.
What we can now see is that this emergentist doctrine is
consistent not only with dualist interactionism, but also with
the weak principle of the causal closure of the physical."
The question that we must ask ourselves now is whether
we have any reason to suppose that not only the weak but
also the strong principle of the causal closure of the physical
is correct. The difference between them is precisely this: the
strong principle requires that at every time at which it has a
Cause, any physical state has a fully sufficient physical cause,
whereas the weak principle requires only that at some time at
which it has a cause, any physical state has a fully sufficient

n . . - S , N
I defend an emergentist doctrine of dualist interactionism in my Subjects of Experi-
ence, ch. g,
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physical cause. The sort of consideration which supports the
weak principle - namely, that, as far as we know, the
Spacetime universe at its beginning contained only physical
states and has not been subject to intervention from ‘outside’
su}ce.then — certainly does not serve to support the strong
principle. Moreover, we need to appreciate what a very strong
clalm. the strong principle makes. It implies, for instance,
that 1f.a physi.cal state has a cause one nanosecond before it
comes Into existence, then it has g fully sufficient physical
cause at that time. It is not at all clear to me what currently
available empirical evidence could be taken to support such
a strong claim quite generally. But perhaps we should not be
surprlsed.that it is only possible to mount a decisive argu-
ment against dualist interactionism if one starts from a pre-
mise, l.lke (1), which already embodies strong physicalist pre-
sumptions. Knock-down arguments in philosophy often
s[?pefir, upon clpser examination, to be implicitly question-
S:ﬁ{fljgt}f htatb 1s why fund.amental philosophical disputes,
s (a etwlslen duallgm an‘d physicalism, stubbornly
e g0 away. Many dualist philosophers find it so incred-
.0 ¢ that a mental state, such as 4 feeling or a thought, could
Just be — that is, be identical with _ a physical state, such as
istate of neuronal activity in the brain, that they would find
( ;n?re }c]ompclll.ng to argue from (2), (8) and the negation of
d‘(l,es Ofr:)”(: :ffalwn 'of l(1) than to argue, as the physicalist
if eit’her o th:z (2)1 anc (3). to (4) Buth arguments arc valid,
mopeher st only question js Whlfﬁh set of premises is the
ore plausible and the more defensible. But that question, I
think, is at present still an open one. ! ,

OTHE 3 ;
ER ARGUMENTS FOR AND AGAINST PHYSICALISM

The ca .
usal closure argument is not the only general argu-

ment that h; N .
t has been advanced in favour of identifying mental
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advanced by Donald Davidson.'” Like the causal closure argu-
ment, Davidson’s argument has three premises, the first of
which is similar to premise (2) of the causal closure argu-
ment:

(5) Some mental events interact causally with physical
events. (Davidson calls this premise the principle of causal

interaction.)
Davidson’s remaining two premises are these:

(6) Events related as cause and effect fall under strict deter-
ministic laws. (Davidson calls this premise the principle of
the nomological character of causality.)

(7) There are no strict deterministic psychophysical laws.
(Davidson calls this premise the principle of the anomalism
of the mental.)

Davidson’s conclusion, similar to the conclusion (4) of the
causal closure argument, is that at least some mental events
are identical with physical events. To see how the argument
works, suppose that a certain mental event, M, causes a cer-
tain physical event, P, in line with premise (5). It follows, by
premise (6), that M and P must be characterisable in terms
which allow them to fall under a strict deterministic law. But
according to premise (7), there are no such laws under which
M falls in virtue of being characterisable in mentalistic
terms, so that it would seem that M must also be characteris-
able in physical terms and thus qualify as a physical event.
Imeresling though Davidson’s argument is, I shall not exam-
ine here his reasons for advancing premises (6) and (7),
which are evidently controversial — even more so, indeed,
than premises (1) and (g) of the causal closure argument. It

" See Donald Davidson, ‘Mental Events’, in L. Foster and J. W. Swanson (";(’54)1
Experience and Theory (London: Duckworth, 1970), reprinted in Davidson’s Iz.vna_y‘
on Actions and Epents (Oxford: Clarendon Press, 1980). Davidson’s version of the
entity theory is couched in terms of events rather than states, because he rt‘.gﬂrds‘
“ausation as a relation between cvents: but for our present purposes nothing of
significance turns on the distinction between events and states.
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is debatable whether, whenever one event causes another,
there is always some general causal law under which this
particular causal interaction may be subsumed as an
instance.'® And it is debatable whether, even in physics, there
are strict — that js, ¢xceptionless — and deterministic laws of
causal interaction.* In view of these doubts, physicalists
might be better advised to pin their hopes on the causal clos-
ure argument, contestable though it is.

On the other side, there are
been advanced against the thes

are identical with Physical events or states ' Some phys-
icalists have urged that, just as science has revealed to us

that water is simply H,O and that heat in a gas is simply the
mean kinetic energy of its co

science will one day reveal to

general arguments which have
is that mental events or states

nstituent molecules, so neuro-
us that pain, say, is simply a
certain neural state, such as the stimulation of C-fibres.
These physicalists believe, then, that the discovery that pain
just is — that Is, is identical with — a certain neural state will
be an empirical or a posteriori one, resembling discoveries that
science has already made in many other fields of enquiry.
However, there seems to be an important disanalogy between
the proposed identification of pain with something like
C-fibre stimulation and the other ‘scientific’ identifications
exemplitied a moment ago. Take the identification of water
with H,O). We can readily understang why it took empirical
cnquiry to establish this identity, because we can casily iina-
gine ehcountering a substance which to all outward appear-

" For scepticism on this point, se¢ G. E. M. Anscombe, ‘Causality and Determina-
tion’, in her Metaphysics and the Philosophy of Mind. OFf course, the ‘Humean’ defini-
tion of causation in terms of ‘constant conjunction’, discussed earlier in this chap-
ter, does imply the truth of Davidson’s premise (6): but that definition is itself
highly controversia|,

* For douhts on this score, see Nancy Cartwright, How the Laws of Physics Lie
(Oxford: Clarendon Press, 1983).

" The thoughts which follow are partly inspired hy Saul A, Kripke’s Naming and
Necessity (Oxford: Blackwell, 1980), first puhlished jn G Harman and D. Davidson

(eds.), Semanticy of Natural Language (Dordrechy: D. Reidel, 1972): see especially
PP. Lig-55. I should remark that, while [ am ignoring for present purposes the
distinction betweer ‘type-type’ and ‘token-token’ identity theories, this is some-
thing that [ shall have more tq say about in chapter y.

Minds, bodies and people 35

ance looks just like water, but which tgrllls out t?Fli?o;nV;;tils
gation to have a quite different. chemica Conbs e ‘given
i)seudo—water, as we might call 1t,. would not be :vr o ,in o
that the chemists are right in telling us thﬁt W? fure m o
H,O. But now suppose, in like manner, tlat. uof Cfe
scientists tell us that pain just is the stimu atlo?nemal at
And suppose, too, that we were Fo encountlt?r aS o
e e oy bl o e il
just like pain but which, none ) ) )
Jf?itdj with thepstimulation of C-fibres — becau§e,fsﬁlllyczvf/}sllsi;rtehae
ture simply does not have C-fibres. Then it tﬁat w},]at i
analogy is sound, that we should 'have to say Iv “oscudo.
creature feels is not, aftir al(lj, pgm itseal‘l,;hl;lit;erllsyliie bain
pain’. But that seems absurd, beca _ il threncapan
surely is pain. And the same absurdity would
bltlsttyus uP))/zatever physical state thf: neurosc.lenttlls;isig:gﬁ?gsfb({
to identify with pain, thus calllng‘ into questl()trilrl P
ility of any such identification. It is very tempt! gl cannol be
from this that a mental state such as pain simply
dentified with o ]})lhy;iCal St;:iteorvlv}ll)if:ﬁ‘r(.)f the physicalists
f course, it might be urge ) A .
lhi(l)t i?oneur;)scientgists do one day discover thil‘t' pain Jujliallsl
the stimulation of C-fibres, then for that very re “S‘?"t‘jvle ;““_
not be able to encounter a creature hz'lvn'lgfkif g‘“l}ll‘)r‘(l‘%"l(‘h"
which feels just like pain even llml.lgll It I‘“( 5 o tur(: .is' o
fact that we can imagine encountering such a .“{)‘.l e * "
guarantee that such a creature rCil“Y could C?:lb‘l‘ (Ld'uya.bilit»
;ve saw when we were discussing Descgrtes s LO(;](}:lei“bOd Y
argument’ for the distinction betV\{een h1fnself an ! ‘simag}i’n-
even something which is logically lmPOSSIb!‘3 m}?}’ anmer at
able’. However, physicalists who respond in t 1:1 e o
least owe us an explanation of why it should EC t art > iase.
tion is espec‘ially prone to mislead us mht lsti(;t Do
Indeed, they owe us a good deal. more aﬁd 'f" inl i
what is at issue is the very inte“lgl.blllty_()f' elmldyitie}()’ms
with some physical state. Until that issue is r;idso V‘ti e,ncom;ter
idle to speculate about what we Copld"or cou hnostimulation
if neuroscientists discover that pain ‘just 1s’ the
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ol C-ibres, since such speculation appears 1o presume that
we can, after all, make sense of such a discovery being made.
More generally, the point is that anyone who wishes to pro-
pose a certain kind of theoretjcal identification owes us a
demonstration that such an identification is in principle pos-
sible — and it is not at all clear that physicalists in the philo-
sophy of mind have yet succeeded in doing this. Here is
another analogy: no one would be remotely satisfied if some
Pythagorean philosopher were to tell us that he had disco-
vered a wealth of empirical evidence supporting the thesis
that the things which we think of as being material objects
really ‘just are’ numbers. We should demand, first, that he
explain to us how such an identification even matkes sense. To
many of  their opponents, physicalists who propose  that
mental states really Just are’ physical states scem (o be in

tmuch the same sor of position as this hypothetical Pythago-
It
rean,

CONGLUSIONS

In this chapter, we have looked at a number of fundamental
metaphysical problems in the philosophy of mind, beginning
with the question of how Persons, or subjects of experience,
are related to theijr physical bodies. We saw that ‘Cartesian’
substance dualism, which holds that persons are wholly
immaterial things capable of existing independently of the
bodies which they may happen to ‘inhabit’, has no very com-
pelling argument in its favour. But we also saw that there
are reasons for doubting that persons can simply be identified
with their bodies, or with any distinguished part of their
bodies, such as their brains. It may be that a person is related
to his or her body somewhat in the way in which a bronze
statue is related 1o the lump of bronge which composes it -

" Tor ths analogy, see P Geach, Truth, o
M Taggart Philowphy (Londan Hur
conceptuat dithentiies wvolved in gy
Phyv=ical states and cvents i my An,

¢ and Imrrmr(nh(r: An Introduction o
YO79). Pt 3q T sav more about 1he
e toadentty mental stares and events with
o of Being, PP 113-14 and pp. 132-9.

hinson,

Minds, bodies and people 97

: fect. Per-
though even this analogy would appear to ,llff vl""l)‘”.["l(l':" lii(l)lld
haps we should see personal ‘(:ml)odln]('m ds.,d ulmqrc(/luc(‘(l
of relationship in its own right, onc which can be r ﬁ;,r
neither to a mere causal relationshllp,. nor to ldel;]t'lﬂt)’s o
to composition. (Perhaps, indeed, this is wha't thcr clbtg)rtl;:_
Descartes had in mind in talking of the relation of ‘subs
tial union’ between self and body.) It would be fac.lle tho' SUP;
pose that a reductionist account Qf th.e 'relatlc)'ns p lo_
embodiment must be available, even in Pr'l“c‘ple'. Some :ie a
tionships, after all, must be primitive and |rr§(luc1blf: an W(;
may in the end have to accept that embodiment is Qn}(: o
these. On the other hand, we should not bf:‘ too qUIIC ktz
accept this conclusion, either, whi.le we continue tona?tcain_
convincing argument that a reductionist account is uan Lain-
able. At present, then, it seems that we should retain I
mind about this question. _

The other mai?1 question which we examined lwaS t“'hﬁstltl:}:
mental states ought to be identified with physical sta Ts’ ble
as states of neuronal activity in the bral.n, given the p ausi e
assumptions that mental states stand in 'causal ;elé:r(c)ir:ter_
such physical states and yet that systematic causal ov Here
mination is not a feature of psychophysical causation. ment
we saw that, while there is no satisfactory a pnotl aFag:'loured
against interactionist dualism,. Descartes’s fonnf e
system of PSYChOphySical causation secms lo aH O~ever we
currently accepted conservation la.wS of physics. How it ,rac-
also saw that it is rather more difficult to rule out l? e [
tionist dualism in a perfectly general way, by appea l?gth:
some version of the principle of the causa.l cloiur}:ﬁto o
physical, because only a rather strong Vers'o? 0 t~i:)in l())f. it
ciple will suffice for this purpose and such a \Cf-‘r ailable
cannot claim to be strongly supported by ("urr(‘}l:,tl" ‘fi-\":;u‘mkl
empirical evidence. Onee again, thvn,‘ll sm'm’s l. “'l,l|;~v( i;, o
keep an open mind about this question ~ (',spu‘m”y» i
of the issues raised, in the last section, “b”'”.”” “, l'\..l That
gibility of identifving mental states with Pl""_s"v"} Stfl'; 5" a;n
we have come to no firm conclusion about either 'n‘l't N‘ Tr"t "
questions addressed in this chapter should not disconce :
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unduly, however. These questions are amongst the most dif-
ficult in the whole of philosophy and it would be surprising if
we had been able to resolve them conclusively when so many
other able thinkers have failed to do so.

3
Mental states

In the previous chapter, we focused on two important mett;:
physical questions in the philosophy. of mind. ()m? was he
question of whether persons or subjects of cxperlenfceha
identical with their physical bodies, or certain parts o t osef
bodies, such as their brains. The other was the question od
whether the mental states of persons, suf:h as thoughts }zlm.
feelings, are identical with certain ph)‘/s.lcal'states. o{; their
bodies, such as states of neuronal activity in their brta}insf:
Many materialists would endorse positive answers to bo hac;l
these questions, although later in t.hlS ch:}pte; we s a
encounter a species of materialism which denies t at men :
states, as we ordinarily conceive of the'm‘, really exist atk? .
But before we examine that position, it is worth remar ing
that, so long as one is a realist about ment.al s.lat(?s ; tfha]lirlls,
so long as one considers that states of lhmkn{lg :jm e;aig
really do exist — one can, for many purposes, affor t(: re rain
neutral with regard to the question of whether or not me
States are identical with physical states. There are many
issues in the philosophy of mind which we can usefull}/ dlSZl;Sj
without presuming to be able to resolve that question. nd
this is just as well, knowing as we now do how thorn)i a qll)l :
tion it is. One of these issues is that of ho?v we can esl
characterise and classify the various diff"ercnl km.ds ng r‘rr)(:ntac
state which, if we are realists, we believe 'to exist. ’ ](l) aritv\}/,_,
have been talking about mental states quite g'f:;n‘cra g’/, ':,vi(m
out differentiating between them in any mgn}h(,anl‘ as ion.
But in a detailed description of the men'tal lives of persons
we need to be able to distinguish, in principled ways, between

39
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sensations, pe.rceplions, beliefs, desires, intentions, fears, and
many other kinds of mental state: and providing a satisfact-
ory account of these distinctions is no easy matter. It is to

the difficulties besetting that task that we shall turn in this
chapter.

PROPOSITIONAL ATTITUDE STATES

Let us bggm by considering those mental states that philo-
sophers like to call propositional attitude states. For brevity, 1
sha'll refer to them as ‘attitudinal states’. These inclu’de
l?ellefs, desires, intentions, hopes and fears, to name but a
few. A common feature of such states is that we may ascribe
;hcm ‘tf) subjects of experience by using statements of the
orm “S ‘¢§ that p”. Here ‘S’ denotes a particular subject or
person, p* stands for some proposition — for example, the
proposition that it js raining — and ‘¢’ represents Fa)m’ SO~
cal{gd v::rl? of propositional attitude, such as ‘believe’ ‘}?Ope’
or f’ear. Such verbs are called ‘verbs of proposition’al atti-
jt'udet l?ecause each of them is considered to express a particu-
(‘;\r/}fatt”ufi \:illlch a‘ subject may hav.e towards a proposition.
tOwardspthp tions are and how subjects can have ‘attitudes’
jowards ¢ cn?hare matters which we shall take up more fully
" us,eg()i:) Laal?['t[;r.) Fh.us, .the following sentences can all
e N -slcr.l‘ e fltFltlJ,dl‘r]al states to subjects: ‘John
e | dl‘ 1S raming’, ‘Mary hopes that she has an
e 2, elm Ann fears that she will get wet’. In each case,
tUdina]a;t;tslijﬁ.e}):presst_es the propositional content of the atti-
Nt ich is bemg.ascrlbed. A number of questions
imme da eyfarlse concerning attitudinal states and our
h edge of them. For instance: what, exactly, makes a

ief, say, different from a hope or a fear? One and the same

we know whet : ther PErson possesses - indeed, how do
at attitudinal states yp ourselves possess? Notice
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here that knowledge itself is an attitudinal state, so that
knowledge of someone’s attitudinal states appears to be a
‘second-order’ attitudinal state — as in the case of John’s
knowing that Ann fears that she will get wet, or John’s know-
ing that he himself believes that it is raining.

We may be inclined to think that there is no special prob-
lem about identifying our own attitudinal states, at least at
the times at which we possess them. Surely, if I have any
beliefs, desires, hopes or fears right now, then I, at least,
must know what they are, even if no one else does. Descartes
certainly seems to have assumed that this is so. But how do 1
know? Perhaps it will be suggested that I know by a process
of ‘reflection’ or ‘introspection’, which somehow reveals to
me what I am thinking and feeling. After all, if someone asks
me whether T believe or desire such-and-such, I am usually
able to reply fairly spontaneously, so it seems that I must
have some sort of direct access to my own attitudinal states.
On the other hand, perhaps the feeling of having such a
direct or ‘privileged’ access to one’s own attitudinal states is
Just an illusion. Perhaps 1 find out what I believe, for
example, by hearing myself express my beliefs in words,
whether out loud to other people or just sotto voce to myself.
This would make my knowledge of my own beliefs no differ-
ent in principle from my knowledge of other people’s beliefs,
which I commonly discover by hearing them express them.
Of course, sometimes I can form a good idea of someone’s
beliefs on the basis of their non-verbal behaviour, as when I
judge that John believes that it is raining when I see him
open his umbrella. But perhaps the same is true, at times,
with regard to my knowledge of my own beliefs — as when 1
surprise myself by the fact that I have taken a certain turning
at a road junction and realise that I must believe that it will
take me to my desired destination. (We shall explore the
nature of self-knowledge more fully in chapter 10.)

BEHAVIOURISM AND ITS PROBLEMS

There are some philosophers who are extremely sceptical
about the reliability — or, indeed, the very existence — of
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introspection as a source of knowledge about our own mental
states. At its most extreme, this scepticism finds expression
in the doctrine known as behaviourism. Behaviourists hold that
the only sort of evidence that we can have concerning any-
one’s mental states, including our own, lies in people’s out-
wardly observable behaviour, both verbal and non-verbal.
‘Scientific’ behaviourists take this view because they think
that a science of mental states — which is what scientific psy-
chology in part claims to be — ought only to rely upon object-
ive empirical evidence which can be corroborated by many
independent observers, whereas introspection is necessarily
a private and subjective affair. But more radical behaviour-
ists — those who are sometimes called ‘logical’ behaviourists —
would go even further than this. They maintain that what it
is to ascribe a mental state to a person is nothing more nor
less than to ascribe to that person some appropriate behavi-
oural disposition.! A ‘behavioural disposition’, in the sense
understood here, is a person’s tendency or propensity to
behave in a certain way in certain specified circumstances.
Thus, for instance, a logical behaviourist might suggest that
to ascribe to John a belief that it is raining is simply to
ascribe to him a disposition to do such things as: take an
umbrella with him if he leaves the house, turn on the wind-
sereen wipers if he is driving the car, assert that it is raining
if he is asked what the weather is like — and so on. The list
must, of course, be an open-ended one, sinee there is no limit
to the ways in which someone might evince the belief in ques-
tion. This sort of account is intended to apply not only to
what we have been calling ‘attitudinal’ states, but also to
what we might call sensational states, such as pain and nausea.
To be in pain — for example, to feel a sharp twinge in one’s
big toe - is not to have some attitude towards a proposition:
pains do not have ‘propositional content’. But the logical
behaviourist will once again contend that to ascribe to John

' A_ s<3(3l1isli(*;\tr(| version of logical behaviourism is developed by Gilbert Ryle in
his The Concept of Mind (London: Hutchinson, 1949). See especially p. 129, for
Ryle’s account of belief.
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s feeling of pain in his big toe s simply (0 aseribe [0 ¢
disposition to do such things as: wince an grot that his toe
is touched, hobble along if he has to walk, as?felz list is, once
hurts if he is asked how it feels — and so on. The list 15,
in. an open-ended one. ] )
ag%m’:the%ery fact that such lists of behaviou.r 2{12}?;‘3?23;
ily open-ended ones presents a prcs)l);zir:ti(()ir “(I)i%;]cj()hn,s eling
ism. Take the list of activities & :
that it is raining. What can possibly be ":eam by Ssy:;:igs tl?:g
John has a disposition to do ‘suc'h things’ as are g)e ot that
What unifies the items on the list, other than tnabl expect
they are the sorts of things that one 'mlgbt .reapS(;t seeyms ‘hat
a person to do who believes that it is raining: ibe to some-
one must already understand what it means to asjr e emerate
one a belief that it is raining In order to be ab'e 3 tg xplain
the items on the list, so that the list cannot be u.sef Eo ;f?set—
what it means to ascribe to someone sucb : beléie:r :nd still
ting aside this difficulty, however, there ls'anlob e rst’s
more serious problem which besets the logical be The prob-
account. Take again John’s belief that 1t 18 rammg.th.lS e
lem is that someone may perfectly well possess”lted list in
and yet fail to do any of the (hin:E;S " t}he lz’irfi(tci)‘clicve that
the appropriate circumstances. Thos Jo ‘{‘ ‘t‘ywhen he goes
it is raining and yet leave his umbrella at ‘.‘"m't .1 he is driv-
out, fail o switch on (he Wiﬂdsc;““‘“ hw(l‘):sl S'ltk]:(;l ab(n;t the
ing, dc hat it is raining when he 1s a58ee ' i
Vl\]f;l}(ll((’:]ya:)d so on. This s because how a person “2;) (}i)(()):S
sesses a’certain belief behaves in given (:lljrcurrlls(;a:con o
not depend solely upon what that belief is, buta st %SSCSS o
other attitudinal states that person may h.appen }?npmay for
the same time, such as his or h.er desires. jot " the’rain
instance, be unusual in that he lzk.es to get LVe he belicves
and so never takes an umbrella with h.‘m whdll() ricalrbcha-
tha it is raining. Indeed, whatever behaviour Lae PECC o Ty
viourist attempts to represent as bm.ng'yt, & "bﬁlv)l() envis-
someone who helieves that it is r?mmg’ s -p,()‘%; lils‘ yosed to
age a person who holds that belief and yet 1s i (m.i‘h‘t have
blchave in that way, if only because such a person mig
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a very strong desire to deceive others into thinking that he
or she does not hold that belief. The same is true with regard
to a person’s sensational states: one may feel a pain in one’s
big toe and yet suppress the kinds of behaviour which the
logical behaviourist says are definitive of feeling such a pain,
because one is determined to be stoical about it or does not
want to appear weak. So we see that there can in fact be
no such thing as behaviour that is uniquely characteristic
of someone who possesses an attitudinal state with a given
propositional content or a sensational state of a certain type.
And consequently it is impossible to explain what it means for
someone to possess such a state in terms of his or her sup-
posed behavioural dispositions. ‘Logical’ behaviourism is
clearly doomed to failure. - o
However, the failure of logical behaviourism still leaves
untouched the weaker form of behaviourism mentioned earl-
ier, which is espoused by ‘scientific’ behaviourists. This merely
maintains that the only evidence on whose basis attitudinal and
other mental states can be ascribed to subjects is behavioural
evidence, that is, publicly available evidence of how people
behave in various circumstances. We could perhaps call this
‘epistemic’ behaviourism, because it concerns our knowledge of
mental states rather than the nature of those states them-
selves. Logical behaviourism entails epistemic behaviourism,
but not vice versa — which is why I have deseribed epistemic
behaviourism as being the weaker doctrine. However, epi-
stemic behaviourism, unlike logical behaviourisin, does not
offer us any account of what mental states are, so it needs to be
supplemented by such an account — an account which must, of
course, be consistent with what the epistemic behaviourist has
to say concerning our evidence for the existence of mental states.
Is a satisfactory account of this sort available? Many contem-

porary philosophers of mind would say that it is, in the form of
a doctrine known as functionalism.

FUNCTIONALISM

Functionalism acknowledges the fact that it is impossible to
identify types of mental state with types of behavioural dis-
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t still wishes to characterise mental states by

reference to behaviour, albeit only Jndlmc?ly'telrtmtsrt)c;tli:
achieve this by characterising mental 'Sta(;ei 1rnmining how a
causal roles they are thought to play in €2 (Anotﬁer term
subject behaves in different Cl.rctlmsm'ncesl. ole’: hence the
for ‘causal role’ in this sense 18 functiona rl. m, three dif-
name ‘functionalism’.) According to functionalis l\,/ed = he
ferent kinds of causal relationship can b}cl lrnvoit should be
make-up of a mental state’s causal. role.b( te[e;bw S mental
emphasised, we are primari.ly t~alkmgla Oub(f)ut particular
state, although by implication a S(l)l 2 more about the
instances, or tokens, of those types: 1 Sha- Sai]hcre are charac-
type/token distinction in due course.) f'rs,t’ environment can
teristic ways in which states of a _Subjed Sf mental state, as
cause that subject to have a certain tYpr 10 ain in it, or when
when injury to one’s leg causes one to fee g; O once a visual
light falling upon one’s eyes causes one o ticpways in which a
sensation. Secondly, there aré charactens

. 1lv with other
certain type of men

tal state can interact causz;eeling e
mental states of the same subject, as when a
in one’s leg causes onc to |

selieve that the leg ha:) li)'ei:
lenc es one to bell€
injured, or when 2a visual e,xperlen;e caus
that one is seeing something. And t

position, but i

ird, there are chara(itr?kr)-

N te can contrib-
istic ways in which a certain type of ~n]((1ri1::Isz‘f';‘iCCt, as when a
ute causally to the bodily behaviout (‘) \ ether with a desire
belief that one’s leg has heen injured, Oine to rub the affec-
to relieve the consequent pain, can cilusle from harm’s way.
ted part of the leg or withdraw the <8 L p might say
Thus, to a first approximation, thef u“_m in one’s leg is 0
that the causal role of a fecling © .p-aurv to the leg, caust
signal the occurrence of a physncal lfl‘] Y 10 and hereby
one to believe that such an 1mjury has .(.:Ch 2 way as Lo Tepair
help to bring it about that one acts md-*“r inillr"‘ of a similar
the damagé done and avoid any furth jur

kind.

. . - of
- “The Natore

i tritapy Putnam: sef his Reader
, . . e ionalism was Hilary 4 Cagnitran: 3 Rea
! (\)ine :)I! L’h( (()l’lf;(;l::)l(';7())f rr.l-‘::itx:(t,:(;in W.G. Lycan (ed), Mind and Cog
Mental Btates ¢ ‘

{Oxford: Blackwell, 1990).
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mafeset,atthen, that funct{onallsm is committed to regarding
€s as really EX1Sting states of subjects which can
to 1n causal explanations of the overt

can hope to do, i i

can p:ttem (()),fu:);l}:e l}ght ofa given subject’s circumstances

degren of o e aviour, is to assign a reasonably high

o of prot 'ty to the hypothesis that that subject pos-
am combination of menta| States of various types,

» Ot a particular occasion, it starts
W"rlfi he unfolds his umbrella and
an.aFl()n of this behaviour might be
X ;azmng_ However, it will be reason-
lt is‘ atl(: .J()}‘ln In partial cxp.hma(i(m of
) :" reasonable to ascribe to John
:ltitsl‘ Vf‘fh'_Ch are suitably causally
el'of his ~ for Instance, a sensation
he has brought his um ) ! ailcll dry, a memory that
i . > and a hope that puttin
\rcumstances wijj he{)p to kegpthirf
t of John’s behaviour in other cir-
l:]et Lhehm(,)St “.kel)’ hypothesis in the
articular f arl'()ur.m indeed the result of
ombination of mental states.

SR mental state
tonalism are rarher 1 1l states ag characterised by func
which may. ik ather like ‘software’ stat f A
ay h CW" T €s of a ¢ .
15¢ be characterlsed in terms of :}?"}Pu‘f"
ot their rela-

c‘lr}'. However, ip the ligh
Cumstances, j; might we|
Present case that hig curre
his Possessing thig p

I many respects,
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tions to the computer’s ‘inputs’, other software states of the
computer, and the computer’s ‘outputs’. By a ‘software’ state
ol a computer, I mean, for instance, its storing of a particular
piece of information — which, on the proposed analogy, may
be likened to a subject’s possession of a certain belief. Such
a software state may be contrasted with a ‘hardware’ state of
the computer, such as an electromagnetic state of certain of
its circuits, which might correspondingly be likened to a
neural state of a person’s brain. The computer’s ‘inputs’ are,
for example, keystrokes on its keyboard, while its ‘outputs’
are, for example, patterns displayed on its video screen: and
these again might be likened, respectively, to stimulations of
a subject’s sensory organs and movements of his or her body.
Indeed, for many functionalists, this is more than just an
analogy, since they think of the human brain as being, in
cffect, a biological computer fashioned through cons of evolu-
tion by processes of natural selection. According to this view,
just as the biological function of the heart s to circulate
blood through the body and thereby keep it oxygenated and
nourished, so the biological function of the brain is to gather
information from the body’s environment, ‘process’ that
information in accordance with certain ‘programmes’ which
have been ‘installed’ in it either by genetic evolution or else
through processes of learning, and finally to use that informa-
tion to guide the body’s movements about its environment.
How seriously or literally we can take this as an account of
what the brain really does is a matter we shall discuss more
fully in chapter 8. But as a model for the functionalist’s con-
ception of mental states the analogy with software states of‘
a computer is certainly an apt one. Indeed, as a matter of
historical fact, it would appear that the computaliupal m_odr!
provided an important source of inspiration for functionalism.’

©See again Putnam, “The Naware of Mental States . and afso San M Tonng. Ceon

puting Machinery and Intelhgenee’, Mind ny Drgson ppo 3373 bo veprinted e
1 (Exforel Oxford

Margaret A. Boden (ed), The Philowphs of Artificsal Intelligenie

University Press. 1990).
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FUN(ITIONALISM AND PSY(?HOPHYSICAL IDENTITY
THEORIES

It is important to appreciate that functionalism is noncom-
mittal on the question of whether mental states can be identi-
JSied with physical states of 2 subject’s brain - and this is often
held to be one of its advantages. Identity theories, in this

ical state (type-type identity theories) and those which main-
tain only that every token mental state can be identified with
some foken physical state (token—token identity theories). The
type/token distinction, which is of perfectly general applica-
tion, can be illustrated by the followin

how many letters I write when | write the word ‘tree’, the

and ‘P, but two tokens of the letter
porary philosophy of

been called ing,, question on the grounds that types of mental

state are, plausibly, ‘multiply realisable’. For instance, it is
urgcd' th.ut it is implausible to Suggest that pain of a certain
type is l'(I(‘l]Ii(Tzl] witlt a certain type of neuronal activity,
because i Seems conceivable (1 creatures with very differ-
ent lyprs ol neury] organisation might nonetheless he cap-
able of ¢Xperiencing pains of exactly the same type. The com-
pule.r analogy onee again scems ap, for in a similar way It is
possible for tye computers o be in the same ‘software’ state
even while Possessing very different ‘hardware’ states — for
€xample, they might be running the same programme but
lmplementing it on very different computing machinery. But

rejectlf)n of any type-type theory of mental and physical
States is consisteng with

that js, 5 theory accordj

9 . Q- a1 ’ M .
:s(liuh A5 a pain that I am now feeling in my left big toe, is
i eutical with some token physica] State, such as a certain
state of neurong| activity now going on in my brain, Such a

Mental states 49

combination of views - rejection of type=type 1.(!(:1‘1(:::]}_/
together with acceptance of token—token l(-lcm/ity-._[{:m(und
m;)nly referred to as (a species of? non—r?ductzzre pdy\n:airz].e ,lhul
is usually advanced in Conjuncthn w.1th the[ (.)lchr h Lhat
mental state types, while not being identica “}/11 icgl );tate
state types, do none the less supervene hulpon [;k)iz | s
types." What this doctrine asserts, roughly spe ] “'gc’a[ hat
pes comt T g e?i?ltlym;}:zjalszrtr;ieptipes which
types could differ in respect of the '
t};};y exemplify, although it is allowed that two plﬁ(()ipldeiff;:::rinn
plifying exactly the same mental state typ}fis ,szemph'fy i
respect of the physical state types which t C}}n emp ity (r
line with the thesis of the mlllltlple reahslzz1 1}1]ayt o ersons
state types). More speciﬁcall)'/, it may be he Lne e hat
mental state types at any gl}\;e? tt'i?: superv
’s brain-state types at that ti 2 . N
peli‘slf:ctionalism is fl)lllly consistent with non-retdhucttlv(f):SiptlilgrS]7
icalism of this kind. But it is not committed t(i)de:tit];), oo
since it is equally consistent with a ty]')e—téfpe jentlty (heeny
and even, indeed, with a thc.)roughgomgf uz%tionalism e
and physical states. This is becaus?‘ utncrmS 2 pat,-
attempts to characterise mental states 13 e ns of the pat-
terns of causal relations which .thcy nee dl.(,J- o alify o
states, both mental and physical, in (Tr e o dually o
mental states of this or lhfﬂ l’\’pt’.ivrll %U'I:IS[:,'(:”,'C prloper[ies
entirely open the question of \.vhal', I[' any, 1 R
mental states must have. (An intrinsic .pr(.Jperellated s
something has independently of how it ;S bicets. shape is an
things: for example, in the case .Of materl? (;Jare ;elational,)
intrinsic property, whereas position and zvefoczn)immaterial A
According to functionalism, the stat'es((; Z}l]al T it o
may qualify as mental states, provided t )

) Ceupervenience, ser Jobn feal, The
' For an excellent discussion of lhl‘l"”lln-nl 0{ ;li—!:i:\r:::L( II"”'“* rgoz). h g e
Nature of True Minds (Cambridge: (‘",rf'hr.” K o are: Collected in s Superi emence
wvature of ) . f Jaegwon Kim in this area. < Universite Press.
also the ll"l?"rl‘ml \:q;k OI. al Evsays (Gambridge: Cambridge Un e for me 1o
e ‘l)li"'fl‘;] l\d”"ed<ll\hs',ll”[:€\l'lr(nirn‘rrkis too complex and large, howeser,

1993). The topic ol »

do it justice in the present book.
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Zu(;tuanb(ifelz)?;ir; of causal relationships, as may the states of
buting maChineﬁn neurones, or the states of a piece of com-
’ beélch‘ o t)il,.or even the states 'of a pile of pebbles on
attrae B is extre.me llberahty, although initially
A » does harbour difficulties for functionali {
shall soon see. S, A we
sisi:ﬁzi?}f ;v;)ndetrcd how functionalism could really be con-
e itk tﬂﬁi_'}pe 1dept1ty theory of mental and physical
qualify as a men lls required of.a state, in order for it to
exhibiy o e al state of a given type, is that it should

able pattern of causal relationships with other

char i .
’ acterises menta states in terms of their

distinctive ‘c
ausal roles’
oles’. Thus, for example, it may be said

that pain st: .
pain states are typically caused by physical damage to a

. subject to desj iof : ;
to a S ) esire relief, ¢ * TiS
Sh()u[l)[i)mpr_l;lc avoidance behaviour But her el hve rie
4 we 1dentify the ¢ . . ,
. > ype of al « N .
pain state belongs in tcrfns' ‘)f“:;]’:ldl il o e token
s (.

terises pain, or should we instead ,lzulsnl role which charac-
“Instead identify i ; )
y it terms of the

type of state which ‘plyve’
e tate An(!:l ’pllays thz?l role in the person whose pamn
hatogy which may help us to understand

e one can ask:

bishop in chess, as defined by the rules

ments. And g,
wood Ppose that we have bef; .
oden chessmg €tore us a particular

n .
might think of idezfti? certam shape, which is a bishop. We
chessman belongs i YIng the fpe to which this particular
must allow 1hay oth:rte}:ms of that role — ip which case we
and Possessing o ¢heéssmen, made of different materials
chessmen of t‘xac[lﬁr:hm shapes, Mmay none the Jess qualify d.S
that they are all }l € Sarf’e type as this one rovided ¢ l\'

) atl played with ip accordance ;vri)th thz OT :
rules
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governing the movements of the bishop. Alternatively, how-
ever, one might think of identifying the type to which our
particular chessman belongs in terms of the type of material
object which plays the role of the bishop in the chess set of
which this chessman is a member. Analogously, then, if we
conceive the type to which a token pain state belongs as being
whatever type of state it is that plays the causal role of pain
in its subject, it is perfectly possible to maintain that, for
example, pain in human subjects is identical with a certain
type of neuronal state whereas pain in differently constituted
subjects is identical with a quite different type of physical
state.” At this point the reader could be forgiven for feeling
confused by these distinctions between type-states and token-
states and between roles and the states which ‘play’ them.
There is, indeed, a considerable danger that debates con-
ducted in these terms will generate more darkness than light.
So I shall not attempt to adjudicate between the two different
interpretations of functionalism just outlined, but shall rest
content with the conclusion that one can espouse some form
of functionalism while simultaneously adopting virtually any
position whatever as regards the question of how mental
states are related ontologically to physical states.

THE PROBLEM OF CONSCIOUSNESS

Functionalism, we have scen, is in many respects a very lib-
eral doctrine. For that reason, it may seem surprising .that
anyone should want to disagree with it. And yet it has vigor-
ous opponents, some of whose arguments against it are
extremely compelling. The most influential of these argu-
ments turn on the claim that functionalism, far from provid-

. . . i Aol Peain arban Pamn’,
" For a proposal along these lines, see David Lewis, Moad Pain and Marnan |

in Ned Block (ed.), Readings in Philosophy of Pyychology. Polwme 1 (London: Methuen,
' Palume I (New York: Oxford

. : . . N
1980), reprinted in David Lewis™s Philmophical Papers. .
University Press, 1g84). See also, in the former volume, Ned Block™s helpful e
y N N H : B wrh . . ; une -

ductory essav, ‘What is Functionalism?'. I should pethaps emphasise that fun
: ; ome (l‘ "ns Pr”l)ﬂ”"'l‘\

tionalism is a family of views rather than a single doctrine. s
regarding it more as an account of our concepts of mental st
of the nature of mental states themselves.

ates than as a theory
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it, there s ‘something it is
whereas, Plausibly, th
a pebble, nor eyep a

like’ to be a subject of experience -
ere is nothing whatever_ it is like to be
pile of many pebbles.® And yet, as [

sciousnesg g a stone?

To this it may be replied thag states of consciousness are
no different from other mental states in being amenable to
a functionaljs¢ characterisatjon, A state of consciousnessj on
this view, ig simply one which exhibits a certain characteristic
pattern of caygy] relations to other States, both mental and
physical. Ip Particular, it may be suggested that states of con-
sciousness are distinguished from some other kinds of mental
State in that they are ‘second-order’ states, involving a sub-
Jject’s knowlcdgc, Or awareness, of certain other mental states
of itself, However, (his SUggestion — which we shall explore

more fully jn chapter 1o - does not seem (o do justice to the
phenomengy, at issuc. For j rem

pile of pebbles, for i
of consciousncss‘jusl i
‘first-ordep’ states exhibiting suitable patterns of causal rela-
tions, but jp additign certain ‘second-order’ states SUl‘tab!y
Causally re|ateq 0 some of thoge ‘first-order’ states. To this
the functionalist May reply that he does not have any reason
to suppose that 4 Pile of pebbes really could possess states
exhibiting hjs degree of Causal complexity, but that if we

ains very hard 1o see how a
ance, coul qualify g possessing states
1 Virtue of Possessing, not only certain

" See Thomas Nagel, ‘w},
PP 435-50, reprinted gy
’ress, 1979). tor
see Jonathan She
MASMIT p

ALis it Like r, be a Ba>, Philosophical Review: 83 (".’71‘)‘
1 his Mortaf Questions ((.’ambridgc: Cambridge University
@ broag survey of Many aspects of the problem of consciousness.
ar (ed.y, Explaining Consciousness. The Hard Problem (Cambridge.
ress 1gag),

h3
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ave no good grounds for
P (me'did thesrsle:jlvcst:;:llif"hcd(msciousn(fss. Ir{ SU‘I,)P::;
defgyin.g that it possc that it is only evidc'nce of sucbl;t;)ltuhd_
o h'e b l:irgfl what we know of their obscrva le heha-
COmplexny,'bas'eﬁ N us in attributing states of. COHSC‘lOlth o
oo ot O tfsin s, so that to deny consciousness .
potie 'huma'rll ef gei)bles in the circums.tar}ces efnt\;le Sgort
i eieal pile o bpto narrow-minded prejudice, o he sor!
ot would SUCCZ?n consciousness to nor}-humantfilnlater .
il o ew?nd eni/ent on this general issue unti ater In
5;13“ }rlesetl;:vre J;ftegr we have looked at some more sp
the chapter,

objections to functionalism.
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QUALIA AN

i i one
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. m}?re S‘pecfloccusesgon the problem Of7COOnSCK::35ntS o,f func-
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tionall.sm' retive gu litatize features. For ?)fampllei]::ve a visual
e patinctive i ormal lighting Condmor.ls’ differs qualit-
o r?d e rtlain distinctive kind, which di I look at a
ex'perler}ce Oflel‘cigﬂd of experience 1 ha}'*f. Wheﬁed surfaces
o fm'm . the same lighting ('ondltlor‘]‘s.‘umstances’ ;
green surface mmv o cortain way in these Urtreen ances, 3
-~ T “’_‘ : diﬂ‘crent from the way that iilosophers of
o Whlfh lst(l‘i]r: ihese circumstances. bo'n:;[pexperiences of
appear to me : v. At my vis ‘ o
nii}:ld make he pomtfbyessa)ilr?\’%o;?e different colour‘ ZL:IItI?Z".I)
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There is a 'certain dla,n§E£ Zangcr N m‘z}y bf' ’u‘-)rlx)l.[().l(‘t‘; to
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m Chapte‘r 5. when we come to discuss sense-datum theories
of sensation. For present purposes. we do not really need to
tglk in ter.ms of "qualia’ at all - we can simply calk in terms
of hO‘\' \‘a’n()usl,\' coloured surfaces fook or a/}/)c'a.r to subjects in
various circumstances. The important point is that it scems
perfectly conceivable that, for instance, the wav that red sur-
faces look to me in normal lighting conditions 'migln be the
way that green surfaces look to you in normal lighting condi-
tions ~ and, more generally, that our colour experiences
might be sl\-sl(»mu[iulll.\v dnverted” with respect (o one
another,

Now, if this were the case, both of us would nonetheless
have Cxa.ctly the same powers of colour-discrimination and,
other thmg§ being equal, both of us would apply colour
;Zinils to objects in exactly the same way: we “.Oul'd agree,
are ;rs(:s:rcl?’ (;:Sitri:)zr;"::iséif“‘tlsz,po’st‘boxe‘s, and sunszts

d ‘eq’ < ) g ‘red’, while grass, emeralds,
Zli:dee:fo_ s;lglr(;s [ﬁ.r(‘ _Properly d(‘zscril)e.d as being ‘green’.
we would Loz .1's 1s the .cruual. point — it seems that
. ould be functionally equivalent in respect of our colour
6‘XII)(‘lvlt-ll(‘vS- ;]‘h;\t 15 10 say, my colonr experiences and your
colour experiences wounld exhibit exactly the same pattern
L)‘f‘ :‘iil'lISil] l‘(‘lilli()l].'\' o cnvironinental ""5”(‘.\‘, other mental
I‘"“'l'l;:l ‘,:l,l;'ln.');;Ill:'“':'l:‘il::”:,ll')(/‘l:i(,::':In\_'l(ll |““ (‘“"“.\. .‘ I,"' :\.”‘"”(.
. , : neans that tunctionalism
u%n recogmse no dilference a0 all between iy colour
f':\l)rru'nu-s. and yvour colonr expericuces, in the Ii\‘}"’l"""
teal case of spectrum inversion. And ver i secns Ut in
:lll]f;l h?'l)ulhvli('ul case, our colour "X.l)t‘l'it'm'cs do in fact
e I the ‘most striking way imaginable. The obvious
teriseUSlC(())r}IOl:: (:;avgrils that functionalism fails to charac-
entirely out of arc)c tences ?dequately,. l?ecause it leaves
qualitative ch ount thefr most striking feature: the}r

Character. Indeed, it may be remarked that this

failin : .
§ of functionalism was entirely predictable, in view of

the fact ; )

purcly r;[:tl_entloned earlier, that functionalism provides a

nothizxg thonal characterisation of mental states, saying
atever about their intrinsic properties: for the
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qualitative character of a visual experience would seem to
be precisely that — an intrinsic property of the experience.

SOME POSSIBLE RESPONSES TO THE INVERTED
SPECTRUM ARGUMENT

There are various ways in which friends of functionalism
may want to respond to this argument, other than by
resorting to an outright denial of the existence of ‘qualia’
altogether.” Some may contend that the hypothesis of spec-
trum inversion is not even intelligible, on the grounds that
we could, in the nature of the case, never have objective
empirical evidence that such an inversion had occurred:
for we only know about each other’s visual experiences on
the basis of our observable behaviour, both verbal and
non-verbal — for instance, on the basis of how we describe
our visual experiences to each other in words. But, by
hypothesis, we would be indistinguishable in respect of all
such behaviour, in the supposed case of spectrum inversion.
However, this response looks like an appeal to a crude form
of verificationism — the discredited doctrine that statements
which cannot in principle be verified or falsified empirically
are on that account meaningless.” It may be urged that
one understands perfectly well what 1t would be for a
case ol interpersonal spectrum inversion to obtain, not least
because one can perfectly well imagine intrapersonal spec-
frum inversion ocenrring in one’s own case: that is Lo say,
one can imagine waking up one morning to discover that
red things, such as tomatoes, have suddenly begun to look
the way that green things, such as grass, looked the day
before, and vice versa. The interpersonal case, it may be
said, is to be understood as involving in the case of two

me of denying the existence of qualia aho-
in A. J. Marcel and b. Bisiach
ress, 1988),

* Some philosophers do go to the extre
gether: see Daniel (. Dennett, ‘Quining Qualia’,
(eds.), Consciousness in Contemporary Science (Oxford: Clarendon P
reprinted in Lycan (ed.), Mind and Cognition. B

" For a well-known exposition of verificationism, sce A. J. Aver, Language. Truth and
Logie, 2nd edn (London: Victor Gollanez, 1046).
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different people exactly what is involved in the case of a
single person in the intrapersonal case.
arglloi}}l]zrt f)v(;lsmble I‘CSpOI.]SC for the functionalist is to
ical case o l.men we look into the d'etails of the hypothet-
that, in fact ifrPersonal Spectrum inversion, we shall see
SUbjf,:Cts conc’er l; o lmplaumbl? to suppose that the
in respect of t}?e. would really be functionally equivalent
out, for exam 1elr hCOlour cxperiences. It may be pointed
OUF’Colour ex P¢, that there are Capsal relations between
which look f;‘;“e““s and our emotional responses: things
feelin to us tend to evoke agitated or angry
tend th, perhaps, wher.eas things which look green to us
responZeZvoﬁzen(?lal:n fielmgs — and Fhese different emotional
sequently, it ma (i) . reﬂeCted. In-our behaviour. Con-
the way ’that ry € suggested, if red things looked to me
then we wouldg ieg tt,ilmgs looked to you and vice versd,
responses and tl?eo fa Y tf:nd to have different emotionfll
the presence of re::le ohr.e dlfferenF patterns of behaviour in
green things, Howoer 5 20d likewise in the presence of
iative character of ()E‘;er, lthls Presupposes that it is the qual-
tend to evoke certs colour ¢xperiences which makes them
than, for exam )l;‘ d[lln emf’tf()llal. responses in us, rather
with thoge (‘()l()lur/, . ]e, b_ehq/‘ th,h we tend to ilsso(:iat(i
that we (tmn,m()nl (,‘xb"”f’ll(.‘cs - for instance, the belief
ations, as when W(?’"‘_X‘l)"’r'(‘f_ltft‘ green things in calm situ-
seem, indeed, thag [l}:( ‘;Ydlk".'g n lh(.- countryside. It would
the latter SOM of ex ; Ull.(.'ll()lli!lls[ 18 l'(‘il”y committed [({
such there be betwp anaton of the causal connections, if
responses, But’ acco (:jc'n colour experiences and emotional
People with invertc(rj m% to-that sort of explanation, two
all, be expecteq to h colour experiences should not, after
colour and conge u alvc (-ilfferem emotional responses to
Yet another Poqssft;}t ¥ different patterns of behaviour.
argue that, insofa.r as e,-rC.S[])(mse f.or the functionalist is to
called ‘qualitative ch Hsu‘l, eXPe_rlC.HCCS have what may be
of theirintentionay or ;;l;i:: ’ fhls Is In fact entirely a matter
T LipTesentational content — that is, a matter
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of what those experiences represent the world as being like "
For example, on this view, to say that my colour experiences
of red things have a distinctive qualitative character is just
to say that those experiences represent such things to me as
having a certain property — namely, redness. Of course, we
know that colour experiences can be misleading in this
respect: sometimes a colour experience represents something
to me as having the property of redness, when in fact the
thing that I am seeing really has some other colour. But —
say the supporters of the view in question — this should not
tempt me into saying that, in such cases, I am still experien-
cing a visual quality or ‘quale’ which is quite distinct from
the physical colour of the thing before my eyes. Rather, I am
experiencing that physical colour, but my visual experience
is misrepresenting it as being another physical colour. If this
view is right, then it would appear that it really does make
No sense to suppose that a case of ‘spectrum inversion’ could
occur, for the implication is that there is nothing more to be
said about the qualitative character of a colour experience
than can be captured in an account of the representational
content of that experience - and hence that two people whose
colour experiences have the same representational contents
must have colour experiences which are qualitatively ident-
ical. But it would seem that two people whose beliefs do not
difter in content on account of their respective colour experi-
€nces cannot be enjoying colour experiences with different
representational contents. And the inverted spectrum hyvpo-
thesis assumes that the beliefs of the two people involved
do indeed not differ in content on account of the supposed
differences between their respective colour experiences — for
if their beliefs did differ in content on this account, the differ-
ence could be expected to show up in differences belween
their verbal and non-verbal behaviour, contrary to the

i

For a view along these lines, see Michael Tve, Ten Probleme of Consonine
Representational Theory of the Phengmenal Mind (Cambridge. MA MIT Prece 1000

ch. 5.

N
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assumption that they are functionally equivalent in respect
of their colour experiences. However, the opponent of func-
tionalism may, | think, justly react to this line of argument
by saying that its conclusion simply demonstrates the inad-
equacy of the proposed ‘representational’ account of the
qualitative character of visual experiences. There is, plaus-
ibly, more to a ‘red’ colour experience than simply the fact
that it represents the world to one as containing something
red: for, plausibly, the experience only has this representa-
tional capacity in virtue of a certain feature of the experience
which is intrinsic to it, namely, what we have been calling its
qualitative character. The qualitative character of the experi-
ence cannot simply consist in jts representational capacity,
since the representational capacity is partly to be explained in
terms of the qualitative character. And then the point is that,
while a colour experience needs to have some qualitative charac-
ter or ot/chr in order to be able to represent the world to one
as containing something red, different qualitative characters
would serve equally well for this purpose, and do so in the
hypothetical case of spectrum inversion.

Finally, the functionalist could perhaps just accept that his
account of the nature of certain kinds of mental state leaves
something out - (heir intrinsic qualitative characters — but
argue tl“_“ the qualitative character of such a state is a rela-
flw-.ly ulimportant feature of the state, beeause it is causally
mert: 1if ic were noy causally inert, iy would contribute to the
causal role of the sgage - and yet the lesson of the inverted
Spectrunt argument seens (o bye that the qualitative charac-
ter of a mental state makes no difference to its causal role,
since states with quite different qualitative characters can
have exa'ctly the same causal role. On this view, the ‘qualia’
of experience are purely epiphenomenal ! However, that is an
Hlegitimate conclusjon to mﬁm the inverted spectrum
argument. The fact, if it is g fact, that mental states with

1

One nhiloe . .
l.‘)rrvull;()l\?k.)l:uph( r \\hu. thinks. for other reasons, that qualia are epiphenomenal is
) at llt rsnn: see his ‘Epiphenomenal Qualia’, Philosophical Quartersy 32 (1982),

PP 127-36, reprinted in Lycan (ed.), Mind and Cognition, o .
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different qualitative characters can have exactly the same
causal role does not imply that the qualitative characters of
such states make no contribution to the causal role of those
states: for the fact in question is perfectly consistent with the
alternative possibility that the qualitative characters of such
states make exactly the same contribution to the causal role
of those states, which implies that they do indeed make some
such contribution. Indeed, the idea that ‘qualia’ exist but are
causally inert is difficult to sustain: for if they are causally
inert, how can we even know about them? My behef.tha.t 1
am now undergoing an experience with a certain quahtatlv.e
character must, arguably, be caused by just such an experi-
ence of mine in order to qualify as knowledge. The function-
alist might grudgingly accept this, I suppose, and yet contend
that functionalism still provides an almost' complete'ly
adequate account of the nature of our mental lives: that, in
particular, it gives a completely adequate account of the
nature of our non-qualitative mental states, sugh as our
beliefs and other attitudinal states. However, this presup-
poses that the qualitative character of our experlentlal
states, such as our visual experiences, has no bearing what-
cver on the nature of our attitudinal states. But that presup-
position can certainly be challenged: indeed, we sha.ll sCt
ways in which it may be challenged when we C()I}].l(‘ to discuss
the nature of conceptual thinking in chapter 7.

THE ABSENT QUALIA ARGUMENT AND TWO NOTIONS
OF CONSCIOUSNESS

Another argument against functionalism which is often me::t-
tioned in the same breath as the inverﬁ?d speetruin dlriu-m-e is
is the absent qualia argumenl-“ The objection raised here

** For further discussion of how functionalism might h"nf”," [,h‘.‘ II)\.;FI(.;lglll):'r;:;:‘;lf
case, sce Sydney Shoemaker, ‘Functionalism and Qualia’, ./hzlr;\t.z./HH'” ",‘ o (L'mll-
(1975), l)[).’ 2{)l;3151 reprinted in his Identity, Cause, and Mind (Cambridge: €
bridge University Press, 198.4). - ok T jonalism’

" For :{l"_ absent (iuﬂ“kl argument, see Ne(]. Block, -Ivmuhll'.\ “:/ll;',{"I:”,:/l;::;,l,;,',:/”q,_
in G w. Savage (ed.), Perception and Cognition: Issues in I/ui I")i{,l ﬂ]z- l:ni\v;rgi[\'ll’
Minnesota .&'tut‘lin in the Philosophy of Science, Volume ¢ (Minneapolis: U )
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that, since functionalism contends that all that is required
for certain states of an object to qualify as mental states of
certain types is that those states should stand in appropriate
causal relations to each other and to states of certain other
types — namely, the causal relations demanded by the causal
or functional roles of those mental state types — it seems to
follow that something could, in principle, have a mind Just
like yours or mine ezen though it would appear to lack ‘qualia’
altogether. The thing in question might be, for instance, the
Pile of pebbles mentioned earlier, or — a much-used
example — the combined population of China. A variant on
this theme is provided by the notion of a zombie (not to be
confused with the ‘zombies’ of Haitian voodoo lore). A crea-
ture in this hypothetical condition could supposedly have
beliefs, desires and even pains functionally equivalent to
yours or mine, and yet it would never enjoy mental states
with qualitative character: there would be nothing it was like
for this creature to experience the tang of lemon, the whiff
of woodsmoke, the colour of ripe tomatoes, or the sting of a
nettle. And the issue rajsed here by the absent qualia argu-
ment is whether the existence of such zombies is really pos-
sible, as functionalism seems to imply. For if it is not — as
many opponents of functionalisni would claim - then func-
tionalism must apparently be false,

As T have Just indicated, the zombie question is reminis-
cent of the question rajsed carlier as to whether something
like a pile of pebbles could, in principle, possess states of
consciousness. The functionalist was envisaged as responding
to that question by contending that states of consciousness
can be accommodated by functionalism as being ‘second-
order’ states, involving a subject’s knowledge, or awareness,
of certain ‘first-order’ states of itself. However, the absent
qualia objection cannet Plausibly be tackled in this way,
bf‘Cilll.SC the presence or absence of ‘qualia’ in a subject’s
experience does not, plausibly, have anything to do with

Minnesota Press,

: 1978), reprinted in Block (ed.), Readings in Philosophy of Prycho-
gy, Volume 1. ) T

.
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whether or not that subject has ‘second-orflcr’ ?(nowlc(lgo of
its own ‘first-order’ experiential states: In f'a‘ct, it seems tI‘m;
we have to distinguish between two quite different notlonsl (;
consciousness.'* On the one hand, there is w.ha't may be ‘cal el

phenomenal consciousness, which is what is dlst.mctlve of qual-
itative states of experience, such as the experience o;tastmg
the tang of lemon. And on the other hal?d, there is what n:;z
be called apperceptive consciousness, which is th;: a}:vgrer;wn
which subjects sometimes possess pf some of t lelr o
mental states, not only their qualltatlve.states but also he!

non-qualitative states, such as their beliefs and desl.rtf)zisl}t , Of;
absent qualia argument evidently concerns the p(:]ssl meynal
there being minded creatures altogether lackm.g pheno ol
consciousness. Functionalism seems commltt'ed dt(: th(.,
possibility. Indeed, functionalism seems corpmltte gr:‘;p[iyt:
POssibility of there being creatur(izs having app ptive
consciousness while altogether lacking phenomena o
sciousness. My own view is that this is not a genunrtle [5)35510ge
ity, for a reason indicated earlier: namely, that. Obe&?e(;n
that it is a possibility is to ignorf{ the c'onnt.ic’tllontates vee
being a creature capable of possessing attitudina bslC o o
concéptual content and being a cr‘eat.uvre ‘Eafiter o
sessing experiential states with qual'ltatl\e chars: [h.is o
cver, consideration of the issues which bear upon p

must be postponed until chapter 7.
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ELIMINATIVE MATERIALISM AND "FOLK PSY(

. . i nction-
Qualia-based objections to functhnallsm clalmft[l;;t rfzturﬂ of
alism at best provides only a partial accountho encmics who
mental states. But functionalism also has other enc

. . . hess
ol ; a Function of Cansaiou
" See further Ned Block, *On a Confusion al)(’"‘l(_ IH" wid Norton Netkin, Con
Behavioral and Brain Sciences 18 ('!)‘.):’)?v Pp.'zz-/-'(‘/';rnlyrirlul' I niversitv Press
sciosness and the Origins of Thought (Cambridge: Ci
) ‘ o o . {of (un
1996). L sms of Consciousness’, fourna
" See further my ‘There are No Easy p,—,,l)lr"_""‘ ”; in Shear (ed.). FExplaining Con-
seinusness S'Illdlt;s 2 (1995), pp- 266-71, reprinted in She:

SC10usness,
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tclllil)l?lsttfzaittsltalis not even partly successful in its aims, because
functional; ms as being thoroughly misguided. Central to
ctionalism is its treatment of attitudinal states, such as
beliefs, desires and intentions. Functionalism rega’rds such
Sbtat.es as reglly existing states of subjects which may properly
Sjb;:;/?skeldnl?hf:ausal explanatifms qf the behaviour of those
pobjects. T 1S respect, functionalism seems to be fully in
ezp‘l.ng w1t.h common sense. Terms such as ‘belief?, ‘desire’
::e nlontter;‘trltonf are frequent'ly used.in everyday speech: they
only to Sx elf)t S(;;ne exclusively scientific vocabulary known
character opf o ove, the common-sense and everyday
some critics Prrop951;lonal attltuc!e vpcabulary is, according to
acceptable ’a?c caisely what unsuits it to use in a scientifically
These critics k?lum of t}‘lelna.ture of psychological states.
tional attitué]e ‘?wnbas eliminative mate.rialists, regard proposi-
theory of mind dioca ula‘ry as belqngmg to a pre-scientific
Folk psycholo ) t?lparagmgly d'escrlbed as ‘folk psychology’."
being a reposiy(; e); SUBEESL, Is no better than folk physics,
of genuine expl fy ol misconceptions and confusions devoid
cXplanatory power. Just as the march of scientific

terminology which we use (o (:i-l?_c.?w(‘f‘,p away t.he primitive

of mind and behaviour, A lh‘rvh(,n e ill'lsl (‘xplzlm. our states

minology in everyda s'. - .h(lds{' even if we retain the ter-

taken to inl(‘.rpr(:t ilyr(l-'ll)l('.ﬁ(' . wc|flm” l'(‘.ahsv that it is mis-

are no such states g l)(;(li l-?‘l-l("ll“)'/‘ Ou ”.“S view, there really

than there are Such‘ h; els, ¢ estres and intentions, any more
. things as witches or the elixir of life.

It
Pt'rh.'_\pq the |
S Yest-k ‘n e .
see his ‘Elimin'ni\v:(l;?_:;;f’;""t‘nt of eliminative materialism is Paul Churchland:
- «l ‘( a ]sm an(l [h e '- R 4 : <l ' N
;> Py 78 (198), PP 6700, renrin g Propositional Attitudes  Journal of Philo-
What'is sometimes called a chrinted in Lycan (ed.), Mind and Cognition.
which accepts its yra. an 'Nstrumentalist” view of . A S .
Intentional lS't ; I'fdgma‘n(ﬁ utility, is defended by D). e (’[)f)smond[ Jmm(k, “_’l,k'
Pane (('amh“(lg(\ MA: MIT Pres ys aniel C. Dennett: see his The
: 'ss, 1987)
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is identical with some type of physical state, such as some
type of neuronal state of the brain. Reductive physicalists do
not, in general, want to deny the very existence of many of
the types of mental state talked about by functionalists, such
as beliefs, desires and intentions. Rather, their hope is that
with the advance of science we shall come to discover that
mental states of these types just are — that is, are identical
with — certain types of brain state: just as science has
revealed, say, that the temperature of a heated body of gas
is in fact identical with the mean kinetic energy of its con-
stituent molecules and that the meteorological phenomenon
of lightning is in fact identical with a kind of electrical dis-
charge. By contrast, eliminative materialists hold that states
of belief, desire and intention simply do not exist, and hence a
Jortiori that such states are not identical with physical states
of any sort. Their attitude towards beliefs and desires is
rather like the modern scientist’s attitude towards phlogis-
ton, the substance which was thought to be involved in pro-
cesses of combustion before the role played by oxygen in
those processes was discovered. The phlogiston theory is now
rejected as completely false: phlogiston simply does not exist.
There is no prospect of identifying phlogiston with oxygen,
because the way in which phlogiston was supposed to act in
processes of combustion is quite different from the way in
which oxygen does in fact act in those processes. Simllarl}',
then, eliminative materialists hold that nothing at all acts in
the ways in which we fondly suppose that beliefs and dCS}res
act in the processes giving rise to human behaviour: nolhlpg,
that is to say, really has the causal roles in terms of whlch
functionalism attempts to characterise such states as bCll.CfS
and desires. (This is a suggestion which we sh'all examine
more closely in chapter 8, when we discuss the implications
of ‘connectionist’ models of the mind.) _

Why are eliminative matcrialists so S('(‘])ll('ill» about the
Jjudgements of folk psychology? To understand this, we must
appreciate that they think of folk psychology as a theory wln_(Alu
purports to explain and predict human behaviour, but whi h‘
in fact signally fails to do so. A scientifically acceptable theory
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But, it is pointed out, folk psychology provides us W{th no
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forms of mental illness,

Consequently, it js urged, folk psychology is hopelessly bad,
by scientific standards, at explaining the range ofphenomen'a
with which it is toncerned: so bad that jt js beyond repair
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chapter 9. But there is, in any case, another reason for con-

tending that ‘folk psychology’ is not any sort of theory of
human behaviour. This is that —

psychologists would p

their situation with the beliefs and desires that we a.scribe to
them." It wouyld seem, indeed, that ‘folk psychological’ pat-

terns of thinking are deeply engrained in us, probably having
an evolutionary basjs

capable of engaging meaningtully with other human beings.
They are not dispensable intellectyal artefacts, but partially
constitutive of gy very humanity, »

(}()N(ILUSI()NS

Our aim in (hig chapter hag been to look with a critical eye
at a number of different accounts of the nature of mental
states, including botp Propositional attitude states, such as
beliefs, and sensationa) States, such as Ppains. We expect such
an account to be aple to tell us what js distinctive about

" See further Martin D
Mind Debage (Oxford:
“ For further robuse ¢pj

avies and Tony

Stone (eds.), Folg Psychology: The Theory of
Blackwely, 1995)

ticism of eliminative materialis
Saring Brlief (Princeton, NJ: Princeton Univc‘rsity Press, 1987), chs. 6 and 7. For
_hlrlh(‘r discussion of (he status of folk psychology, see John . Greenwood (ed.).
The Futyye of Folk Liychology: and (fn‘e;lilir'r Science (Ciam bridge: Cam-

m, see Lynne Rudder Baker,

' X 1nlmlionali{;'
bridge l’ni\'l'rsily Press, 1991).
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that the causal roles in terms of which functionalism
attempts to characterise such states are not in fact occupied
by anything whatever. However, eliminative materialism may
be accused of incoherence, insofar as it threatens to elimin-
ate reason and truth along with the propositional attitudes,
thereby undermining the very edifice of science in the name
of which it rejects the categories of folk psychology. Very
arguably, folk psychology should not be seen as a proto-
scientific theory of mind, to be evaluated by the kinds of
empirical criteria used in testing scientific hypotheses.

So where does all this leave us? We seem to have good
reasons for taking a realist view of mental states, as states
which can quite properly be invoked in causal explanations
of people’s behaviour. And yet it seems that what is truly
distinctive of mental states — the features in virtue of which
it is ‘like something’ to be a subject of such states — cannot
be captured in terms of their putative ‘causal roles’. What
seems to elude not only functionalism but also any form of
physicalism are the central facts of consciousness and subjectiv-
ity. One’s access to these facts, however, appears to be irre-
mediably personal and introspective: it scems that one knows
of them, primarily, from reflection upon gne’s own condition
and that one can at best achieve only an empathetic under-
standing of how they may affect the conditions of other
people. There seems, then, to be a fundamental asynimetry
between ‘first-person” and ‘third-person” knowledge of mental
states ~ the knowledge of such states which one has in virtue
of being a subject of such states oneself and the knowledge of
such states which one has in virtue of being an observer of
01.:her subjects of such states. This makes mental states quite
fhfferept from any of the other kinds of state known to empir-
ical science, all of which are studied scientifically from a
purely ‘third-person’ point of view. Rather than see this as a
pr\oblem, hochvcr, perhaps we would do better to see it part
of the solution to another problem: the problem of saying

what it is th‘al is truly distinctive of mental states and sets
them apart from merely physical states.

4

Mental content
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ments, and senlences.' Sentences are linguistic items — strings of
words arranged in a grammatically permissible order — which
may take either written or spoken form. One must differenti-
ate between sentence-fokens and sentence-ypes, recalling here
the type/token distinction discussed in the previous chapter.
Thus, the following string of words — IT IS RAINING — consti-
tutes a token of a certain English sentence-type, of which
another token is this string of words: it is raining. The two
tokens happen to differ in that one is written in upper case
letters while the other is written in lower case letters, but
this difference does not prevent them from qualifying as
tokens of the same sentence-type. Statements are assertoric
utterances of sentence-tokens by individual users of a lan-
guage. Thus John may make the statement that it is raining
on a given occasion by uttering, with assertoric intent, a
token of the English sentence-type ‘It is raining’. Not all
utterances of sentences are made with assertoric intent, that
is, to make assertions: we also use sentences to ask questions,
issue commands, and so forth. Finally, propositions constitute
the meaningful content of statements in the context in which
they are made. Thus, when John makes the statement that
it is raining at a particular time and place, his statement
expresses the proposition that it is raining then and there —
a proposition which could equally well be expressed by other
speakers using other languages at other times and place's.
The proposition which an English speaker expresses in
asserting ‘Snow is white’ is the very same proposition which
a French speaker expresses in asserting ‘La neige e.st blan-
che’ and which a German speaker expresses in asserting ‘Der
Schnee ist weiss’.

But what exactly is a ‘proposition” That is, th.ll.kl.ﬂﬂ' of
entity is it? Many philosophers would say that propositions are
abstract entities and thus akin ontologically to the objects of
mathematics, such as numbers and sets.” Numbers are not

" Ser. for example, Susan Fraack, Philosophy of Logics (Cambridge: Cambrsdge V-
versity Press, 1g78), ch. 6. N
" Fora general discussion of the issues involved here, see my “The Metaphysics of

Abstract Objects’, Journal of Philosophy 92 (1095). pp- 504924
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toncrete, physjca] objects CXISUng in space and time: we can-
notsee

,» hear or touch the number 3. Indeed, it does not seem
that we cap interact causally with the number 3 in any way
whatever. Nor does the number 3 change its properties over
time: it is apparently eternal and Immutable. And yet it would
Séem unwarranted {o deny that the number g exists. At least
in our unphilosophical Moments, we are g]] happy to assert
that there i5 a number which i greater than 2 and less than 4:
and this seems 1, commit us to recognising the existence of the
number 8. 1t is true thay not all philosophers are happy with

this state of affairs and that some of them would like to elimin-
ate numbers and all othe

Propositions would appear to
tegory. The Proposition that snow is
white is no more something thyg Wecan see, licar or touch than
is the number 3- We can touch Sow and sce its whiteness,
because snow Is a concrete, physical squff. I‘]qu:llly, we can see
and touch token of he English sentence-type ‘Snow is white’,
because it Consists of String of physical marks o a page. But
the proposition that snow g white, i appears, is something
utterly differeny iy, hature from any of these coucrete, physical
things. We cap apprehend intellectua”y — that is, under-
stand it — byt we cannot literally see o touch it, for it does not

occupy any position in physical SPace nor does it exist at any
particular time.

Perhaps, hOWCVCr, it will be doubted whether we have as

well, 1980) and Rea/ism, Mathematics and Modal-
Brnaccrraf, ‘Mathematical Truth’,
973), pp. 661-80, reprinted in Pay) Benacerraf and
! ! 5 0P of Mathemgiics. Selected Readings, and edn
(.umhndge Umversny Press, 1984) )
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States. And let us then see whether this h

: ypothesis gives rise
to any Insuperable difficulties,

THE CAUSAL RELE\"AI\'(.'E OF CONTENT

as this: given that pro-
itities devoid of causal

| ’s physical behaviour. One way in
whlch WE can try to resolye this difficulty s by distinguishing
Cart'zfully between Causal relevance an causal efficacy. Arguably,
an iteni can hyye the former even if it lacks the latter. An
ttem has cqysq/ relevance if reference (o hy ittem has a non-
redundant r),. to play in 4 Causal explanatioy of some phe-
omenon, whereas an item hyg causal efficacy if it has o power
aCtll&l”}’ t()_l)(' eause of sope })]l(‘l)l;lllf‘ll;)ll. Thus, it could
€ Maiitained (), Propositions ek
nonctheless POssess cunsal relevanee inasmuch ;g reference
to them g Lnon-redundyyyy role ¢o Play in cansal explana-

tlons: of humgyy, behavigy, But the Problem remains as to
how it could be the

causal cllicacy bui

bQ % Stalnaker
)\Illpd hy for the f\()“()\\'ln sort of g S expresse o} R()l)(’l( 4o LN
| sort H ;
»” L }{\A \ n lI()g} 13 exXpressed ly C

ress, 198y), pp. B—1y.

- Mental content 75

i i ich refer to the
frequently explain physical events in t:lr?izavlvzlbcjects v
lengths, velocities and masses of certain phy. e
in those events — and we report th<? magrhus we may say
quantities by using nanc.:rlcal eXpr€§S;19nS- on g’rammes ad
that it was because a billiard ball weighing PRSI,
moving at a velocity of 2 metres per secone e
stationary billiard ball possessing the :la::]d-such ’a fchiion.
0 bals subsequently moved off p Sukc (; in the explanation
Here the numbers 100 and 2 are 1(111v0te 2y, OF comse, if we
in what appears to be a pon-redun ant w ,};ass and velocity,
had chosen different units for measuring the explanation.
we would have invoked different numbzrs lfil D
so that reference to these particular num ert:f rznce e bens
the success of the ezplanatiomn ;nt:\l/(t)i(r:lztfle, simply because
one way or another does see \ - hvsical
the expﬁanation turns on the magnitudes orfe Cﬁz:znrllu?m{rical
quantities and such magnitudes seem to bvcilously that the
expression. But there is no suggestion, o are tLemselveS
pumbers invoked in such an e)'(plfnavttlzirtl which is being
amongst the causes of the thSl.Ca ﬁ erve to register the
CXplaincd. Rather, the numbers SHln'[?h) z(;llld be performed
results of possible measurements .\?'Il"( re causally responsible
upon the physical quantities which dﬂ ‘:“hi(m' then, berhaps
for the event in question. In anﬂl.()g()ll:* ’ (g“mcasul‘t‘s’ or ‘indi-
we could regard abstract |)l‘.0|)"§"““”‘5(‘:‘,g that is, as provid-
ces” of beliets and other attitudinal Is:;l(“,“cs between such
mg a way of registering concrete (”l fclnces in magnitude
states ;ullul()gous to concrete differenc
Peiveen physical q?ég;lgief;i.culties facing this proposal, el:)en
 But there ally make sense of it. First of all the analogy
e can really mrucial point.” As we haye alrezrl y:l , ;n,
breaks c.iown at a.t(; for measuring a physical qu‘”ll)t!r)w‘hi('h
thle).tChOIce gi usnoI that there is no particular numbe -
arbitrary one,

e T
H - ralsed. sec

+s about 10 be ! !
. . ion of some of the difficulties ions”. Analyis 50
" For further elaboration of

' ogyv between ers an ropost
rane n Heged bet Numbers and P
Cra An A ge Ana I

(1g40), pp. 224-30.



measured in kilogrammes and a quite different number when
measured in pounds. By contrast, however, it seems clear
that.lt Is not at all arbitrary which proposition we chose to
specify the content of a belief. It is true that one and the

tences of two different languages are mutually translatable -

as, for example, are ‘Spow is white’ and ‘La neige est
blanche’ — they serve to

one choses to express 4 belief by this or that sentence, it is
! €r one choses this or that proposi-
tion to specify jts content. Furthermore, in the case of phys-
wo lumps of lead -
reveal their relative
of units in which to

we can make direct comparisons which
magnitudes ind(‘pendently of any choice
mcasurf3 those quantities, Thus, we can ascertain that one
l‘ump. of lead weighs twice g5 much as another by dividing the
hrst. 1o two picces, cach of which can be balanced i a scale
against the other lump of lead. This difference between their
rclal.lvc “Mmagnitudes is 4y objective and fixed one which
y of any choice of units we may decide
' § numerically. However,
» 1t does not appear that we can compare
! content ‘directly’, that is
mdf:pendemly of selecting Particular pr()positi(frfsbt/o’ specl'ﬁj
lt)hen: Conlents'. This i‘mplies once again that the relatjon

etween a belief ang Its propositiona| content is not at all

like ati i
¢ the relation between g Physical quantity and a number
which serves (4 re t

highly doubyf; Bister it magnitude, so that it becomes
SNy doubtful wheher the way in which numbers can be

Mental content 77

invoked in causal explanations of phy.sical events ‘Cil“‘ P""(’V‘;lz:
any real insight into the way in‘whlch prop(m'uunsltalr'l f‘,)f
invoked in causal explanations of human behavmpr. t;i[‘d['
from evident that there is any concrete fe.atur.e of a bc’l‘c r:,
which a proposition could serve as somethmg\hf}e a m(;zzlion
or ‘index’, but which exists independently of the prtopinvolVC
‘measuring’ or ‘indicating’ it: rather, bel{efs seemhizh o
particular propositions essentially, as Const-ltuent}s1 w Or?ten[/s
determine the very identities of the beliefs whose c
they are. L
Ayt this point, some philosophers may urge tthtatd]fﬁzl”;:;t;’s‘
fact a way of conceiving of beliefs and other alt) lt l;ct oo
which preserves the idea that they have a }sl r ! l};namry
tional contents and yet which accounts for the exp g
relevance of those contents in terms ofconcr'etedffzatlurst;:ltes by
states in question. This is to think of attitu m?G e
analogy with sentence-tokens. Sentenc:e-token.sl:m e
strings of physical marks with a definite fPa“ho ' m};\' lso be
tion and distinctive causal powers: and yet ttﬁz extent that
assigned abstract propositional contentshto ectiom then.
they are meaningful bits of language. T e>suggce-[ike,items
would be that ‘beliefs’, for exampl.e, are St.n:je“f o in the
which the brain utilises in a particular fl‘“}r)lodjol\v béhaviour,
tourse of generating certain palt(’l‘nh: N binary code in the
rather as a computer utilises nwssagcsfl'n\l)iIVit‘v e printer
course of generating certain patterns ol ac ‘.]’ uestion ‘sen-
or on its video screen. In calling the 1lem;l:' &ke the phys.
tence-like’, it is not being sugge.sted 'thal t' eécognisable o
ical form of strings of words. written In Z}IH}bL[ onlv that they
ural language, such as English or french, tical or syntactical
exhibit something like a formal gm,.n.m([] -nces of a natural
structure, in much the same way -[ha[ o ‘[ ot ('1)(](' both do.
language and messages in ar[.]fl(llill (:()myfl{ ( repeatable and
The brain code’ might exploit, Tay,. C:.;?dllll:urollml activity.
wwstematically L,‘O.l;:-hinit))l(i, ([)’;}:‘(:l):”m[” ('x})ff)ils l)RlH‘('rl‘l\
r?[h(;r :; [r?]t;g?l]:t(icln;cli\'ily in the computer’s electrony
Ol clectromagne
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Cil‘(‘uits b N()W' if ( in-
5. lf b 5
s . lOke 1S (,Ould bC aSSig'nLd n i
rain-( ()(l(‘ 1 £ l(',il““]g

ful pr() i i l ntent ent l)[
p()Sll ona ] e ]
cO S, and lf th pr( p()Silional contet ’

such a token w
structure, we CZT ::;:niehow re.ﬂected by its formal syntactical
tent of a brain-code tokrclé pnr’luple hO_W the propositional con-
Lts relationship to the strrzl(irtltllgrz{ gertwe Caufsal relevance [fort
ave physical form and thu e that token, which
posal is high hus genuine causal powers. Thi -
beyond thegsclgpzp(ffctl}lfnvﬁ and a proper C\I’)aluation }())lfs i}ir(i)s
in chapters 7 and 8 whls chapter, though we shall return to it
between language and f}rll we come to discuss the relationstiy
lntflligence. For the timsubge}il:lgnd the prospects for ari i
code tokens certai g, we may observe that brain-
tional content rltI;“ZrllY C}?‘lﬂd not acquire meaningtul Pr"g:’l:;'
tokens  of natural yll, ing like the way in which sentence-
meaningful precisel bdnguage do, since the latter ar;'
communicate tfhc:i(rl y ceause people use them to expréss and
be circular to tr Ltomcmtl{l thoughts — and it would plainly
brain-code tokcnsyinoth?:g\lfz;’n Ptihe propositional conten of
we shall look at some nat - However, later in this chapter
which might be dr: aturalistic theories of representati
could posiess mg;‘:i\’n“ Fpon to explain how bminl')COan[t(’a‘:::‘r;
The questions raisg (‘;l_Pr()p(?snional content.
Which we cannot hOpeetO in this section are difficult ones,
it to say that the Pr()bler:lemC C"nc.lusively just now. Suffice
can have ‘contents’ which of explaining how mental states
our which such states a e C.ausa”y relevant to the behavi-
serious one. We seem torlf typically invoked to explain is a
monsense or ‘folk psy he Slfong]y committed, in our com-
people, to the idea t}pm}tc Ol-oglc,al’ ways of thinking about
POSil‘ional content can zlitt?tglittlilr(:nallsm‘es with abstract Proy
explanations s 2. ately be inv i aus
somewhat at :fl(ii()ll())lt:‘? zicgons. And yet we le(:)d sel:‘lnff(l,‘ﬁ
conceived, could h‘av(- . xp‘ 2‘l'1n how propositional content, thus
any causal relevance to physical b(t]m\l,il_

* The ide
ea ol a br
o atn coxle, o ¢
cortla ol
nguage of thought’, modelled i
. ~d on the machine o le
b wle

of & digital cormpueer, has | ce cltended by e wre « The Language
“ pter, J o ™ T S0
' ) " v has been detend d by 3
of Thought {(Hassocks: H ow P . A J m A Fodor: his 7 ang
g arvester Press, 19 6). ‘ ’
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the ‘brain code’ pr()puszll Just can-

¢ fruit. Some philosophers may he
tempted to say that the way out of this difficulty is to realise
that the kind of ‘explanation’ of human action which 1s
involved when we make appeal to an agent’s beliefs and
desires is not, after all, causal explanation but, rather,
‘_rational’ explanation. On this view, we cite an agent’s putat-
ive beliefs and desires as reasons for, but not as causes of, his or
her actions. After all, the abstract nature of prop()siti()nal
content provides no barrier to 1ts rational relevance 1O action,
even if it does provide a barrier to 1ts causal relevance. How-
ever, this approach too faces certain difficulties, as w¢ shall
see when we come to discuss action and intention in chapter
9. But even if an obvious way out of the difficulty is not yel
available, I do not think that this should persuadc us to aban-
don ‘folk psychological’ modes of explanation, as eliminative
materialists would like us to. For, as we saw in the pr(:\'ious
chapter, it is doubtful whether this is a coherent option for

us.

our — unless, perhaps,
vassed can be made to bea

l)L'.»\Tl()N OF ('.()I\"I‘E.\"l‘

THE INDIVI
We have been taking it that comemful attiludinal states,
such as beliefs and desires, have their abstract proposi\ional
content essentially, an implication of this being that the very
identity of a pélrticular belief or desire depends upon the
identity of the proposition which constitutes its content.
Thus, just as John’s belief that snow is white 18 numenc_ally
distinct from Mary’s belief that snow is white, 10 virtue of lh.e
fact that John is a different person from Mary, S(;_alsojuhn;s
belief that snow is while is numerically distinet trom John's
belief that grass is green; in virtuc of the fact that 'h‘f Pmptm-
tion that snow is white is different {rom the proposition that
grass is green. But Ao, exactly, dowe imli\'i(l,mu- the pro-
a heliet or other zmi\mhnul sate! In

is by citing 2 wentence whtt h
oual content aw helonus
{ NOwW eyl

positional content of
practice, of course, we
we take to express the same Pr”p”mi“
lo the attitudinal state in question: Bu

try to do th

A « Oofh-
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plications arise, b
ecause tok :
tence-type m ’ ens of one and the s
: av s ‘ e sanie sen-
ferent contextz O?tftet to express different propositions in :lif
) erance. Fo )
John believe s A r example, suppose I ;
raining’ to sf)et?i?“t ltthls raining. Here [ use thfieme;;y‘tl?i
But tokens of theysenetepnrop(t)Sl“Ol;al content of John’s belief.
. ce- e ‘It 1 s S )
ent propositi ype ‘It is raining’ express differ-
assert tg be lt?lr::SCWhen uttered in different fonteitsss\/s’ﬂirl
not what John assase when I assert ‘It is raining’ in burham is
in New York. So W}irts o be the case if he asserts ‘It is raining’
believes that it is enlin Dur.ham say that John in New Yor(i
as the content of r}?'lmlilg" which proposition I am identifying
that John would is belief? Most probably, the propositio;l
rather than the prec))(;?re-ss if he were to assert ‘It is raining
‘It is raining’ osition that I would o
ining’. . express by assertin
saying thatgwhil)tn;olr:llg[})] t endeavour to make thiys clear b%'
n ) o )
York, or that it is raini elieves is that it is raining in New
one must be caref immg where he is. However, in saying this
ul not to impl ‘
more aptl . O 1mply that John’s belief w
It is r;in}ilnegxg:/‘;zsedlly him as ‘It is raining in New \;)(l:rlg l?)Cr
belief that it is rairrf am’. Indeed, John could possess the
est idea that he is im%\IthrC he is without having the slight
ance as to his n New York and even in ¢ 1 o1
h is whereabouts : complete 1gnor-
ese complicati o
lbat it is raiﬂping b::s thc arisen in the case of John's belief
citly indexical. Indexi dlljw .th" content of that b(:li('f is impli-
through the medi;m:‘1 ity is commonly exhibited in language
‘this’, whose refere ‘(){-expr‘fssi(ms such as ‘here’, ‘now’ and
of use. Thus, ‘hereazced l‘s determined partly by lht,:ir context
to refer L©an now’ are standar .
are Spc;l:fspeclﬁvd)’, to the place and ?hdlty'USCd b}’hSpCakCrS
ne. while ‘this’ e time at which ’
refer to Sorgze Ob}l:dthls 1S .standardly used by a speaketrhf())
Y\'\th his or her ‘index’af; which he or she is pointing (often
lnd(‘xi('l\l. , . nger). I[ may s .
thought ,l‘) 1s a relatively unimpc y superficially scom (1
ght and language, but i portant feature of human
the case. Indeed it‘m’ ubt in reality that is far from bemng
thought is tnnlics ay be argu - .
for il?s](t 1s 1mplicitly indexical }.i’ned that virtually all of our
ance, John’s belief tllal’m one way or another. Take.
snow is white. One might 1ma-
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gine that this, at least, cottaiis no clement of indexicadity.
that of John’s beliel that it s
raining, where the propositionul content of his belief is partly
determined by contextual factors, namely, the time and place
at which john has the belief in question. How could contex-
tual factors have any bearing upon the propositi(mal content
of John’s belief that snow is white? Well, it certainly seems
that they do, as the following considerations serve to show.”

Snow, as practically everyone knows, 1s just frozen water —
and water is now known by scientists to be nothing other

than H,0O, that is, a stuff composed of molecules containing

two hydrogen atoms bonded to a single oxygen atom: How-
1 ter knows that

ever, not everybody who is acquaimed with wa
it is H,0 and, indeed, more than 200 years ago no one at all
knew this. Clearly, then, John can possess the belief that
snow is white without being aware {hat water 1s H,O. Even
so, it seems that inasmuch as john’s belief that snow is white
is a belief concerning the pmperties of waler, it 1s @ belicf
about the kind of stuff which 18 in fact H0- If John were tO
be miraculously tranSported to some distant planet whose
seas were composed of a different kind of Jiquid, but one¢
which looked and (asted just like water and which turned
white upon freezing, he might (hink that the white, flufty stuff
descending from that planel’s skies on a cold day was snow =
but he would be mistaken. Bu ose that, by some

{ now Supp
strange coincidence, the inhabitants of this planet speak a
sounds just like Eng

Jish and that they use
for the stuff descending from (heir skies. An
ho pelieved, correctly;

I'he case secms quite unlike

language which
the word ‘snow’
inhabitant of the planet W
stuff is white would naturally express t
‘Snow is white’. But, it seems, the propt
such a belief would be different from

that this
hat belief by asserting
,sitional content of

the pmpnsilinnnl

1 N
v utlated p Hhary Potpain y brs s

Considerations of this sort were first of
tal paprr. The Meamog of “\feaning M K CGounderwm (o Fampuase ‘Uimt
and Knoivledge: AMinnesoii Studres an the I'htlmu/rh', of Soenee [ofume 7 i\'ln’nu apwibr
1a Press 19750 rrpnmml o Tidans Ponast Afind 14
e Uity Fre

U niversity of Minneso
and Reality: I’lulmr)plnml Papers. Valu

1975)
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content . ;
for us - (;il{ioﬁlri):ehfef that snow is white. It would be wrong
the distant planetgb (l)_fjohn — to say that the inhabitants of
themselves would clieve that snow is white, even though they
by saying ‘We belFOrrectly describe their own state of belief
can do to describ::evﬁ t}-]at snow is white’. The best that we
that they believe tht e mh?bltants’ state of belief is to say
that. The impliCat'at their” snow is white, or something like
beliefs about the ion of these considerations is that even
indexical, or cont properties of kinds of stuff are implicitly
o ext-dependent, in character. The proposi/.
believer’s physic lSUCh a beh.ef is partly determined by the
tion. Althoug}llljc?hnrelatlonsmp to the kind of stuff in ques
planct would boh band one of the inhabitants of the distant
is white’, they wouldf;hprepared to assert the sentence ‘Snow
ent propositional ereby be expressing beliefs with differ-
ferent kinds of st Cg"mems’ simply because ‘snow’ denotes dif-
fact or not. It ('; for thC.H‘l, whether they are aware of this
e o enotes dlf'ferent kinds of stuff for them
) er they know it or not, different kinds of fufty,

white stuff d
escend fr : .
cold day. om their respective home skies on 2

EXTERNALLS T
ASM IN THE PHILOSOPIHY OF MIND

If contextual factors by .
content even ()f(sl(())r:’(-[h(‘“./.(‘ @ bearing upon the propositional
“./hit‘—"’ then it sccmt ‘(}“vldl ) lwl.““ as the belief that snow is
tically all of oar belicfs they will have a bearing upon pras
:Vhich we express u’si‘s s — certainly upon all those beliefs
water’, ‘gold’, ‘cat’ ‘elg’s?_calle(.i natural kind terms, such as
of such beliefs the’i n df)!phln’, and the like. In the case
tht kinds of, Sluffr é)rr()ti(?SItIOI}al content will depend upon
environment of the beli ings in _fact populate the physical
natural kind terms whi ?}\Ier and serve as the referents of the
;)l' hl(;r beliefs. This coilcclut:;gnbillmver uses in expressing b
mplications b y Sion has surprisingly far-re: hing
stemology. (:::1}:1(::): thre ph.ﬂosophy of miﬁdY arllld r;:r(h(l;:
attempt to call iy , for instance, Descartes’s famous
o doubt all of his commonseuse beliefs
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¥ Descartes thought 1t made sense to sup-
pose that his beliefs about all manner of natural kinds of
things and stuffs were simply false, becaust they could con-
ceivably have been induced in him by a malicious demon.
Thus, he supposes, the demon might have induced him 1o
believe that snow is white, even though in reality no such
stuff as snow exists at all because the entire physical world
is illusory. But is it right to assume that the belief which
Descartes would express by asserting ‘Snow is white’ in the
hypothetical circumstances of a demon—induced illusion
would have the very same pmpo;ilional content as the belief which
Descartes in fact expresses by asserting ‘Snow is white’ in
a world in which snow really does exist? Not if our earlier
FOnSiderations are correct. Those considerations seem to
imply that only someont whose world really does contain
waler — that is, H,O — can have the belief that snow is while.
But if Descartes were the victim of a demonic illusion; he
would not be someone living in such a world and thus would
not be able to have a belief with that very propositional con-
tent: consequently, the demon would not be able to d'ecewc
Descartes into believing, falsely, that snow is white. 1f, M Athc
hypothetical circumstances of a demon—induced illusion,
Descartes were to assert ‘Snow IS white’, he would not be
expressing the very same belief upon which he 1s {rying to cast
doubt, namely, his belief that show is white. Indeed, 1t 15
not clear that, in those hyp()thcti(‘al circumstances; ].)esc‘z‘lrles
could express any determinate belief at all by asserting Snow
is white’, any more than it is clear that we¢ can express anY
determinate belief at all by asserting «Unicorns are \\"hne .
The trouble with the latter assertion 13 that ‘unicorn pur-
ports to be a natural kind term and yet there is no natura
kind which it actually serves t0 denote.”
It seems, then, that a subject’s state

about what exists.

of mind — at Teast

on First Philmsophy. The I'h:lnw/;hna[ 3 n/m,g: of
((lnmhridgr: (:ambridee Universty Press s

“Ser René Descartes, Meditations
d Necesiity (Oxford: Blackwell ygsa) 2t

Drscartes. ed. ). Cottingham et al.
See further Saul A. Kripke, Naming an
and pp. 156-8.
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to the extent that jt involves the possession of contentful
attitudinal states - is not what it is independently of that
subject’s relations to his or her physical environment. Con-
trary to what appears to be the Cartesian assumption, our
minds are not self-contained and hermetically sealed vessels
of thought: rather, they ‘reach out’, as it were, into our phys-
ical environment, since our thoughts depend for their content
and thus for their very identity upon what things that envir-
onment contains. It js Important to appreciate, however, that

Rather, it is an objecti
conception of the mind
their content upon nothj

they are. Even a thoroughgoing ph

BROAD VERSUS NARROwW CONTENT

The line of argumen; which we have just been pursuing and
which has led us (g a rejection of an ‘individualistic’ or
‘internalist’ coneeption of the ming s not one which all con-
temporary philosophers would look upon with favour., Many
philosophers feel strongly committed to the view that con-
tentful attituding] States can quie properly be invoked in
Cflusal (:xl?lamuli()ns of people’s l)(‘huvi()ur, but at the same
time consider thay this explanatory role cannot ecasily be
attributed to attituding| states if their conteng jg individuated

m . N
{;):nztgl:nl:llu.;nnalgdeft‘-ng of €xternalism, see Tyler Burge, ‘Individualism and the
alism 1;1;1 lP:l\,z*yl’l(.)li:;\‘l"ﬁ l[:'h[; phical R 979), pp. 73-121. See also his ‘Individu-
sm g S Yo DRuosophical Reyjpy, 95 (1986) —. B es
that mental conge U as meryyPP; 3745 Burge argu
_ ental conte as merely physical environmental
ston and critique of internalism, see Robert
ical | idualism and the Sciences of the
mv&frslty Press, 1995). For 4 defence of
€ctive, sce Norton Nelkin, Consciousness and the
ambridge Univ:-rsily Press, 1996), Part g.

A‘Uim/ ((3;\mhridgr: (I;lmhridgt- U
miernalism from o, Physicalist persp
Origing af '['hanghl ((3ﬂml)ridget C
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in an externalist way." Consider the following case. Sfl‘lpp(:sf
that John is seen to pick up and drink fr(.)m a glassfo ‘T:uz-
which is standing on a table in front of him. Pirtfoltat}?irst
ible explanation of John’s action 'would b(? that he fe M ui)(li’
saw the glass and judged that it contained water, , Ejn
which he believes to be drinkable. Here we arz ,l/,r;\t(;va”%
John’s putative beliefs that the glass contains wa{erk:fm ot wakr
is drinkable in explanation of his action of drin ufg o
glass. Now, externalism contends that thn cou [t even
possess these beliefs but for the fact that his ph)’lSlCﬁ edistant
ment contains water, that is, HyO. But recall t 'iaclear
planet of our earlier discussion, _whose oceans con’talljm Whic};
tasteless liquid which its inhabitants call wz‘ilt)e(:, lginger
is not H,0. Imagine an exact COuUter_Part’for a plr;ss of that
of John living on that planet who'dr.mks ron;] ’sg— and con-
liquid in circumstances exactly snm1.lar to Jo Ha suppose, if
sider how one might explain Ais action. We Ttly similar not
we like, that John and his counterpart 'd.rehf):;z)wgto the level
only in appearance and cha.ractcr, but rg ity. According to
of neurological organisation and activi yfjohn’s counter-
externalism, we cannot explain the acllt)l;'(; in front of him
part by saying that he believes lh'ﬁll the & T;- use according
contains water and that water is drinkable, )(:il\ ‘ﬂl‘l(‘h beliefs.
to that view John's counterpart docs ll()l~l)()hl:(-i|21;'(‘ in exactly
And ye John and his connterpart appead “,). es. so that it
the sanie way in exactly similar "“.‘""m.h“f"' { ‘(-mctly the
seems reasonable (o explain their l)('?"‘v“l'",n:jn;lilar‘ states of
Sante way, by assigning to (hf-,m. exd(.l L exactly the same
mind — that is to say, states of mind w1tIl tried explanatory
Contents. This is simply to apply the ,wcigl;tr externalism, it
Principle, ‘Same effect, same causes’.

; in several
" This kind of concern has been influentially voiced by Jerry A. Fodor in

papers, in ludin fethod al Solipsism ‘()nildt‘r(’(l as a Researc h
d Brain (Snm es 9 “’8“ pp (»“,
C. g Me OlOglCdl olip: ) ( ) :

. T hology’, Behavioral and £ ‘oundations of Cognit-
?:)rategy o tc((j) gi:l;;i‘;ekpe;z,;enla;‘i:}m: Philosophical bqu;:l Ojﬁli\t;ﬁmcm for Narrow
iz'e%:cir:n};:l?Biighton: Harvester Press, '9?1)’2““.1 25 ('\xinre recently, F()‘(;Ul' llms

. » ; 1991), pp. 5-29- * 1 Mentalese
S(t)me;nd, J'mm:/lhg }f)rh(;f:oﬁ:lli }:jsi(t 1:))n) see his le") Elm and the Exper

elreate some ~ 5. 1G¢ .

and ils Semantics (Cambridge, MA: MIT Press, 1994
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seems, does not permit us to do this. (Of course, we do some-
times discover that the same effect can proceed from differ-
ent causes — for instance, that a skin burn can be caused
either by acid or by fire: so the principle ‘Same effect, same
causes’ is certainly not infallible. But when we abandon the
principle we should only do so for good empirical reasons,
whereas in the case at issue externalism apparently compels
us to abandon it on hon-empirical grounds.)

What appears to be called for, then, is a notion of mental
content which allows us to say, as externalism does not, that
John and hijs counterpart have beliefs with exactly the same
propositional contents. Content of the desired kind is stand-
ardly called narow content, in contrast with the so-called
broad (or wide) content associated with the externalist
account.™ The idea is that whereas broad content is deter-
mined in part by a thinker’s relations to his or her wider
physical environment, narrow content is identifiable inde-
pendently of any such relations. But is such a notion of
arrow content really available? In support of a positive
answer to this question, it may be urged that there clearly is
something in common between John and his counterpart in
respect of their beliefs ctoncerning the things and stuffs con-
fronting them: both of them believe that they are confronted
by a glass containing a clear, tasteless liquid which composcs
the oceans of their plancts and which rains down trom their
skies .and both of them believe that that liquid is drinkable. The
chemical differences between these stuffs may well be quite
unknowr{ to John and hig counterpart and, certainly, the pro-
cesses of thought and reasoning which lead them to act as
they do need make no appeal to the chemical constitutions
of those stuffs. Perhaps, indeed, it would be mistaken to say
;:l(lzlb(())llhl]h(:hn and his counterpart believe that the glass in

for the reasons which the
this only goes to show that our

m contains waler,
externalist gives. Byt mavbe

For a \\i(l«\r.mzing discussion of iy
MeGinn, Mentat Content (( Ixford: Bl
externalism in this book.,

al conceptions of mengal content, see Colin

ackwell, 1989). McGinn defends a version of
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commonsense or ‘folk-psychological’ assignm(:pts of mental
content implicitly assume a ‘broad’ notion of content, not
that such a notion is the only one available. Ordinary Lngll:s_h
may not contain a general term which gna}bles us to spec}l}f.y
the hypothesised content which the beliefs ofj.ohn and his
counterpart allegedly have in common, t3ut nothlr}g seems t(t)
prevent us from inventing one — say, schwa}ter. Then, i
scems, we could say that both John and hls counterpart
believe that the glass in front of them contains schwater and
that both of them believe that schwater is drmkable‘. The fact’
that neither John nor his counterpart has the word schwatt}e}r
in their respective vocabularies — and thus cannot express t ef
beliefs which they supposedly have in common by means 0t
simple sentences — need not be seen as an embarras;men
for this approach. For there are obvious reasons why or 1r1tzi1;}3/
language, which has evolved t.o serve the commun}n}calcall
purposes of people who inhabit much the same.ph };51 !
environment, should not contain ger}eral terms w{uch Yunc,
tion in the way in which we have stipulated that ‘schwater
does. .
However, the argument which motivate‘d us to 1plroq;1ﬁe
the notion of ‘narrow’ content may itself be qucrllc:‘d. ti
crucial premise of that argument was that John au((jl 1}115 ::(::Jrll5
terpart behave in the same way, wh(-n.cc we concludf', t a' s
reasonable to explain  their bvlunﬂour n the' S-dm’CB“?’th
appealing to the principle ‘Same eflect, samc.cau}:cs l; e
claim that Jolin and his counterpart b.eha\'e in the .samd s
may itself be challenged.” After all, it may be pointe hn’;
what John does is to drink a glass of water, \?'hl(:rcas i](;S »
counterpart does not do this — instead, he drinks a.l‘g]el °
the different kind of stuff found in the oceans of his p a}r;t, .
Given this difference between their actions, 1t S(f(:m.h' Ahtl:);
gether reasonable to explain those acu()’ns zliﬂ. anf,(l t((l“i;:
‘fmm beliefs with different contents —.in_]ulm S (:u.}( ,I t’ [(,uy)m”,i;
that the glass in front of him contains water and that « .

. . re mav be found m Gregory
" A useful discussion of some of the points raised h‘ln ) ml‘:.\( l')l) [()}l) 211-16.
McCulloch, The Mind and its World (London: Routledge, 1995).
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drinkable and, in his counterpart’s case, the beliefs that the
glass in front of him contains what fe calls ‘water’ and that
what /e calls ‘water’ is drinkable. In short, it now looks as
though the notion of ‘narrow’ content, even if it makes sense,
Is superfluous, because there is no special difficulty after all
in supposing that ‘broad’ content is relevant to the causal
explanation of behaviour. (This is not to deny that, as we
discovered earlier, there is a general difficulty concerning the
causal relevance of content: it is just to deny that the notion
of ‘broad’ content is somehow more problematic than the
notion of ‘narrow’ content in this respect.)

Now, the advocates of narrow content have a possible
response to this objection. They can urge that the actions of

John and his counterpart only differ on a broad construal of

their respective behaviours. Behaviour itself, then, as well as
the contents of its mental causes, might be characterised in
both a ‘broad’ and a ‘narrow’ way. Thus, both John and his
counterpart might be described as drinking a glass of schwater,
in which case it seems reasonable, once more, to explain this
sameness of behaviour in terms of the two agents having
beliefs with the same contents. However, this reply does not
really undermine the point of the objection, which was that
Fhvrc 1S o special difficulty in supposing that ‘broad’ content
15 relevant to the causal explanation of behaviour. The fact
that we have not shown that the notions of ‘Harrow’ content
and ‘narrow’ behaviour are untenable is beside the point.
Given that gur intuitive notion of content seems to be the
‘broad’ notion and that it suffices for explanatory purposces

r less intuitive ‘narrow’ notion, our

upon the neurological stat

at tha't time — see chapter 3 for this idea — will want to insist
that,' masmuch as John and his counterpart are neurological
duplicates, they must exemplify the same mental state types
and thus possess beliefs with the same contents (on the

assumption, at least, thay we type beliefs by reference to their
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contents). Such philosophers will accordingly be committed,
it seems, to the notion of ‘narrow’ content, for .bet.ter or
worse. But we should not suppose that an externalist is pre-
vented from espousing physicalism, even O_f the relatively
weak non-reductive variety: for the externalist may cont.end
that, while a person’s mental state types at any given tl.mf;
do not supervene upon that person’s concurrent negrologlca
state types alone, they do supervene upon the lattctr in conjur}zlc-
tion with certain types of physical state exemplified by the
person’s environment at that time.

CONTENT, REPRESENTATION AND CAUSALITY

What is it that confers upon attitudinal states the partlcullzlir
propositional contents that they possess? th%ﬂ John has the
belief that snow is white, what gives his belief the conteqt
that snow is white — as opposed, say, to the content that g;ass is
green? Most contemporary philosqphers would preﬁf:’r, i r}t)ost:
sible, to find a perfectly naturalistic answer to tllS sg' o
question — that is, an answer which does not appeal to divin
creation and which does not assume that lh(.z ph(:nomven‘On n
question is so fundamental as to be in.cx‘pllcal')lc ’sa\'e‘lnt l(t)?‘
own terms. Thus, they would not be satlsh(*,(.i w1,th 'dll}. h(:lr' )
answer which only explains how one subject s‘ dl"llllllullltl(‘s
states get their content by reference to the c(mt’( ntfu ,Sf thé
of another subject. They would likc"zm vxplznyfu;ll:n e
origin of content which shows how it can derive o a tall
contentful states of naturally existing ObJCCl_S' This 15 a ta
order: it is far from clear that an explanation }?fl:'lrslsc(:lr(f
really is available, even in principle. But it is worthw llat:]a(t)ion
ing for one, if only in order to see why such an exp
is so difficult to achieve. . e o
Now, attitudinal states are contentful bc?ausc'theﬁtdtr;:fﬁv
resentational states. Thus, for example,JOhn ¥ I_)Cll(i' l SGir(‘s
is white represents the world as being a Certal? wt;l])(‘ do ot
equally, are representational stales, although hci repres-
represent the world as being a certain way but, ralThi’g differ-
ent how their subject would like the world to be. ‘ i
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¢nce between beliefs and desires is often described as a dif-
ference in their ‘direction of fit’ with the world." We aim to
make the contents of our beliefs fit the way the world is ~
that is, we aim at true beliefs — whereas, by contrast, we aim
to make the way the world is fit the contents of our desires:
we aim to satisfy our desires. However, in order to simplify
matters, let us concentrate on the case of beliefs and their
contents. And let us then ask: in virtue of what does a par-
ticular belief represent the world as being a particular way?
Perhaps we can make some headway with this question by
seeing how other kinds of states of natural objects can be
representational states.

The following looks as if it may be a promising example of
such a state. Consider the way in which the pattern of rings
in a cross-section of a tree-trunk serves to represent the age
of the tree in years. We know why it serves to do this: it does
s0 because there is a causal relationship between seasonal
climatic variations and variations in the organic growth of
the tree, which has the consequence that a new ring is laid
down during each year of growth. It seems, then, that the
tree’s ring-pattern represents the fact that the trec is a cer-
tain number of years old because the tree’s being that many
years old is the cause of jts having that ring-pattern. We might
try to extend a causal account of representation of this sort

to the case of beliefs. Thus, we might venture 1o sy some-
thing like the following:

(1) A bgliefB represents the world ag including a state of
affairs .S just in case § is the cause of B,

However, it is immediately apparent that some serious prob-
Iem§ beset this suggestion, two of which I shall now describe.
_ First of all, it wi]| never be the case that there is Jjust a
ngl‘e state of affairs, S, which is ‘the’ cause of a given belief
B.”I~-()r, In virtue of the transitivity of causation, if a state of
affairs, S| causes another state of affairs, S, and S, in turn

" See further John R Searle

Intentionality 1 idoer s : Tniversity
Press. 1083). pp. 70, onality (Cambridge: Cambridge University
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causes the belief B, then S| as well as S, is a cause of B. T'his
sort of complication already arises in the case of the tree-ring
example. For it is certainly not the case that the only state of
affairs which can be said to be causally responsible for the
tree’s having its particular ring-pattern is the fac.t that the
tree has lived for a certain number of years, that is, through
a certain number of revolutions of the earth around the sun.
After all, the mere passage of time does not cause the tree's
cyclical pattern of growth: rather, that pattern of growth is
caused by variations in climatic conditions 'Wthh are them-
selves caused by variations in the earth’s dlstanc(-e f.rom ar.1d
orientation towards the sun as the earth revolves in its orbit.
So why should we say that the ring-pattern represents the
fact that the tree is a certain number of years old, as opposed to
the quite distinct fact that the tree has lived through a certain
number of climatic cycles? It seems that we have no gqod reasog
at all to say this, other than that we may be more mterest}c;
in the ring-pattern for what it tells us about the age of the
tree than we are for what it tells us about the nu.mb'er of
climatic cycles the tree has lived through. Viewed Oblecf‘velyl’
the ring-pattern carries information about .the enlire causa
chain of processes which gave rise to it, not just about ab;l)ar-
ticular stage in that causal chain. This creates no ]?r(?. e:n
for what we say about tree-ring patterns, but it Ei()es (lefa ti
A problem for a causal theory of belief-content. I*f)r t'ht’ atC
is that a belief B will represent the world as 111‘(‘|ll‘(‘llf‘g a f}l:_“}f
specific state of affairs, S, uot every state of zlf!alrsf\h lChe,
perhaps along with S, may be causally rcsponmblbel or tme
generation of B, We might call this problem the problem o
specificity of content. . )
z{no)t)h{r problem for a causal theory ‘of belle.f-c:)‘ntent’;s‘
that, even if it could successfully account for a b(?llfzf $ corffcla_i
Tepresenting the world as being a certain way, I‘E'lS r?<)tt,cr<;'§-
that it could successfully account for a helief’s nvll.frvi«tlfm»l-lt
enting the world as being a certain way. It B"f’;‘?v false
saying that not all of our beliefs are true. A bellcf', ’4:?“1 ;)['
il B represents the world as including a certain SBdt’thc‘
affairs, ., when in fact the world does ot include S. Bu
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trouble is that if the world does not include S, then S cannot
be a cause of B. Rather, B will have certain other, actually
existing states of affajrs as its causes: and it looks as though
the causal theory is committed to judging that B represents —

truly — the world as including some or all of these states of

affairs, rather than as including S. In short, the causal theory
seems condemned to treat al] beliefs as frue beliefs, which is
absurd. Consider again the tree-ring example. If we were to
discover a tree which had a pattern of twenty-five rings, say,
when we knew that the tree had in fact lived for twenty-six
years, what would we say? Would we say that the ring-pattern

rings took two years rather than one to be laid down. Surely,
the tree’s ring-pattern does not carry ‘false’ information
about its causal history, because it seems that the notion of
‘false’ information does not even make sense in such a con-
text. Yet truch and falsehood are certainly properties of our
beliefs: propertics which any adequate theory of mental rep-
resentation must be able (o account for. The causal theory of
content scems ill-cquipped to do that, however. We may call
this second problem the problem of misrepresentation.

MlSRl')I‘RI'lSl-ZN'l'A'l'l()I\' AND NORMALITY

Perhaps, though, the two

problems which we have raised for
a causal theory of beljef.

content only threaten an oversim-
Plified version of that approach, as exemplifed by (1) above.?
It may be suggested, for instance, that the problem of mis-
Tepresentation can be overcome by referring to the normal
Causes of a given Oype of belief rather than simply to the actual

[} ) . . - -
l<n)r a s(:plnsnruuﬂ version of the causy| theory of representation, see Jerry A.
Fodor, Psychosemantics: The Problem of : '

Meaning in t ; , i . i
MA: MIT Press, 1989). oh . eaning in the P/u/a.mpfu of Mind, ((..Imhrldg(‘,
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causes of this or that particular or token beli.ef. This dlStlI}I(‘:}t]lon
could even be invoked in the case of.tree-rmg. patterns. ulz,
while a pattern of twenty-five rings in a .partl.cul;lr tree CO::H_
conceivably be laid down as a result of cllmatlclf: an%;is tspthis
ning twenty-six years, we have reason to believe ﬁje i
would be highly unusual. As a generz.ll r}lle,.a twltlznty-h c ring
pattern in a tree is a highly reliable indication that t e“ <
age is twenty-five years. So perhap§ we cguld, aft<.3r tawénty)j
that a freak pattern of twenty-five rings laid dovan}:n enty-
six years would ‘misrepresent’ the real age of t en e in
question. We could say this if we held. that the re:aso en)ts’
pattern of twenty-five rings in a particular tree reptr;:st ol
the age of that tree as being twenty-five years is not’ :;wth‘
particular patiern has been caused by twepty-ﬁve z/eatrs egthat is,
but rather that this particular patt,ern is one of a yﬁSion 5
normally caused by twenty-five years” growth. By extien be]’,'ef.
could similarly alter our earlier proposal concerning
content, (1), to something like this:

as i i tate of
(2) A belict B represents the world as including a state of
affairs S of a certain type just in case 2i'slt‘at;?B’s type.
of $’s type is normally the cause of a belief o

Then we could say that a belief B mi.;-rq.)resen‘lsl l!](ci:/]v(:'l':;iedj
inclueling a state of affairs & of a certain l)p(‘ ‘_lll? . belchOr
state of alfairs of s type is normally the (';11{5( ‘“ [f'lﬂ"lirs of
Bs type but B was not in fact caused by a state ol atfe

Sll‘()n,\)/(vvvr, we need to look very carefully ,at th(; I:?;:Ir]irfgf
‘normality’ that is in play here. In the calse;) o Cns
patterns, it would appear tha.t we can on Yt 22 that a
Statistical notion of normality: in this sensj’ b(v) tw}:znt)’-ﬁve
twenty-five ring pattern is normally c}?use is ya very high
years’ growth is just to say that '[je}:e e such a cause.
Probability that any such pattern “’”]‘ Z\}ﬁ to represent
But the sense in which it is ‘normal’ for be wteleological one,
correctly or truly is not a statistical I.Dut,ad belicfs which
in that truth is the aim or goal of belief an t Il/ can be
fall short of it are criticised on that account.
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quite ‘normal’, in the statistical sense, for beliefs to be
caused by states of affairs which are contrary to how those
beliefs represent the world as being. This, after all, is the
basis of many perceptual illusions. For example, when
people see an object lying at the bottom of a tank of
water, it is very common for them to believe that the
object is closer to the surface than it really is: and yet its
being at its actual depth in the water is causally respons-
ible for their mistaken belief — for if it had been where
they believe it to be, they would have believed it to be
closer still. Again, it is very common for people to exhibit
unwarranted optimism, or wishful thinking, believing that
some desirable state of affairs obtains when in reality it
docs not. We may criticise them for holding such false
beliefs because they fall short of the norm of truth: but if
we had to say that what a belief represents as being the
case is merely a matter of what is likely to cause such a
belief, we could not even make sense of the notion of there
being types of belief which are commonly false. However,
the problem now is that although the statistical notion of
normality is undeniably a naturalistic one, which in no way
relies upon a prior notion of mental content, it is far from
clear that the same can be said about the teleslogical notion
of normality. Talk about ‘aims’ or ‘goals’ scems to be
unescapably mentalistic in character. Surely, only minded
beings — subjects of experience — can literally have aims or
goals: and they have them, morcover, precisely in virtue of
having contentful mental states, such as beliefs and desires.
If that is so, and if the statistical notion of normality will
not help the causal theory of content to solve the problem
of misrepresentation, then it begins to look as though the
causal theory is doomed to failure. Nor should we forget
that the theory is also beset by other problems. The prl)b—
lem of the specificity of content is one of these, which
afflicts  proposal  (2) quite as wuch as proposal  (1).
(Another problem is posed by beliefs whose content con-
cerns the future — for example, a belief that it will rain
tomorrow — for we do not want to say that tomorrow’s rain
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can be the cause of today’s belief, as this would involve

backward causation.)

. N N
THE TELEOLOGICAL APPROACH TO REPRESENTATIO

Despite suspicions of the kind just raised, some phl_losoll)heirs-
consider that a wholly naturalistic account of certain teleolo

gical notions can in fact be provided and that these notions
can then be used, without circularity, as the bz:ﬁsns of a na.tilr-
alistic account of the origin of mental content. Tl'}e k::)yl etal
here is to appeal to the biological theory of eyolutlorl y n?ai
ural selection — the underlying supposition belpg thaIt menla-
states are essentially states of biological Qrgamsms. t 1Ss Lt;ve
tively uncontroversial that many biological s;ruc?lrrt: N
quite specific_functions: for instance, thaf7the upchltoeven oy
heart is to pump blood around the body."” We mlgl B
that the heart beats as it does in order {o pump .b 00 2(1)r "
the body. This is to ascribe to the.hea.rt a certam'fzgoes is 2;
indeed, it is to describe it as acting in the ‘waY ! licitly
means to a certain end. And such terminology 15;]u1tent°;)x[l)onger
teleological in character. Of course, most O us s war
think that the heart was lilerall)f deszgned to act lflg [h‘e pr(,)d-
not, at least, in any scnse which 1mpll‘(‘5 th'c'lt lll \.‘vdt»hat e
uct of an intelligent designer. W('.thmk, ri“.‘fl;ge 2 tares
are so ubiguitous in the animal kingdom )[(f{lrlén\vironmen[
possessing such organs arce well adapted t;: t moffspring genes
and consequently survive to pass on to thar

earts have
which cause them also to have hea.lrts. In Sh‘(:rv[’b::cause ot
been selected for their blood-pumping capacity

. ) ibe the heart
trait is adaptive — and that is why we can describ

i th Garrett Milli-
is 3 are to be found in Ru :
* Two important developments of this idea are o fo g

kan, Language, Thought ond oher Bwh)g;[[a)[ (1(:1”5::‘::\1‘1u Reality and Representation
B S T . d av ) { ’

zf;”fnbrlldglcY 1:(1/\:[?’1{1;73"5:;]]28;‘13::“0 David Papincauy, Philosophical Naturaliym
xford: Blackwell, 1987), ch. 4.~

(Oxford: Blackwell, 1993), Fhl-]?}r be confl ;

TF ion’, i is s *"’ShOU( not be . s tieeussed 1 he previous chap-

'I'l'm(‘“'(‘)r] , lln lvhll}s] sl(}‘:'sd()(‘lrinf' of functionalism, discusse (l- " "l-.‘ Millikan calls

lls ‘.‘S;-O“dle( “lm functions in this sense — 0T ‘proper (um{u(fvn:: .”;m. e

l(lllf:m 0_’ chf):‘:Ii(llikan, Language, Thought and Other Biological Galeg

ated with the notion of ‘function that
a
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i scemingly teleological terms as having the ‘function’ of
pumping blood around the body." There are many other
things which the heart does which it is not its function to do,
because hearts were not selected for these other traits. For
example, when it beats, the heart makes a certain noise,
which can be heard with the help of a stethoscope. But it is
not the function of the heart to make this noise, because it
was not in virtue of the heart’s making this noise that posses-
sion of a heart enhanced our ancestors’ chances of survival.
Now, just as there has been selection for certain of the
physiological traits of animals in the course of evolution, so
also, very plausibly, has there been selection for certain of
their mental and behavioural traits. Consider, for instance, the
various different alarm-calls used by vervet monkeys to alert
other monkeys to the presence of various kinds of predator.'
One type of call appears to represent the presence of eagles,
another the presence of snakes, and yet another the presence
of leopards. Notice that we are already talking here about a
system of representation — one which we can reasonably suppose
to have an evolutionary origin. What entitles us to say,
though, that a certain type of call has the function of alerting
the monkeys to the presence of a specific kind of predator —
eagles, say? An evolutionary answer to this question might pro-
ceed as follows. First, we should appreciate that different
types of behaviour will enable monkeys to cvade attack by
different kinds of predator. Thus, in the presence of cagles,
protection will be afforded by running into the bushes, but
such behaviour will not afford protection against snakes.
Monkeys which are genetically predisposed both to make a

 On the notion of selection ‘for’ a trait and its si
approach to fepresentation, see Daniel (.
(London: Penguin Books, 1995), pp. 407
(Cambridge, MA: MIT Press, 1987), ch. 7

" For further background to this example, see Dorothy L. Cheney and Robert M.
S.r\'f.lrlh. Hoiw Monkeys See the World: {nside the Mind of Another .IS'/wie.r (Chicago:
1 niversity of Ghicago Press. 1990), ch. 4. For discussion of the philosophical
implications, see Daniel (;, Dennett, *Intentional Systems in Cognitive Ethology:
Ihe “Panglossian Paradigm™ Defended’. Behavioral and Brain Sciences 6 (l()ﬂ‘l,).
PP 3.43-0. reprinted in his The Intentionat Stance, ch. 7. o

gnificance for the teleological
Dennett, Darwin’s Dangerous Idea
~8. See also his The Intentional Stance
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certain type of call in the presence of eagles apd to responld
to that type of call by running into the bushes will accordmgc)ll
have a greater chance of surviving a'ttacks b}/ eagles — ar}“
passing on this predisposition to their offsprlr}g ~ than wi
monkeys which are not predisposed to behave in these; ways.
So, it would seem, the reason why we can say that this type
of call has the function of alerting the monkeys to .the pres-
ence of eagles is that there has been selection for this prEd;)s-
position because it helps the monkeys to evade attack by
mglﬁ(v;tice how this approach to representation differs from
the causal account illustrated earlier by the example of tree-
ring patterns. For one thing, the present approa(:}}l1 att-ctzlzll(p))‘:z
to explain why a certain type of call represents what 1 s
Jor the monkeys which make this type of call, whereqs theret:vz:l ©
suggestion, in the tree-ring example, that a glvrflz‘r}ll.pz% f;nedi_
rings represents anything for the tree exhibiting it. 1sl}m edi
ately makes the teleological approach more appea mtg w
potential explanation of the basis of ment‘al repfre}slenea res-,
for such representation, too, is ‘for" the subjects of t ehr [;ele-
entational states in question. Notice, next, that onht Eausa]
ological approach, it is not being .suggested —“as tdi causy
account would imply — that a certain prc of‘ca‘ mlav becyausc
monkeys represents the presence of eagles S”l:]p,) Decause
the presence of cagles normally causes the mon “ehsthe ke
calls of this type. Here we should once again I‘C(,d‘ the Ef >
lem of the speciticity of content. Wh‘en the P;lcscsit o an
cagle causes a inonkey to make one of these ca ls, rgsems -
ably does so because a soaring or swooping ng € }}1) i
certain characteristic silhouette against the s Yy, W |cf is the
visual cue for a monkey to make the call. EVlanCC‘ O()f‘ s
would be that if one were to simu!ate .the pr(t?S)Cl(l)(r,](:‘ -
eagle by flying a kite with an eagle-like 51lh0}1t]tlt (;\,/()n ‘in o
thereby cause a monkey to make such a ca ”L’ t,hat .
absence of a real eagle. And yet we wan%.u)vhhd) s it is the
this type of call represents for the monkcy.s’».w iil:{d'(,f o
presence of eagles, not the presence ofa‘ccrtdm m]c; o
elte. The causal theory does not explain what entitle:
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say this, however, because it is Just as true to say that the
presence of that kind of silhouette normally causes a monkey
to make that type of call as it is to say that the presence of
an eagle normally causes a monkey to make that type of call.
In normal circumstances, the presence of an eagle causes the
presence of the characteristic sithouette, which in turn causes
the monkey to make the call: and yet we want to say that
what the call represents is only one of these causes — the
presence of an eagle. A teleological theory of representation
can explain why we are entitled to do so. For its advocates
can point out that the monkeys’ calling-and-hiding behaviour
is adaptive because it helps them to evade attack by eagles: it
is the eagles, not their silhouettes, which present a threat to
the monkeys’ survival, even though their silhouettes provide
the monkeys’ visual cue for the presence of eagles. Indeed, if
all the eagles in the monkeys’ environment were to be
replaced by numerous kite-flying children who constantly
triggered the monkeys’ calling-and-hiding behaviour, that
behaviour would soon cease to be adaptive because the mon-
keys would waste time and energy in needless activity.

So, it scems, a teleological theory of representation can, at
least in principle, overcone the problem of the specificity of
content. Equally, it scems that it can, in principle, overcome
the problem of misrepresentation. For where we can ascribe
a function to a biological structure, in the evolutionary sense
explained above, we ean also talk about that structure mai-
functioning — as when a heart fails o pump blood iu the way
that it should. If a monkey were to make an eagle-call in the
presence of a child’s kite rather than a real eagle, we would
say that the call was a ‘false alarm’ — and rightly so, according
to the teleological theory, because the call would not be ser-
ving the purpose for which evolution had ‘designed’ it. This
15 a better solution to the problem of misrepresentation than
the one canvassed carlicr, which appealed - in the context of
@ causal theory of representation — (o a merely statistical
totion of ‘normality’. We observed that that solution could
Mot accommodate he fact that, in certain circumstances,
false fepresentations could be more common than true ones.
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The teleological theory can cope with this I‘acf, however. l‘(')r
example, in circumstances in which most of the e.agles. in
the monkeys’ environment have been repl'flced by kite-flying
children, most of the monkeys’ eagle-calls will be false alarms:
but their calls will still serve to represent the.presen.ce of
eagles — albeit falsely — since that is whz.it evolutlor} .d651gned
them for, even though there is now a high probability that a
call of this kind is not triggered by the presence of an eagle.

OBJECTIONS TO A TELEOLOGICAL ACCOUNT OF
MENTAL CONTENT

These advantages of the teleological theory of representat(;o-rtl
over the causal theory may encourage us to try to e).(te(gl. 1l
to the case of mental representation, that is, to the attltlt(li mat
states of subjects of experience. H.owever, we sh.ou no
underestimate the difficulties of doing so. There is advzs}:‘}:/
big gap between the simple ala.rm-calls of nﬁonkeys;latr; | the
thought-processes of human beings. We sha' rethu.r Lo such
issues in chapter 7, when we discuss the relationship ween
language and thought. Furthe.rm.ore, theyre arre'sonlrltzillr tjhe
problems of principle which lie in the way o ,di)'p] )C()lij[em,
teleological approach to the phenomenon of m(r; al ontent
One is that the teleological approach has a bio o:g1|m (l m,
whereas it is not at all clear that mental s.lzlt(‘:sl \'\'1:11) C((l)nif )
can only be possessed by biological Org;]l)l:ll.sll\],l?).(,”;szfib’cd t(.)
ot even clear that such states can prope v he 2 ’
organisms at all, since — as we saw in chapter gd— ;tﬁl:da‘igl?}?}jis
that a subject of experience is never to be lbmi;l R
organic body or any part of it, such as its bra d,la o)
has such a body. (I shall return to thl.s 1ssu§ lrtll( inlt)(»uigihl(s
Morcover, many philosophers thm'k o |e;: h?l\"(' a( wholly
to suppose that a subject of CXP“”“.]C.C‘C(,)U \ vl;i('l’l we shall
inorganic, non-biological body: a possibility tu'v\.(‘l;‘ Aoy
return in chapter 8, when we discuss the prospect:
cial intelligence.

Another major problem for the ’
mental content is that, according to this appro

teleological approach to
ach, whether
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Or not a state has a given content, or any content at all, is a
matter which is largely determined by the evolutionary history
of creatures possessing states of that type. This seems to
imply, however, that it is impossible in principle for a being
Lo possess mental states with content — such as beliefs and
desires — unless that being is the product of evolution by
natural selection. And yet this is highly counterintuitive. For
suppose that - by whatever natural or artificial means, other
than the normal Process of sexual reproduction — a molecule-
for-molecule duplicate of certain human being were to be

person and, if it did 50, we would be strongly inclined to
attribute
those that we would attribute to the original person. But, it
seems, according to the teleological approach, we would be
Wrong to do so - indeed, we would be wrong to attribute to
the replica any beliefs and desires q all, because the replica
would not be the product of evolution by natural selection.
This seems absurd, however. Surely, whether or not a crea-
ture possesses mengal states with content is entirely a matter
of what non-historica| propertics that particular creature has
here and now, ot at all a matter of whar propertics its
ancestors may have had in (he past.”

CONCLUSIONS

In this chapter, we have looked at three different
ping issues to do with mental content:
of mental content, the individuation of
the origin of mental conten
we found no €asy way to ex
be Causally relevant, given t

but overlap-
the causal relevance
mental content, and
t. With regard to the first issue,
Plain how menta| content could
hat the propositions which consti-

" Tor g riticism of the telealogical theory along these lines, see Robert Cummins,
Meaning ang Mentat Representation (Cambridge, MA: MIT Press, 1989), ch. 7. For

further discussion, see Papineauy, Philosophical Naturatism, Pp. 91-4.
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tute such content are abstract entities. But we were not ‘pt:;:
suaded that this problem should make us give up our co )
monsense or ‘folk psychological’ conception of the n}?ture 0
attitudinal states or our intuitive conviction tha.t t ez;smfzz
legitimately be invoked to explain hur.nan beha‘v1((i)iuvri.dua[ed
the question of how mental conten’t is to b? in ; mem,
we found reason to favour a ‘broad‘conceptlo’n ottc.:) dinai
according to which the contents of a per§0ndsba t}ll;t -
states are, very often, at least part.ly determme )t/ bt per-
son’s relations to his or her physical env1r0nmff:n . Ve sa
no reason to rule out a ‘narrow’ conception ? cor;lt; ! as
incoherent, but we were not persuaded that oln )t/hs;tcwe con
ception is consistent wilth the ex}}?.l21;1141;02}:\/;(})1 eregard C s
to assign to attitudinal states. Finally, :

questiogn of what it is that confers a spec-lﬁc corflttfilnet llézz?ng
given attitudinal state, we did not find either c()i e leading
naturalistic approaches — the ca}lsal theoré atr;1 heorics pro
gical theory — free from serious dlfﬁcultl.es.t 0eS e
vide quite plausible accounts of certalphyfseems e
occurring representational states, but neit ti] represema}ion
forwardly applicable to the kind of r‘nen“.' o bioers. of
involved in the attitudinal states of lnlehlgel h.l Piects of
experience. Clearly, if we ('()uld.cx[cn(l a”ll ()l(){tﬁe(jogiml’ -
istic theory of representation, either causa ur cleo ‘h(,pe o
the case of contentful mental states, lll(“li \‘H”lm:f:l ope
make some headway with the pl‘()bl('lﬂ of t ub(:l’l.t(bcst anee
ol mental content: but as yet Fllls l()-(fl,(s ,[‘Udits(;ussed A
distant prospect. All three of .[hc lsst:lcs e ek
Chapter continue to present serlou§ C.hah Cng[ ’difﬁculty, But
should not surprise us, given their in }r):ren for thes will all
this is not the last that we shall see of t 'eml’ater chapters of
crop up again, in one form or another, in late

this book.
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Sensation and appearance

In the preceding two chapters, we have had a good deal to
say about various kinds of mental state. Although we have
tocused chiefly on propositional attitude states, such as beliefs,
we have also had occasion to mention sensational states, such
as pain and napsey. States of the latter sort lack ‘proposi-
tional conteny’, Wlhien one feels a pain, one may feel it n’ a
certain part of one’s body, such as one’s left big toe, and
consequently have g belief that one’s left big toe is hurting.

Ut we miust distinguish (hat belief ~ which does of course
have propositional content — from the
to it, which does not. We do
Jeel that my Jefy big toe is h
more like the expression of

pain which gives rise
» it is true, say such things as ‘I
urting’, but such a statement is

4 perceptual judgement than a
feport that one g experiencing a certain kind of sensation.

In the latter king of report, a term denoting a kind of sensa-
tion figures as the direct grammatical object of a verb such
as ‘feel’, as in I fee| a pamn in my left big toe’.
~ An example of 3 sentence clearly €xpressing a perceptual
Judgement would be T see that the tree is in front of the
house’, in which the verb takes a that-clause as its object.

: nt » ATe curious in that they seem partly
like propositional atutude states and partly like sensational

States. They are like he latter inasmuch as they involve qual-
Hatve characteristies - the notorious ‘qualia’ of experienice
(llsc-ussc’(l in chapter 3 = but they are like the former in
having some Sort of conceptual content. It may he that some-
ONC =~ a young infapy, for example - can see g tree to be in
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front of a house without possessing the concepts u: a lr:fet ;]):
a house, but it does seem that one must be al‘)lc l(')[‘ ),r,::&ig [(;
objects in question under concepts gf some }slort if « ”,ic.nc()
have such a perceptual experience, since suc z‘m ch', o 0["
seems to involve a recognition of those objects a::i 0 Jtc_(n‘ of
certain kinds. We shall have to postpone §0n§1 eratlc)ha :
some of the complex issues involved here l}ntllft e n(;xtion ipn
ter, however, when we shall discuss theories of percep
m(\)/i’eh:fl\)/\::‘are going to concentrate on in .the Cur;ﬁ:}t} (;2221-
ter are those qualitative features 'of experience wh e o
to be present both in purely sensatlpnal states,.:zies e (,f"
and in perceptual states, such as v1s.ual experlhat m.otivates
the things that we shall need.to do is to SCT' wtive s
our talk of experiences having such q.uallt.a [ e,
Another will be to examine the ontologlcé "EP onalin’ of
such talk: should we or should we not ’regg;f (:,fcéxpcrien-
experience, by regarding them as inner UJf’ .datum’ ‘heor-
tial awareness, in the way that so-calleq sen;e;t mplications
ists do? Finally, we shall need to e.xamlr;]e W for oy concep.
these qualitative features of experience ha\f?exmmal’ objccts
tion of the properties that we ascrlbe' t(:jthsuses, o OV
of perception — things such as trees an ouses, o A o
those properties, such as colour-‘propertles,blec,ts i auestion
more to do with how we t:x[)cr{ence’theig [Jhemselves_

than they do with how those objects are

APPEARANCE AND REALITY

. -avs reallv as thC)'
Itis a commonplace that things are “;"ha]“{i)‘; danét‘r how-
eive. There s ¢ T,

. s can deceive. ‘ i T
seem to be: appearance : : ‘ » of cosmic sig-
ever, of magnifying this truism into a (l()(l‘rlnt,l.tfv s il thev

-V ot ality’ as )
niﬁ(‘;m(‘(’ by talking of ‘Appearance and R(I}l' S, ‘)li(‘\ o
were realms separated by an impassable ,L{u\ 'l coer il
vere realms se : s A more ,
the ages have always tempted us to do Itius.l ot e thines
age: : ) . 2t talk abo

-, o ake is that talk : S
less exciting, view to ta oL . how things
\ppear to bge’ is an integral part of talk d-h“m bout a coin
< b D octive fact abot
(”I(l‘l It is just as much an objective fact about
really are. s !
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that it l‘zlpp(-;u‘s’ clliptical when seen at an oblique angle as
Fll;llr it is ‘l‘(.‘ﬂlll\" round in shape. It is true that we com;n(m(l;/
reo s ‘e
:i.l(():]( (l(il”‘:.l;:.l:ﬁ ili(l{\(::l[‘;l(::]:h;lrl])(; by ()bscrvipg how it appears
m di directions, and that sometimes such a judge-
ment can be mistaken. But we should be wary of concludin
trmn‘ this and similar examples that we can only ever observg
the appearances’ of things and are compelled to rely on
floul)’l[ul inferences from these in order to judge what tyheir
real properties are. The questionable step here is the reifica-
lwn of *appearances’ — the supposition that ‘appearances’ are
lh("msc‘l\'(-s objects of observation and, indeed. the ‘immedi
ate” objects of observation from which our kn:)wled e ofesol:
('il”f‘(l ‘external’ objects, such as coins, must be inffrred >In
:n.‘(h.nu\ly'y" S[)('(‘(.‘ll, it is harmless cnough to parap}{rase th(; s:(’n-
«III:((: Ih.c.- f:()ll.] .;1[)!)(-411‘5 ('.lli[.)liczl!’ h.y means of the sentence
» appearance of the coin is clliptical’. Harm is threatencd
;rnl) when 4 philosoplicr unwarrantedly assun;(‘s t}‘ltalltl;('
atter sentence implies that there js something — [Lc ‘appes r‘
zm;‘;lo[ l.h(' coin’ — that js elliptical. ( pre
- l,;:jltll:(.(tl,l;}()l ‘[’()r ;11’ [’hlS point is.closer attention to how
such as o c‘l‘[‘)p(l?:ll‘ and certain closely related verbs,
o e o 15‘ ¢ ‘ee.. It W(‘)uld scem that these verbs have
Wo distinet kinds of use, an ¢pistemic use and a phe-
der first the following case. T am at the
o A thep;)itra ;l;]s(;a;lt figu‘rcé in the.watcr moving his arm
waving' \\'ha[[a’md . shd) '!hat Swimmer appears to be
ment that 1 o omng here is expressing a cautious judge-
be mistaken - p m}::r Is waving, recognising that I might
but drowning. Thiieirs ?Ez [:;isst‘;';;n'mer s re?“y not wa\'ing,
stemic’ because it js used iy o o ppear - e
claim o ke it 18 to qualify or hedge an implicit
(his oo :hg(e Tjde ll)\ lh‘c speakt':r. But now compare
Xample of the coin discussed carlier,

" For o
reon the uses of ook’
ook” or “appear .
alatiie Thean (( Appear. see Frank Jack -
h mnbridee- ¢ . Jackson, Prrception: .
midge: Cambridge 1 nwersity Pregy 1977) /l " Sl R’/)’ln
. R Higloocho 20 Nee also

my Subye, ¢, ol F
.\/'4"] M .
100 , rnee (Cambridge: Cambridge Universise R
ooy, Ke Lnrversity Pregg 1905). pp. 97
¥ < 1099b), pp. g7-
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where the speaker says “The coin appears elliptical from this
angle’. Here the speaker is clearly not expressing a cautions
judgement that the coin is clliptical (much less that it is
elliptical ‘from this angle’, which scarcely makes any sensce).
So what is the speaker trying to express in such a case? Before
we venture to answer this question, let us consider a few
more examples of the same sort. When viewing a red ball
under a blue light, one may say ‘The ball looks black in this
light’. When dipping one’s cold hand into a basin of luke-
warm water, one may say ‘This water feels hot to my hand’.
When drinking a dry wine just after having eaten something
very sweet, one may say ‘This wine tastes sour to me’. In each
case, it seems, one is trying to express something about whal
it is like to perceive an object in certain somewhat unusual
conditions. In other words, one is trying to convey something
about the gqualititative or phenomenal character of onc’s per-
ceptual experience, rather than just something about lh(-_i
object that one is perceiving (the coin, the ball, the water, or
the wine).

So what, exactly, does a statement such as ‘The coin
appears elliptical from this angle’ mean, when ‘appear’ is used
in what I shall call the ‘phenomenal’ sense? Perhaps it means
something roughly like this: ‘Seeing the coin from this angl.e
is very like sceing an elliptical object face-on’. Here one is
comparing one kind of perceptual experience with another
in order to draw attention to a qualititative feature which
both kinds of experience have in common, and lhere_by
convey to one’s audience some idea of what that quahl‘au\'e
feature is. And notice what kind of perceptual experience
one chooses for the sake of comparison here: one chooses an
experience which is in some sense ‘standard’, ‘nprmal’, or
‘optimal’ for the purpose of forming a reliable judgement

ant property of the object pere cived.

with regard to the relev |
the

Thus, in order to form a reliable judgement concerning
shape of a thin, flat object such as a coin, one (lm“.\ best to
look at it face-on. (Here, of course, [ am spraking u! s
‘shape’ in the two dimensions in which it s spread oul lhml}A':

if one wants to see how thin it is, one should look at i
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edgewise-on.) Similarly, in order to form a reliable judge-
ment concerning the surface colour of an object, one does
best to look at it in ordinary daylight. Ordinary daylight con-
stitutes ‘standard’ or ‘normal’ conditions for viewing the sur-
face colours of objects.” Generalising, then, perhaps we can
say that a sentence of the form ‘Object O appears F in condi-
tions (7 — where ‘appear’ has its phenomenal sense — means
something like this: ‘Perceiving object O in conditions C is
very like perceiving an object which is F in normal conditions
for perceiving objects which are .

If the purpose of the phenomenal use of ‘appear’ is to
convey something about the qualitative features of our
experiences, why do we have recourse to such a roundabout
procedure? Why don’t we simply describe those features ‘dir-
cctly’? But how could we have generated the necessary
vocabulary? It is no accident that ordinary language contains
few resources for directly describing the qualitative features
of our experiences. As children we necessarily learn, first of
all, words 10 describe objects that we and other speakers of
our language can perceive in common — objects such as coins,
balls, and basins of water. As part of this process, we learn
under what counditions we are best situated to form reliable
Judgements, based on observation, as to what propertics
!hosc objects possess, and thus how hest to describe them. 1t
is a relatively sophisticated intellectual achievement to real-
ise that, in being perecivers of objects, we are also subjects
of perceptual experience, and that our pereeptual experi-
ences are themselves capable of description in various ways.
But we need not (and possibly could not) learn a wholly new
vocabulary in order to describe those experiences. Instead,
we can simply exploit the descriptive vocabulary which we
have already learnt to apply to the familiar objects of percep-
tion, with the aid of verbs like ‘appear’ and “look’ used in the
phenomenal sense. But, of course, this procedure harbours

A word of caution is in place here, as
tions has been challen

Color for Philosophers

the notion of ‘standard’ or ‘normal’ condi-
ngtl by some philosophers: see, for example, €. L. Hardin,
Indianapolis: Hackett, 1988), pp. 67T,
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snares for unwary philosophers. For we may be tempted to

suppose that the descriptive vocabulary v’vhl({h we ofrlgmall)j
Jearnt to apply to the familiar, ‘external’ objects o ﬁe'rcof;'z];
tion quite literally also applies — or perhaps rea yThug
applies — to qualititative features of our e‘xpc.rxer;ces. N O%
we may be tempted to suppose that‘qu.allFatlye e‘zli)tlurk’ o
our experiences may themselves be ell.lptl‘cal or ‘blac or
‘hot’ or ‘sour’, when, perhaps, these adjectives are pro:l)teheyr
only applicable to the familiar objects that we p}t:rcex:f}tiertmth
than to our perceptual experiences of t'hem. w erlfl: the rui®
lies in this difficult matter is something we shall loo

later in this chapter.

S ENT
SENSE-DATUM THEORIES AND THE ARGUM

FROM ILLUSION
g appearances

i
I have already spoken of the da”ger.,s,-—gf'“r‘?"l”"qu rms, such as

and of supposing that famillar de‘scrlpl{lnfl: tfhe alitative
‘elliptical’ and ‘black’, apply quite literally 1;  some philo-
features of our perceptual eXperiences. ‘umemious e
sophers have effectively combined. ls’l(‘,s‘(‘, two t(i)cnce o aner
of thought by treating the ‘qualia 'Of, N%)Cnlnbf(as really
objects of awareness in Vt_l)({il‘,f)}'?ﬁ‘?‘, “ghlf '(l(’ S:,b‘c‘cts appear to
possessing the propertics which n(t‘flll()‘(l):?("lflll ovlhcrs has been
yossess. Historically, one argumeit ¢ e ument
Iin\'uk(‘(l in support of this (l()(‘ll'll](‘:llll(" llflli)":“;‘gb ((i—‘)gi‘;i;st,
from illusion.* The argument procm‘(ls in four :) ft c.;m Appear
“itis noted that in certain cilu-l lllstf\n(fes an 0_{350ur well-worn
other than the way it really 1. To use ?gxi;wn it is seen at
example, a round coin appears C“'P“CS J that in these cir-
an oblique angle. (2) Next, 1113 conten eh t really does have
cumstances we are aware .of sqmethm{g ; ?ncrely ppears (o
the property which the object in oy (;Othat we are aware of
have: thus, for example, it is C.Ol]tenderl“h .0 it is pointed out
something that really s elliptical. (3) The

ent from illusion, se¢

" the arguim
m of the arg g ch 1

ssentatio o
prese ledge ([‘(,n(lon: Macmillar

* For a particularly wc‘ll-kno\v_n rese
A.}. Ayer, Fhe Foundations of Empirical Knott
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that this ‘something’ cannot be identical with the object
which merely appears to have the property in question,
because these things have different properties. Thus, the
elliptical object of awareness cannot be the coin, since the
latter is round rather than elliptical. (4) Finally, it is urged
that even in circumstances in which an ‘external’ object
appears no different from the way it really is — for instance,
when a round coin is seen face-on and thus appears round —
there is still an ‘inner’ object of awareness, distinct from that
‘external’ object, which possesses the property in question (in
this case, roundness). The reasoning behind this last stage of
the argument is that there is no relevant difference between
this special case and other cases which differ from it only
marginally. Thus, it is urged, if the existence of an inner
object of awareness must be acknowledged in the coin case
for all angles of observation under which the coin appears
clliptical, no matter how slightly so, it would be extravagant
to supposc that such an inner object does not also exist in
the limiting case when the coin appears round, since this case
is continuous with the previous ones. These supposed inner
objects of awareness have been variously dubbed, but are
most commonly called ‘sense-data’ or ‘sensa’ (the singular
forms of these nouns being ‘sense-datum’ and ‘sensun’).!

It seems fairly clear that the argument from illusion,
conceived as above as an argument for the existence of
sense-data, is implicitly question-begging — that s, it
assumes, atl least in part, what it is supposed 1o prove.
What it is supposed to prove is that, whenever we pereeive
an ‘external’ object (if, indeed, we ever do), what we are
‘directly’” aware of is some ‘inner’ object, which really pos-
sesses the properties which that external object appears to

possess. However, in stage (2) of the argument it is simply

asserted, without proof, that in certain circumstances we

" Yor a sophisticated modern defence of the sense-datum
ceptian: X Representative Theory, ch. 4. At one time, [ f
see my CIndirect Perception and Sense Dat
330—42. More recently, sense-dat
Robinson, in his Perception (

theory, see Jackson, Per-
avoured the theory myself:
a’, Philosophical Quarterly 41 (1981), pp.
a have been vigorously championed by Howard
London: Routledge, 10G4).
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are aware of something which really does possess a pr?pvti[r;y
which some external object merely appears to p}?sse.sns.somz
should we accept that? Ii mUStbbT' C(chseoif;it}:inagt llike e
cases, at least, the impulse to believe \ .

is ve;y' strong. Try, for example, th(.z follow1;11g :xapilrg:ker:)tr;
Focus your eyes on some distant object, sucl j e
the other side of the room, and hold your in ex gto P
a few inches in front of your nose. You will Stc?rrgm e
two semi-transparent fingers a ll'ttle way.aparIt o olt
other, one to either side of the dlStaflt object. i s
to resist the temptation to say that 1n thesebgl e
you see two elongated, semi-transparent ofjeils Fobets
sort. If that is correct, then at least on€ © thes

: i nnot both

cannot be your finger, since two dlfferent' th:]:g}fecfwo Dbjects
: : : i sinc

be identical with one thing. Moreover, be unjus-

R G N o

neither
your finger, so we should apparcntly ConClUdj ;?eatdirectly
of them is your finger and thus tha‘t. Wha’t Y;; cts OF sense-
aware of is not your finger but two ”}ufr [(') fl(flsOIIing is to
data. One possible response to this line o d; nun{b(‘f of
say that it involves a (‘()nfub'i()“] b(‘twe‘mv]‘-illlg per[brmed.
"l;i<f(‘ls seen and the number of acts of \(l( e elongated,
'I‘}““"" it may be said, you really ser ;)Tl.?l-i{’w(l - u;‘\lm‘ly,
fingerlike object in the cireumstanees GEEER 0L As
your finger ~ but you see it fieiee, 0N -l“ﬁ..l} tly displu’cc(l to
seen with one eye, the finger appears h‘l%., 1‘ O appears
the left, while as scen “_/ilh the ,mh»(rl t(h);: ‘sense-datum
slightly displaced to the right. Howeve 1 of the situation
theorist can accept the latter (.iescrlptlo eding that he is
as correct, as far as 1t goes, without Con(C) distinct ‘inner’
making a mistake in claiming t}{at thwse circumstances.
objects of awareness are present 11 the in a position to
Indeed, he will no doubt urge that -he[ijo different places
explain why the finger appears (0 be llrll separated ‘appear-
at once, namely, because two spatially rcI:)senl- From this
ances’ or sense-data of the finger a;-e Il)lte between sense-
example, I think it is clear that the disp

tifiable to identify one rat
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datum theorists and their opponents is not one which is

going to be resolved by any sort of simple knock-down
argument.

OTHER ARGUMENTS FOR SENSE-DATA

Besides appealing to illusions, sense-datum theorists also
appeal to other evidence in support of their position. Thus
they also appeal to the existence of hallucinations. IHusions
and hallucinations differ in the following way. In the case
of an illusion, one perceives a certain ‘external’ object but
it appears, in some respect, other than the way it really
is — for instance, one sees one’s finger, but it appears to
be in two different places at once. In the case of an
hallucination, however, one does not perceive any ‘external’
object at all, of the sort that one seems to perceive. For
example — perhaps under the influence of some drug - one
may seem to see a snake wriggling across the floor, when
in fact there is nothing but a plain carpet on the floor.
Here the sense-datum theorist will urge that, in this par-
ticular case, one really is aware of some snakelike object,
which evidently cannot be identical with any external
object which one sees, since no appropriate external object
15 present — not ceven something  which might  appear
snakelike, such as a stick which happens to be lying on
the carpet. Then the theorist will go on to urge that, since
this hallucinatory experience of seeming to see a snake is
so like an experience of secing a real snake, it is reason-
able to suppose that even in the latter case what one is
directly aware of is some ‘inner’ snakelike object, since this
is all that one can be directly aware of in the hallucinatory
case. But, as with the argument from illusion, opponents
of the sense-datum theory may simply refuse to accept the
seuse-datum theorist’s crucial claim that, in the hallucinat-
ory case. one is at least aware of some snakelike object.
They may insist that the most that can safely be said
about the hallucinatory case is th :

_ at in it onc seems to see
some snakehke object -

and seeming to see a snakelike
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object cannot necessarily blt: FEuatf;l V\tllth seeing (or being
ware of) a seemingly snakelike object. .

’ Howeg)er, this is not the only possible rﬁspon:}elev;}rui‘h_
opponents of the sense-datum theory may rr;;i e tothe lsengsc—
ment from hallucination. Some of them cha enge ense
datum theorist’s claim that having a hall}lglnz;tory Ce ptual
ence can be exactly like having a ve'nchcah rlii;(i:nztion
experience — that, to use our example, having a tzll o
of a snake wriggling across the floor can be ertZLCCrZ llenge
ally seeing a snake wriggling across the floor. Ot et
the sense-datum theorist’s argument a.t the poin e ean
is urged that, since (allegedly) a hallucinatory ex(];) e e
be exactly like a veridical perceptual experlenfc and
case of the former one is (allegedly) a\./var(;lo ;se o
object, it is reasonable to suppos¢ that in the Sircctly e
dical perceptual experience, too, what one }115 e o this
of is some ‘inner’ object or sense—datum. I sha hC e the
last sort of challenge more fully in the next chap " ,)ercep_
course of discussing objections to causal theories ol |
“O'rlz;llk of causal theories of perception prompts me to men

: ‘ sideration which
: o . briefly. one other kind of cons . .
tion, if’ ouly bricfly, o adduced in support of their

always a delay — some-
reciving some event

sense-datun theorists have often ade
position. This is the fact that there 1s .
times a very long one — l""‘_"f“‘" out Pi ‘hing a man ham-
and the event itself. Thus, if onc 18 \\‘11( ‘ldrid‘ yards away,
mering a stake into the ground several I?IT tionlofa second
one will hear cach strike of the hammera rdc-els much more
after one sees it, simply bec?use soun;i trta\a finite velocity,
slowly than light. But even light trave's supernova today
so that an astronomer observing a .dlS[ahnt seelz it, no longer
may be seeing a star which, by the tme 1 rge al’this point
exists. Sense-datum theorists arc apt ’to . >gl’)f in this case
that what the astronomer is directly dwaz; exists, and con-
cannot be the star itself, since that " I([))llg(lir;v(:l.l)' aware of
sequently that the astronomer mu.‘stB ¢ opponents of the
some ‘inner’ object or sense-datum: 11,1bv challenging the
sense-datum theory can respond simply D} :
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implicit assumption that one can only be ‘directly’ aware of
objects which exist at the time at which one is aware of them.
If that assumption is rejected, it is open to us to say what the
astronomer is directly aware of is indeed the star itself, even
though it no longer exists.

OBJECTIONS TO SENSE-DATUM THEORIES

Why should it matter to us, as philosophers, whether or not
sense-data exist? Opponents of sense-data object to them on
various grounds, both epistemological and ontological.” On
the epistemological side, they urge that sense-datum theories
promote scepticism, by interposing a ‘veil’ of sense-data
between us and the ‘external’ objects which we ordinarily
take ourselves to be able to perceive. If all that we are dir-
ectly aware of in perception are sense-data, how can we be
sure that external objects are anything like the way we think
they are — indeed, how can we be sure that they really exist
at all? However, setting aside the rhetorical talk of a ‘veil’, is
there really any reason to suppose that sense-datum theories
gIvVe more succour to scepticism than so-called ‘direct realist’
theories do? The direct realist maintains that there are no
‘inner’ objects of perceptual awareness
the only objects that we can be aware
ceptual experiences are external objects, such as coins and
fingers. But, surely, the direct realist is in no better position
than the sense-datum theorist to give
the sceptic that at least soime
are veridical. It is little comfo
any objects of which we have d
then those objects are ‘extern
ones, when the sceptic rajses

and consequently that
of when we have per-

Us Gt guarantee against
of our perceptual experiences
It to be told that if there are
irect awareness in perception,
al’ objects rather than ‘inner’
his general doubts about trust-

> Qm- of the maost influential critics of sense-datum theories was J. L. Austin: sce
his posthumously published lectures, Sense and Sensibilia, ed. G. J. Warnock
(t )’x.h)rd: Clarendon Press, 1962), which are especially critical of Ay.er's account
e The Foundations of Empirical Krmu‘ledgt’. For more .re'c"e.n't criticism, see David M.
;}l'lnsl.mng, ‘l’rr('('ption. Sense Data and (Inus;llity',—:i;{.?;—._-F. Macdonald (ed.),
Lerception and ldentity (London: Macmillan, 1979).
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worthiness of our perceptual experiences. For the sceptic can
challenge the direct realist to prove that we do at.least Isom.fii
times have direct awareness of really existing objlects. t wi
not do for the direct realist to reply that we simply lmowl,
for sure, that at least sometimes when we have a“perce'pgja
experience we are directly aware of some really e}i(.lss;%
object. After all, the sense-datum theorlst. made]us(;t 1ts !
of claim concerning hallucinatory experiences and ye W?O
seen to be open to challenge. The mere fact that orIf: Jeegtls ‘o
be aware of some object does not irpply that, in reality, the
must be some object of which one is aware. heories

On the ontological side, opponents of sense-.datum (heories
object that sense-data are queer er.mtfes which are aiheu
to accommodate within a naturalistic view of the world. to bZ
do not appear to be physical objects, nor do thfez/hseerfln; o
located in physical space, even thou.gh some o " th]:; car
to have spatial characteristics. Consider, .for ?stznﬁb,le_ViSion
fingerlike sense-data allegedly present in the do povon
illusion described earlier. It is n.aFural to des<lzr1 ez1 R
sense-data as having shape and position and as'be}llngsc arc)e ¢
of moving — and vyet it is difficult to see how t e irfl) e
which thc.*y are located could be the very sarTl‘e \sp.dcelh(‘ vt
one’s physical finger is located. It tll(‘y‘ Vf('r(” l.nfr(,ﬁl .
space, it would make sense to ask how fa ‘lV\d\ o e
finger they are, but it doesn’t seem to lllilk.(‘\ s(l’ns( 'IH“ i()cmed
However, it the spiace in whi(.'h th(“sc S(‘Ils.tv-("l .‘:n‘d o
15 not physical space, what kind of spiu‘(-'ls lth‘ e ohysical
related to physical space? And h()\.v many sucl e nehin,
Spaces are there? Again, in what kmds. of cazttja trSp Are they
if any, can sense-data stand Fo physncaL o {ICCSiC-al e
purely ‘epiphenomenal’ — that is, Caus?d yhp ys O emaelcs?
affairs but having no effect upon physical t'mg~an e ol
It may be that a careful sense-datum thegrlls)t :nd answer
of these questions satisfactorily, but one 1s ho o lsibly
whether the effort to do so is well-spent. If it cal tp ausivy
be maintained that sense-data simply do 'not lxrlss;lch 4awk-
be spared the trouble of endeavour.mg toddn?fvnd e
ward questions. Thus, one can readily understa )
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philosophers have thought it well worthwhile trying to find
altern.ative accounts of the phenomena which sense-datum
theorists adduce in support of their theory. We shall turn,
next, toone such alternative, the adverbial theory of sensation.’

THE ADVERBIAL THEORY OF SENSATION

For ease of exposition, I shall introduce the adverbial theory
by presenting first of all ijts account of purely sensational
states, such as pain states, and only then go on to explain
how it deals with the qualitative features of perceptual
experiences, which sense-datum theories treat as ‘inner’
objects of awareness. Consider, then, a sentence reporting
the occurrence of a certain kind of sensation, such as ‘I feel
a sharp pain in my back’, Purely in terms of its grammatical
structure, this sentence resembles one such as ‘I keep a
wooden ladder in my shed’, reporting a relationship between
me an.d another object located in a certain place. Just as the
n([!e(:t‘lve ‘wooden’ serves to describe this object, so the
ad“]ectlvc ‘sharp’ apparently serves to describe the pain that
I feel. And, indeed, a sense-datum theorist would be happy
to ldk( this analogy between the two sentences pretty much
at its !zlce-valuc. Such a theorist adopts a so-called act-object
analysis of sensation-reports, according to which such a
report announces the fact that a certain subject of experi-
ence — thul is, a person, such as myself — is in the act of being
aware of a certain kind of mental object. However, we should
sometimes be wary about taking the grammatical structure
of a sentence too literally. Consider, for instance, a sentence
such as ‘John is wearing a broad grin all over his face’. Do
we really want to regard this as being analogous to ‘John is
wearing a broad hat on his head’? Are ‘grins’ objects which
stand in certain relations to people and possess certain loca-

" .

An import; sarly vers; - .
(-'hi%h(lxlml :l')‘f “ f‘rl) ve r-")"f‘ ol the adverbial theory is to be found in Roderick M.
|()-k~) l‘x'rllfm"‘g: A Philosophical Study (Ithaca, NY: Cornell University Press
37 OT & More recent account, see Michael Tye, The Metaphysics of Mind

((fumbri(lgr‘: Cambridge l,!niw-rsit‘v Press, 1989), ch 5
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tions, in the way that hats do? Plausibly not. And, indeed, we
reveal the fact that we do not scriously regard ‘grins’ as being
objects by our readiness to paraphrase the sentence ‘John is
wearing a broad grin all over his face’ by the sentence John
is grinning broadly all over his face’. What this paraphrase
suggests is that the verb-phrase ‘is wearing a broad grin’,
with its apparent act-object structure, is really just equiva-
lent to one of the form ‘is grinning broadly’, in which no
apparent reference to an ‘object’ of any kind is present. And
notice that in the course of this grammatical transformation,
the adjective ‘broad’ has been transmuted into an adverb,
‘broadly’, describing the manner of an action rather than a
property of some object.

The adverbial theory — whose name we can now under-
stand - proposes that we treat sensation-reports in much the
same way as we treat reports about ‘grins’. Thus, it may be
urged, a more perspicuous way of saying ‘I feel a sharp pain
in my back’ is to say something like ‘My back pains me shar-
ply’, so that the noun ‘pain’ is transmuted into a verb and
the adjective ‘sharp’ into an adverb. If we do this, we shall
be under less temptation to think that ‘pains’ are mental
objects which are, or seem to be, located in certain parts of
our bodies and which we detect by means of a special kind of
mental act, somewhat in the way in which we detect
‘external’ objects by seeing or otherwise perceiving them.
Thus, the adverbial theorist is trving to discourage us from
discerning any analogy between ‘feeling a pain’ and, for
example, ‘seeing a tree’. To see a tree is to stand in some
genuine relationship to a genuine object, but — according the
adverbial theorist — to feel a pain is nothing of the sort. We
are misled — if indeed we are misled — by the fact that the
noun-phrase ‘a pain’ is the grammatical object of a transitive
verb, “feel’. But not every grammali(‘al object denotes a ‘real’
object, that is, some thing to which other things can stand in
genuine relations.

One immediate advantage of the adverbial theorist’s way
of thinking about pains and other bodily sensations is that it
helps us to avoid certain awkward questions about where such
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sensations are located. We speak as if pains were located ‘in’
various parts of our bodies, such as our backs or our toes.
And yet it is difficult to interpret this manner of speaking
literally, especially when we consider the so-called ‘phantom
limb’ phenomena experienced by some amputees. Some-
times, a person who has had a leg amputated continues feel-
ing pains and other sensations ‘in’ the amputated leg, but it
is difficult to suppose that what such a person is aware of is
anything literally located where his or her leg would have
been, since that part of space may apparently contain nothing
but thin air. Of course, we might still want to say that an act
of sensing, like any other event, has a spatial location, and
thus that the amputee’s feeling of pain has a spatial location.
But perhaps the proper thing to say here is that the ampu-
tee’s feeling of pain is located where the amputee is, just as my
act of running is surely located where I am. We might want to
narrow down the location of the feeling still further — indeed,
if we are physicalists we might want to locate it in the ampu-
tee’s central nervous system, because we might want to
identify the feeling with some neural event. But, if the adver-
bial theorist is right, there is no contradiction at all between
saying ‘I feel a pain in my leg’ and ‘My feeling of pain is
located in my head’, because the first sentence should not be
construed as reporting where some sensation is located, but
merely what bodily part is paining me. To this it may be
“bi““”' that, in the amputee’s case, there is wo leg to do the
paining. That is so, but in this case it is still true that it seems
to the amputee that his leg is paining him, and we may take
his sensation-report to convey this fact.

THE ADVERBIAL THEORY AND SENSE-DATA

Having seen how the adverbial theory deals with sensation-
Teports, it is now time to see how it deals with the more
difficult case of statements about the qualitative features
of perceptual experiences. Recall that the sense-datum
theorist maintains that, whenever it is true to say that
some ‘external’ object appears to have a certain property,
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F — where ‘appear’ is used in what [ have called the
‘phenomenal’ sense — it is also true to say that some ‘inner’
object of awareness, or sense-datum, really does have the
property F. Thus, in the case in which the coin appears
elliptical, the sense-datum theorist says that what one is
directly aware of is a sense-datum which really is elliptical.
The adverbial theorist, of course, refuses to recognise the
existence of any such ‘inner’ objects of awareness. However,
he need not reject completely what the sense-datum theor-
ist says in this regard, for he can paraphrase the latter’s
sense-datum reports in much the same way as he para-
phrases reports about pains and other bodily sensations.
Consider, thus, the sense-datum theorist’s statement ‘I am
aware of an elliptical sense-datum’ and compare this with
the statement ‘I feel a sharp pain in my back’. Just as the
latter may be paraphrased as ‘My back pains me sharply’,
so the former may arguably be paraphrased as something
like ‘I am appeared to elliptically’, or ‘I sense elliptically’.
Of course, the latter sentences are not examples of ordin-
ary colloquial English — but neither is the sense-datum
sentence which they purport to paraphrase. However, an
apparent advantage which the adverbial theorist’s para-
phrases have over the original sense-datum sentences 1s
that the descriptive vocabulary which they employ is not
simply identical with that employed to describe ‘external’
objects. The sense-datum theorist has to address the awk-
ward question of whether adjectives like ‘sharp” and ‘ellipl-
ical’ can have the same meaning when applied to pans
and visual sense-data as when they are applied to such
things as knives and tables, but the adverbial theoris.l can
happily say, for instance, that ‘I am appeared to elliptically’
just means something like ‘I am appeared to in a manner
in which I would be appeared to by an elliptica! object
viewed in normal conditions’. This suggestion fits in com-
fortably with our earlier proposal concerning the meaning
of a statement such as ‘The coin appears elliptical from
this angle’, in which ‘appear’ has its phenomenal sense.
(However, later on, when we come to discuss the distinc-
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tion between primary and secondary qualities, we shall see
that the adverbial theorist may have reason to think again
about the foregoing suggestion.)

But what, it may be asked, is the point of trying to save
what the sense-datum theorist says by paraphrasing it in
such a fashion? Just this. The adverbial theorist acknow-
ledges that there is an important germ of truth in the
sense-datum theory, namely, that whenever some ‘external’
object appears to have a certain property, this is because
the person perceiving it is sensorily affected by that object
in a certain way. In denying the existence of sense-data,
we must — so the adverbial theorist believes — be careful
not to throw the baby out with the bathwater. So-called
‘direct’ or ‘naive’ realists are apt to do just this. By
rejecting sense-data without offering anything in their
place, they deny themselves the resources with which to
accommodate the subjective aspects of perception. For the
fact is that we perceive objects at least partly in virtue of
the sensory effects which they have on us, and these effects
can vary according to environmental circumstances and
the conditions of our sense-organs. This is why perceptual
experiences, unlike such propositional attitude states as
beliefs, have qualitative characteristics. What both the
sense-datum theorist and the adverbial theorist are trying
to do, in their own ways, is to provide an account of this
aspect of perceptual experience. The adverbial theorist has
the advantage of offering an account which is ontologically
more economical and free of certain perplexing questions
which beset the sense-datum theory. But the direct realist
who simply rejects the sense-datum theory lock, stock and
barrel may fairly be accused of having nothing to say about
this seemingly undeniable aspect of perceptual experience.

I should not conclude this discussion of the adverbial
theory without mentioning any objections which have becn
raised against it. Perhaps the most important charge that
sense-datum theorists have brought against the adverbial
theory is that it is incapable of providing satisfactory para-
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phrases of certain complex sense-datum sentences.” Con-
sider, for instance, a sensc-datum report such as ‘I am aware
of a red square sense-datum to the right of a blue round
sense-datum’. How could one hope to paraphrase this i an
adverbial way? It plainly will not do to paraphrase it as ‘I am
appeared to redly and squarely and bluely and roundly’, not
only because that leaves out of account the spatial relation
between the two sense-data but also because it fails to pre-
serve the connection between redness and squareness on the
one hand and blueness and roundness on the other — that is,
it fails to distinguish between the original sense-datum
report and the quite different sense-datum report I am
aware of a blue square sense-datum to the right of a red
round sense-datum’. I shall not attempt to resolve this dis-
pute here, though an obvious suggestion — in view of my earl-
ier remark about how one might interpret the adverbial
theorist’s sentence ‘I am appeared to elliptically’ —is that the
original sense-datum report should ultimately be para-
phrased as ‘I am appeared to in a manner in which I would
be appeared to by a red square object to the right of a blue
round object viewed in normal conditions’. But, in any case,
it is perhaps worth remarking that the adverbial theorist
need not feel committed to finding a satisfactory paraphra_se
for every sense-datum report which a sense-datum theorist
might feel inclined to make. That would be to concede too
much to the sense-datum theory and suggest that the adver-
bial theory differs from it merely verbally.

PRIMARY AND SECONDARY QUALITIES

I remarked a moment ago that we perceive objects at least
partly in virtue of the sensory effects which they h'q\'tf on us.
But sometimes it is difficult to disentangle those effects from

e Jackson, Proceptuon A Reprresental

For a detailed development of this objection. « / '
veory, see v The

ire Theory, ch. 4. For a response on behalf of the adverbial tl
Metaphysics of Mind, ch. 5.



120 An introduction to the philosophy of mind

the properties of the perceived objects which give rise to
them. What exactly does it mean to ascribe a colour-property.
such as redness, to an ‘external’ object, such as a rubber ball’,
Do such colour-properties really exist and if so, are the).'
rea.lly properties of external objects or are they rat’her prop-
.ertl’es of our perceptual experiences which we s,omehov’v ‘pro-
Jst(z)cth upo}rll external objects? Throughout hi.st(.)ry, many philo-
phers have argued for a fundamental distinction between
two kinds of properties or qualities — primary qualities, such
as sha}t{pe and mass, and secondary qualities, such as colm;r and
‘t.as,te. Some say that only the primary qualities are really
In" external objects and that the secondary qualities are, if
anythlng, only ‘in’ us. Others say that, although the secOI’Id-
ary qualities are really ‘in’ external objects, they are not ‘in’
them in the way that they appear to be, or that they are ‘in’
them (?nly'insofar as those objects have an ability to affect us
SCI.ISOI‘I‘!y In certain ways. Of course, this talk of qualities
befng lp’ objects or ‘in’ us is hardly very perspicuous. An
object elt.her has a certain quality or it does not thoug}.l we
can gcrt.a‘l.nly ask why, or in virtue of what, the ()b’ject hzls the
c)lu.allty if it does .havc it. And it may indeed be the case, for
;().(I‘:lgl)l(" }tlTat ()'l).]f‘,ClS hayc shapes quite independently of any
,} ation they may stand in to the people who perceive them
whereas thf-‘y have colours at least partly in virtue of their
;lhglly to affect those whe pereeive them in certain ways.
ent lillll V:]ll.]i); ‘i,l‘()vl[‘l(ll.w“' ll.j,lllk thad Sllill)(‘.s and colours are differ-
o adw.m.;:d f)‘ vlvay ()n(.' reason for thinking so which is
ruch o Silb.lt l.m)l f)lll‘JudgCHllleS of colour seem to be
thape. bore) thtC“C‘]/'t and variable than our judgements of
e e‘}l)erc; ?f e}? 1sagree about t'he exact colour of a piece
i they are both looking at it in ordinary day-
g course, people can also disagree about the exact

" Historically .
ary and se(:(;,(,)(?:r;{ lllll":'“rtr:(‘,s[ ‘mportant advocates of the distinction hetween prim-
standing, d. P}, !\Iliddit:}i }‘Sﬁ‘flohn L'orke: see his Essay Concerning Human Under-
further discussion of Locke’ X-.Ord: Clarendon Press, 1975), Book II, ch. 8. For
Locke’s views about this distinction and more generally

abou pereeption, see €
s S my L ]
l)S o t NN y ock on Human l/nde!.fl(lﬂdlﬂg (L()nrlu 11 Routle IS"'
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shape of an object even when viewing it at a reasonable dis-
tance and in good light. But in the latter sort of case we can
resort to procedures of measurcment which will almost
always settle the issue as to the object’s exact shape. For
instance, if one person judges the object to be square and
another judges it to be oblong, we can use a tape measure to
determine whether or not all of the object’s sides are equal
in length. It is less clear what we can do to resolve a disagree-
ment as to whether a piece of cloth is green or blue in colour.
We can ask other people to offer their opinion on the matter,
but they too might disagree amongst themselves. We could
even use some scientific instrument to measure the wave-
lengths of light reflected by the cloth: but whereas there is
an indisputable relationship between an object’s having four
sides of equal length and its being square, there is no indis-
putable relationship between an object’s reflecting light of
certain wavelengths and its being green. Another point that
is often made is that the apparent colours of things vary a
great deal according to their environmental conditions, espe-
cially according to the kind of light source that is illuminat-
ing them. Objects appear to have very different surface col-
ours under a sodium lamp from those that they appear to
have in daylight. And, after all, it is just an accident of history
that our planet is orbiting a yellow star rather than a red or
a white one. Eventually, indeed, the sun will turn into a giant
red star; and if human beings are still around to view things
in what will then be ‘normal’ lighting conditions, objects will
appear to have somewhat different colours from the ones
they appear to have now. Nothing closely analogous to this
applies, it seems, in the case of the shapes of objects.

SENSE-DATUM THEORIES AND THE PRIMARY/SECONDARY
DISTINCTION

Some philosophers who have advocated sense-datum theories
of perception have been tempted to draw the distinction
between primary and sccondary qualities in the (u-ll.nwmg‘
way. They have suggested that the primary qualities ol
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‘external’ objects resemble the qualities of the sense-data of
which we are directly aware when we perceive those objects,
whereas this is not the case with secondary qualities.” So,
consider once more our example of the coin which appears
elliptical when viewed at an oblique angle. The coin itself is
round, but what one is directly aware of, according to the
sense-datum theorist, is an elliptical sense-datum. However,
being round and being elliptical are both shape properties
and, moreover, closely resembling ones. But now consider the
colour of the coin. Perhaps the coin is silvery and, indeed,
appears silvery. Then the sense-datum theorist will say that
the elliptical sense-datum of which one is directly aware is
itself silvery in colour. However, he may well deny that this
quality of the sense-datum resembles any quality possessed by
the coin. He may concede that the coin possesses some qual-
ity which is causally responsible for the fact that the sense-
datum of which one is aware is silvery in colour, but he may
deny that that quality is anything like this quality of the
sense-datum. He may even allow that that quality of the coin
may be called ‘silveriness’, but he may none the less insist that
the predicate ‘is silvery’ has a different meaning as applied
to the coin from its meaning as applied to the sense-datum.
He may suggest, for instance, that, as applied to the coin, ‘is
silvery’ nicans something like ‘is disposed to cause silvery
sense~data in normal viewing conditions’ — which, of course,
cannot be what “is silvery’ means as applicd (o sense-data.
One question which we could raise with such a sense-
datum theorist is this. Why should it be supposed that the
predicate ‘is elliptical’ is not similarly ambiguous as applied
to ‘external’ objects and sense-data? Does it even make sense
to suppose that items as different from one another as
external objects and sense-data could literally share proper-
ties such as shape? Suppose, however, that the sense-datum
theorist acknowledges this apparent difficulty and ventures

» . . .
Locke himself suggests this and was roundly criticised for doing so by his near-
contemporary, George Berkeley. For discussion of the issue between them, see
my Locke on Human Understanding, pp. 55~8.
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to say that, strictly speaking, the predicate ‘is elliptical’, as
applied to an external object such as a coin or a plate, really
just means something like ‘is disposed to cause elliptical
sense-data in normal viewing conditions’. Then, in the first
place, this would undermine his account of the distinction
between primary and secondary qualities, since he would be
treating shape and colour qualities alike. More seriously,
however, it would imply that the only predicates which we
can literally apply to external objects are dispositional ones,
attributing to them an ability to cause sense-data with vari-
ous qualities of shape, colour and so forth. By this account,
it seems, the only qualities with which we are acquainted are
the qualities of sense-data. But such an account is entirely
the reverse of common-sense thinking. Before our exposure
to the sense-datum theory, we thought that qualities of shape
and colour and so forth were properties of familiar ‘external’
objects, such as coins and rubber balls. Now we are told that
nothing could be further from the truth and that these qual-
ities really belong to ‘inner’ objects of our direct awareness.
But how, then, have we managed to learn names for these
qualities from other people, given that no two people can‘be
directly aware of the same ‘inner’ objects? Clearly, something
has gone wrong. )
Many opponents of sense-data will regard the foregoing
considerations as confirming their doubts about the sense-
datum theory and reinforcing their allegiance to so-called
direct or naive realism. But such a reaction would be too
hasty. Suppose the sense-datum theorist is per‘s.uad.ed [(3
agree that predicates such as ‘is elliptical’ and s silvery
must have their primary application to external objects, sugh
as coins. He could do so and yet still venture to account f(.)r
the distinction between primary and secondary qualitics in
the following way. First, he could continue to sa?i lh'ut lhf-
meaning of a secondary-quality predicate, such as ‘is silvery’,
is dispositional in character. Thus he could say lhfn the pre-
dicate ‘is silvery’, as applied to things such as coins, means
something like ‘is disposed to cause silvery* m:rls‘("—(lata in
normal viewing conditions’, where the new predicate ‘is
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silvery*’ is one that exclusively applies to sense-data and
picks out that property of sense-data which they are typically
caused to have by silvery things in normal viewing conditions.
There need be no circularity here, provided that the sense-
datum theorist does not contend that ‘is silvery*’ simply
means something like ‘has that property which sense-data are
typically caused to have by silvery things in normal viewing
cpnditions’. Instead, he could insist that the meaning of ‘is
silvery*’ is primitive and undefinable, but none the worse for
that (since some terms in any language must be primitive
and undefinable). Secondly, he can contend that, although
.there is similarly a predicate ‘is elliptical*’, which is exclus-
ively applicable to sense-data and picks out that property of
§ense-data which they are typically caused to have by ellipt-
ical things in normal viewing conditions, it is not similarly the
case t.hat the predicate ‘is elliptical’, as applied to things such
as coins, means ‘is disposed to cause elliptical* sense-data in
norm;.ll viewing conditions’. He may agree that it is true, at
lea}st in the world which we actually inhabit, that elliptical
thmgs are disposed to cause elliptical* sense-data in normal
viewing conditions, but deny that having such a disposition is
wh.at we do or should mean by describing something as being
clliptical. By contrast, in describing something as‘b(’,ing sil-
very, he may say, we do (or, at least, should) mean to ascribe to
It a (l‘is.pusi(i(m to cause silvery* sense-data in normal viewing
(T(){](lltl()lls, and this is why silveriness is properly regarded as
being a ‘:s(-,g)ndury’ rather than a ‘primary’ quality: it is so
l)ec:ausc.n is a quality which things have only in virtue of
their ability to affect us sensorily in a certain way.

Ot'" course, in contending that the predicate ‘is silvery’, as
apphed to things such as coins, means ‘is disposed to cause
silvery* sense-data in normal viewing conditions’, the sense-
datum theorist cannot seriously be suggesting every ordinary
spftaker of. English explicitly understands ‘is silvery’ to have
thls.meanmg. Rather, he is advancing this thesis as a philo-
50/7/”611'/ analysis of the concept of being silvery, and hence as
revealing the implicit meaning of the predicate in the light
of a reflective understanding of our use of it. Indeed, the
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sense-datum theorist may urge that the error of the direct
or naive realist is to defer too readily to a philosophically
untutored understanding of colour-predicates. The naive
speaker may simply be confused, failing to distinguish
between the concept of being silvery and the concept of being
silvery*, and incoherently imagining the latter to be applic-
able to external objects."’

AN ADVERBIAL VERSION OF THE PRIMARY/SECONDARY
DISTINCTION

Now, I have formulated the foregoing account of the dis-
tinction between primary and secondary qualities on behalf
of a sense-datum theorist. But, it would seem, a similar
sort of account should equally be available to an adverbial
theorist who is prepared to paraphrase the relevant sense-
datum sentences in an appropriate way. Thus, where the
sense-datum theorist says that ‘is silvery’ means ‘is dis-
posed to cause silvery* sense-data in normal viewing condi-
tions’, the adverbial theorist should presumably say that it
means something like ‘is disposed to cause people to be
* in normal viewing conditions’. How-
ever, if so, such a theorist can no longer endorse our
sarlicr proposal and interpret the sentence ‘I am appeared
to silverily*> as meaning ‘1 am appeared to in a manner
in which 1 would be appeared to by a silvery* object viewed
in normal conditions’, because ‘s silvery*’ is not a predic-
ate applicable to external

appeared to silverily

objects. Instead, however, he

could say that the adverb ‘silverily®, although having a
primitive and undefinable meaning, denotes a mode of
being appeared to (a mode of sensing) which, as a matter
of contingent fact, is typically caused in people when they
look at silvery things in normal viewing conditions. And

tion between primary and second-

" For further interesting discussion of the disting :
tes, see Cobn MG,

ary qualities and dispositional analyses of ('nl()ur-pr’ridifa ‘
The Subjective View: Secondary Qualities and Indexical Thoughts (€ )?(!nrd: (.!;m-ndun
Press, 1983), ch. 8, and Christopher Peacocke, Sense and Content. Fxpemienie.
Thought, and their Relations (Oxford: Clarendon Press, 108%), ch. 2.

S
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maybe this is, after all, the right approach for the adverbial
theorist to take. That is to say, it may be that he should
treat the adverbs which he uses to describe modes of being
appeared to as having primitive and undefinable meanings,
rather than as deriving their meanings from the meanings
of adjectives applicable to ‘external’ objects. For it would
seem to be a purely contingent fact that those modes of
being appeared to are typically caused by objects describ-
able by those adjectives (after all, they might instead have
been caused solely by certain disturbances in people’s cent-
ral nervous systems).

DO COLOUR-PROPERTIES REALLY EXIST?

We have not quite yet done with our discussion of second-
ary qualities. I have suggested, albeit only tentatively, that
colour-predicates may be interpreted as having a disposi-
tional meaning: that ‘is red’, for example, may mean some-
thing like ‘is disposed to cause red* sense-data in normal
viewing conditions’, or ‘is disposed to cause people to be
appeared to redly* in normal viewing conditions’. But we
should not assume that every meaningful predicate denotes
a genuine property of the things it applies to. Why not?
Well, we know that as a matter of pure logic this cannot
be so, on pain of contradiction. Cousider, thus, the predic-
ate Sis non-self-exemplifying’. This is certainly meaningful,
because there are many things which do not exemplity
themselves. Thus the property of being divisible by two,
although it is exemplified by many things, such as the
number 128, is clearly not exemplified by itself: the prop-
erty of being divisible by two is not itself divisible by two.
However, if the predicate ‘is non-self-exemplifying’ denotes
a property — the property of being non-self-exemplifying —
.then we can ask whether or not that property exemplifies
itself. But however we try to answer this question, we
arnve at a contradiction: for if it does exemplify itself,
then it doesn’t, and if it doesn’t, then it does. Hence we

Sensation and appearance fey

must conclude that no such property exists and thus that
not every meaningful predicate denotes a property."

Now let us inquire whether a predicate such as ‘is disposed
to cause people to be appeared to redly* in normal viewing
conditions’ should be construed as denoting a property of
objects. The first thing to observe here is that objects of many
very different kinds are disposed to act in this way. For
example, red stars are, as are red roses and sheets of translu-
cent red glass. But it would appear that the properties in
virtue of which these different kinds of objects are disposed
to act in this way are quite different from one another. Red
stars are disposed to act in this way because they emit light
of certain wavelengths, but red roses are disposed to do so
because they reflect light of certain wavelengths, while sheets
of red glass do so because they transmit light of certain wave-
lengths. If the properties in virtue of which things are dis-
posed to act in this way are quite different from one another,
then we certainly cannot say that the property of being red,
if it exists, is any one of those properties. But what else cogld
we say? We might venture to say that the property of being
red is a disjunctive property — for instance, that it is th'e prop-
erty which a thing has just in case it either emits light of
certain wavelengths, or reflects light of those wavelengths, or
transmits light of those wavelengths. (This is not, of course,
to say that the meaning of the predicate ‘is red’ is definable
in terms of such a disjunctive predicate; plainly it is not.) But
philosophers are wary, and 1 think rightly so, abou} counten-
ancing the existence of disjunctive properties.”” Another
alternative would be to regard the property of being red asa
‘second-order’ property, such as the property Of.POS_SCSS‘“g
some property in virtue of which its possessor 1S d1§P0~?ed
to cause people to be appeared to redly* in normal viewing

redicate can denote @ prop-

n . 3 ) . ]
For further elaboration of the point that not every p
Introduction (London: Rout-

erty, see Michael J. Loux, Metaphysics: A Contemporary
, ledge, 1998), pp. 34-5.
" For more on doubts about disjunctive properties, sce
sals: An Opinionated Introduction (Boulder, CO: Westview Press,

¢ David M. Armstrong. {‘nier
19%). pp- N2
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conditions." But, again, I think we should be wary of includ-
ing such second-order properties in our ontology, because it
1s not clear that they have any real work to do. It may be,
then, that we should conclude that there is no such thing as
the property of being red, or redness. We should not be too

| alarmed by such a conclusion. It doesn’t imply that nothing

is really red. It only implies that the things which are red are

i not all red in virtue of possessing some one property. By con-

\‘tras‘t, it would appear that there really is some one property
In virtue of which all square things are square. And this in
itself seems to be an important difference between being red
and being square, confirming the intuitions of those philo-
sophers who contend that there is an ontological distinction
of some significance between colours and shapes.'*

CONCLUSIONS

In this chapter, we have been concerned to understand how
our talk about the way things appear is related, on the one
hand, to the qualitative or phenomenal aspects of our experi-
ences and, on the other, to the properties that things them-
selves possess. We distinguished between an epistemic and a
ph(tnm.m'nal sense of the verb ‘appear’ and saw that the
latter is used (o convey, in an oblique way, information about
the qualitative aspects of our experiences. Then we looked at
two riyul theories which attempt to explain how it is that our
experiences have these qualitative aspects, the sensce-datum
th(:()ry zlllfl the adverbial theory. ‘The former maintains that
experiencing involves being ‘directly’ aware of ‘inner’, mental
obje.cts,. while the latter maintains that it merely involves
distinctive modes of Sensory awareness, or ways of sensing.
We saw that the adverbial theory is ontologically more eco-
nomical than the sense-datum theory and is able to avoid

. - .
'Igl;‘e,i;)(ésrslzi:lty of treating colours as second-order properties is mentioned by
» ra on-Mitchell and Frank Jackson in their Philosophy of Mind and Cognition

N (Oxford: Blackwell, 1996), p. 264. l
A much more radical colour scepticism th

by C. L. Hardin: see his Color fi o yhing suggested here is advanced

7 Philosophers, pp. 59-112.

Sensation and appearance 129

certain awkward questions which beset the latter, but that
neither is better equipped than the other to deflect the sort
of doubts which sceptics raise about the reliability of the
senses. Finally, we examined the distinction between primary
and secondary qualities and concluded, albeit only tentat-
ively, that it is defensible both according to the sense-datum
theory and according to the adverbial theory. The suggestion
was that predicates expressing secondary qualities, such as
colour-predicates, are distinctive in that they can be given a
dispositional analysis in terms of the kinds of sensory effects
which objects describable by those predicates characteristic-
ally give rise to in people who perceive those objects. How-
ever, we also saw that we should be cautious about assuming
that colour-predicates denote genuine properties of the objects
they apply to — that, for instance, there is such a property as
the property of being red, or redness. But it is important
to appreciate that to deny the existence of redness is not
necessarily to deny that things can really be red, in the sense
that the predicate ‘is red’, appropriately understood, can
truly be applicable to them."

L M . . . . . I [, . . -
Ihe point that realism regarding the application of a predicate is consistent mt}h
a denial that the predicate denotes a property is well made by John Heil in his
Philosophy of Mind: A Contemporary Introduction (London: Routledge, 1998), pp.

1O4-7.
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Perception

At the beginning of the previous chapter, I remarked that
perceptual states, such as an experience of seeing a tree to be
n front of a house, are partly like sensational states and
partly like propositional attitude states. They are like the
former in that they have qualitative or phenomenal features
and they are like the latter in that they have conceptual con-
tent. I'had a good deal to say in that chapter about the qualit-
ative aspects of perceptual experiences, but not much about
their conceptual content. In the present chapter I shall try
to redress the balance and say more about the latter. But one
of the things that we shall need to discuss is how the concep-
.lual' content of a perceptual experience is related to its qual-
llzlllV(t‘ features — for it can scarcely be supposed that these
two dim('nsions of perceptual experience are quite uncon-
nected.

However, we should acknowledge that an account of the

nature of perceptual experiences is only part of what is
(l.cmundcd of’a philosophical analysis of the concept of percep-
tion, which is another chief concern of this chapter. According
to most contemporary philosophers, perceiving certainly
involves having perceptual experiences, but is more than Just
.that. The question is: what more? One plausible suggestion
1s that perceiving additionally involves some sort of causal
relationship between the perceiver’
and those objects which,
perceiver may
tion are curre
tain objection

’ S perceptual experiences
In virtue of that relationship, the

be said to perceive. Gausal theories of percep-
ntly quite popular, but are also subject to cer-
s which we shall have to look into carefully. In
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the light of those objections, some philosophers have
advanced rival theories of perception, of which the so-called
disjunctive theory of perception is perhaps the most important.
Later in this chapter, I shall try to adjudicate between these
two approaches.

Part of the problem which confronts us here is to deter-
mine what properly belongs to a philosophical analysis of the
concept of perception and what properly belongs to an empir-
ical theory of perception of the sort that is more appropri-
ately advanced and evaluated by scientific psychologists than
by philosophers. But we should not assume that these two
domains are quite unrelated: indeed, they cannot be. Con-
sequently, we shall find it useful to look at some of the
approaches to perception currently favoured by empirical
psychologists and see how they are related to philosophical
treatments of the topic. Two such approaches, in particular,
deserve our attention — the computational approach and the
¢cological approach — as the differences between them echo,
to some extent, disagreements amongst contemporary philo-
sophers of perception. We should also recognise that many
of the empirical findings of psychologists working in the field
of perception provide interesting subject-matter for philo-
sophical reflection, which is apt to be one-sided if restricted
to everyday and familiar examples. One recently investigated
phenomenon is especially worth mentioning in this connec-
tion — the phenomenon of so-called *blindsight’, a condition
in which subjeets claim not to be able to see certain objects
despite clearly possessing visually-based information con-
cerning them. First, however, we must return to the topic of
perceptual experience.

PERCEPTUAL EXPERIENCE AND PERCEPTUAL CONTENT

I have already given a familiar example of a perceptual
experience: the experience of seeing a tree to be in front of
a house. This, of course, is a visual experience. Every type of
perceptual experience belongs to a distinctive sensory modal-
ity, depending on which of our sense-organs are characterist-
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ically involved in generating experiences of that type. Thus,
as well as enjoying visual experiences, we enjoy auditory,
gustatory, olfactory and haptic experiences (relating, respect-
ively, to the senses of hearing, taste, smell and touch). The
sensory modality of a perceptual experience determines what
kind of qualitative features it can possess. A sense-datum
theorist would make this point by saying that perceptual
experiences of different sensory modalities are accompanied
by, or involve, their own distinctive kinds of sense-data —
visual, auditory, gustatory, olfactory, or haptic sense-data. An
adverbial theorist would say, correspondingly, that per-
ceptual experiences of different sensory modalities are char-
acterised by different modes of sensing, or ways of ‘being
appeared to’. Whichever approach we favour, though, we
must acknowledge that, for example, seeing a table to be rect-
angular is qualitatively quite unlike feeling a table to be rect-
angular. This is despite the fact that the conceptual content of
the two experiences could be exactly the same.

But what exactly might one mean by attributing ‘concep-
tual” content to perceptual experiences — and why should we
suppose that they have such content? We have already discus-
sed the topic of mental content in the course of examining
the nature of propositional attitude states, in chapters g and
4. There, of course, we were solely concerned with proposi-
tional content. The propositional content of a state such as a
beliel is given by a ‘that’-clause: we may sity, for instance,
that John believes that it is raining ov that the table is rectangular.
Now, we also attribute to people what could be called per-
ceptual judgements. Thus, John expresses such a judgement if
he says that he feels that it is raining, or sees that the table is
rectangular.’ But we must be careful to distinguish such a

! $ome philosophers distinguish between simply ‘seeing’ and ‘seeing that’ - for
instance, between simply seeing a green apple and seeing that the apple is green -
as l‘hough tl!ese were different kinds of seeing. See, for example, Fred L. Dretske,
‘Sftlng'and Knowing (London: Routledge and Kegan Paul, 196g), pp. 78ff. How-
ever, 1t is questionable whether ‘seeing that’ is a kind of'see‘ing. I see that ¢’

appears to express a visually based judgement that p, rather than a report that
one 1is seeing something.
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perceptual judgement from a pe'rceptual cpi(pcrmncl'cl.‘ A
pefson may have a perceptual experience of secing a table fu
be rectangular without necessarily being willing, or c{vu’1
able, to form the perceptual judgement that he sees that a
certain table is rectangular. On the one hanq,'the person
may be able to form that judgement but be unu.nllmg 'to do so,
because he suspects that his perceptual experience 13 d.ecep-f
tive — he may consider, for instance, that he is the victim 0
a visual hallucination. On the other hand, the person may be
unable to form the perceptual judgement in question, becqu;e
he lacks the requisite concepts. Thus, for example, one might
be prepared to attribute to a young child a perceptual ezpert;
ence of seeing a table to be rectangular and yet (()ju
whether the child is capable of forming the perceptual judge-
ment that it sees that a certain table is rectangular, because
one doubts whether it possesses the concept o.f a table or the
concept of something’s being rectangular (that is, the conc.e}pitt
of something’s having four rectilinear sides set at Tig
angles to one another). Even more fundamentally,.one mﬁy
doubt whether the child possesses the concept of seeing or the
concept of itself as a subject of experien.ce. At the Sami't]:jmzé
however, it scems that one must a.ttnbute Fo the chi 2
least some concepts if one is to attribute to It abpe‘rce}; ualn
experience of seeing a table 10 be rec\angular,. f:ulusbilit
ability to enjoy such an cxp('ri('n(*(- secms 1.0 require a? ::Ot a};
to recognise tables as objects of some k‘md (even 1 oo
lables) and likewise an ability to distinguish betweeri reShOrt
gularity and other shapes that objects can possess. :d their,
the child must apparently be able to bring ObJCC}:S a xpert
properties under concepts 1n order to enjoy suc a'r:]en e
ence; and the concepts which it exercises If any g! D e
will constitute the conceptual content of ltfi 'Cxpfhe con:
(That ordinary language may lack words expressing th¢
cepts in question is of no consequen§e.) - betwoen per-

There is a further important difference ets When a
ceptual experiences and perceptual JUdge?‘lenex'amPIC, he
person forms a perceptual judgement t‘hat, ’ Olr use provides
sees that a tree is in front of a house, the ‘that’-cla



134 An introduction to the philosophy of mind

an exhaustive specification of the propositional content of his
perceptual judgement and thus an exhaustive inventory of
the concepts involved in that judgement. By contrast, when
a person has a perceptual experience of seeing a tree to be
in front of a house, the conceptual content of his experience
will typically be far richer and more complex than that of the
foregoing perceptual judgement (even though, for reasons
just explained, it may not in fact include the concept of a iree
or a house). This is because, in seeing a tree to be in front of
a house, one must ordinarily have a visual experience of
many things other than just a tree and a house and their
position relative to one another — things such as the colour
and shape of the tree and of the house, the intervening
ground between them, the sky behind them, and other
objects in their vicinity (together with their colours and
shapes). And these other ingredients of the perceived scene —
or many of them, at any rate — must, it would seem, also be
brought under concepts of some sort. In forming a perceptual
judgement, then, we typically abstract away from many ingre-
dients of the perceived scene and focus on a limited sub-set
of them.

But a question which we could raise at this point is this.
Could it be right to suppose that, when a person has a per-
ceptual experience, every ingredient of the perceived scene
must be brought under some concept by that person, or can
there (indeed, must there) be ingredients which he or she
fails to bring under concepts? As we may put it, do perceptunal
experiences typically have non-conceptual content in addition
to conceptual content? One reason for thinking that this
might be the case is that the perceived scene is often of such
richness and complexity that it is hard to suppose that
anyone could in fact bring all of its ingredients under con-
cepts, even if he or she possesses the requisite concepts to do

’ For fuller discussion of the notion of non-conceptual content, see Tim Crane,
[h(‘ Nonconceptual Content of Experience’ and Christopher Peacocke, ‘Scen-
arios, FJoncepts and Perception’, both in Tim Crane (ed.), The Contents of Experi-
ence: Essays on Perception (Cambridge: Cambridge University Press, 1gg2). This

collection of essays contains many other useful contributions on the topic of per-
ceptual content,

Perception 135

so. Consider, for instance, the sort of Yisual experience that
one might enjoy upon suddenly entering a cluttered W.()I"k)-
shop or a highly variegated region of jungle for the ﬁrst.tl}rln.c.
The perceived scene may be immensely comple)f and rich in
detail — and yet one is seemingly able to tal'<e it all in at :}
single glance, without having time to recognise every OE? 3
its ingredients individually as something of this or that kind.
However, even if we accept for this sort of reason thatl per-
ceptual experiences must generally have non-conceptua con;
tent, it seems incoherent to suppose that all of the conten
of all of a person’s perceptual experiences §ould beh non-
conceptual. This is because perceptual experiences ¢ arac(;
teristically form the basis of our perceptual Judgementi'ar&s
many of our beliefs — and mental states of tbe lfcltter‘d mtI
undoubtedly do possess conceptual content, which is (iw en ri)-f
related to the conceptual content of the perceptual expe
ences upon which they are based. ' < as
Some philosophers speak of perceptual (?xpcrlenyc:zhiCh
having representational or informational content, 1n a ;Va}d e
prescinds from any distinction between conceptua a:\ o
conceptual content. Roughly speaklr'lg, the represfeﬁoiv o
content of a perceptual experience 1s a n.latt?rjo ot
experience represents objects i the perceivers LD‘\I el
as being. Thus, a partial description ()'t the rep}:e:e.l: auton
content of a pcrvvpluul experience I]]lgll't ?)C l‘ at 1 - {Pmm
euts the perceiver’s environment as (-Qlltallnlllg a .treeb o
ol a house. This would only be a partial descnptlllo'nre e:csem,
of course, a perceptual experience would nOr.lel v}beczuse .
much more than just that. However, precise l) S
ignores the distinction between conceptud eam 1 this
conceptual content, talk of repr.esentat‘lonal 'Cogjtscriminate.
context, although perfectly legitimate, 13 too‘mm)n e (6
A satisfactory philosophical treatment of percep .
be sensitive to that distinction.

Y . ALIA
PERCEPTUAL GONTENT, APPF,ARA,\(.h AND QUALL

" an experience
How, exactly, is the perceptual content of ‘::rltrerl;)\elv dif-
related to its qualitative character? This is an €3 }
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ficult question to answer. We can, however, begin to get a
grip on it by drawing on some of the findings of the previous
chapter. We noted there that our talk of how things ‘appear’
or ‘look’ to us when we perceive them — where ‘appear’ and
‘look’ have their phenomenal senses — serves to convey, in an
oblique fashion, various qualitative aspects of the perceptual
experiences that we are undergoing. Suppose, once more,
that I am having a visual experience of seeing a table to be
rectangular. Then it will seem to me that the table appears a
certain way and, indeed, it is in virtue of how it appears to
me that I will experience it as an object of a certain kind and
as having a certain distinctive kind of shape. The concepts
under which I bring objects and their properties in my per-
ceptual experiences of them are concepts which are intim-
ately related to my accumulated knowledge of how those
objects and properties characteristically appear to me in vari-
ous circumstances. Consider, thus, the concept of a table. Typ-
ically, we expect a table to consist of a flat rigid surface sup-
ported by four upright legs of equal length. But a bare
knowledge that tables have this form will not enable one to
recognise a table visually, or sce something as being a table,
unless one also knows how something with such a form typic-
ally appears or looks from a variety of different angles. Thus,
the sort of concepts under which one brings objects in one’s
pereeptual experiences of them are concepts the possession
of which eibodies an imiplicit knowledge ol llow such objeets
characteristically appear to the senses — whether visnally, or
haptically, or via some other sensory maodality. We could per-
haps call such concepts ‘observational’ concepts. By no means
all of the objects we are capable of thinking of fall under such
observational concepts: for example, subatomic particles,
such as electrons, do not, for we do not (and could not
coherently) think of electrons as appearing or looking some way
to the senses in any circumstances whatever.

So, in answer to our question of how the perceptual content
of an experience is related to its qualitative character, we
can perhaps say that, in general, the qualitative features or
‘qualia’ present in a perceptual experience will belong to a
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range of such features associated with the obe:rvational con-
cepts involved in that content. Roughly speaking, the. qualia
of a perceptual experience must be such as to mz’lke it seem
to the perceiver that he or she is percelving objfzcts which
appear or look how objects should appear or .look if they are
to fall under the observational concepts which t.}lat%perso'n
exercises in respect of the experience in question. (This
answer does not, of course, address the question of how the
non-conceptual content, if any, of a perceptual experience 1s
related to its qualitative character, but perhaps that is of less
immediate concern to us just now.)

PERCEPTION AND CAUSATION

In certain of their central uses, verbs of perception, such as

‘see’ and ‘hear’, are clearly transitive verbs, taking noun-
phrases as their grammatical objects, as 1n th,e sen;lences
John sees the table’ and ‘Mary hears the bell’. Such sen-
tences report cases of object-perception. Ip such cases, 1t :s(;
plausible suggestion, as I remarke.d ear.ller, that percepti
involves some sort of causal relationship bet.ween th'e per-
ceiver’s perceptual experiences and .those ObJCCt? 'V:ithh’ lri
virtue of that relationship, the perceiver may b.e said to per
ceive. We shall look into this sort of pr()po.sal in a momeil‘t.
But before doing so, it is worth rt‘markmg tl.mt wertai;o
employ other types of grammatical constr'mtl.(tn 1hn rse(;))-(c)a”e(g1
cases of pereeption. One such construction is the alled
‘naked infinitive construction’, cxempl‘lﬁed l)y the S(%ng <o
‘John sees the men enter the room’, in W}.HChdth(; :;:; o
enter’ appears in its infinitive form b_ut Stl‘lppel ) he tphis
ticle ‘to’. Another kind of construction Very ¢ ose é
which we have already met, is illustrated by t}’]egse‘r;,ti:i;
‘Mary sees the tree to be in front .of the .house. .( lrl(;mim ”
tences appear to report the perception of situations or staies o

P - qualitative

i i / entual content and the qualita

* I say more about the relationship hctw.efn p.er(tpu‘{A o e Univer-
features of experience in my Subjects of Experience (Cambridge:

sity Press, 19gb), ch. 4.
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affairs.' Clearly, most cases of what we may call situation-
perception are also cases of object-perception — though
apparently not all of them, since one may, for example, see
it to be dark or foggy without necessarily seeing any object.
Equally, we normally perceive objects only in the context of
perceiving some situation involving them. But despite this
close interdependency between object-perception and situ-
ation-perception, it none the less seems that the concept of
object-perception is the more central or basic one, so that a
philosophical analysis of perception should deal with this
first. That is why I shall concentrate on object-perception in
what follows. (However, much of what I have to say about it
could be adapted quite straightforwardly to apply equally to
situation-perception.)

Causal analyses of object-perception maintain that it is a
conceptual truth that the perception of an object involves
some sort of causal transaction between that object and the
perceiver.” It is important to emphasise that what is at issue
here is whether the concept of object-perception involves the
concept of causation. Few people would dispute that, as a
matter of scientific fact, whenever somebody sees or hears an
object, some causal process involving both that person and
the object in question enables him or her to perceive it — a
process such as the transmission of light-waves or sound-
waves from the object to the person’s sense organs. But, of
course, truths of this kind are a matter of empirical discovery
rather than conceptual in character. Why should we think
that causation is involved in the very concept of object-
perception? For the following kind of reason.

Suppose that John has a visual experience of seeing a green
apple sitting on a table in front of him and suppose that, as

* For more on the naked infinitive construction and secing situations, see Jon Bar-

wise .l\nd.]nhn Perry, ‘Scenes and Other Situations’, fournal of Philosophy 78 (1981).
s 0947 and Sttuations and Attitudes (Cambridge, MA: MIT Press, 71()33)‘ h. 8.

The « I'f“'“ presentation of the causal theory of pereeption in modern times is by
lle P- ("'_" e see his “Che Causal Theory of Perception’, Proceedings of the Aristotelian
‘\'f“r“' Supp. Vol. 45 (1961), pp. 121-52, reprinted in his Studies in the Bay of
Words (Cambridge, MA: Harvard University Press, 198q) and also in Jonathan

Daney (ed.). Perceptual Knowledge (Oxford: Oxford University Press, 1988).
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a matter of fact, just such a green apple is sitting on a table
in front of him. Should we therefore say that John sees _lhul
apple? Not necessarily, for it could be that John’s visual
experience is a hallucination induced in him bY some drug,
or by some neuroscientist activating electrodes lmp.lan.tcd in
John’s visual cortex, in which case it is a pure cou.ladcnc'e
that his experience ‘matches’ the scene in front Qf hlm. This
sort of case is customarily described as one of ‘veridical hallu-
cination’.’ What such cases suggest is that it is part of the
very concept of object-perception that there should be some
sort of causal relationship between a person’s pt_frCCPtual
experiences and the objects which, in virtue of having those
experiences, he or she may be said to percei\{e.'To a first
approximation, we might attempt to capture this idea by the
following principle:

(P) A subject S perceives an object O if and pnly if S has a
perceptual experience whose content suitably match(is
O’s situation and which is appropriately caused by 0’s
situation.

Thus, to continue with our current example, princlplf: (P)
implies that in order for John to see the green apple sitting
on the table in front of him, it is not cnough that he should
have a visual experience of seeing just such a green apple
sitting on a table in front of him, since it should also be the
case that this experience is caused by the presence of th.e
green apple sitting on the table in front of him. In thlsf
example, of course, we are supposing that the content o
John’s visual experience perfectly matches th.e scene 1n front
of him, but it would plainly be wrong to Insist on such a
perfect match in order for perception to be said to occur. W(’:
have 1o allow for the possibility of illusion, that is, for cascs

T ; Lo i icat he Carsal theory ol
'he notion of veridical hallucination and its implicanons "m|(' ] Tl
pereeption are illuminatingly discussed by David Lewis 1

o ) =R {1980} pp-
Gmation and Prosthetic Vision', Australasian fournal of Philosophy h ‘

{ Y cew York: Oxford Umver-
23044, reprinted in his Philosophical Papers, Volume 1 (New Y ik Oxfore e

sity Press. 1986) and in Dancy (ed.), Perceptual Knou ledge. St't‘ Jl|§;;' f\)l.’l:l)m oy
‘Function in Perception’, Australasian_fournal of Philosophy 61 (1aB3). pp- 40
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in which a person does perceive an object, but he or she
seems to perceive something which differs in some respect
from the object which is actually perceived. A classic example
is the Miller-Lyer illusion, in which one sees two lines which
are in fact of equal length and yet they seem to be of differ-
ent lengths, because they terminate in arrow-heads pointing

i opposite directions:

This is why, as | have stated principle (P), it speaks only of a
‘suitable” match rather than of a perfect match. But we
should not be too liberal in our interpretation of what is ‘suit-
able” in this context. Clearly, John cannot be said to be seeing
the green apple in front of him if his visual experience is one
of sceing a red double-decker bus.

More problematic than the matter of ‘matching’, however,
is the matter of what constitutes an ‘appropriate’ causal rela-_
tion between perceptual experience and object perceived.
This problem may be brought out by the following thought-
experiment. Suppose, as before, that John has a visual experi-
ence of seeing a green apple sitting on a table in front of him
and again suppose that, as a matter of fact, just such a green
apple is sitting on a table in front of him. Now suppose in
addition that the presence of the green apple sitting on the
table in front of John is causally responsible for John’s visual
experience, but in the following unusual or ‘deviant’ way. A
neuroscientist has rigged up some apparatus incorporating
ele(.:trodes implanted in John’s visual cortex which, when
activated, induce in John a visual experience of seeing a
green apple sitting on a table in front of him. Furthermore,
the apparatus is wired up to electronic sensors attached to
the table in front of John which are so designed that the
clectrodes will only be activated if something is placed on the
table. Finally, the neuroscientist has pla(‘('d‘u green apple on
the table, thereby activating the cl('ctro(lcs' and inducing

nce of seeing just such a green apple
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sitting on a table in front of him. In this case it is true to say,
as principle (P) requires, that John’s visual experience not
only has a content matching the presence of the green apple
in front of him but is also caused by the presence of the green
apple in front of him — and vet I think we would rightly be
reluctant to say that John sees that apple, because this sort of
causal relationship seems somehow inappropriate. But what,
exactly, is ‘inappropriate’ about it? The problem we confront
here is generally known as the problem of ‘deviant causal
chains’ — and the problem is to specify what sort of causal
relation qualifies as ‘deviant’ and hence ‘inappropriate’ for
the purpose of providing a philosophical analysis of the con-
cept of object-perception.

We might be tempted to say that an ‘appropriate’ causal
relation in this context is the sort of causal relation that is
normally involved in cases of veridical perception. But, in the
first place, this would threaten to introduce a fatal circularity
into our philosophical analysis of the concept of object-
perception, since we would be appealing to the notion of what
normally happens in cases of veridical perception in order to
analyse that very concept. Secondly, such a suggestion would
be too restrictive, in that it would wrongly disqualify certain
possible cases from counting as genuine cases of perception.
What I have in mind here are cases in which a person is
enabled to perceive by means of an artificial prosthetic
device. In human beings, vision is normally made possible by
means of light-waves being reflected from the surfaces of
objects and entering people’s eyes. In the example discussed
above, John’s visual experience is certainly not caused in this
normal way; indeed, his eyes could well be closed or the room
be dark. But we should be wary of saying that this is why he
cannot be said to see the apple in front of him. For, conceiv-
ably, someone who has completely lost the natural use of his
eves might be fitted with some electronic device implanted
m his visual cortex and wired up o electromagnetic sensors
attached to the top of his head, functioning in such a way as
to restore, to all intents and purposes, his lost sense of sight.

How. then, does the case involving John differ significantly
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from such a case of ‘prosthetic vision? One important differ-
ence would appear to be this. As I described John’s case, it
was implied that the apparatus connected to his visual cortex
was designed to induce in him a quite specific type of visual
experience when the electrodes were activated, namely, an
experience of seeing a green apple sitting on a table in front
of him. Moreover, it was implied that if the neuroscientist
had placed something quite different from a green apple on
the table, such as a red vase, the sensors attached to the table
would still have activated the electrodes and have induced in
John an experience of seeing a green apple sitting on the
table, rather than an experience of seeing a red vase sitting
there. Thus it still seems to be a mere coincidence that John
happens to have a visual experience matching the scene in
front of him. Perhaps, then, what is required for John to see
the apple is that his visual experience should be generated
by some sort of mechanism — whether natural or artificial -
which reliably brings about a suitable match between his
visual experiences and the scene in front of him, whatever
(within reasonable limits) that scene may be. However, this
‘rcquircmcnt may be too strong. For suppose that Johu is
|~ndccd equipped with such a mechanism but it begins to mal-
function. Suppose, for instance, that the mechanism only
works when a green apple is placed in front of Jolin. Are we
!l‘u-u to say that John does not see the apple, simply because
if any other kind of thing were placed in front of him, he
would not be able to see that? Surely not. Perhaps, then, all
'lhat is really required for John to see the apple is the follow-
ing: not only must the presence of the green apple in front
of John cause John to have a visual experience of seeing a
green apple in front of him (or, at least, a sufficiently closely
matching visual experience), but it must also be true that if
Fhere had been something quite different from a green apple
in front of John, he would 7ot have had such a visual experi-
ence. The latter condition is not satisfied in John’s case as
originally de§cribed, because in that case he would still have
h?d Su§h a visual experience even if a red vase, or any other
kind of object, had been placed on the table in front of him.
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And there we must leave the issue, even though it invites a
good deal more debate. At least we have di§cnvcrcd thz.n it is‘
by no means a simple matter to determine what klllfl of
causal relation is ‘appropriate’ as far as an analysis of the
concept of object-perception is concerned.

OBJECTIONS TO CAUSAL THEORIES OF PERCEPTION

What we have been exploring, in the form of principle (P) of
the previous section, is a causal theor}/ (or, more prop.e.rly,
analysis) of perception. But such theories have many €riucs,
some of whose objections we must Now look ‘at. Qne ObjeCi
tion, unsurprisingly, is that the problem of ‘deviant causa
chains’ has no satisfactory solution; however, I thm?( that tl'us
verdict is unduly pessimistic. Another and more influential
line of objection is epistemological and closely resgmbles the
sort of epistemological objection which, as we saw 1 the pre-
vious chapter, is often raised against sense-datum the(f)nes.
Indeed, some critics carelessly identify causal theories of per-
ception with sense-datum theories, thir-l in fact thf.:y ﬁr(i
quite independent of each other. The criticisim, then, is tha
causal theorics of perception promote a fo‘rm of ’scep‘ucis'm’
which can only be avoided by some kind of ‘direct’ or ‘naive
realism. The thinking here is as follows. o

As is implicit in principle (P), a causal theorist (1ssfumeers_
that veridical pereeption involves the (?ccurrence 0 dp T
ceptual  experiences which, although in fact (Cjagsesomé
‘external’ objects, logically foula'. have been caused 1M me
quite different manner — in which case th.ose. e:xpe?e.n ;
would instead have been hallucinatory. This is imp fcu in
principle (P) because, quite generally, whenever or'\f? f\e‘n‘ztl,“c,'
causes another event, ¢, it is true to say that it 1s 'og;(, ! \
possible for e to have occurred without ¢ occurring = ax;(’ \-nu
versa — since causal relations between events are pur'r y (.()llxi
tingent rclations.” (A contingent relation between two 1tems
is one that we owe 1o David Hume,

ich implies thr exastence of
soe A Freatise of Human

" The view that causal refations are mmmgt'n: s one ¢
o " W
who famously contended that “There is no o e, N
any other if we consider these objects 1n thems
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is one in which those items do in fact stand but quite possibly
might not have stood.) Now, if the causal theorist is commit-
ted to saying that all of our perceptual experiences which we
suppose to be veridical could, logically, be hallucinatory, it
seems that he is committed to the logical possibility of global
perceptual scepticism, that is, to the possibility that we never
really perceive ‘external’ objects at all and, indeed, that no
such objects really exist. For the causal theory seems to imply
that we could have all the perceptual experiences which we
in fact have even in the complete absence of any ‘external
world” whatsoever.

One very blunt response to this sort of objection would be
to say ‘So what?. We can hardly suppose that philosophical
scepticism is going to go away if we abandon a causal theory
of perception. It is better, perhaps, to confront such scepti-
cism head-on. Moreover, even if it is true that the causal
theorist is committed to the logical possibility that all of our
perceptual experiences are hallucinatory, how worrying
should this be to him? All sorts of things are logically possible
which it would be utterly unreasonable to believe actually to
be true. For instance, it scems logically possible that the
whole world sprang into existence Just five minutes ago, with
the fossil record and our ‘memories’ misleadingly suggesting
that it had been in existence for much longer than this." In
any case, we very arguably shouldut conflate (he philosoph-
ical task ol providing an analysis of the concept ol pereeption
with the quite different philosophical task of attempting to
answer the sceptic. Il we do conflate (e two, we may end up
failing to perform either task satistactorily.

However, even if, for the reasons just given, we are not
convinced by the foregoing line of objection against causal
theories of perception, we might be well advised to consider
the merits of alternative theories whose advocates are motiv-

.«Va:qr, ¢d. L. A. Sclby-Bigge and P. H. Nidditch (Oxford: Clarendon Press, 1978),
p. 86.
* On the sceptical hypothesis that the world came into being five minutes ago, see

Bertrand Russell, The Analysis of Mind (London: George Allen and Unwin, 1921)
Pp. 159-bo,

s
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ated by that sort of objection. One such theory is the so-called
disjunctive theory, to which we shall now turn.

THE DISJUNCTIVE THEORY OF PERCEPTION

Disjunctive theorists reject the assumption which I have just
attributed to the causal theorist, namely, the assumption
that veridical perception involves the occurrence of per-
ceptual experiences which, although in fact cagsed by
‘external’ objects, logically could have been caused in some
quite different manner, in which case those experiences
would instead have been hallucinatory.’ They urge that there
is nothing literally in common between, on the one hand,
a case of veridical perception and, on the other, a case of
hallucination which its subject might mistake for being just
such a case of veridical perception. The causa.l theorist, (?f
course, assumes that what two such cases have in common is
the occurrence of a certain kind of perceptual experience and
that they differ only in respect of what-causes 'tl?e perceptual
experience in each case. (We are now in a position to unde.r-
stand the disjunctive theory’s somewhat obscure name: it is
called ‘disjunctive’ because it holds that when a su.lqle(ft tak(‘s
him or hersell to be perceiving something, then eflller tln.s is
@ case of veridical perception or else it is a case of lm‘llu(“ma-
tion, but there is 1o conumon clement in the lf)l‘l]l'()l a ‘per-
ceptual experience’ which would be present in either case
and merely be caused in two ditferent wd\s) . y
The first thing to be said about the disjunctive theory is
that it is not at all clear that it is any less vulnerable to th.e
doubts of the sceptic than is the causal theory. For the SCCp.t]C
can still urge that whenever we take ourselves to be' pc?rcelv;‘
ing something, it is logically possible that we are victims o

" Versions of the disjunctive theory of perception are to be (nun;)l l-ﬂ J |‘:1"}:ml£‘::i
Fxperiences: An Inquiry into some Ambiguities (Oxford: (,Iz.lrf-ndnr/\l 2( “,; ,,,}:,:: ‘g',,, ;(,y
Snowdon, ‘Perception, Vision, and Causation’, PTO{eed{rl,eﬁ of 1"6’;} "l‘l‘ . ll\’nm;'-
81 (1980-1), PP 175-92, and John McDowell, ‘Criteria, I)-(-f( asi )l'[l'}i\,: .hl“.r o
ledge’, Proceedings of the British Academy 68 (15)5‘}2), pp. 455-79- é
papers are reprinted in Dancy (ed.), Perceptual Knowledge.
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hallucination and thus that we never in fact really perceive
any ‘external’ object. Against this it might be urged that it
simply doesn’t make sense to suppose that we might be hallu-
c?nating all of the time, because we understand what a hallu-
cination is only by contrasting it with the case of veridical
perception. Having a hallucination, it may be said, is seeming
to perceive something when in fact one fails to do so — and
this account of what it is to have a hallucination evidently
presupposes a prior understanding of what it is to perceive
something. By contrast, the causal theorist does not explain
the .notion of a hallucination in this way: rather, he says that
ha\fmg a hallucination is having a perceptual experience
which is not caused by an ‘external’ object. However, it is
hard to see how this difference between the two kinds of
the(?rist implies that the disjunctive theorist is better
equipped to counter the sceptic. For even if it were true that
we can only understand the notion of a hallucination in terms
of a prior understanding of what it is to perceive something,
why should we need actually to perceive anything in order to
possess that prior understanding? There are m}my concepts
which we understand even though we have never come across
actual instances of them, such as the concept of a golden
mountain. It might be contended, perhaps, that all such con-
cepts are analysable in terins of concepts instances of which
we have actually come across, such as the concept of being
g()ld('n and the concept of a mountain. Bud, first of all, this
15 a contestable claim and, secondly, its application in the
present .contcxl would scem to require the equally contest-
able claim that the concept of perceiving is primitive and
unanalysable. For if that concept were conceded to be analys-
fible', the sceptic could again urge that the concept of perceiv-
Ing 1s one that we can understand even though we have actu-
ally come across no instances of it.

Afe there any other considerations, however, which might
tell in favour of the disjunctive theory? One such considera-
tion could be this. It may be felt that the disjunctive theory
FESpects our common-sense intuition that when one really is
percenving an object (and is not, thus, the victim of a
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hallucination), one is in ‘direct contact’ with that objcct. The
causal theory, by contrast, implies that one’s perceptual con-
tact with the object is ‘indirect’, at least in the sense that
such contact is mediated by the occurrence of a perceptual
experience which is merely an effect of that object, rather than
being the object itself. This is not to suggest that the causal
theorist must hold that perceptual experiences are them-
selves objects of perception which are somehow more ‘dir-
ectly’ perceived than ‘external’ objects are (though some
philosophers have confusedly held this view). Clearly, a
causal theorist can be a ‘direct realist’ in the sense that he
can hold that the only objects of perception are external
objects. Even so, it does appear that the causal theory clashes
with common-sense intuition to this extent: when we take
ourselves to be perceiving an external object, it does not seem
to us that this is a matter of our being affected causally in
some way by that object. Thus it may be said that the dis-
junctive theory is more faithful to the phenomenology of percep-
tion than the causal theory is, that is, that it more accurately
reflects what it seems like to be perceiving something.
However, why should we suppose that the phenomenology
of perception provides a good guide to understanding what
bereeption is? Why should perception be as it scems to be?
Certainly, if the causal theory implics that perception is not
as 1t seems 1o be, then it is incumbent upon the causal theor-
ist to explain weky perception is not as it seems to be. But
perhaps he has the resources with which to do this perfectly
satisfactorily. To start with, he could point out that even
when our perception of things is manifestly ‘indirect’, it can
seem ‘direct’. For example, when one is absorbed in watching
a film, one becomes oblivious of the fact that what one really
has before one’s eyes are merely images which are remote
effects of the objects that one seems to see. One cannot
Mmaintain this attitude of absorption while simultaneously
becoming conscious of the images on the screen as imagcs,
because this would require one to divide one’s attention in a
way which seems to be psychologically impossible. From the
point of view of the causal theory, then, it is easy enough to
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understand why perception should always seem ‘direct’ when
we are absorbed in attending to the objects that we take
ourselves to be perceiving, for such attention is incompatible
with a consciousness of the effects which those objects are
having upon us. Moreover, since evolution has, for obvious
reasons, designed us to attend to external objects rather than
to their perceptual effects on us, we can understand why the
phenomenology of perception should so compellingly favour
‘direct’ realism. But precisely because the causal theorist can
explain why this should be so, that it is so does not count
against him and in favour of the disjunctive theorist.

All things considered, then, it does not seem that the dis-
Junctive theory has any advantage over the causal theory. Yet
it does appear to have some disadvantages of its own. For
instance, if it really is committed to regarding the concept of
(veridical) perception as being primitive and unanalysable,
that would surely be a major disadvantage. If the concept of
perception is primitive and unanalysable, how is one to
decide, in a principled way, what to say about some of the
thought-experiments we considered earlier involving John
and the green apple sitting on the table in front of him? It
must also be said that the disjunctive theory has a certain air
of mystery or even magic about it, with its suggestion that
perception puts us in ‘direct contact” with external objects.
To be fair, the disjunctive theorist can do quite alot 1o dispel
this air of mystery. In the first place, he can emphasise that
he is not in the business ol formulating a scientific theory of
perception and can happily accept what physicists, physiolo-
gists and psychologists tell us concerning the causal processes
that go on in our environment and in our brains when we
perceive things. Secondly, he can try to forge a connection
between the idea that we perceive objects ‘directly’ and the
kind of externalism in the philosophy of mind which we discus-
sed in chapter 4. It may be recalled that we described
externalism there as maintaining that our minds ‘reach out’
Into our physical environment, at feast in the sense that our
states of mind can depend for their very existence and iden-
tity upon what things that environment contains. Thus the
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disjunctive theorist may maintain that a person’s mental
state of perceiving some external object is dependent for its
existence and identity upon the object in question, so that if
that object had not existed or if another object had becn in
its place, the person would not have been in that very state
of mind. However, it is not clear that a causal theorist cannot
equally espouse an externalist position, in which case such
considerations cannot play a decisive role in the debate
between him and the disjunctive theorist. But there, for pre-
sent purposes, we must leave this debate.

TIHHE COMPUTATIONAL AND ECOLOGICAL APPROACIIES
TO PERCEPTION

Although philosophers and empirical psychologists have
somewhat different concerns in their attempts to understand
the nature of perception, it is difficult and unhelpful to try
to draw a perfectly clear dividing line between those con-
cerns, as though conceptual analysis and scientific theory
were utterly unrelated to one another. Unsurprisingly, then,
we find echoes of the philosophical debate between ‘direct’
and ‘indirect’ realists in disagreements between empirical
psychologists as to the proper theoretical framework for
investigating perceptual systems and processes. Most con-
temporary psychologists assume that the chief function of
perceptual systems in living organisms is to enable those
organisms to extract useful information from their physical
environment and thereby facilitate adaptive behaviour, that
is, behaviour which favours their survival. But there are deep
disagreements both as to what is involved in percepluz?l pro-
cesses and as to how those processes can best be invesl-lgated
experimentally. Here we may distinguish, in parll(:lflar:
between the ‘computational’ approach and the ‘ecological
approach.

According to the computational approach, a pereeptual
system — such as the human visual system — can }?v thoughi
of as an information-processing system which fllll(‘,[l().lls some-
what analogously to the way in which an electronic digital
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computer does and which, accordingly, can usefully be mod-
elled by means of such a device. On this view — whose best-
known proponent was the psychologist David Marr — one can
gain insight into how the human visual system works by
thinking about how one might design and programme a robot
to negotiate its way around its environment with the aid of
electronic sensors."” The task which faces the designer of
such a robot — and so which, it is assumed, also faced biolo-
gical evolution in its role as our ‘designer’ — can be described
at various different levels of abstraction, of which (following
Marr) we can distinguish three. At the highest level, we may
describe the task in terms of what the system is supposed to
achieve. Thus, in the case of the visual system, what it is
supposed to achieve is to provide relevant information for
the robot or organism concerning the physical lay-out of its
immediate environment — notably, information concerning
the shapes, sizes and relative positions of objects situated in
that environment. Moreover, it is assumed that this informa-
tion has to be gleaned, somehow, from the state of the sys-
ten’s sensors, which in the case of the human visual system
are the retinal surfaces of our eyes. At this tevel of abstrac-
tion, then, we may describe the task in terms of what sorts
ol computational processes are required to  transform
information concerning the state of the system’s sensors into
information concerning the robot’s or organisnt’s cuviron-
ment. The underlying presupposition here is that an informa-
tion-processing system can only process information which is
represented in the system through some method of encoding -
such as the digital machine code of an electronic computer -
and that computational processes operate on such repres-
entations. Lower than this level of abstraction, however, is
the level at which a quite specific computer programme or set
of algorithms might be devised to achieve the computational

" David Marr’s computational theory of vision is explained in his Vision: A Computa-
tional Investigation into the Human Representation and Processing of Visual Information
(New Y""'k: W. H. Freeman and Company, 1982). A good introduction to Marr's
theory is to be found in Vicki Bruce and Patrick Green, Visual Perception: Physiology.
Psychology and Ecology (London: Lawrence Erlbaum Associates, 1985), Part L.
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objectives described at the preceding level. Finally, at the
lowest level of abstraction, we may describe the task in terms
of what kinds of physical structures, whether electronic or
neuronal, are required in order to implement or run the pro-
gramme devised for the system.

From the point of view of the computational approach to
perception, the first two levels of abstraction are obviously of
most interest — which is not to deny that questions of physical
implementation are important in their own right, though
these are seen as being chiefly matters for the electronic
engineer or the neurophysiologist. Let us then consider, in
barest outline, what is involved at these first two levels. The
human retina might loosely be compared to an array of lig‘ht-
sensitive electronic cells, each one capable of registering
degrees of light-intensity on, say, a twenty-point scale. A very
simple array of this sort might contain a few hundred such
cells arranged adjacent to one another to form a 'rectangulgr
grid. When light reflected from objects in the environment 1s
focused on to this grid, an optical image is formed th.ere and
the cells register the varying degrees of light-intensity over
the grid’s surface. Thus information about the two-
dimensional pattern of light-intensities at the grid’s surlac'e
is encoded in the output of the light-sensitive cells. This
encoded information then has to be transformed, somehqw,
into information concerning the shapes, sizes and r§lat1\'e
positions of objects in the environment. That is a dlfﬁcult
task, which is complicated by many environmental factor's,
such as the fact that some objects are partly hidden by or in
the shadow of others. However, an important part of the solu-
tion lies in the application of formal principles of projective
geometry, which can help the system to compute.the three-
dimensional shapes of objects from their t?vo-dlmensumal
optical images as registered from various di[ft?rcn( angles -
rather as one may work out the three-dimenslo.nal shup(' ol
an object from the way it is depicted in a serics of photo-
graphs taken from different points of view. Various assump-
tions have to be made if this sort of solution is to be 'workul)lv
in practice — for instance, that objects in the environment
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are fairly stable and that they are illuminated from a fairly
constant direction. However, in the sort of environment in
which the human visual system has evolved, such assump-
tions as these are in fact justified.

The foregoing is only a very rudimentary outline of how
adherents of the computational approach think we should try
to understand perceptual systems, but it will serve to high-
light the differences between that approach and the rival
‘ecological’ approach. A key feature of the computational
approach, which makes it comparable with ‘indirect’ realism
as we have characterised it hitherto, is that it assumes that
perception involves the construction of representations of
objects in the environment. This process of construction is
assumed to be a complex one, in which lower-level repres-
entations of information about the state of the system’s
sensors are transformed, through the application of mathem-
atical algorithms, into higher-level representations of
information about the state of objects in the environment.
Of course, it is not suggested that we are aware of these
computational processes supposedly going on in our heads.
Rather, we are at most only aware of the end-products, the
representations of the state of objects in our environment.
Pereeptual systems, such as the human visual system, are
described as being modular ov informationally encapsulated, the
imiplication being that our higher-level conscious thonght-
processes are incapable of influcncing  the  information-
processing which goes oncin such syst('ms." This, it is said, is
why we find that we cannot dispel a visual illusion simply by
realising that it is an illusion. Thus, even when we know that
the two lines in the Miiller-Lyer illusion are really equal in
length, we can’t help seeing them as being unequal, because
our visual system delivers to us the (mis)information that
they are unequal and we are unable to ‘correct’ it by altering
the way in which it processes visual information. Why the

" For lhe_ nmipn that perceptual systems are ‘modular’, see Jerry A. Fodor, The
Modularity of Mind (Cambridge, MA: MIT Press, 1983), pp. 471l. 1 raise some
doubts about this in my Subjects of Experience, pp. 128ff.
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visual system should mislead us in this case is a matter for
debate, but the presumption is that having a system incorpor-
ating this ‘error’ confers compensating advantages on us in
our natural visual environment.

Adherents of the ecological approach to perception, whose
leading proponent was the American psychologist J. J.
Gibson, are hostile to the idea that perception is a matter of
representation and explicitly describe their position as being
one which maintains that perception is ‘direct’.’” They agree
that the function of perceptual systems is to provide organ-
isms with action-guiding information about their natural
environment, but don’t see why this should require complex
computational operations on representations. Their idea is
that the natural environment itself is rich in information —
for instance, that the structure of reflected light in such an
environment embodies rich information about the spatial
properties of reflective surfaces in it — and that the human
visual system is well-attuned to picking up that information
and using it to guide our actions. Indeed, such psy'chologi§ts
stress the mutual dependency of perception and action, with
perception guiding action and action enabling perceptu_all Sys-
tems to exploit to the full the information available in the
natural environment. For this reason they are doubtful about
the value of laboratory-based experiments intended to reveal
the workings of the human visual system by studying cases
of visual illusion. They point out that such illusions almost
always occur in unnulu(ral environments in which subjects are
prevented from exploiting the natural interplay between per-
ception and action — because, for instance, they are m?de
to sit still and stare at images on a fixed screen. Ecological
psychologists, then, are resistant to the idea that, in normal
circumstances, our brains have to construct information about
our environment by inferring it from information about the

states of our sensory receptors, because they believe that the

presented in his The Feological
Eribaum Associates. 1086).
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A good introduction to it is provided in Bruce and Green. |
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requisite information about our environment is already pre-
sent in the environment itself and is available for us to pick
up directly, provided that our senses are properly attuned
to 1t.

Computational psychologists are apt to object to the
foregoing picture that it leaves us entirely in the dark as to how
our senses ‘pick up’ information about the environment. A
properly attuned radio set will pick up information from radio-
waves, but it requires a lot of complicated machinery in order
todo this. Computational psychologists may say that what they
are doing is explaining, in the perceptual case, how the
machinery does its job — though not, of course, at a purely
physiological level (the level of ‘implementation’). However,
the ecological psychologist may retort that he doesn’t deny
that some sort of machinery is required, but only denies that
there is a significant level of description of what this machinery
does that requires expression in terms of computations and
representations. And, indeed, it seems perfectly fair to raise
this sort of doubt about the computational approach."” We
shouldn’t assume, just because human designers might
profitably adopt the computational approach in order to con-
struct a robot, that nature has adopted this approach in
‘designing’ us. Very often, tasks which can be accomplished
with the aid of ecomputational techniques can also be accomp-
lished in other and sometimes simpler ways. Consider, for
instance, the task of ensuring that the water-levels in two tanks
are cqual. This could be achieved by installing an claborate
system of electronic sensors governing the inlet and outlet
pipes to the two tanks, so that when the water-level in one tank
goes up or down by a certain measured amount, information
about this is passed to the other tank and the same amount of
water is let into or out of it. But a much easier solution is to
place the two tanks on the same level and join them by an inter-
connecting pipe, thus letting gravity do the work.

" For s‘uch doubts about the computational approach to mind in general, sec Tim
van Gelder, ‘What Might Cognition Be, If Not Computation?’, Journal of Philosophy
92 (1995), pp. 345-81.
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I shall not attempt to adjudicate here between the ecolo-
gical and computational approaches. It interesting that the
debate between them resembles, in a fashion, the debate
amongst philosophers between ‘direct’ and ‘indirect’ realists,
but I don’t think that either approach clearly stands or falls
with its philosophical counterpart. It may also be suggested
that the computational approach is implicitly ‘internalist’
whereas the ecological approach is implicitly ‘externalist’, in
the senses of those terms explained in chapter 4 — though
some philosophers of psychology have disputed this descrip-
tion of the computational approach.' But whatever the truth
may be about this, I cannot help remarking that the two
approaches have one striking feature in common: neither pf
them assigns any significant role in perception to the quallt-
ative or phenomenal characteristics of perceptual experience.
Indeed, neither of them really has any use for the notion (.)f
perceptual experience at all. Perhaps that will be a point in Athelr
favour as far as adherents of the disjunctive theory of per-
ception are concerned (though their sympathies could sur.ely
lie only with the ecological approach). But to ot.her philo-
sophers of perception the neglect shown to the notion of per-
ceptual experience will scem a serious omission. To them it
will scem that the most important and central feature .of
perception has simply been ignored by both of these emplr-
ical approaches.

CONSCIOUSNESS, EXPERIENCE AND "BLINDSIGHT®

In response to the last complaint, some psychologists may
urge that, in point of fact, empirical evideqce suggests lha‘t‘
the phenomenal aspects of perceptual experience are far less
important than common-sense thinking takes lhftln to be.
They could cite here recent studies of cascs of so-called

- R . aliet’ jentation has beenp
" The view that Marr's theory of vision has an cexternalist’ onentation he

. e C\sion” ) av 1. Garheld
defended by Tyler Burge: see his ‘Marr's Theory of Vision'. in Jay | y
{ed.y, Mndulari}] in Knowledge Representation and '\’ql"'(l/f"”ngfla"ei(,(I"(I,’r;/{;:‘;:'f
(Cambridge, MA: MIT Press, 198¢g). For an opposing view, st ‘H “j ,lr,, Segal,
‘Seeing What is Not There’, Philosophical Review 9% (19809). pp. 184-211.
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‘blindsight’, in which subjects suffering from certain kinds of
lesion in their visual cortex declare themselves to be unable
to see anything in some region of their visual field and yet are
manifestly in possession of visually-based information about
ltems in that region.” Their possession of such information
can be elicited by instructing them to make ‘guesses’ about
the. presence or absence of certain stimuli in the ‘blind’
regions of their visual field, for it turns out that their
‘guesses’ are correct far more frequently than chance could
explain, The implication seems to be that such subjects are
seemg.the stimuli, even though — judging by their own intro-
spective reports — they are not enjoying any kind of conscious
perceptual experience of them. Of course, one might surmise
that 'these subjects are undergoing conscious perceptual
experiences and that it is their introspective judgement that
15 at fault, but that seems highly implausible. But if we don’t
neeid to have conscious perceptual experiences in order to see
thmgs., perhaps we overestimate the extent to which such
e€xperiences are involved in the visual processes even of norm-
ally sighted individuals. Certainly, if we don’t need to have
pereeptual experiences in order to sce things, the causal
theory of perception sketched carlier i this chapter cannot
be correct., .

Oue question which we could raise here is this. Why should
we say that the blindsight subjects are indeed secing l])iup;s in
the *blind” regions of their visual ficlds? After atl, l‘ln'\' them-
selves sllr()ng‘ly deny that they can see anything llu'r(". I the
answer 1s given that they must be secing something since
‘they are evidently receiving information via their eyes about
items in the ‘blind’ regions of their visual fields, then this
clearly presupposes a certain conception of what it is to see
something — namely, that to see something is to receive

(&3 .
;‘:Zr ful experimental dt?tails concerning the phenomenon of ‘blindsight’, sce
Pr;:enlccg\g’elsgkramz., Blmdsz:ght: A Case Study and Implications (Oxford: Clarendon
g h;,fo? ). Some interesting questions concerning the implications of blind-
BFO(‘k in ‘((;:rau(?de;s@nd;{‘god the nature of consciousness are raised by Ned

o «Oontusion taF 3 ‘ . o N /
Sciences 18 (1995), pp. 227—8;, a Function of Consciousness’, Behavioral and Brain
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information about it via the eyes. (One would have to qualify
this so as to avoid having to say that one sees something when
one reads about it in a book, but let us ignore this complica-
tion here.) But such a conception of what seeing is can cer-
tainly be challenged. For one thing, if ‘prosthetic’ vision of
the kind discussed earlier is possible, as it certainly seems to
be, one does not need eyes in order to be able to see, if by
‘eye’ one understands the sort of biological organ we typically
find located in people’s heads. On the other hand, if by ‘eye’
one means any kind of device, whether natural or artificial,
which enables one to see, it will clearly be circular to define
seeing in terms of acquiring information via the eyes. It is
very arguable, in fact, that what is distinctive of seeing, as
opposed to any other sensory modality, is the kind of per-
ceptual experiences that are characteristically involved in it —
and, more specifically, the kind of phenomenal or qualitative
features which those experiences typically have. This, surely,
explains why blindsight subjects so strongly deny that they
can see, namely, because they believe that they lack the
requisite kind of perceptual experience. And note, here, that
such subjects continue to deny that they can see even after
they have been informed about the high success-rate of their
‘guecsses’.

Of course, it would be idle to enter into a purely verbal
dispute about what we should or shouldn’t mean by the verb
“to see’. Perhaps we should even distinguish two different
senses of ‘se¢’ and say that blindsight subjects ‘see’ in one
sense but not in the other. That, indeed, would be in line
with the thinking of some physiologists who maintain that
the human brain is equipped with two different visual sys-
tems, an older one and a more recently evolved one, only the
first of which is intact in blindsight subjects. (It is worth
noting here that the sorts of stimuli about which blindsight
subjects can make correct ‘guesses’ are fairly crude ones,
such as points of light or simple shapes.) But if conscious
perceptual experience is only associated with tht* more
recently evolved system, we need to ask what blu|”ﬂf"‘“|_
advantage such experience confers upon creatures capable of
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it. This is part of a much broader question that can be raised
abgut the function of consciousness from an evolutionary
point of view. Some philosophers and psychologists suggest
that consciousness — if it really exists at all - is epiphenom-
enal, an accidental by-product of other evolutionary develop-
ments. This suggestion is hard to believe, but difficult to dis-
miss .unless it can be shown that a creature possessing
consclousness can achieve certain things which a creature
lacking it could not achieve. On the other hand, perhaps we
sh(')uld say that if evolutionary theory cannot explain the
existence of so striking and undeniable a phenomenon as

consciousness, this is indicative of the inadequacy of the
theory.

CONCLUSIONS

In this chapter, the notion of a perceptual experience has been a
cen?ral concern. Perceptual experiences are conceived of as
having both qualitative features and conceptual content
(though they may in addition have some kind of non-
conceptual content). Their conceptual content is clearly
.related to, or constrained by, their qualitative features, but
ina fashion which is not easy to spell out in detail. We exam-
ln.cd a version of the causal theory of perception, which main-
tains that it is a conceptual truth that perception involves a
causal relationship between a subject’s perceptual experi-
ences and the objects which he or she thereby perceives. We
saw that such a theory has to deal with the problem of ‘devi-
ant causal chains’, but tentatively concluded that this prob-
lem can be solved. Then we looked at objections to the causal
theory, concentrating on the claim that it promotes scepti-
cism — a charge which we argued to be unfounded. We also
looked at a major rival to the causal theory — the disjunctive
theory — but concluded that it does not have any significant
aflvantages over the causal theory and has, besides, certain
dlsadvantagcs: Then we went on to discuss the division
amongst empirical psychologists between adherents of the
ecological and computational approaches to perception,
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noting its resemblance to the division amongst philosophers
between ‘direct’ and ‘indirect’ realists, but also noting the
neglect by both approaches of the notion of conscious per-
ceptual experience. Finally, we discussed whether this neg-
lect could be justified by appeal to the existence of such phe-
nomena as ‘blindsight’, but concluded that no simple
argument to that effect could be sustained. The contention
that perceptual experiences as we have characterised them
are centrally involved in processes of perception appears,
then, to survive attack both on philosophical and on empirical
grounds.



7
Thought and language

So far in this book, we have discussed various different kinds
of mental state, including sensations, perceptions (that is,
perceptual experiences) and beliefs. We discussed beliefs
.(and other propositional attitude states) in quite some detail
in chapters g and 4, before going on to talk about sensations
a.nd perceptions in chapters 5 and 6. This order of discus-
sion — although consistent with the overall plan of the book -
might strike some readers as being an inversion of the nat-
ural one, because it is natural to assume that sensations and
perceptions are, in more than one sense, ‘prior’ to beliefs.
lhcy seem prior to beliefs, first of all, in the sense that many
of our k?eliefs are based on, or derived from, our sensations i\ll(li
perceptions, whereas the reverse never seerms to be the case
((‘x(‘t‘p.l, perhaps, in certain species of delusion). Secondly,
sensations and pereeptions seen; prior to beliels in the sense
that, whereas we might he willing to attribute sensations and
!)(flvl“‘l’s CvenL pereeptions to a crcatnre which we decmed
incapable of possessing beliefs, I think we wonkld - or, at least,
s/zou{d — be less willing, and perhaps altogether unwilling, to
attrlbut'e beliefs to a creature which we deemed incapable of
possessing sensations and perceptions.

Part of what is implied here is that beliefs are mental
states qf a higher wgnilive level than are either sensations or
Sferc‘zgtglr?ir:is\',gnf might wish 1o deny, indt:(.:d, that sensations
orge. oot Sens ii.tes at all - although against this one could
Ao th Ssia llons p'r(?wde a creature with information
g immedigtz cal condition of various parts of its body and

environment (for example, that sensations of
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pain inform it about damage to certain of its body-parts and
that sensations of smell inform it about the presence of food
or other animals). Perceptions, on the other hand, clearly qual-
ify as ‘cognitive’ states, if — as was urged in chapter 6 — we
should think of them as necessarily possessing conceptual
content: for an ability to exercise concepts is undoubtedly a
cognitive ability. The adjective ‘cognitive’ derives from the
Latin verb cognoscere, meaning ‘to know’, and knowledge
properly so-called is inextricably bound up with an ability
to exercise concepts. However, this very connection between
cognition and concept-possession should make us reconsider
whether the kind of information made available to a creature
by its sensations suffices to justify our describing sensations
as ‘cognitive’ states. Arguably, it does not suffice, since no
exercise of concepts on the part of the creature need be
involved. A dog which licks its wounded leg, upon feeling a
sensation of pain there, is clearly in some sense responding
to information made available to it about the physical condi-
tion of its leg. But in order to respond appropriately in this
way, the dog does not apparently need to exercise concepts of
any sort. It need, in particular, possess no concept of a leg,
nor of damage, nor of itself, nor indeed of pain.

Having made this connection between cognition and con-
cept-possession, however, we may begin to feel dissatisfied
with some aspects of the discussion about beliefs and their
‘propositional content’ in chapter 4. In particular, we may
feel that beliefs were there treated merely as ‘representa-
tional’ or ‘informational’ states, in a way which was quite
insensitive to the distinction between those mental states
which do, and those which do not, presuppose an ability to
exercise concepts on the part of creatures possessing the
states in question. That is one very important reason why we
must now return to the topic of belief and, more broadly, to
the topic of thought. Our preliminary invesligati({ns into (!ﬁs
area in chapters § and 4 werc not in vain, inconclusive
though they were. Now we are in a position to carry them
further forward in the light of what we have learnt about
sensation and perception. For one thing which we must try
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to understand is how sensation and perception are related to
thought and belief. Another is how thought and belief are
related to their expression in language.

Some of the questions that we shall address in this chapter
are the following. Is all thought symbolic and quasi-linguistic
in character? Is there a ‘brain code’ or ‘language of thought”
What is the role of mental imagery in our thinking processes?
How far is a capacity for thought dependent upon an ability
to communicate in a public language? Does the language
which we speak shape or constrain the thoughts that we are
capable of entertaining? And to what extent are our capacit-
ies for language innate?

MODES OF MENTAL REPRESENTATION

Let us begin with the seemingly innocuous proposition that
cognitive states, including thoughts and beliefs, are at once
mental states and representational states. Now, 1 have already
suggested that talk of ‘representation’ in this context is
sT)me‘what indiscriminate, in that it is insensitive to the dis-
tinction between conceptual and non-conceptual content
(recall our discussion of this point in the previous chapter).
However, precisely for this reason, such talk carries with it a
sn‘lull('r burden of assumptions than would more specitic ways
of talking, which gives it certain advantages. The guestions
we need to think about now are (1) hore miental states could
h_(' representational states aud (2) what mades of representi-
tion _lh(:y must involve in order o qualify as coguitive states.
It is in flddressing the latter question that we can impose the
constraint that cognitive states must be seen as possessing
some kind of conceptual content.

W‘e havc.: already given the first question a good deal of
co_ns_lderatlon in chapter 4, where we explored various natur-
alistic accounts of mental representation (although, to be
sure, we found reason to be less than fully satisﬁe’d with
glese). So let us now concentrate on the second question.
mz:lee wefmay be helped by rcﬂect.ing on the many different

$ ol non-mental representation with which we are all
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familiar. The wide varicty of these modes is illustrated by the
very different ways in which items of the following kinds
serve to represent things or states of affairs: pictures, photo-
graphs, diagrams, maps, symbols, and sentences. All of these
familiar items are, of course, human artefacts, which people
have designed quite specifically in order to represent some-
thing or other. Indeed, it is arguable that every such artefact
succeeds in representing something only insofar as some-
one — either its creator or its user — interprets it as repres-
enting something. If that is so, we might seem to be faced
with a difficulty if we tried to use such items as models for
understanding modes of mental representation. For — quite
apart from its inherent implausibility — it would surely
involve either a vicious circle or a vicious infinite regress to
say that mental representations succeed in representing some-
thing only insofar as someone interprets them as repres-
enting something. For interpreting is itself a representational
mental state (in fact, a kind of cognitive state). One way of
putting this point is to say that human artefactual repres-
entations, such as pictures and maps, have only ‘derived’, not
‘original’, intentionality — intentionality being that property
which a thing has if it represents, and thus is ‘about’, some-
thing else (in the way in which a map can be ‘about’ a piece
of terrain or a diagram can be ‘about’ the structure of a
machine).' .
We may respond to the foregoing difficulty in the following
way. First of all, the fact (if it is a fact) that artefactual rep-
resentations have only derived intentionality, while it might
prevent us from appealing to them in order to explain how
mental representations can be representational states —
which was question (1) above — would not prevent us lrf)m
appealing to them for the purposes of answering question
(2), that is, as providing models of various different possible

' For discussion of the distinction between ‘original’ (or ‘fintrinsic) intentionality
and ‘derived’ intentionality, see John R. Secarle, The Rediscoiens of the Mind

(Cambridge, MA: MIT Press, 1992). pp- 78-Rz. For more about the notion of
intentionality quite generally, see his Intentionaliy: An Fssay m the Philaswophy of

Mind (Cambridge: Cambridge University Press, 1984).
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modes of mental representation. It could be, for example, that
certain modes of mental representation are profitably
thought of as being analogous to sentences, as far as their form
or structure is concerned. Certainly, it would be unpromising
to maintain that such a mental ‘sentence’ serves to represent
something — some state of affairs — for the same sort of
reason that a written sentence of English does, since it seems
clear that sentences of English only manage to represent any-
thing in virtue of the fact that English speakers interpret them
as doing so. Hence, we must look elsewhere for an account of
how a mental ‘sentence’ could manage to represent anything
(appealing, perhaps, to one of the naturalistic accounts
sketched in chapter 4). However, it might still be the case
that there is something about the structure of natural lan-
guage sentences which makes them a promising model for
certain modes of mental representation. This is the issue that
we shall look into next.

THE ‘LANGUAGE OF THOUGHT> HYPOTEHESIS

The following line of argument provides one reason for sup-
posing that cognitive states, including thoughts and beliefs,
must be conceived of as involving some sort of quasi-linguistic
mode of representation. We have already made the point that
cognitive states have conceptual content. But, more than that,
they have conceptual structure. Compare the following beliefs:
the belief that horses like apples, the belief that horses like
carrots, the belicf that squirrels like carrots and the belief
that squirrels like nuts. Each of these beliefs shares one or
more conceptual components with the others, but they all
have the same overall conceptual structure — they are all
beliefs of the form: Fs like Gs. Now, sentences of a language
are admirably suited to capturing such structure, because
they are formed from words which can be recombined in vari-
ous ways to generate new sentences with the same or differ-
ent structure. The grammatical or syntactical rules of a lan-
guage determine what forms of combination are admissible.
A competent speaker, who has an implicit knowledge of those
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rules together with a large enough vocabulary — which may,
however, comprise only a few thousand words — can construct
a vast number of different sentences, many of which he may
never have encountered before, in order to express any of a
vast range of thoughts that may come into his head. The
productivity of language, then — its capacity to generate an
indefinitely large number of sentences from a limited vocabu-
lary — seems to match the productivity of thought, which sug-
gests a close connection between the two. A plausible hypo-
thesis is that the productivity of thought is explicable in the
same way as that of language, namely, that it arises from the
fact that thought involves a structural or compositional mode
of representation analogous to that of language. Unsurpris-
ingly, the existence of just such a mode of mental repres-
ention has indeed been postulated, going under the title of
‘the language of thought’ or ‘Mentalese’

In describing the putative language of thought as being a
language, we must be wary not to assimilate it too closely to
familiar natural languages, such as English or Swahili. The
only relevant similarity is structural — the possession of ‘syn-
tactical’ organisation. Mentalese, if it exists, is a language in
which we think, but not one in which we speak or communicate
publicly. Mareover, il we do think in Mentalese, we are
clearly not consciously aware of doing so: sentences of Menta-
lese ave not disclosed to ns when we reflect, or ‘imtrospeet’,
upon our own thought processes. Thns, sentences of Menta-
lese are not o be confused with ‘inner speech’ or silent soli-
IOHUY’ ~ the kind of imaginary dialogue that we often hold
with ourselves as we work out the solution to some problem
or ponder over a decision we have to make. For we conduct
this kind of imaginary dialogue in our native tongue or, at

The most fully developed defence of the language of thought hypothesis, drawing
YN arguments of the kind sketched in this section, is to be found in Jerry A. Fodor,
The Language of Thought (Hassocks: Harvester Press, 1976). ‘Mentalese’ is Wilfrid
S’:"}”S’ name for the language of thought: see his ‘The Structure of Knowledge
i, n H N. Castaiieda (ed.), Action, Knowledge, and Reality: Critical Studies in Honor
of Wilfrid Sellars {Indianapolis: Bobbs-Merrill, 1975). See also Hartry Field,
Mental Representation’, Evkenntnis 13 (1978), pp. 9-61, reprinted in Ned Block
(ed.). Readings in Philosophy of Psychology, Volume 2 (London: Methuen, 1981).



166 An introduction to the philosophy of mind

least, in some natural language known to us, be it English or
German or some other human tongue.

But why, apart from the foregoing considerations about
the productivity of thought, should we suppose that Menta-
lese exists? Various additional reasons have been offered.
One is this. It may be urged that the only way in which one
can learn a language is by learning to translate it into a lan-
guage which one already knows. This, after all, is how a
native English speaker learns a foreign language, such as
French, namely, by learning to translate it into English
(unless, of course, he picks it up ‘directly’, in which case he
presumably learns it in much the same way as he learnt
English). But if that is s0, then we can only have learnt our
mother tongue (our first natural language) by learning to
translate it into a language our knowledge of which is innate
.(and thus unlearned) - in short, by learning to translate it
Into Mentalese, or the ‘language of thought’. However,
athou'gh learning a language by learning to translate it cer-
tainly is one way of learning a language, it may be questioned
whether it is the only way. Someone hostile to Mentalese
co.uld easily turn the foregoing argument around and main-
tain that, since (in his view) there is no such thing as Menta-
lese, it follows that there must be a way to learn a language
which does not involve translating it into a language which
one already knows. But then, of course, it would be incum-
bent upon such a person to explain what this other wity could
!)(‘, which might not be at ail casy. We shall return 1o this
1ssuc later, when we come to consider to what extent our
knowledge of language is innate.

Another consideration ostensibly favouring the language of
thought hypothesis is that postulating the existence of such
a language would enable us to model human thought-
processes on the way in which a digital electronic computer
operates. Such a device provides, it may be said, our best
hopf: of understanding how a wholly physical system can pro-
cess znﬁ)rmc{tion. In the case of the computer, this is achieved by
r@preselftmg i{]formation in a quasi-linguistic way, utilising a
binary ‘machine code’. Strings of this code consist of
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sequences of the symbols ‘0’ and ‘1°, which can ‘b(' rrnlisv‘d
physically by, say, the ‘off” and ‘on’ states of c!c(t'lr(nu('
switches in the machine. If the human brain is an informa-
tion-processing device, albeit a naturally evolved one rather
than the product of intelligent design, then it may be reason-
able to hypothesise that it operates in much the same way as
an electronic computer does, at least to the extent of utllls.mg
some sort of quasi-linguistic method of encoding mform‘atlop.
Mentalese might be seen, then, as a naturally evolved ‘brain
code’, analogous to the machine code of a computer. On the
other hand, doubts have been raised by many philosophers
and psychologists about the computational' approach to the
mind, some of which we aired in the previous chapter. We
shall look into this question more fully in the next chapt.er,
when we discuss the prospects for the development of artifi-
cial intelligence. In the meantime, we wo.uld do well not.to
put too much weight on purported analogles between brains
and computers. Moreover, as we shall see in the next chap]t]er(i
there are styles of computer architecture — notabl.y, so-calle

‘connectionist’ ones — which do not sustain the kind of ana-
logy which has just been advanced on behalf of the language

of thought hypothesis.”

- . CCENTA N
ANALOGUE VERSUS DIGITAL REPRESENTATIO

Sentences of a language, as we have just seen, provide one
possible model for the mode of mental .represemle.mog
involved in human thought processes. But ea.rller on.\(;'e 15[(;1-
many other kinds of artificial representation .bCSI es se :
tences — items such as pictures, photographs, diagrams an

. Y see Daniel C.
' For evaluation of Fodor's arguments in The [:anguﬂf."' of [hn;lﬁh_l;;(:’ ;rpnnu-d as
Dennett’s critical notice of the book in Mind 86 (15)77)1 l)P»- z'h.";’ 0 /.,,ml Fysays on
‘A Cure for the Common Code?, in Dennett’s Brainstorms. ][ lls:: iﬂn Blk (ed).
Mind and Psychology (Hassocks: Harvester P”,.SS’ 1979) iln('g‘f“llﬁ of the language
Readings in i’hila,m/;lg)' of Psychology, Volume 2. For Oth-e,r, (”.tf(;.{“hn-n . Svalnaker,
of thought hypothesis and an alternative perspective, M.( Fodor further defends
Inguiry ((lamf)ri(lgc, MA: MIT Press, 1984), ch. 1 ""ld (';, z]' [;’/rm of Meaning in the
the h'ypothesis in the Appendix to his Psychosemaniics: The Prob )

Philosophy of Mind (Cambridge, MA: MIT Press, 1987).
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maps. All of these items involve some element of analogue —
as opposed to digital — representation. The analogue/digital
distinction can be illustrated by comparing an analogue
clock-face with a digital clock-face. Both types of clock-face
represent times, but do so in quite different ways. A digital
clock-face represents time by means of a sequence of
numerals, such as ‘10.59’. An analogue clock-face represents
that same time by the positions of the hour hand and the
minute hand of the clock. More particularly, an analogue
clock-face represents differences between hours by means of
differences between positions of the hour hand, in such a way
that the smaller the difference is between two hours, the
smaller is the difference between the positions representing
those hours (and the same applies to the minute hand). Thus
the analogue clock-face represents by drawing upon an ana-
logy, or formal resemblance, between the passage of time and
the distances traversed by the clock’s hands.*

The analogue representation involved in an analogue
clock-face is highly abstract or formal. Maps and diagrams
are less formal than this, since they bear some genuine
resemblance, however slight or stylised, to the things which they
represent. Thus a map representing some piece of terrain is
spatially extended, just as the terrain is, and represents
nearby parts of the terrain by nearby parts of the map. Other
aspects of map-representation may be more formal, however.
For example, if the map is a contour map
Steepness of part of the terrain by the closeness of the contour
lines in the part of the Map representing that part of the
terrain. A map may also include cleme
representation, which qualify as ‘digital’ rather than ‘ana-
logue’ - such as a cross to represent the presence of a church
(though, even here, the location of the Cross represents the

s it represents the

MIT Press, 1984), ch. 7.
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degrees of resemblance between them and the t’hings which
they represent: thus, in a colour photograph which is, as we
say, a ‘good likeness’ of a certain person, thp colour of that
person’s hair resembles the colour of the region ofthe photo-
graph which represents that person’s hair. In this case, the
resemblance needs to be of such an order that the experience
of looking at the photograph is (somewhat) similar tothe
experience of looking at the person. But, o'f course, looking
at a photograph of a person isn’t exactly like !ookmg at a
person — and seeing a photograph as representing a person
requires interpretation quite as much as does seeing a map as
representing a piece of terrain.

IMAGINATION AND MENTAL IMAGERY

An obvious question to ask at this point is this. Do any of
our cognitive states involve analogue modes of representatlt(;lr:.
How, though, should we attempt to find the answer to .Os
question? Perhaps we could just ask people for 'theligopl'?lwe
about this, relying on their powers Oflntrf)SpCfUOTl. du,t 1r v
ask people whether, for instance, the){ t'hmk 1'n yv(()ir S 0e "
images’, we find that we get a surprlsmgly varie : rangmlv
answers. Some people assert that their thn.]kmg 1.? rc)qu;:hat)_
accompanicd by vivid mental in}ag(‘ry, wln!e (’)th)(,r:s’tnﬂ(;levcn
ically deny that they ever experience such Iin"lﬁr)rd.t oven
proless not to understand what is Il.l(‘illll by l‘:] nhl : o
of the latter people, however, happily ass?rt that t e}al i
‘in words’ — by which they mean }vords of sot:e nﬁuilrr o
guage, such as English. But the.n it appears t zﬁ tbltltt e
Ing is accompanied by mental imagery after all, j )
auditory imagery rather than by .vlsual imagery. tal imagery

What, though, is the connection betwe.cn men e
and modes of mental representation? It. Is dange'r(ln.m? ,(r
to slip into arguing in the following fashion. Man‘? lm:é.,}: zr,
whether visual or auditory, manifestly accompanies n)1 ch or
all of our conscious thinking. But mcnt.al lmage:s)an ”vn}fg(,}‘
and thus involve analogue representation. I'{cn(c,t.m;mom‘
our thinking involves analogue modes of representation.
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f;éage, at times, in processes of imagination. Thus, if someone

! sgrreuec;sﬁrglz, sIa}l/(,ntci)wlr}rllsgnle a white horse galloping across
, . :

‘visualise’ a scene corresp‘(l)vnd(l?ncatr(:yt}?llt 'that eseniption. But

we shouldn’t assume, i . ¢ torm d_eSC”P“O.n' Bl’lt

e sho €, Just because the term ‘imagination’ is

erved from the same root as the term ‘image’, that ima-

Lr:l?gfiso‘fs:rf;l; kgld. prever, we shouldn’t assume that that
that when yeu v.i Ui_— It may be asked - isn’t it just obvious
mind' eyey_ y sualise somethlr’lg you see something ‘in your
that this is sq T}rlnental picture’® No, it isn’t at all obvious
experience of ;/isu l?l]m'OSt t}.la_t can safely be said is that the
the ch)Cri;:nce ()f'a Y magining .SOmething is somewhat like
obvious that the ¢ Se(‘ilgllg Som(?thn}g' But since it is far from
kind of ‘mcnta]) )»iP((.i)lLrlﬁncc of scemg.something involves any
experience ofvisluallllri(‘ ’,Wf-ly-Sh()UId 't l.)c supposed that the
to answer here (hq)t, rld.’?"n}llg something does? It won’t do
something, the thi ‘r ccause, when youy visually imagine
therefore l;(' somet) o yoA“ pagine needn’t exist, there must
'see in your .llli:l(ll’lgl‘!’lc;/:-‘: tha ‘rc';llly (llm'x exist and which you
which A ‘11 Mental picture of (he thing
mme,;lin);lol;[;r;/nlm((ijgmmg. .l‘()r .why should you have to sct

! order to visualise something which doesn’t
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a white horse galloping across a green field — and compare
this with what you do when you are instructed to paint a pic-
ture of a white horse galloping across a green field. Suppose I
ask you, concerning your imagined scene, whether the sky
was blue or whether there were any trees nearby. In all prob-
ability, you will say that you just didn’t think about those
matters one way or the other. But your painting could not
easily be so non-committal. You may have decided not to
include the sky in your picture, but if you did include it, you
will have to have given it some colour. Likewise, you will have
to have made a decision about whether or not to include any
other objects in the picture besides the horse, such as some
trees. In this respect, imagining seems to be rather more like
describing than depicting, because a description is similarly
non-committal about items not explicitly included in the
description. Two famous examples often cited in illustration
of this point are those of the speckled hen and the striped
tiger.” When a person depicts such a creature, he or she must
(it is said) depict it as having a determinate number of
(visible) speckles or stripes. But when a person imagines such
a creature, it may be futile to inquire how many speckles or
stripes the imagined creature possessed, because the person
imagining it may simply have failed to think about the
matter otie way or another. On the other hand, it seems that
imugining is not as completely non-committal about such
things as describing is. If I ask you to imagine a striped tiger,
I would expect you to be able to say whether you imagined
it as lying down or as moving and as facing you or as seen
from one side. The bare description of a situation as being
one which includes a striped tiger is, by contraszt, com-
pletely silent about such matters. So perhaps imagining does
involve some degree of analogue representation. But maybe

" For discussion of the example of the tiger and its stripes and a rlr.frn« e of a
deseriptional view of imagination, see Daniel €. Dennett, (Junl.mt rm.rl Convsinsness
(London: Routledge and Kegan Paul, 1969), pp. '32'4'“”""”"”1 n Block ed.).
Readings in Philosophy of Psychology, Volume 2 and in _\"'l Block (ed.). {""’.L"’!"'
(Cambridge, MA: MIT Press. 1981). Somewhat confusingly, l)!"lnl"l! uses (l}'pu»
tiomal’ as synonymous with ‘descriptional’ and contrasts both with *pictorial’.

4
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;)[icltsurrne(')re like drawing a map or a diagram than painting a
Hoyveve.:r, the trouble with the foregoing approach to the
question just raised is that it still relies on dubious appeal to
?ur po;vers of introspection. Isn’t there a more objec?ip\)/e way
tﬁifittsg t”}llﬁema;tf'r? Some empiri.cal psychologists certainly
. Com.entiozfl tfl ieve that experimental evidence supports
e Pone at analo‘gue‘ modes of representation are
ed in some of our thinking processes. One well-known
Ctp_erlmgmal technique involves showing subjects pictures
sbgéitte on to a screen, of pz}irs of asymmetrically shaped’
Sogrle s, constructed out of uniformly sized cubic blocks. In
hape Cii(isgfgtih (;)bjficts in a pa‘ir are exactly the same in
cer(ai; ut o W.sth epicted as having been rotated through a
o ()bject§in ith respect to the. other. In other cases, the
o “riémaﬁonalpalr are subtly different in shape as well as
S frOm.thn each case, after the picture has been
e oo tedscre.en, ‘sub'Jects are asked to say whether
o the ﬁnaillg])s Ciscthg?lrw()}: objtehcts had tbhe same shape. One
the » when the two o jects in a pair have
nl:l_n:d:;:ztstll?i}zt‘i;tbc.angth of time it t.akcs subjcctsptu deter-
angle thr()ug}; V;/h??h‘b N)l\lgth pr()}).()rtloflal to the size of the
AR wit; (‘m‘t, ol the objects is depicted as having
explanation of this § respect Lo the other. The proffered
SRR lls IIT(iI‘llg - and one which seems to be cor-
cerned - is)[h»li l‘llllr.u‘:"p(-(»u\/(- reports ol the subjects con-
ml:\ting’a;-:‘ln(‘=1n[‘:lrl 3!‘1«(‘(.8 sul\:v !hls problem by ‘mientally
mine Whethér c;r cred ‘image” ol one of the objects to deter-
e b i no’t 1; can be made to coincide with their
ey mage ol the other object. The length of time
the size of the ane;n t}? do this depends, it is suggested, on
of the ‘images’ —g(fnt tkrlough which they have to ‘rotate’ one
that their ‘speed of e seemlr.lgly .rcasonable assumption
explaining o e;m:i[al rotation’ is fairly constant — thus
betw.e('n the length otPtimn;?lt\?cli\ysule'stabliSth Correlatio.n
V(’\jdlt‘( and the size of the an le>th)JCCtS take‘ toreach their
objects was depicted as havinngeenr;)(;lt%ittl thh one of the
g ed with respect to
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the other. If subjects had stored the relevant information
about the depicted objects In a ‘digital’ rather than in an
‘imagistic’ form, it is urged, there would have been no reason
to expect such a correlation.”

In another series of experiments which has been claimed
to support the hypothesis that ‘imagistic’ modes of repres-
entation are involved in human thinking, subjects learn to
draw a map of a fictional island containing a number of
depicted objects in various locations, such as a hut, a tree, 2
rock, and so forth. Then they are asked to imagine the map
and focus mentally on a given location on it. Finally, a word
is presented to them, which may or may not name an object
on the map, and they are asked to ‘look’ for the object and
determine whether or not it is on the map. It is found that
subjects take more time to reach a verdict about objects
which are depicted on the map as being far away from the
location initially focused on than they do about objects which

are depicted as being closer to it, whence it is hypothesised

that they arrive at their answers by ‘mentally scanning’ a
remembered ‘image’ of the map, taking more time to scan
between locations which are far apart than they do between
locations which are close together. If subjects stored informa-
tion about the locations of objects ina ‘digital’ form, it is once
relation would not be expected.’
However, an objection to such an interpretation both of these
previous  ones is that, strictly
speaking, all that we can salely conclude is that subjects solve
these problems by engaging in exercises of the imagir}aliqn -
and that the cognitive processes involved in imagination,
whatever they may be, are similar to those involved in per-
ception. Thus, it 1s plausible to suggest that the cognitive

again urged, this sort of cor

experiments and of the

RN

' experiments may he found in
Scienir

f 'l'hrrv-l)imcns’ituml Objrcts’,
i Richard J. Herenstein, Joans

" A fuller account of the ‘mental rotatio
Shepard and J. Metzler, ‘Mental Rotation o
171 (1971), pp. 7O1-3. See also Roger Brown an
and linages’, in Block (ed.), Imagery.

“For a fuller description of the 'mup—scanning’ exper
Kosshn, Steven Pinker, George b Smith and Steven P.S
fication of Mental Imagery'. Behavioral and Brain Sciences 2 (rg79). pp-
partly reprinted in a revised form in Block (ed.), fmagen:.

jnents, see Srephen M
hwartz, “On the Drmvsti-
53500
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processes involved in imagining that one is scanning a map
are similar to those involved in actually scanning a map. But
whether those cognitive processes involve ‘digital’ or ‘ana-
logue’ modes of representation seems to be a further ques-
tion which is not settled by the fact that similar processes
are involved in both cases. For reasons explained earlier, we
must be careful to avoid the fallacy of supposing that imagin-
ing that one is scanning a map must somehow involve a pro-
cess of actually scanning an ‘imaginary’ map, or an ‘image’
of a map. Maps undoubtedly involve an analogue mode of
representation, but it doesn’t follow that our cognition of maps
involves an analogue mode of representation.”

Despite this word of caution, there doesn’t seem to be any
very compelling reason to deny that human thinking could
involve elements of analogue representation. Against this, it
Is sometimes urged that images are unsuited to the role of
being vehicles of thought because they are always inherently
ambiguous — and that such ambiguity can only be removed by
processes of interpretation which could not themselves essen-
tially involve imagery, on pain of engendering an infinite
regress. Often cited in illustration of this sort of ambiguity
is Wittgenstein’s example of a picture of a man walking up
a hill” It is pointed out that this could equally be a picture
of a man sliding down a hill. If one tries to remove the ambi-
guity by adding an arrow pointing uphill, this will succeed
only on the assumption that the arrow signilies the direction

in which the man g going rather than the direction from

vivshy i 3 is The Imagery Debate Cambridge, MA:
MIT Press, 1991). o (
" Wittgenstein's example of the picture of 4 man walking up a hill is to be found
in his Philosophical Investigation )

5, trans G. E. M. Anscombe, 2nd edn (Oxford:
Blackwell, 105

! ,8), P- 54. This and simijlar examples are discussed by Fodor in his
The Language of Thought, pp. 179tT.
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which he is coming. Thus, a fur.the'r act of ir}terErCFatlor(l’lj
required to remove the ambiguity inherent in the l?":ﬁr‘ial
and this will always be so, no matter how many more p“c orial
elements we add to the image. Howeve.r, it 1s equa y't:un
that non-imagistic modes of repre.sentatlon,.such a}f Wrslanie
sentences, are inherently amblguous,' smi(ﬂzf t etthin ‘
sequence of written words could mean quite dlh erenonc(mgls
in different languages. The real point at issue here c een
the distinction between ‘original’ and ‘der‘lved lIltC’Ilthd ! ())}
not the distinction between ‘digital’ a.nd analog}?e (ri?oitzl of
representation. If mental representations — be }tl eytheg .o
analogue — are to have original intentionality, then hic};} nust
represent whatever they do represent for a reason wWay o
not depend on their being interpreted by us in any mat.ions
the fact that humanly constructed an.alogue iieprtelseof being’
such as pictures, do not represent indepen En ;fn o
interpreted by us in certain ways does n(it tigfn Cayrmot b
imply that elements of analogue representa

involved in human thought processes.

THOUGHT AND COMMUNICATION

. * whe mode
So far, we have focused on the question (I)l “h;th(‘)iotll:sses y
of representation involved in |1um;ml l, 10ufh(‘r[“miwlv, o
quasi-linguistic in  nature or whethe r,' . n’ of an ‘ima-
includes elements of analogue l'(’l""'sm}[‘lll({ Jusion, but
gistic’ kind. We have come to no very .mm L‘C;?(;e rang’e of
have left open the possibili.ly that quite élld not be surpris-
modes of representation are involved. It woubrain is not the
ing if that were so. After all, the humanther of evolution-
product of careful planning or design butt r(?ur cognitive pro-
ary happenstance, so one mlght~ e).(pec’ t re})r((tscntati(mal
cesses to exploit a hotchpotch Ot.qlﬂﬂc“n, \i()r(f()\'(fr, as we
strategies rather than a Sjngle,' umfo’rr.n Or[l(t)'s“ul)[)()sv that our
have scen, there is no C“mpC“l.ng redIbf(.)rl;l . illSith into the
powers of introspection va'.dc retia (: (()r our brains)
modes of mental representation [hat‘ we thinking goes on
deploy. It may be that at least some of our o
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in a ‘language of thought’, but, if 0, conscious reflection on
our thoughts certainly does not reveal this to be the case.
However, there is another kind of question that we may ask
about the relation between thought and language, this time
about what connection there 1s, if any, between our capacity
to think and our capacity to express and communicate our
thoughts in a public language, such as English or French.
Some behaviourists have held the view that thinking just
5, in effect, suppressed speech.'” On this view, as children we
learn first to speak, by imitating our elders, and then we
learn to suppress the sound of our speech and thereby learn
to think silently. One of the many difficulties with this
implausible doctrine s that learning to speak is not simply a
matter of learning to make certain noises — a parrot can
easily do that ~ but rather a matter of learning how to use
words to express one’s thoughts. And this implies that a
speaker must already be a thinker. However, it doesn’t imply
that any thought that can be expressed in words is a thought
that someone could have who had never learned to speak -
un(lcrslanding ‘speaking’ in a broad sense, to include the use
not just of auditory but alse of visual language, such as Amer-
ican Sign Language."! Indeed, it is hard 1o see how someone
could have, say, the thought that tomorrow s Tuesday, if he
or she had never learned a public language. What sorts of
thoughts, then, i’ any, are available Lo a creature incapable of
expressing or communicating ics thoughts in a publie lan-
guage? Many apparently languageless animals, such as dogs
and apes, are clearly capable of mtelligent behaviour. But

A version of the doctrine that thought is suppressed speech is defended by John
B'. ‘_\'illson, the founder of scientific heh;lvinurism, in his Behaviourism, 2nd edn
y (A(Ahu'ngn: lznlw'rslly ({f(lhlc‘ugn Press, 1958), pp. 238f¥.

.l-nr more about American Sign Language, which i
s own right, see Oliver Sacks,
(Berkeley and Los Angeles: Univs

$ an independent language in
Secing Voices: 4 JSourney into the Worlg of the Deaf
ersity of California Press, 198q).
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It is not in dispute that many .s:[)(f(‘i(’s of i”;”.”.“l'-;‘h‘:::l'::)'
signalling codes to communicate with o‘n’cl'aﬂrlut(‘l;i;; ug(f(‘l’ by
chapter 4, we discussed Ih.C system of ‘ll]‘)l”“‘:")n;(l (;f‘ vari.
vervet monkeys to alert their fellows to t tf I)lilsfldif‘i't‘rs fun-
ous kinds of predator. But such a system 0l ca .sa ! }{a; -
damentally from human language. A true zll)rll_gu }gtg us‘ers o
tactical structure as well as vocabul?.ry, enabling Ti]is hy 'the
construct novel messages almost w1th0u't lm(;]garlier o
basis of the productivity of language menuoni:l o exible
chapter. By contrast, animal systems Qf calls Notoriously,
and narrow in their range of aPPhC?“O“' ‘C " usually
attempts have been made to teach true angu'agbut without
some form of sign language - o chlmpaﬂli?;; anzee may,
striking success. Occasionally, it seems, a chi fn()vcl g
on its own Initiative, put together two signs 1n“ significant.
bination, in a way which seems to be Semamlrcat’}; ‘ca‘ yacity to
But this is still far removed from a human ‘l?\fler: chimIpaHZCCS
construct syntactically complex ser_ltenc.es.l PR
are undoubtedly clever animals, often disp ??itigs So to what
ingenuity in their practical and social activ 1h'em? It heir
ex(tent can we attribute powers of t/zoutg/.ll I(fJor thought akin
cleverness implies that they have CaP_aC_meSble of Iez;fning to
to our own, why is it that they seem.lnfapilhin like the ;\'a}'
express their thoughts in language in anything
in which humans can? o he human

One possible answer to this lasl_ qUCSUO_'ﬁ’ 'S[lrl;?: lwhich has
capacity for language is a specics-specific trait which has
little to do with our intelligence. On this \v'IC‘T7[alking s just
much in the way that birds fly and fshes S'mr:(i us to engage
a kind of activity that evolution has eqmppna[c propensity.
in and for which we accordingly have al.l[l-nla('k this propen-
Chimpanzees and other intel!lg(?n‘ anima S n{rll to learn to
sity and hence find it as difficult and -”nn]‘l h«x‘ll discuss this
talk as humans do to learn to fly or swim. I shi

P ARe Lo apes, see
§ ~ach sign Langaage
A 1. o ' o e o lutian of Culture
: 2 ‘erview and discussion o | ‘ st
i;’r I’?n 'l);' :‘ ;;‘(Mgin‘ of the Modern Mind: Ih’ff‘ .Slrll,zfx mn L
Mer nnald, J - e - '
(I.“ ition (("unbridgf‘ \L‘\f }lar\'ard l,nl\l rﬁll) fe H

and Cogni e o) -7
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sort of view more fully later in the present chapter. For the
time being, I shall only remark that it is hard to suppose
that a capacity for language has nothing whatever to do with
intelligence. Clever though chimpanzees may be, human
beings have intellectual capacities which far outstrip those of
other primates, and it seems extremely unlikely that this has
nothing to do with our ability to use language. Thus, for
example, human beings can solve algebraic equations, design
aeroplanes, construct theories about the origins of the uni-
verse, and ponder over ethical and legal problems. Chimpan-
zees, it seems safe to say, can do none of these things. But,
equally, it is hard to imagine how human beings could do
these things if they did not possess language.

DO ANIMALS THINK?

We are prone to describe and explain animal behaviour in an
anthropomorphic way, that is, in a way which unwarrantably
likens it to human behaviour, When a dog hears the sound
of its owner’s feet as he returns home from work, it may
snatch up its lead and run to meet him, wagging its tail, as
if to express a desire that its owner take it for a walk. But
should we literally attribute a propositional attitude state to the
dog ~ a desire that its owner take it for a walk? We cannot attrib-
ute such an attitudinal state to the dog unless we are also
prepared to attribute 1o it the concepts which possession of
such a state implies: in this case, the concept of an owener, the
concept of a walk, the concept of itself, and the coneept of
JSuture time. But it is extremely implausible to suppose that a
dog can possess such concepts.” To this it might be replied
that, while a dog may not possess these human concepts, per-
haps it can instead POssess certain canine concepts, which we

(R .
Scepticism ;lbﬂllt the possibility of attributing propositional attitude states to lan-
ﬁll;lg(‘l}‘ss‘ anmimals is expressed by Donald Davidson in his ‘Thought and Talk’, in
rtlllwlrlnl::|u(l’lulr:“1;“illih (r‘:l.), Mi"d "."d IZ"‘"‘?““-‘:"" (Oxford: Clarendon Press, 1975)
Prose o) [-“,l, I(F(?IAI s I'nqmnfar into Truth r'mrl Inierpretation (Oxford: (Ilaren(!nn
o & 4)- For discussion of Davidson's view, see John Heil, The Narure of True
Minds (Cambridge: Cambridge University Press, 1992), ch. 6.
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necessarily lack. On this view, the best that we can do by way
of describing the content of the dog’s desire is to say that it
desires ‘that its owner take it for a walk’, but the inadequacy
here is ours rather than the dog’s. However, it is difficult to
make coherent sense of such a view. What possible reason
could we have to attribute to a creature concepts which it is
supposedly impossible for us to understand? Precisely to the
extent that we cannot understand what a creature s
(supposedly) thinking, to that extent we are in no posmon to
attribute any concepts to it whatever. It won’t do just to say
that the dog must be thinking, and therefort'? deploymg con-
cepts of some sort, because its behaviour is S0 mamfestl.y
mtelligent. For either one means here, by ‘intelligent bcha'vl—
our’, behaviour which involves thinking — in which case the claim

Just made is simply circular — or else one means something

like behaviour which is well-adapted to the animal’s neea’f, in which
case it is an altogether open question whether it fnv‘Ol\’CS
thinking of any kind. It is very often possible to CXPlal“} ‘me?’
ligent behaviour in an animal, in this second sense of ‘intelli-
gent behaviour’, without supposing that the animal engages
in thinking of any kind — and where this can be done, it is
clearly more economical to do so than to appeal to an
explanation involving the attribution of thought. Thus, in tt:e
case of the dog just described, one may quite reasonaby
explain its behaviour in terms of its having learned to associ-
ate the sound of its owner’s approaching footsteps with the
experience of having the lead attached and being lake.rll out
for a walk. Having a capacity to make such an association
requires the dog to possess acute senses, b.ul 'does not require
it to possess any concepts or to do any thinking. ) tical
Sometimes, however, animals appear to engage 1n./)rl!lc‘ a
reasoning in order to solve a problem which C(')nlrunl,s.l ?(. lln :
and if that is really what they are doing then, indeed, it MI(.HI.
that we must be prepared to ;lllril)l'll(‘ thoughts lnl t u.m'.
Examples which are often cited in this context are 1 msl« :;|
the  chimpanzees  which, apparently, l«-u’rl'n‘ v\\ll(lltl)"l‘.
prompting to [it two sticks l()g(-[lurr and rake .'”|]. sl e
bananas which were lying bevond their rcach outside th
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cage, or to push a box beneath some bananas hanging over-
head and climb up it to reach them. Yet, even here, it is
questionable whether genuine reasoning and therefore
thgught was involved in the tasks. Even the cleverest of these
chimpanzees was defeated, it seems, when the bananas lying
ou.tside the cage were so placed that it was necessary for the
animal to push them away from itself before raking them in."
Practical or means-end reasoning often requires an agent to
perform a sequence of tasks which initially seem to take it
further away from its ultimate goal, because that is the only
or the best way to achieve it. Humans are very good at doing
this, but it is debatable whether animals can do it at all.
It requires forward planning and a grasp of the connection
bct\yee.n present action and future satisfaction of desire. An
Intriguing series of animal experiments, which seems to illus-
trate this point well, involved rigging up a feeding bowl in
SU(.‘,h a fashion that it would recede from an animal if the
animal tried to approach it, but would come within the
animal’s reach if the animal tried to back away from it. The
animals concerned failed to master this problem, which
humaps can solve with case." Part of the cxplanation, per-
haps, is Fhat only human beings can dissociate their current
actions from the immediate satisfaction of present desires,
bc‘(:au.sc they are able to represent in thought the future sat-
isfaction of a desire as being a (tonquumu'(l- of current action.

.(llc.arly, if an animal is tcapable of cugaging in conceptual
thinking, then it cannot be a language-user in any serious
sense, because it has no thoughts to communicate By nicans
of language. But more is required of a language-using crea-
ture merely than that it be capable of engaging in conceptual

14 - .
The famous chimpanzee studijes by Wolfgang Kohier are described in his book

(”'!in\‘le"nlilllll(li) }gfl.)‘l:tms,\?n(! edn (New York: Viking, 1950). See also Dorothy L.
Another ,S':,,,”‘,‘» (‘Z;Irl : 5.("‘:{‘"”?‘ How;"“”"’“ﬂ)"‘ See the World: Inside the Mind of

" The implicario lcrdgu [jnl\'.('rﬁlt‘v of Chicago Press, 1990), especially p. 276.
(“S(‘usst'l(l il‘l ('(r.nﬁl'(') I[[lw fecding bowl experiment and other investigations are
Action”, A I' ‘(:, ta Heyes and Anthony Dickinson, ‘The Intentionality of Animal
(o and Language 5 (1990), pp. 87-104. Sce also their ‘F()lk(l"’sy('hulngy

Won't Go Away: Res e f
Pp. 420~92. ¥: Response to Allen and Beckoff » Mind and Language 10 (1995).
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thinking. It needs to possess certain quite specific concepts.
In particular, it needs to be able to conceive of its fellow
creatures, with which it communicates by means of language,
as having thoughts to communicate. In short, it nceds to have
something like a ‘theory of mind’, and thus the concept of a
thought or belief as a state of mind with a propositional content
which can be communicated from one thinker to another.
This in turn entails that it must have some grasp of the con-
cepts of truth and falsehood, since it must be able to conceive
of the beliefs of another thinker as being correct or incorrect.
It must even have some grasp of the concept of a concept, as
an ingredient of the propositional content of a thought or
belief. But although some non-human primates, such as
chimpanzees, enjoy a fairly complex social life, it is very ques-
tionable whether they possess a theory of mind in anything
like the foregoing sense.'® This, then, may help to explain
why such creatures, despite their undeniable ingenuity, arc
incapable of learning to use language in the way that humans
do.

A further question which arises at this point is whether
there is any half-way house between those creatures which
are altogether incapable of conceptual thinking and those
creatures, like ourselves, which possess a fully fledged theory
of mind. Some philosophers, notably Donald Davidson, have
argued that a creature cannot have beliefs unless it has the
concept of belief, which would imply that no such half-way
house exists and that a capacity for conceptual thinking. an_d
a capacity for language go hand in hand."” Against thls_, it
might be urged that some non-linguistic animals certainly
have perceptual states and thus — if perceptual states have con-
ceptual content — that such animals deploy concepts. How-
ever, we should again be wary of the dangers of anthropo-

see Diavid Pros
i Rochard
the

“On the question of whether chimpanzees have a ‘theory '.',' mind’, !
mack, * “Does the Chimpanzee have a Theory of Mind? Revised’,
Byvrne and Andrew Whiten (eds.), Machiavellian Intelhgence: Social Expertise and !
FErolution of Inteliect in Monkeys. Apes, and Humans (Oxford: (E|f1rrntlm| Press, 198%)
See Davidson, ‘Thought and Talk'. in his Inguiries into Truth and Interprefation.
p. 150,
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morphism. Many animals have highly refined powers of
sensory discrimination which should not be conflated with an
ability to deploy concepts. Thus, pigeons can be trained to
discriminate visually between triangles and squares, but it
would be extravagant to suggest that they therefore possess
the concepts of triangularity and squareness.” To possess a
concept, one must possess certain general beliefs involving
that concept and relating it to other concepts which one pos-
sesses. For example, we should not attribute possession of
the concept of a tree to someone unless we are prepared to
attribute to that person certain general beliefs concerning
trees, such as that trees are living things which grow from
the ground and have branches, roots and leaves. The mere
ability to discriminate visually between trees and other
objects, such as rocks, and to engage in distinctive behaviour
with respect to them, such as nest-building, is not enough to
constitute possession of the concept of a tree.

Indeed, once we recognise that a concept-using creature
must possess a whole system of concepts, coherently interre-
lated by a system of general beliefs, we can see why we should
be very cautious about attributing concepts to animals which
lack the cognitive capacity lor language. Such a system of
general beliels will have (o involve some highly sophisticated
coneepts, such as the concepts ol space and time, which are
arguably simply not available in (e absence of Linguage. A
creature which does  noy merely  differentiate sensorily
between objects in ity environment but perecives them as
objects and thus as talling under concepts — such as the con-
cept of a tree, a mountain, a river, a rock, or a house — must also
grasp the fact that such objects continue to exist unperceived
and can be re-encountered at other times and places. Many
animals, such as pigeons and bees, can reliably navigate their
way about their natural environment with the aid of such
sensory cues as the direction of the sun, but there is no

" A

For ‘(\I'(A)ulns‘ about whether nonlinguistic animals can be said to posscss concepts
s‘:f Nick Chater and Cecilia Heyes, ‘Animal Concepts: Content and Discontent’,
Mind and Language (199.4), Pp. 209—46,
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reason to suppose that they conceive of that environment in
terms of a unified framework of places and times.'” Lacking
the conception of such a framework, animals are tied to the
here and now in a way that humans are not. Humans, and
language-users generally, are free to roam in thought over
all the vast stretches of space and time and thus to reflect
on past happenings and contemplate future pOSSil.)ilitiCS.. No
creature lacking this freedom can have a conception ofzt&e[f
as an enduring subject of experience with a personal history
and a capacity to choose between alternative courses of
action.”

NATURAL LANGUAGE AND CONCEPTUAL SCHEMES

We may be inclined to conclude, in the light of the foregoing
considerations, that the human capacity for conceptual think-
ing is something unique to our species and intimately relflted
to our ability to express and communicate thoughts in a
public language — though, rather than say that language
depends on thought or thought on language, as though these
were mutually exclusive alternatives, it may be more plaus-
ible to say that language and thought are mterdepcnd<;nt.
However, i such an interdependency exists, thcn. it raises
further important questions, in view of the great (ll\'f’f'snl?}'lf)f
languages spoken by human beings across the \\‘({l‘l(l. T'o what
extent, it any, are the concepts which a person s capable of
deploying d(‘]ﬂ‘ﬂ(h'nl upon the vocabulary and syntax of tig
Natural language which he or she has learnt to 'sp(}a :
Answers to this question have varied widely. Thus, it is often
alleged that Eskimos have many more words for different

" For discussion of the navigational capacities of ;mimal:s and [h‘/.lrg‘l/r/nI:](l-(,;l,ill{;;li:|;[,“r‘
animal spatial cognition, see John Campbell, Past, Space, and e “
MA: MIT Press, 1994), ch. 1. ) o )

“ I say more about l‘:{:—‘}éulf between human and unlm.’fl f.‘)gn”'n]lS'~‘lPI‘:)IIi'n“:l::i::'.\'
‘Personal Experience and Belief: The Signiﬁ('am‘(" of .l',X_l"Zflfl ‘:‘r'::ul (:'.I'in Ren-
for the Emergence of Modern Human Cognition’, in f'|lfl-‘)_- ‘:;’,’(I‘F (Cambridge:
frew (eds.), Cognition and Culture: Fhe Archaeology of 'SAV"””? /" | " ﬁrhﬁ e Dowell,
McBonald lnst‘i[u((‘ for Archaeological Rt:seart‘lh, l!}!)8)~ h"f also, ) )p' 2y
Mind and World (Cambridge, MA: Harvard University Press, 199.4). pp-
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kinds of snow than do Europeans and consequently a larger
repertoire of concepts for thinking about snow. In fact, this
claim appears to be completely unfounded, although the
myth is very difficult to eradicate.”’ Again, it is often
remarked that the colour vocabulary of languages varies
widely, from which it is sometimes inferred that speakers of
different languages have different colour concepts and even
see coloured things in quite different ways. However, the
range of hues which human beings are able to distinguish s
pretty much determined by the physiology of our visual
system, quite independently of the colour concepts which we
happen to deploy.” It would be foolish to conclude, just
because speakers of a certain language have no word which
translates into English as ‘blue’ as opposed to ‘green’, that
therefore they cannot visually distinguish blue things from
green things. After all, English speakers can distinguish
many different hues for which the English language has no
name. Moreover, where English fails to supply a name for a
certain hue, it still provides us with the resources with which
to describe it: for example, one might describe a certain
unnamed hue as being ‘the colour of kiwi fruit’. This example
brings out the difficulty inherent in any claim to the effect
that the vocabulary of a language restricts the range of con-
cepts expressible init. For, given the productivity of language
which its syntactical structure confers upon it, it is often
(perhaps, indeed, always) possible to transtate a single word
in one language by a complex phrase in another, even if the
:sccon(l language lacks a single word which will do the job on
its own.

2 For an amusing debunking of the myth ahout Eskimo words for snow, see Geol-
frey K. APullum, The Great Eskimo Vocabulary Hoax and Other Irreverent Essays on the
.S:Iudr of Languag( (Chicago: University of Chicago Press, 1991), ch. 19. ‘

For discussion of the relation between colour perception and colour vocabulary.
see PIISII Kay and Chad K. McDaniel, “The Linguistic Significance of the Meanings
of Basic Color Terms', Language 54 (1978), pp. 63046, reprinted in Alex Byrne
.m'(] l);l_“i(l R. Hilbert (eds.), Rmding} on Color, Volume 2. The Science of Colot
(Cambridge, MA: MIT Press, 1997). For an opposing view, see B. A. C. Saunders
and J.van Brakel, *Are There Nontrivial Constraints on Color Categorization.”.
Behaiioral and Brain Sciences 20 (1997), pp. 167228,
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A rather more interesting suggestion, however, is that
the grammar or syntax of a language imposes constraints
upon the ‘conceptual scheme’ deployed by its speakers.
This thesis is generally known as the ‘Sapir-Whorf hypo-
thesis’, named after two American linguistic anthropolo-
gists, Edward Sapir and Benjamin Lee Whorf.* By a concep-
tual scheme, here, is meant something like an overall system
of categories for classifying items in the world which
speakers want to talk about. The grammatical categories of
Indo-European languages seem to map onto the ontological
categories of Western metaphysics and this, it is suggested,
is no accident. Thus substantive nouns, such as ‘table’ and
‘tree’, denote substances. Adjectives, such as ‘red’ and
‘heavy’, denote properties. Verbs, such as ‘walk’ and ‘throw’,
denote actions. Prepositions, such as ‘under’ and ‘after’,
denote spatial and temporal relations. And so on. But other
families of languages, such as the American Indian lan-
guages studied by Sapir and Whorf, allegedly have different
grammatical categories, suggesting that speakers of them
operate with a conceptual scheme quite different from
ours. Thus, Whorf claimed that speakers of Hopi do not
operate with an ontology of substances - persisting at-
cerial things and stuffs — and do not think of space and
time separately, as Western Furopeans  do. Indeed, he
implicd that (heir ontology is rather closer to the ontology
of modern relativistic physics, which talks in terms ol events
and a unificd spacetime. At the sane time, he suggesied
that it is not rca—ﬂy possible for us to grasp this alien
conceptual scheme, so radically different is it from the one
embedded in our own language. He even went so far as to
suggest that speakers of these alien languages inhabit a
different world from ours, because categorial distinctions
are something which speakers impose or project upon reality

" For Whorf s views, see Language. Thought and Reality: Selected Writings of Benjamun
Lee IWharf. cd. John B, Carroll {Cambridge, MA: MIT Press, 1956). For a critical
evaluation of them, see Michael Devitt and Kim Steretny, Language and Reality:
An Introduction to the Philosephy of Language (Oxford: Blackwell, 1987), ch. 1o,
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rather than discover within it. Clearly, this is a strongly
anti-realist or relativist way to think about the ontological
structure of the world that one inhabits.

It should not be surprising that there is some degree of
correspondence between grammatical and metaphysical cat-
egories, though whether this correpondence indicates a rela-
tionship of dependency between syntax and metaphysics -
and if so, in which direction — is a further question. What is
altogether more contentious, however, is the suggestion that
speakers of one language may simply be unable to grasp the
conceptual scheme adopted by speakers of another — that, in
some cases, there is no real possibility of translating between
two languages, because the conceptual schemes associated
with them are so radically incommensurable. The problem
with this thesis, as with the earlier suggestion that non-
human animals operate with concepts which we cannot grasp,
is that it appears to undermine itself. For the only evidence
we can have that a community of creatures are genuine an-
guage-users is evidence that enables us to interpret certain of
their actions as attempts to communicate specific thoughts
by mcans of language. But it we are, allegedly, unable to
grasp the contents of their thoughts, then we are prevented
from interpreting their actions in that way. Thus, it scems,
we can only have reason to regard other creatures as lan-
guage-nsers if we can suppose ourselves able to translate much
of what they say, which requires them not to operate with a
conceptual scheme radically incommensurable with our own.
This sort of consideration, as Donald Davidson has
emphasised, puts pressure on the very idea of a ‘conceptual
scheme’ and the anti-realist or relativist views which gener-
ally accompany it.**

The difficulty which we have just exposed is readily illus-
trated by tensions in Whorf’s own claims. Thus, on the one
hand he urges that it is not really possible for Western Euro-
peans to grasp the Hopi conceptual scheme, so different is it

ot e R S . 5, - N iri
?a( ¢ !)‘l)ll;llfl Davidson, *On the Very Idea of a Conceptual Scheme’, in his Inquiries
into Truth and Interpretation.
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from ours. But then, paradoxically, he attempts to back up
this claim by describing to us — in our own language, of course —
some of the ways in which their conceptual scheme allegedly
differs from ours, such as in not separating time from space.
But evidently we must, after all, be able to grasp something
of that scheme, if Whorf is to succeed in this attempt. Indeed,
he himself must have been able to grasp something of it,
despite having a Western European background. Further-
more, Whorf implicitly concedes that Western European lan-
guages, despite their alleged bias towards a substance onto-
logy, have not prevented speakers of them from devising
various different ontological frameworks in the course of for-
mulating new scientific theories. Indeed, he even suggests
that one of these frameworks — that presupposed by Einste-
in’s General Theory of Relativity — is closer to the conceptual
scheme of Hopi speakers than to that of traditional Western
metaphysics.

The most, it seems, that we can safely conclude is that
there is some connection between the syntax of a natural
language and the ‘common-sense’ or ‘intuitive’ metaphysics
espoused by speakers of that language — but that this d(.)es
not in any way prevent those speakers from constructing
novel and very diverse metaphysical theories nor from under-
standing the ‘intuitive’ metaphysics of speakers of other nat-
ural languages, no matter how different their syntax may be.
Speakers of diftferent Linguages may (‘()11(‘(‘1)1nnlisv the world
in somewhat different ways, but we all inhabit the same wgrlfi
and necessarily have a good mauy beliefs in common. Beliels
are made true or false by states of affairs in the world, not
by us, and a creature most of whose beliefs were false would
have poor prospects for survival. But if I and another creature
had radically different beliefs, we could not plausibly both
have beliefs which were mostly true. And I cannot coherently
suppose my own beliefs to be mostly false. Hence, it scems, 1
can only have reason to regard another creature as possessing
beliefs to the extent that I can consider it to share many of
my own beliefs and many of those beliefs to be true. Radical
relativism is a doubtfully coherent doctrine and certainly not
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one that is supported by anthropological-cum-linguistic evid-
ence of the kind which Whorf advanced.

KNOWLEDGE OF LANGUAGE: INNATE OR ACQUIRED?

Earlier on, I touched on the thesis that the human capacity for
language is a species-specific trait. More particularly; it ishas
been claimed, most famously by the linguist Noam Chomsky,
that all humanly learnable languages share certain funda-
mental syntactical features or ‘linguistic universals’, know-
ledge of which is innate in all human beings.”® This innate
knowledge is supposed to explain various otherwise inexplic-
able facts about human language-learning. First of all there is
the fact that all human children (apart from those that are
severely mentally handicapped) are able to learn, as their first
language, any one of the thousands of human languages
spoken on the planet —whereas no creature of another species
has ever succeeded in doing so. Moreover, all children learn to
speak at pretty much the same rate, developing their ability in

very much the same way, quite independently of their level of

general intelligence. They do this quite rapidly in their carly
years and manage it without being explicitly taught by their
elders. Somehow, children easily acquire the ability to con-
struct and understand novel sentelices, (:()rr(-,clly lk);‘llllllell(‘(l
according to the syntactical rules of the language which they
are learning, despite the fact that the ()11iy empirieal data
which they have to g0 on are the highly sclective and often
unfinished or interrupted utterances of speakers around them.

35 ~ y
: Cht?msk)' S current views are very readably presented in his Language and Problems
tjl\nofulﬂdge (Cambridge, MA: MIT Press, 1988). See also the entry ‘Chomsky,
.\o/;’lm s written h\ himself, in Samucl Guttenplan (ed.), A Companion to the Philo-
::’(/"(J ()/l"‘[’l"{{ (‘Oxff)r’<|: Blarkwell, 1994), pp. 154-67. Chomsky now contends _lhil_l
| "‘“3 the \)111‘1.\’ ni' natural language but also the concepts expressible m 1t
l:‘,‘,\:,,::l ::n.m.- I;_.lsns. The latter claim is also advapced by Jerry Fodor in “The
Fuare o ‘/I,;-”]l.f\ u’ the lnn.’lllt‘ll(‘ss l!y‘pmln-siﬁ.’, in his Representations: I’hrlmn/;m{/l/
1 U.IHH{II.H)IH aof Cognitive Science (Brighton: Harvester Press, 1981). for
(\']”\l-‘ l\s‘n! f»f)lhls claim, see llilnry Putnam, Representation and Reality ('(Z;{:y]l)l’i'“l’*
MASMIE Pressc 1988), . 1 Fodor has recently changed his mind about the

n(n;xf!vnr‘ss n‘l concepts: see his Concepts: Where Cognitive Science Went Hyong
{Oxford: Oxford U niversity Press, 19y8). )
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Clearly, children cannot simply be learning by a process of
imitation or inductive extrapolation from the linguistic data
to which they have been exposed, because those data on their
own are generally insufficient to enable them to predict cor-
rectly whether a certain sequence of words, which they have
not previously heard, is compatible with the syntactical rules
of the language which is being spoken by their elders. Unless
there is some constraint on the possible form of those rules,
which is already implicitly grasped by the children, it seems
that it must be impossible for them to achieve what they do.
But if they already know, tacitly or implicitly, that the lan-
guage which they are learning has a syntax which conforms
to certain general principles, then they may be in a position
to use the linguistic data to which they have been exposed to
eliminate all but one possible set of syntactical rules for the
language in question. In effect, they can reason like scientists
who use empirical data to eliminate all but one of a finite
number of mutually exclusive hypotheses concerning some
range of natural phenomena.*

But how seriously can we take this analogy with scientific
reasoning? And how literally can we talk of children having
an innate knowledge of syntactical principles which linguists
themselves have managed to discover ouly by means of
extensive empirical research? Such innate knowledge, if it
exists, will have to be represented in the mind or brain in some
fashion, but how? Of course, if there is an innate ‘language
of thought’ or ‘brain code’, of the sort discussed earlier in

* For the analogy between language-learning and scientific reasoning, see ?\r{am
Ch()msk‘\‘, Language and Mind, 2nd edn (New York: Harcourt Brace Jovanovich,
1972), pp. 88¢f. In his more recent work, Chomsky rather distances himsell from
this analogy. This is partly because he no longer thinks that different languages
ares strictly speaking. Kn\'l(-rn('d by different sets of syntacticat rales, i rather
that 4 single set of very g(-m'ml‘ grammatical principles applies to all human
[‘”‘K“"H'\. which differ imm one another in respect of the different valies they
take for certain ‘parameters’. He now sees language-acquisition as a matter of
the ming — or, rather, a dedicated module within it ~ setting the values of these
Paranieters on the basis of the linguistic data made available by expriience. Tl
VTN s not clear that these (\h‘dng(‘\ can |Il‘|P to alleviate worries l)l. the sart
that } am about to raise. For wide-ranging disc ussion of Chomsky's views. see
Alexander George (ed.), Reflections on Chomsky (Oxford: Blac kwell, 198q).
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this chapter, then that could provide the required vehicle of
representation. Then, indeed, the task of learning one’s ‘first’
language could be assimilated to that of learning a ‘second’
language: it could be done by learning to translate it into a
language which one already knows, namely Mentalese, with
the aid of already known general principles of human gram-
mar. An apparent difficulty with this proposed assimilation
is that it seems to conflict with the earlier claim that there
is something distinctive and remarkable about the ease with
which we learn our “first’ language. Perhaps the two proposi-
tions can be reconciled by emphasising that learning to trans-
late into Mentalese is something that is done unconsciously
by a module of the brain especially dedicated to that purpose,
rather than by exercising our general powers of intelligence.
However, many philosophers will feel uncomfortable with the
suggestion that a part of our brain does unconsciously some-
thing akin to what scientists do when they settle upon the
truth of a hypothesis by eliminating various possible alternat-
ives. This looks suspiciously like an example of the ‘homuncu-
lar fallacy’ — the fallacy, that is, of trying to explain how
human beings achieve some intellectual task by supposing
that they have inside their heads some agency, with some of
the intellectual powers of a4 human being, which does that
task for them. (Literally, ‘homunculus’ meauns ‘little man’.)
Such an ‘explanation’ threatens to be cither vacuous, or cir-
cular, or clse vitiaged by an intinite regress. We may agree
that children could not possibly learn their ‘“first’ language by
mere inductive extrapolation from the linguistic data to
which they are exposed. But we should not too readily sup-
pose Fhat the only alternative hypothesis is that they learn by
drawing on innately known principles of universal grammar.
Perhaps we should just hope that someone will one day devise
an explanatorily adequate hypothesis which seems less extra-
vagant. Such a hypothesis may conceivably be made available
by the ‘conncctionist’ models of cognition to bhe explored in
the next chapter, For it has been advanced on behalf of such
mu(l("ls that they can simulate, with surprising fidelity, sali-
ent features of children’s acquisition of certair‘l grammatical
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rules — such as the rules governing the past tense of English
verbs — without invoking anything akin to innate knowledge
of universal grammar.?

CONCLUSIONS

As we have seen in this chapter, questions about the connec-
tions between thought and language are many, complex, and
highly contentious. But they divide into two main areas of
concern: (1) questions to do with whether thought itself
involves a linguistic or quasi-linguistic medium or mode of
representation, and (2) questions to do with whether a capa-
city for genuine propositional thinking goes hand-in-hand
with a capacity to express and communicate thoughts in a
public or natural language. These two areas of concern are
in principle distinct. Thus, it would be possible for a philo-
sopher to maintain that animals incapable of communicating
thoughts in a public language may none the less lza've
thoughts whose vehicle or medium is a quasi-linguistic ‘brain
code’. On the other hand, those philosophers and psycholo-
gists who believe that thinking just is either ‘suppressed
speech’ or imagined ‘silent soliloquy’, and thus has natural
language as it medium, will obviously have to deny that lan-
guageless animals and pre-linguistic human infants are cap-
able of thought. However, we have concluded, albeit ()r}ly
tentatively, (1) that human thinking quite possibly exploits
various modes of mental representation, some of them of an
‘analogue’ or ‘imagistic’ character, and yet (2) that there is
probably a relationship of mutual dependency betW(?en
having a capacity for genuine conceptual thinking apd having
an ability to express and communicate thoughts in a pub-
lic language. We have seen reason to doubt whether it is

CSee D E. Rumelhart and J. 1. McClelland, *On Learning the Past Tenses of
English Verbs', in David F. Rumelhart and James L. McClelland (,-:l\'..), Parallel
Distributed ]»,n,p“j,,g‘ Volume 2: Psychological and Biological Models (Cambridge, MA:
AT Press, 1GRG). For (lisrussi(;n, see William Bechtel and Adele Abrahamsen,
Connec oo (AIIHI the Mind: An Introduction to Paratlel Processing in Neticorks (Oxford:
Bl;n‘kwrll, 1941), chs. 6 and 7.
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legitimate to attribute concepts to animals incapable of true
language, even including animals with the advanced practical
and social skills of chimpanzees. But it is debatable whether
an ability to learn a language is, as some innatists maintain,
simply a species-specific trajt of human beings which has
little to do with our level of general intelligence. Finally, even
granting that there is an intimate relation between thought
and its public linguistic expression, it does not seem Jjustifi-
able to maintain, with the linguistic relativists, that a
spea‘ker’s natural language confines his or her thoughts
within the scope of a specific ‘conceptual scheme’, much less

that it imposes a particular ontological structure on the
speaker’s world.

8

Human rationality and artificial intelligence

Our supposed rationality is one of the most prized posses-
sions of human beings and is often alleged to be what disting-
uishes us most clearly from the rest of animal creation. In
the previous chapter we saw, indeed, that there appear to be
close links between having a capacity for conceptual thinking,
being able to express one’s thoughts in language, and having
an ability to engage in processes of reasoning. Even chimpan-
zees, the cleverest of non-human primates, seem at best to
have severely restricted powers of practical reasoning and
display no sign at all of engaging in the kind of theoretical
reasoning which is the hallmark of human achievement in
the scicences. However, the traditional idea that rationality is
the exclusive preserve of human beings has recently come
under pressure from two quite different quarters, even set-
ting aside claims made on behalf of the reasoning abilities
of non-human animals. On the one hand, the information
technology revolution has led to ambitious pronouncements
by researchers in the field of artificial intelligence, some of
whom maintain that suitably programmed computers can lit-
crally be said to engage in processes of thought and
reasoning. On the other hand, ironically enough, some
empirical psychologists have begun to challenge our own
human pretensions to be able to think rationally. We arc thus‘
left contemplating the strange proposition that machines of
Our own devising may soon be deemed more rational than
their human creators, Whether we can make coherent sense
of such a suggestion is one issue that we may hope to resolve
in the course of this chapter. But o be in a position to do so,
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we need to examine more closely the nature and basis of

some of the surprising claims being made by investigators
in the fields of artificial intelligence and human reasoning
research.

Some of the key questions that we should consider are the
following. How rational, really, are ordinary human beings?
Do we have a natural ability to reason logically and, if so,
what are the psychological processes involved in the exercise
of that ability? What, in any case, do we — or should we -
mean by ‘rationality’ Could an electronic machine literally
b.(f said to engage in processes of thought and reasoning
simply by virtue of executing a suitably formulated computer
pr().gramme? Or can we at best talk of computers as simulating
rational thought-processes, rather as they can simulate met-
corological processes for the purposes of weather-forecasting’
V\(oul(l a genuinely intelligent machine have to have a ‘brain’
with a physical configuration somewhat similar to that of a
human brain? Would it need to have autonomous goals or
purposes and perhaps even emotions? Would it need to be
Fonsciuus, be able to learn by experience, and be capable of
mtergcting intcnliunally with its physical and social environ-
ment? How far are intelligenee and rationality a matter of
possessing what might be called ‘common sense”? What is
common sense, and how do we come by it? Could it be cap-

tured in a computer programme? Without more ado, let us
now start looking at some

: possible answers to these and
related questions.

RATIONALITY AND REASONING

It seems almost tautologous to say that rationality involves
reasoning - though we shall see in due course that matters
are not quite so straightforward as this. If we start with that
assumpu.on, however, the next question which it seems obvi-
ous to raise is this: what kinds of reasoning are there? Tradi-
tonally, reasoning has been divided into two kinds in two
(h{hrmt ways. On the one hand, a distinction has long been
drawn between practical and theoretical reasoning, the former
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having successful action and the latter knowledge, or at least
true belief, as its goal. On the other hand, reasoning or
rational argument has also traditionally been divided into
deductive and inductive varieties. In a deductive argument, the
premises entail or logically necessitate the conclusion,
whereas, in an inductive argument, the premises or ‘data’
merely confer a degree of probability upon a given hypo-
thesis. These two distinctions are independent of one
another, so that both practical and theoretical reasoning can
involve either deductive or inductive argument, or indeed a
mixture of the two.

Purely deductive argument has fairly limited scope for
application, beyond the realm of formal sciences such as
mathematics. None the less, it has often been regarded as the
most elevated form of reasoning, perhaps out of deference to
the intellectual status of mathematics in Western culture
since the time of the ancient Greeks. Aristotle was the first
person to formulate a rigorous formal theory of deductive
reasoning, in the shape of his system of syllogistic logic. A
syllogism is a deductive argument with two premises and a
single conclusion of certain prescribed forms, such as ‘All
philosophers are talkative; all talkative people are foolish;
therefore, all philosophers are foolish’, or ‘Some philosophers
are foolish; all foolish people are vain; therefore, some philo-
sophers are vain®. As these examples make clear, a deduet-
wely valid syllogism — one in which the premises entail the
conclusion — need not have true premises or a true conclu-
sion: though if it does have true premises, then its conclusion
Must also be true. In more recent times, the theory of formal
deductive reasoning has undergone a revolution in the hands
(?f such logicians as Gottlob Frege and Bertrand Russell, the
founders of modern symbolic or mathematical logic. Modern
students of philosophy are mostly familiar with these devel-
“Pments, because a training in elementary symbolic logic is
How usually included in philosophy degree programmes. But
an inlcrcsting empirical question is this: how good at deduct-
V¢ reasoning are people who have not received a formal
training in the subject? Indeed, how good are people who Aave
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received such a training — that 1, how good are they at apply-
ing what they have supposedly learnt, outside the examina-
tion hall? We can ask similar questions concerning people’s
inductive reasoning abilities, but let us focus first of all on
the case of deduction.

One might expect the questions that we have just raised
to receive the following answers. On the one hand, we might
not be surprised to learn that people who are untrained in
formal logic frequently commit fallacies of deductive
reasoning. On the other hand, we would perhaps hope to
confirm that a training in formal logic generally helps people
to avoid many such errors. However, since a basic compet-
ence in deductive reasoning would seem to be a necessary
pre-requisite of one’s being able to learn any of the tech-
niques of formal logic, and since most people seem capable
of learning at least some of those techniques, we would also
expect there to be definite limits to how poorly people can
perform on deductive reasoning tasks even if they have not
had the benefit of a training in logical methods. This, how-
ever, is where we should be prepared to be surprised by some
of the claims of empirical psychologists engaged in human
reasoning research. For some of them claim that people
exhibit deep-rooted biases even when faced with the most
clementary problems of deductive — and, indeed, inductive -
reasoning. These biases, they maintain, are not even eradic-
ated by a formal training in logical inethods and may well be
genetically ‘programmed” ingo the human brain as a result of
our evolutionary history.

THE WASON SELECTION TASK

Perhaps the best-known empirical findings offered in sup-
port of these pessimistic claims derive from the notorious
Wason selection task ! The task has many different vari-

! l’(.lr further devails about the Wason selection task, see Jonathan St. B. T. Evans,
Biav in uman Rrrlmnin‘q.' Causes and Consequences (Hove: I;u\\'rrn(‘t’ Erlbaum Associ-
Ates, 1089), pp. 54ff. See also Jonathan $t. B, T. Evans, Stephen E. Newstead
and Ruth M. J- Byrne, Human Reasoning: The Prychology of Deduction (Llove:
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ants, but in one of its earliest forms it may be descrlhe(i
as follows. A group of subjects — whp must h'ave ILO prior
knowledge, of course, of the kind of task w}nch they are
about to be set — are individually presented with the follow-
ing reasoning problem. The subjects are shown fourlgarfst,
each with just one side displayed to view, and are told tha

these cards have been drawn from a deck each of whgse
members has a letter of the alphabet printed on one §1de
and a numeral between 1 and g printed on .the other 51d(.3.
Thus, for example, the four cards might dlSplﬁly on their
visible sides the following four symbols respectively: A’_ 4
D, and 7. Then the subjects are told'tha.t the follo»;lng
hypothesis has been proposed concerning just these our
cards: that if a card has a vowel printed on one 51de,. then
it has an even number printed on the other side. Finally,
the subjects are asked to say which, if any, of the four
cards ought to be turned over in order to determl'ne
whether the hypothesis in question is true or fal.se. Quite
consistently it is found that most subjects say, in a casg
like this, either that the A-card alone should be turnf)

over or else that only the A-card and thf_f 4-card should he
turned over. Significantly, very few subjects say that.t ¢
7-card should be turned over. And yet, apparently»‘ thlS‘ l?
a serious and surprisingly elementary blunder, 'b(tu}l]l’ml(l 11
the 7-card should happen to have a vowel on its hidde

side, it would serve to falsify the llyl’”lh(‘:‘ls- Wh:\'?d(?nsl()
many - subjects  apparently  fail to appreciate lhlé'. lcv
answer, according to some psychologists, is tha.l they snm'pn)
fail to apply elementary principles of deductive rgasc:}r:;sg
in their attempts to solve the prO'ble“?-.InStea ’ ther
subjects must arrive at their ‘solutions in some 0 eds,
quite illogical way - for instance, b)_’ selec?mg those c(z)nngd
which match the descriptions mentioned in the propos

‘or ‘neral introduction to
Lawrence Erlbaum Associates, 1994), ch. 4. ?nr .x.l guodlf‘(. r;\( L
the psychology of reasoning, with a philnsupl.ll(‘ul slant, sd h ..{h"[”ejm[ poo
D.E. Over, Inference and Understanding: A Philosophical ;m ' r[])““k, eal Pt
. i Wi selectio s . 6.
(London: Routledge, 1990); they discuss the Wason selec
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hypothesis  (the  cards displaying a vowel and an cven
number). Such a method of selection is said to exhibit
‘matching bias’,

. However, the Wason selection task raises many more ques-
tions than it succeeds in answering. First of all, are the psy-
chologists in fact correct in maintaining, as they do, that the
cards which ought to be turned over are the A-card and the
7—Car(!, in the version of the task described above? Notice that
what is at issue here is not an empirical, scientific question
but rather a normatiye question — a question of what action
ought to be performed in certain circumstances, rather than
& question of what action s, statistically, most likely to be
|).(-1'h>rnu'(l. Notice, too, that since we are conccrn(;d with
right or wrong action, it would seem that, properly under-
stood, the Wason selection task is a problem in practical
l'ilill‘(‘r than theoretical reasoning. However, once this is
realised, we may come to doubt whether the task can
pl‘()pm‘!y be understood  to ctoncern purely deductive
reasoning. It may be, indeed, that subjects are tackling this
ti{sk, and quite appropriately so, by applying good principles
Of. l)I(I’{I(/iZ'(’ reasoning. Consider, by wa): ()f‘ analogy, how a
saentist might attempt to confirm or falsify a gene}gll empir-
ical hypothesis, such as the hypothesis that if a bird is a
member of the crow family, then it is black. Clearly, he would
do well to examine crows to see if they are bla(‘i(, which is
analogous to turning over the A-card mlsec if it has an even

he might happen upon one which is a crow and thereby falsifv
.t-he hypothesns.: ?rld this is analogous to turning over the
c/(f::ii tl(l) s‘ce, lfl;l[ has a vowel Prin[ed on its other side. Of
),.i“{ . 'l can t ¢ d'spl{tf‘d that If.th(’, 7-card does have a vowel
] o of 1ts other side, then it does serve to falsify the
.ll.)"[l)nlh("sw In question, However, it is unlikely that many. sub-
fact .ISkr(l‘ig 1N1( 1-)1 being l”.()g.l(‘(’ll. But what subjects are in
which o Al‘\ U whether this is so: rather, they are asked

cards ought to he turned over in order to verify or falsify
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the hypothesis, and this is a question of practical reasoning
whose correct answer is not just obviously what the psycholo-
gists assume it to he.?

The lesson which many psychologists are apt to draw fromn
the Wason sclection task is, unsurprisingly, quite different
from the one suggested above. Many of them say that V.vhat
it shows is that people are not good at reasoning deductively
with purely abstract materials, such as meaningless letters
and numerals. In support of this, they cite evidence that
people perform much better (by the psychologists’ own
standards) on versions of the selection task which in\'.ol\'(:
more realistic materials, based on scenarios drawn from
everyday life — especially if those scenarios permit t.hc selec-
tion task to be construed as a problem of dctecting some
form of cheating. In these versions, the cards may be replaced
by such items as envelopes or invoices, with suitable mark-
ings on their fronts and backs — and the ‘impro\'cd’_ per.form-
ance of subjects is sometimes put down to our having |nh.cr-
ited from our hominid ancestors an ability to detect Ch(fa“ng
which helped them to survive in Palaeolithic times.’ H”‘f"
ever, by changing the format of the task and the hypothcsls
at issue, one may be changing the logical nature of th'e task.
so that it ceases to be, in any significant sense, the ‘same’
reasoning task. Hence it becomes a moot point whether dif-
ferences in performance on different versions of_tl.le. task_tt?“
us anvthing at all about people’s reasoning abllltIC.S, since
there may be no single standard of ‘correctness’ ?\'hlch
applies to all versions of the task. It is perfectly conceivable
that most subjects give the ‘correct’ answers in both abslrgct
and realistic versions of the task, even though they give

P discuss this and related points more fully in my ‘Rationahis. l)l'!'l'llllilll ,mrj
Mentd Madels', in K. 1 Manktelow and 1. E. Over (eds ) Ratanahts P chalogiea
and /‘h;/um/zhunl Perspreetiies (London: Routledge. 19g30. ¢ ho K -
Ser |, (,4.\”,“’,_\' “The Logic of Social Exchange Flas Natural Se !QIHHVI LAy

How Hhumane Reason? Studies with the Wasan Selecnion Tavk ,'(-”:"”/7“” 3
TN 1RT 276 TFor discussion, see Faans, Newstead and "””’: I’f:"""::'
Rraauming. PP, 190ff. For more on evolutionary psschologs i general, L ok
Drilarasa Cummins and Colin Allen (eds). The Fiolutum of Ahnd (New Yor

Oxfard l’mwr\ny Press. 1998).
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different answers in cach case, because the ditfferent versions
may demand different answers. The difficulty which we arc
faced with here, and which makes the Wason selection task
such a problematic tool for psychological research, is that in
many areas of reasoning it is still very much an open question
how people ought to reason. The norms of right reasoning
have not all been settled once and for all by logicians and
mathematicians. Indeed, they are by their very nature contest-
able, very much as the norms of moral behaviour are.!

THE BASE RATE FALLACY

A moment ago, [ suggested that people might be tackling
abstract versions of the selection task by applying good prin-
ciples of inductive reasoning. But people’s natural capacities
to reason well inductively have also been called into question
by empirical psychologists. Most notorious in this context is
the alleged ‘base rate fallacy’. The best-known reasoning task
said to reveal this fallacy is the cab problem.” Subjects are
given the following information. They are told that, on a cer-
tain day, a pedestrian was knocked down in a hit-and-run
accident by a taxicab in a certain city and that an eye-witness
reported the colour of the cab to be blue. They are also told
that in this city there are two cab companies, the green cab
company owning 85 per cent of the cabs and the blue cab
company owning the remaining 15 per cent. Finally, they are
told that, in a series of tests, the witness proved to be 8o per
cent accurate in his ability to identify the colour of cabs, in
viewing conditions similar to those of the accident. Then sub-
jects are asked the following question: what, in your estima-
tion, is the probability that the accident-victim was knocked

Ve . , . .
For further reading on the Wason selection task and related matters, see Stephen

E. Newstead and Jonathan St B. T, Evans (eds.), Perspectives on Thinking and

Rewoning: Essavs in Honour of Peter Wason (Flove: Lawrence Erlbanm Associates.
1905).
See A Tversky and D. Kahneman. *Causal Schemata m Judgements under Uneer-

tainty™ in M. Fishbein (ed.), Progress in Social Psychology. Volume r (Hillsdale, NJ:
Lawrence Erlbaum Associates. 19R0).
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down by a blue cab? Most subjects estimate the Pmlmb‘g:)y
in question as being in the region of 8o per cent (Or l(T' l'i
measured on a scale from o to 1). However, a simple calcula
tion, using a principle known to probablllty theorlst)s(irz:]S_
Bayes’ theorem, reveals the ‘true"pfobablllty to be ?'Il)(pio hat
ately 41 per cent, implying that it 1s 1n fact more It ecyt at
a green cab was involved in the accident. If that 1s correk, e
implications of people’s performance on this tas are
alarming, because it suggests that their c.onﬁdence 1(r11 P); _
witness testimony can be far higher th_an is warrfant}:‘: t. ch'
chologists explain the supposed error 1n terms of w ate thz:
call base rate neglect. They say that subJ“tS_Who fe;tlmir cent
probability in question as being in the region of 0 Porit of
are simply ignoring the information that the vaslt maj o yare
the cabs in the city are green rather than b Ui» ieliabil-
depending solely on the information Cpnc?rr}lng t he d to be
ity of the witness. Base rate neglect_ 1S Slm_llarly h(? cians —
responsible for many people — including trained p Jij Hostic
exaggerating the significance of positive results in diag
tests for relatively rare medical Condlt}0n5~
However, as with the Wason sel.ecnon task, Pt the
to challenge the psychologists’ own _|u§igcmcm as to ed. for
‘correct’ answer to the cab problem is. [t may b(‘ lil‘(fma’tion
instance, that subjects are right to ignore l}f"‘ min the city,
concerning the proportions of green %ll.ld blllt‘,.Lil bs ol mar;y
not least becanse that information fails to (ils%lose 1 ¢ ther
cabs of each colour there are. If the numbers 01. C?bsr::)d ealbout
colour are small, nothing very reliable can be u? CL “ green
the chances of a pedestrian being knocked down yAn o
rather than a blue cab. It is interesting that Whén;llmg)rma_
bilistic reasoning tasks like this, subjects dre gwe) entages
tion in terms of absolute numbers rather ‘hénipi.r;:uw t(hc,\"
they tend not to ignore it — in part, p(frha[)s’l )‘(f‘ instance,
find the calculations easier.” Suppose onc 15 told, tor m:

it is possible

1 or Frequendes’.
An Adaptation for I reque n ,
ind, ch. 1. Yor fuller discussion o
o Dan w, Cogmition s

" See Gerd Gigerenzer, ‘Ecological Inl(’“i_g"“”:l
n Cummins and Allen (eds.), The Ez,'.olutlnﬂ of ¥ 1 David J. Murrd
the base rate problem, see Gerd Gigerenzer and LR
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is, after all, correct. But even if we agree that subjects do
sometimes perfor _
tasks, we should recognise that we may have to blame this
ou the form in which information is given to them rather than
on their powers of reasoning. '
There s, in any case, something distinctly paradoxical
about the idea that psychologists — who, after all, are human
beings themselves — could reveal by empirical means that
ordinary hyman beings are deeply and systemaltically bias.ed
i their deductive and inductive reasonings.” For the theories
of deductive logic and probability against whose standards
the psychologists purport to judge the performance of sub-
Jjects on reasoning tasks are themselves the product of human
thought, having been developed by logicians and mathemat-
icians during the lag, two thousand years or so, Why should
we have any confidence in those theories, then, if' human
beings are as Prone to error in their feasonings as some psy-
chologists suggest? Of course, part of the value of having such
theories is that they can help us to avoid errors of reasoning:

Intuitive Statistics (IIi”sdale, NJ: Lawrence Erlbaum Associates, 1987), pp. 150-
T
" For further doubts on thig seore, see L. Jonathan Cohen, ‘Can Fluman Irrational-

ity be l",xpvrinn'm.l“) l)vm(mstr;llz'(l?', Behavioral angd Brain Sciences 4 (1981). pp.

317-70. For 4y Opposing View, see Stephen Stich, The Fragmentation of Reavon:
Preface to o Lragmatic Thepy, o Cognitive Eraluation (Cambridge, MA: MIT Press,
FUN0). cho g Cohen's VIeWS are also discussed, and defended by him, in Ellery
Eells and Tomase Maruszewski (rds.), Probabitity and Rationality: Studies on L. Jona-
than Cohen s Philosophy of Science (Amsterdan: Rodapi, 1991).
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i i had been
if ordinary people, untrained in loglicafl‘;nrfsttf;(:?;,ﬂege con
naturally flawless reasoners, the.wor F o unl,ess 8 .
Russell would have had no practical va ule. o ere st
posc that Aristotle, Frege and Russell, w aing correctly
human as the rest of us, were capable of reasgOrl R
a good deal of the time, we can have no rea
that their theories have any value whatever.

5 N MODELS
MENTAL LOGIC VERSUS MENTAL M

’ rmance on
Many psychologists believct that pCOPlels Opfel;ifgses in their
reasoning tasks provides evidence not on )t/hat is, of the psy-
reasoning, but also of Aow peOPle reason,reasoni;g. Concen-
chological processes involved in human  here are two
trating on the case of deductive reasf)f;l rfr;intain, respect-
major schools of thought at present whic of mental logic and
ively, that we reason by deploying a SySte;nls ¥ This difference
that we reason by manipulating mentlll_g{?ne t.o the distinction
of approach corresponds, roughly Spe}?cl] g(;f proof in logical
between syntactical and semantic met f) j only to the formal
theorv. Syntactical methods have regar whereas semantic
slruct/ure of premises and C(.)nclusl(.mls’ interpretations as
methods have regard to lh(‘lr' _l)()§Sl!;'}Clls for example, so-
expressing true or false Pl'“l’”sm()m" . 1_ rl;[,l(tti(‘al, whereas
called ‘natural deduction’ methods d’r( 5y i l‘ not, here, con-
truth-table methods are S(""‘““i(‘ﬂwe l?(‘,(([ tho’ugh it is for
sider the details of this distinction, l.mp.(?l}[]d:;]e corresponding
logical theory. Our concern, ra[her, 'S ‘:1[ tal models’ theor-
distinction between ‘mental logic’ and ‘men
ies of deductive reasoning processes. hat ordinary human
The mental logic approach C.Omendshl ds naturally deploy
beings untrained in formal logical met Ol ductive reasoning
certain formal rules of inference in their deduc

owill ot be
i smas’. will
atic reasoning scher o |
A third schaol of thought, invoking ‘pragmatic ”|d,i,,n.,n e e I(;{r ‘”l‘
‘ ‘ : N e eVoln ary b l "l s
it is favoured by sorr ) ¥ pescholugsts
diccussed here though it is fav e B
‘ iff ¢ & eS8, Sef PN . l "
Lo e ‘rent approach e
Verviesw of the three differe e Associates. 1
MoJ. Byrne Deduction (Hove: Lawrence Erlbaum
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processes.” For example, one such rule might be the_rule
known to logicians as modus ponens, which licenses us to infer
a conclusion of the form ‘Q’ from premises of the forms ‘qIf P,
then @ and “‘P’. Which rules of inference people actually
deploy is regarded as an empirical matter, to be settleoi by
appeal to evidence of how people perform on various
reasoning tasks. Thus, it might be surmised that, in addition
Lo modus ponens, people also deploy the rule known as modus
tollens, which licenses us to infer a conclusion of the form ‘Not
P’ from premises of the form If P, then Q’ and ‘Not Q. How-
ever, an alternative possibility is that people adopt a more
roundabout strategy for deriving such a conclusion from such
premises. For instance, it might be that, presented with pre-
mises of the form “If 2, then Q and ‘Not Q’, people first of
all adopt a hypothesis of the form ‘P, then apply the rule of
modus ponens (o “If P, then Q’ and ‘P’ to get ‘Q’, and ﬁ,nally
infer ‘Not P’ from the resulting contradiction betweer} ‘_Q and
‘Not @’ by applying the rule of inference known to log.lc?ans as
reductio ad absurdum. If this more roundabout method is indeed
their strategy in such cases, then we would cxpcct.people to
be quicker and more reliable in inferring a conclusion of l‘ht‘;
form “Q from premises of the forms “If P, then Q’ and 1;
than they are jn inferring a conclusion of the form ‘Not F

from premises of the forms “If P, (hen @ and ‘Not (’. And
experimental findings would appear to bear out this expecta-
tion, We see, thus, that it m

ay be possible to amass indirect
evidence of what rules of

inference people deploy in their
reasoning, without having recourse o the dubious testimony
of introspection,

However, adherents of the mental models approach con-
tend that the available empirical evidence favours an account
of deductive reasoning processes which does not invoke
formal rules of inference at a].'0 Consider, thus, an inference

* For a fuller description and a defence of the meng
OBrien, "Menty) Logic and Human Frrationality: We Cian Put a Man on the

Moon, Sa Why Can't we Solve those L()gi(*aLRr:lsoning Problems?", in Manktelow

and Over (eds.). Rationaliqy, ch, 5.

For a fuller Account and a defence of the ment

Laird and Byrne, Deduction.

. )
al logic approach, see D. P.

al models approach, see Johnson-
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. s in
from the premises ‘Either Tom is n Londonl OSriO];,O‘r"rll“olrn y
Paris’ and “Tom is not in London’ to .the . d that this
in Paris’. A mental logic theorist mlght conten e
inference is carried out in the following ma:]Enitt?}rl'er Por @
recognises the premises to be of the forms as disjunctioe
and ‘Not P, then one applies (he rule kfg’wgnd finally one
syllogism to derive a conclusion of’the form ’a conclusion of
recognises that “Tom is in Paris ql{ahﬁes as t of account
this form in this context. One objection to this 'Sto(rioes a trans-
is that it seems very cumbersome, mVOlvmg a? 1rms and back
ition from specific sentences to schematlc ro-ed out on the
again, with inferential procedures b.emg carri mply that
schematic forms. Another is that. it ‘seems :,Omaterials as
people should reason just as well vylth abstrac o lior is
they do with ‘realistic’ ones, which, ashwe\/vsason selection
thought to conflict with evidence from the bat we comduct
task. The mental models aPprO?Ch Sugges(;isfiferint and more
the foregoing type of inference in a quite isage in what pos-
direct way. First of all, it suggests, we envis lg be true — that
sible circumstances each of the Premlfes‘wlou remises. Then,
1s to say, we construct certain ‘models’ of tje p‘ that some of
when we try o combine these m()d(’,.ls, we f""i we discover
them must be eliminated as inconsistent, .‘m(-.(rlu- Thus,
that in all the remaining models the ('on(‘lnsu)o 1.; ! s‘i['llilli()n
both a situation in which Tom is in ]‘(md”-l; (l:?(ll;v.l)r(‘misv
in which Tom is in Paris provides & ”:()d'(" ([) t only onc of
Either Fom is in London or Tom is in 12”"7 ' ,)lll with a situ-
those situations ean consistently be Comb.m-a situation in
ation in which Tom is not in London, :ar:d.lt N 1 Hence we
which the conclusion, ‘Tom is in Rarls » 18 frue.
draw this conclusion from the premises. oach is not only
On the face of it, the mental models abpptrmore intuitively
simpler than the mental logic approach, bu I have already
Plausible. And its adherents 'Clalm,!.,d?)urg it. Unsurpris-
remarked, that the empirical evidence d?( l(*;l by the advoc-
ingly. none ol these points would be conc;l?( ;l(’bal(f between
ates ol the mental logic approach and lJ C_ rﬁethin%’ of an
the two schools seems to have reached some l
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Impasse. It is not clear whether philosophers have much of
value to contribute to this debate, beyond voicing a degree of

scepticism concerning the whole business. It is certainly an
odd idea, bordering on the paradoxical, to suppose that ordin-
ary people, quite untutored in formal logical methods, effort-
les§l¥ deploy in their reasoning formal logical rules’ which
logicians themselves have only discovered and codified during
many (,:enturies of painstaking work. The fact that ordinary
Peopl’e s alleged knowledge of these rules is supposed to be
tacit’ rather than ‘explicit’ does not help much to alleviate
the air of paradox. On the other hand, it is not entirely clear
what real substance there is to the rival approach of the
mental models theorists.!! For the very process of con-
Structing ‘models’ of certain Premises, attempting to com-
b.mc them, eliminating some of these combinations as incon-
smtcr?l, and discovering the remainder to be ones in which a
certain conclusion is true, iself appears to demand reasoning
quite as .Complex as the sorts of inference which it is supposed
to explain. In fact, what i seems to demand is nothing less
than a (legrce of logical insight - that Is, an ability to érasp
lha.t certain propositions entail certain other proposﬁions.
Insight ol this sort is arguably integral to our very ability to

engage in propositional thought ()[';111y kind at all. ’
'.Sup[)osv, for example, that we discovered someone who
ﬁr‘fs[)f-(l ll‘ll('.pmp()sil’i(‘m tl_m? Tom is in London and grasped
l1'(, pProposition ‘ll.lill Fomvis in Paris (as well as the negations
;:lgl.h:)l?;[l)il;){)l“?lll(?ns), '[)%ll siniply failed to grasp the follow-
]‘Qr',, pa Pu. vplrop()sntmn that e‘it‘lzer Tom is in London or
Lomon 1 bar(nﬁ and the proposition 'that Tom is not in
Param a1 also h true, then the proposition that Tom is in
a person t;)] tehlrue. Wha.t could we plausibly say of such
ek a 6:* must fail to grasp the concept of disjunc-
» that s, the meaning of the words ‘either . .. or’? How-

" .
For trench; itici
nchant eriticis " the
riacism of the mental models approach by an adherent of the

mental logie 4 ach, see [ ;
Rul)rrll A\‘;g';l;‘gi‘i:‘l"“ hvl :“ ¢ ’l:dn('(‘J- Rips, ‘Mental Muddles’, in Myles Brand and
armish (eds.), The Representation o Knowledge and Belief (Tucson: Uni-

versity of '\li7l)l1il ress, ) d «
) B 4 C88, 1986}, See S y ‘Rati i I
N e P, .)8‘ } ¢ also my Rdll(}ll’llll}'. I)t‘('ll('[l()l] and Mental
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ever, someone who failed to grasp this concept would scarcely
be able to engage in propositional thought at all. We cannot,
it seems, coherently separate some ability to engage in correct
logical reasoning from even a minimal ability to have
thoughts with propositional content — though this is not, of
course, to belittle the problem of explaining the latter ability.

But why, then, do we bother to construct and learn systems
of logic and why are we prone to commit logical fallacies in
our reasoning? The answer, plausibly, is that logical insight,
indispensable though it is, has a very limited scope of applica-
tion. In the simplest inferences, we can just ‘see’ that the
premises entail the conclusion: failure to see this would con-
stitute a failure to understand the propositions in question.
But in more complicated cases, involving highly complex pro-
positions or lengthy chains of reasoning, we need to supple-
ment logical insight with formal methods — just as we use
formal techniques of arithmetic to supplement our element-
ary grasp of number relations. The formal methods are no
substitute for logical or arithmetical insight, nor can the
latter be explained by appeal to the former (as the .mentz'il
logic approach would have us suppose), since m§‘lghl 1s
needed in order to apply the formal methods. But this is not
to deny the utility of those methods as a means to extend
our logical or computational capacities beyond their natural
range.

So, one possible answer to the question ‘How do we
reason?” could be this. We conduct elementary (lcdl'lC[l\:C
.inl'crcnces simply by deploying the logical insight which is
mseparable from propositional thinking. Beyond l.h'al
severely restricted range of inferences, however, our abl.l][y
to reason effectively is largely determined by what technical
methods we have managed to learn and how well we have
learnt to apply them. People untutored in such m(f[h()(ls have
nothing but their native wit to rely upon and it sh()ul(l.l)v
Unsurprising that they fail to solve reasoning |)roblcm§ wln('.h'
really demand the application of formal m.c[h()(ls. For tlus
eason, it scems singularly pointless to subject sucb p(‘,()pl('T
as psychologists sometimes do, to complex reasoning tasks
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involving Aristoteljan syllogisms, for syllogistic reasouing is

TWO KINDS OF RATIONALITY

Earlier on, 1 remarked that it seems almost tautologous to
say that rationality involves reasoning. But further reflection
may lead us to qualify that judgement. When we describe a
person as being ‘rational’ or ‘reasonable’, we need not be
ascribing to him or her especially good powers of reasonin},
that is, an especially well-developed Capacity to engage in
inductive ang deductive argument. Indeed, it has often been
remarked that the madman may reason quite as well as a
Sane person does, but js distinguished by the extravagance of
the premises which he assumes to be true. Someone who
believes hinself 1o be made of glass may reason impeccably
that he wi) shatter if struck, and take tlhe appropriate
avoiding action: hjs crror lies in his beliefs, not in what he
infers from t(hem. Nor will it do (o blame his error on his‘
having acquired those beljefs by faulty processes of
reasoning, for even the sanest and most reasonable person

acquires relatively few of his or her beliefs by processes of
reasoning.

It seems, then,
ality.'? Rationality in the first sense,
cerned with so far in (hig chapter, is an ability to reason well,

" The view 1hayg there are 1w, kinds of rationality js o pervasive theme in Jonathan

St BT, li.v;ms and David §. Cner, /\’(Ilimmli()' and Rmmnin'g (Hove: Psychologs
Press, 1OGH): gep especially pp. 71t
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whether deductively or inductively. It is thl}s1 klndré)[i;;léls(:?;i_
ity which psychologists presumably think they ?)n rcasomfng
ting when they study people’s performa.nce i
tasks. Rationality in the secqnd sense‘ is anable’) person
notion: roughly speaking, a ratlonél (or rea;(? r her social
in this sense is one who is well-adjusted to' tl(seloin the light
and physical environment, who acts apprOprlablg and attain-
of his or her goals, and whose goals are senslln R
able given the available resources. Posses§1 gthe first kind
kind of rationality may well involve poss?ssmlges b more
of rationality in some degree, but clea.rly 1o vd measure of
hesides. Not least, it involves poSsessing a gool. ’ is no easy
‘common sense’. Characterising this latter qua'tltlyater in this
matter, though I shall have more to say about i
chapter. . if we
Irﬁ) this context, it is worth remarking that’s(;'\éizlctgi:\;s
accept the pessimistic judgffl_n‘em of SZT}er people, as
regarding the reasoning abilities of ordi reaysoning tasks,
Supposedly revealed by their performance on lear bearing on
these experimental findings have no very c second sense of
the question of how rational people are ll;]pusrensc is primar-
‘rationality’. How rational people are in t lssrcumStances of
ily revealed by how they behave in the (.thiﬁcial sks in
everyday life, not by how they perform on }‘1 uestion the
lab()i‘at()r\' conditions. Indeed, one mlg]L <cl]|cli tasks too
samity — (e rationality — of anyone who I,O()d }:enefits to the
seriously, given that the associated costs an omparison with
subjects concerned are relatively trmal, ch Perhaps, then,
those regularly encountered in CVeryd?) o erformance of
ironically enough, the alleged_ly medlocr'(;]icph psychologists
ordinary people on the reasoning t‘r".SkS, rt' in the broader
set them ig testimony to their rationahty
sense,

R e CTURING TEST
ARTIFICIAL INTELLIGENGE AND THE 1

. an

SR T :r that huma

I remarked at the beginning of this L}]al)t(l;;(l(’r pressure
f . ave come

claims t pe uniquely rational have com
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from investigators in the rapidly expanding field of artificial
intelligence, or AL It is customary, in this context, to distin-
guish between ‘strong’ and ‘weak’ Al, proponents of the latter
maintaining merely that aspécts of intelligent human behavi-
our can be usefully simulated or modelled by appropriately
programmed computers, whereas advocates of the former
hold that in virtue of executing a suitably written programme
a machine could literally be said to think and reason.”
Clearly, it is strong Al whose claims are philosophically contro-
versial and whose credentials we must therefore investigate.
It is indisputable that suitably programmed computers can
perform tasks which human beings can only carry out by
exercising their powers of understanding and reason. Thus,
for example, playing chess is an intellectually demanding
task for human beings and we regard people who can play
chess well as being highly intelligent. Notoriously, however,
there now exist chess programmes which enable computers
to match the performance of world-class human chess-
players. Does this imply that those computers are exercising
powers of understanding and reason when they execute these
programmes? One may be inclined to answer ‘No’, on the
grounds that such programmes do not, it seems, replicate the
kind of thinking processes which human players engage in
when they play chess. For one thing, these programmes
exploit the immense information storage capacity of modern
computers and their extremely rapid caleulating ability,
enabling a machine to evaluate many thousands of possibl('
sequences ol chess moves in a very short period of time.
Human beings, by contrast, have a short-term memory of
very limited capacity and carry out calculations much more
slowly and much more erratically than computers do. A
human being, then, could never hope to play chess by follow-
ing the sorts of procedures which a chess-playing computer

* John Searle makes the distinction between *strong” and *weak’ Al in his influential
but controversial paper. ‘Minds, Brains, and Programs’. Behavioral and Brain Sii-
ences 3 (19Ra), pp. g17-24, reprinted in Margaret A. Boden (ed.), The Philosophy
of Antificial Intelligence (Oxford: Oxford University Press, 1990). T discuss some of
Searle’s views more tully later. ' .
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exccutes. 1t may be said that this, indeed, makes it ‘;lllthe
more remarkable that a human being can, nonetheless,
match the performance of a computer a.t chgss. Anq liorlliiz}s’
be suggested that the lesson is that true intelligence mer o
intuition or insight rather than mere cz.llculatmg pow h, i
however massive a scale. Thus, the experienced human ¢ etshse
player, despite being unable to compute and eval}t:ate e
thousands of possible sequences of moves open to tlril; e
given stage of the game, may simply see Fhat a cer‘;ih e
of attack or defence is strategically promising, even 1t he
never encountered precisely such a situation before. -
Here, however, it may be objected that the lI:'IOUOf .

‘intuition’ or ‘insight’ is altogether too vague ;0 }(13 toher ;’
use in the present context. How can we léfl w (Ea cask
creature — be it living or a machine — 138 carryms; ou e
by employing intuition or insight rather than by mfl o we
‘mere’ calculation? Perhaps, for al'l we lfno‘w,h w :t o
fondly call the employment of intuition or insig [t)Jl:;rsonal
matter of complex computation, albel.t at a sub-p e
level which is inaccessible to introspective a.wareness.ime”i_
over, even when I judge another human‘bem;g] to beservablc
gent, [ surely do so on the evidence of his or CrO S
behaviour, verbal and non-verbal, not on thc‘bd?‘ls 9[ [ﬁ)it/ion
lations concerning his or her supposed cnpat_‘“y'ﬁ(f ltl differ-
or insight. By this standard, it seems, the signm ““Im being
ence between a chess-playing computer and a humr‘met};ing
has nothing to do with how they pla)‘r‘ChCS§ d— Sl(())V differ-
which they may do equally well, even 11.1heyh Cf};m, St
ent strategies — but consists, rather, n the * complish
chess-programme only enables a computer tl?' ent things
one of the indefinitely large number of m“;]']gview i we
that an ordinary human being can do. On this vV ¢ (.’nab](;(l
were to encounter a computer whose Pf"grﬁ‘n‘m;})(;ut the
it not only to play chess, but also o Com./(lrsr(';c(w; advise
weather, write poetry, place bets on hor%e nd’.s’o on -
people concerning their medical Pr"hlewff’}] aacti\.'it\’ and
switching  appropriately between ont o forminé each
another according to circumstances and per :
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of them at least as well as an average human being — then
to deny it intelligence would be quite unreasonable.

It is a view like this which informs the well-known Turing
lest of artificial intelligence, named after its progenitor, the
computer pioneer Alan Turing." Simplifying somewhat, the
test may be described in essence as follows. Suppose that you
are confined to a room equipped with a typewriter keyboard
and printer on one side and another keyboard and printer on
the other side. By means of these devices you can send and
receive typewritten messages to and from the occupants of
the two adjoining rooms. One of the occupants is another
ordinary human being who speaks your language, while the
other occupant is a computer executing a programme
designed 1o provide responses to questions expressed in that
Janguage. You are allotted a limited period of time, say ten
minutes or so, during which you are at liberty to send what-
ever questions you like to the two occupants and to scrutinise
their answers. Your task is to try to determine, on the basis
of those answers, which room contains the human being and
which the computer. The computer is said to pass the test if
you cannot tell except by chance which of the two occupants
is human.

Turing himself, who first proposed this test in 1g50, some-
what ambitiously predicted that a computer would succeed
in passing it by the year 2000. (At the time I write this, no
computer has incontrovertibly passed the test.) According to
Turing and his followers, we should equate the intelligence
of a computer which passes the Turing test with that of an
ordinary human being. And, on the face of it, that seems
entirely reasonable. For suppose that, instead of a computer,
another human being occupied the second room. Shouldn’t
the fact that this occupant’s answers to your questions were
indistinguishable to you from those of another ordinary
human being suffice to convince you of his or her intelli-
genee? We demand no better evidence of intelligence than

" See Alan j\" Tur?m{. ‘Computing Machineey and Intelligence’, Mind 59 (1950
Pp. 433-to, reprinted in Boden (ed.). The Philosophy of Artificial Intelligence.
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this, it seems, when we engage in a telephone conversation
with a human stranger, so why should we harbour any d(;ubts
when our communicant happens to be a computer? To
demand further evidence in the Jatter case smacks of anthro-
pocentric prejudice, for what further evidence could we reas-
onably demand? It is surely irrelevant that a computer may
not look at all like a human being and hasa different internal
constitution. After all, would it be rational to'harbour doubzls
about the intelligence of one of your friends if you were su (i
denly to discover that, instead of being made of flesh 72.1n
bones, he or she was composed internally of metal rods, wires
and silicon chips?

Perhaps, however, one cannot justly :
pocentric prejudice for insisting that evidence 0 :
should consist of more than just an appropriate range o
verbal responses, for this is to ignore non-z.)erbal behaviour Eis
a proper source of such evidence. The Tjurmg. test reI;)rfesttfn Z
a curiously ‘disembodied’ conception of intelligence. t 15 rut
that evidence of intelligent non-verbal behaviour }15 non
immediately available to us when we cpnverse with af ur"nlzﬂlv_
stranger over the telephone, but the circumstances 0 'e\e "
day life suffice to make us justiﬁably confident that V\(e'couh
obtain such evidence, at least in principle. W(T cot.xld hd\he t .:‘,1
call traced, track down the caller, and confront him or hert
person. Then we would discover him or her to be a c:rcatuir;e’
capable of all sorts of intelligent n(m—ve.,rl')al behaviour. \ \r
contrast, when we enter the room containing the'comgu;l
which has passed the Turing test, all we may ﬁn_d is anhlln "
metal box sitting on a table, quite incapable of engagctigv“v
any physical activity at all apart from the .elect'romc a()f o
going on inside it. Qur doubts about the mtelhgvt.znhce;h() ihe
room’s occupant need have nothing to do, then, wn; | (.gu.,;l
that it is composed of metal and silico’n, z?nd to ‘g’];"(,l;, ri;-;,l
need not be an expression of prcjudi.cc in (2.1\'()U‘I‘. (? )l(.(r[%it oy
organisms of any kind. If this line of objection ,lisl.(:),r]rt (};m "
not enough for a computer o be deemed mt; 1 .lg(l e
can pass the Turing test: It must also be }‘:);] \L«i)“ e
intelligently with its physical environment, whic '

be accused of anthro-
¢ of intelligence
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1t to have the equivalent of animal sensory and motor sys-
tems. In short, the computer will have to be a sophisticated
kind of robot.

Against this, it may be objected that, by these standards,
a human being who has been completely paralysed by a
stroke but nonetheless retains all of his or her intellectual
faculties — that 1S, a victim of so-called ‘locked in’ syndrome.-
should not be deemed intelligent. But there is a crucia! dif-
ference between such a human being and a physically inert
computer which has passed the Turing test, namely, that t.hC
human being has /ost a capacity for physical interaction with
its environment, whereas the computer has never had one. It
is questionable whether we can make sense of the idC?l of
there being an intelligent creature which has never acquired
4 capacity to interact physically with its environment,
because so much of the knowledge which intelligel}CC
demands apparently has to be acquired through active
exploration of one’s environment, both physical and soc1al;
The idea that such knowledge can simply be ‘programmed

into a computer directly is highly dubious, as we shall see
more fully in due course,

SEARLE'S ‘CHINESE ROOM® THOUGHT-EXPERIMENT

There are other doubts that can be raised about the Turing
test. Amnongst the best known of these are some that John
Searle has raised in the context of his much-debated ‘Chint‘:'se
room’ thought-experimen_ > Imagine the following scenario.
A monoglot English-speaking person is confined to a room

' See Searle, ‘Minds, Brains, and p
Peer review ¢ ommentary in the g,
Margarer A, Boden, ‘Escaping the
Artificial Intelligence.

. ) et irs [
rograms’. For comments and criticism, see th
. . . U N P SO0
me issue of Behavioral and Brain Sciences. See alse
Chinese Room’, in Boden (ed.), The Philosophy vf

e .
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e im
person has another such ke)'/boa‘rd. and Prmtttr;l:“r(z)wol;g 'fll‘he
to send messages written in Chinese into o b Lk
Chinese speaker is permitted as.k whatever ques the English
in these messages. On receiving a message, on masual.
speaker inside the room has to consult the opera e
which tells him what string of Chinese characttl:r;a: byein “©
in response. Let us suppose that the manua AN
written that, when the Ch.inese speakgr 'rrfcuish them
responses to his questions, he is unable to disti hgt e
from those of a native Chinese speaker. IE tsthdard; of
seems, the Turing test has been pass.ed. By the m ought to
that test, the Chinese speaker out51.de thC. FOTI. ent being
conclude that he is communicating with an inte 5 recisely
inside the room. And, of course,.in a sense t.hat l?nl:t)elligent
what he is doing, since the English Spea.ker l}i a:oom has no
being. However, the English speaker inside t ¢ lication. it
understanding of Chinese whfitever. The m(ljl;) o un(’iﬂr'
seems, is that passing the Tur!ng test dc:marflthat est and
standing of the questions posed in the courseﬁe intelligence,
tonsequently that the test is no test of genclillr tanding,
since genuine intelligence does demand unde 5 ent to the

The direct relevance of this thOUght-ex?er-lfmwe suppose
problem of artificial intelligence can be S(’L(n lbeing it con-
thay, instead of the room containing a hu'm;l}ne inst;uctions
tains 3 computer programmed to obey th it 1s an open
embodicd in the operation manunl. (Of courlse’ uld really be
question whether such an operation manua COment that it
written, but let us assume for the sake thar}%u es of strong
can;af it can’t, then it would appear that t ff ao}r:uman being
Al'supporters must be dashed in any case.) ly, can a com-
can follow these instructions, then so to.(;, ~Surewy};at string of
puter; since they are simply rules spect ylf],g se to a given
Chinese characters should be sent out n rcs};”(’)‘r ;vnta(:tical,
ill(i()nling string. The rules are purely fo(iil;‘:)f()nincsc char-
h;l\'ing regard merely to the shape and or (1t -r exccuting this
acters in g string. But then, sinc:e a compu t ‘ndé(’»d bv the
Programme will pass the Turing tcﬁt"faﬁoicrs must hold
Chinese speaker outside, Turing and his fo



216 An introduction to the philosophy of mind

that the Chinese speaker would be justified in attributing
intelligence to such a computer. And yet, it seems, the com-
puter no more understands Chinese than did the English-
speaking person. Moreover, unlike the English-speaking
person, there is surely nothing else that the computer under-
stands, 5o our conclusion should apparently be that the com-
puter understands nothing whatever. But how can something
which understands nothing whatever Justifiably be deemed
intelligent? The lesson seems to be that intelligence cannot
consist in the mere execution of a computer programine,
which is a set of purely formal rules for transforming certain
strings of symbols into others. Rather, to the extent that
intelligence involves the deployment of symbols at all, it must
include an understanding of what those symbols mean: it must
involve not Jjust syntax, but also semantics.

However, the foregoing argument may be accused of beg-
ging the question against advocates of the Turing test, on
the grounds that we have simply assumed that the computer
does not understand Chinese. [t is true enough that the
English-speaking person in the original version of the thought-
¢xXperiment does not understand Chinese. But the computer
exccuting its programme is noy equivalent to the English-
speaking person alone: rather, it is equivalent to the com-
bination of (he English-spcnking person and the operation
manual, for the lagger 1s what corresponds to the computer’s
programme. Why corresponds 1o the English-speaking
person is the computer’s central processor, which exccutes
the Programme. The advocate of the ‘Turing test can happily
concede that the central processor by itself does not under-

n.ing. In like manner, then, he may urge that the system con-
sisting of (he English-spcaking person and the operation
manual dpes understand Chinese, even though the person
alone does not.

Searle has responded to this objection (the so-called ‘sys-
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tems reply’) by urging that, even .if the Engllsh—lspcatklﬁg
person were to memorise the operation manual by heart, l(e1
would still not understand Chinese — and yet now he wou
constitute the whole system inside the room. The probflem a;
this point is that we are entering deep into counterhaCtU?;l_
territory. An operation manual that would suffice for the Pltll v
poses of the Turing test would be immense and conseqnenby
impossible for an ordinary human being to memorl;‘; tZ
heart. But if, per impossibile, a human being were to be a eh
memorise such a manual, who is to say whether or not ‘;
would as a consequence be able to understandhChln;ses.
Rather than pursue pointless speculation about suc mﬁ tLe,
it is more helpful to emphasise what Searle takgs to eTh.
crucial lesson of the Chinese room thought.-CXPe”ment' 'li
is that intelligent thought and understanding cannot Cfoglsrls_
merely in the making of transitions between strings 0l Yy
bols in accordance with formal rules — and y'et. the atttitrtlr,
seemingly, is all that a computer is doing when it is (E,xe'cutellig-
dprogramme. Hence, a computer cannot be said to e]l‘r(; e
§ent purely in virtue of executing a programme. ¢ surelv
extent that the Turing test implies otherwise, it must )
be mistaken.

But perhaps the Turing test d()csn"l im‘p‘ly “tl}_“")“"zei‘ml(;
only provides a criterion for the ascription ol ml.cl ige nt\j(,r(-_
has nothing to say about what intelligence consists in. } 'hicn
over, gt \\'()l‘ll(l scem false to say that all that a cumpute;o\; e
Passes the test is doing is to execute a Pfogram{)ne’v en the
is to ignore the verbal exchange that Is gomng on ett“eit The
cOmputer and the person who is putting ques_tloélsb‘?its' pro-
fOmputer’s part in that exchange is determlneh y R
ramme, no doubt, but it amounts to more t an JanC()rd-
making of transitions between strings of symbols ! /ul of
ahce with formal rules — it also involves lhe.scndlr.lgr()“ms
4ppropriate verhal messages in r(SSP"m"C_m,mcmrn.l_m,’l (,](_fui
In view of these and other complications, 1t Slm[‘)l). 1sn mu‘nl
what lesson, if any, can be drawn from the (:hmv(l/::mq AL
thought-cxperiment concerning the prospects ff)r,‘s. od some
Even o it should be recognised that Searle has raiscd
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deep and important issues which the advocates of strong Al
cannot afford simply to ignore.

THE FRAME PROBLEM

I suggested earlier that one reason for denying that a chess-
playing computer is intelligent might be that it is incapable
of doing anything but play chess — anything, that is, which
would be deemed an intelligent activity if performed by a
human being. The idea that a creature or machine could be
intelligent in virtue of performing just one kind of activity in
an intelligent manner seems highly questionable. It is true
that a few human beings are so-called idiots savants. These are
individuals who, despite having a fairly low level of general
intelligence by human standards, are outstandingly talented
in one area of intellectual endeavour, be it musical, mathem-
atical, or linguistic.'s However, even these people are not tot-
ally devoid of intellectual ability in a wide range of other
areas. Part of what it is to be an intelligent being, it seems,
is to be versatile and flexible in one’s range of responses,
especially to novel or unexpected circumstances. That is why
the so-called tropistic behaviour of many lower forms of
animal life, superficially intelligent though it may appear to
be, does not reveal them to be genuinely intelligent creatures
but quite the reverse. Such a creature will repeatedly carry
out some complex scheme of behaviour in response to a pre-
determined stimulus, never learning 1o adapt it to new cir-

cumstances or to abandon it when it becomes unproductive.

ence and an ability to apply one’s knowledge appropriately in
relevant circumstances. Is it possible to confer these abilitiCSv
upon a computer simply by endowing it with the right sort of

s NP te b - . .
‘\l” Michael J. A, Howe, Fragmenss of Genius: The Strange Feats of Hiots Savants
{London: Rnutle(lg(-. 1989). For 3 more detailed case study, see Neil Smith and

Lanthi-Maria Tsimpli, The Mind of ! ]
a Tsimpli, The | Savant: . Modulant
(Oxford: Blackwell, 1995). v Sewan faneuege Feamne and A
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programme? That seems unlikely. While it is often possible
to capture, in a computer programme, a body of expert know-
ledge within a restricted domain — for t:xamplt:f some of'th.c
diagnostic knowledge of a skilled medical practitioner — it is
not at all clear how one could embody relevantly applicable gen-
eral knowledge in a computer programme. Perhaps one might
hope to do so simply by combining a host of different spe-
cialised programmes, each designed to capture some SpCFlﬁC
aspect of human knowledge, either practical or theoretical.
For instance, one such programme might try to capture the
knowledge required to order a meal in a rcstaurant., while
another might try to capture the knowledge required to
render assistance in the event of a fire. The pro‘blcm, how-
ever, is that in the circumstances of everyday'llfe we con-
stantly have to shift from engaging in one in.telllgent _actlv1té/
0 engaging in another, in the light of new information an

OUr own priorities — and our ability to do this effectively is
itself a mark of our intelligence. .

Imagine that one is busily ordering a meal in a rcstaurabr}f,
when suddenly a fire-alarm rings and one sees smoke bil-
lowing from windows across the street. Then one has to
decide whether to carry on ordering the mca! or to do some:
thing about the fire. Neither the nlezll-ortiftrl-ng [)r()grzlnTll]1’1(,
nor the fire-assistance programme by itself Wll! specify \\‘ (1‘1
to do in these circumstances, since cach is dedicated e.xdus-
ively (o its own domain. And yet it a programmer tried to
build in cross-connections between all of his spfza'alls?d pro-
Srammes in order to overcome this sort of limitation, fhe
would rapidly discover that that this would do no goqd — for
there is no end to the number of different ways in Wth.h OEC
ntelligent activity may need to give way to finqther in t[‘()i
tourse of an intelligent creature’s everydgy life. §u1;]p(‘)se,)al'
instance, that the programmer were to l.ncluvdc in his 'm(l,h(‘
ordering programme the following provision for action {n ! l
“Yent of a fire: in this event, the programme S[?(!(‘,lfl(‘b tha
the meg] should be abandoned and the flrc-.assml'ancc pru;
Sramme be followed instead. But would.an lf]t(?“lg(,‘n[ dn(
responsible person necessarily try to assist with the fire in
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these circumstances? Not necessarily, because, once more,

unexpected contingencies may demand some other course of

action. For instance, Just as one is thinking of calling the fire

brigadﬁ, one might notice a small child outside the restaur-

EVer encounter or even envisage. That being so, it appears to
be impossible in principle for the computer programmer to
take all such contingencies into account jn advance, even in
.the case of so mundane an activity as that of ordering a meal
In a restaurant,

The problem confronting the advocates of strong Al here
IS sometimes known as the Frame Problem."" 1t consists in the

human being but which also specifies how that knowledge is
to be applied appropriately in relevant circumstances. For it
S€ems to be impossible to, specity in advance what all the
‘relevang’ circumstances and ‘appropriate’ applications might
be. Another way of describing the difficulty is to say that
there jg pl;lusibly no sct of algorithms, or computational
rules, which can embody the qualities of common sense and
sound judgement which characterise a rational human being
of average itelligence., Whether the challenge posed by this
Problem can be ey by the advocates of strong Al remains
to be seen. It would be foolhardy, however, to proclaim too

" See the articles in Zenon W. Pylyshyn (ed.), The Robot’s Dilemma: The Frame Problem
r}/‘.'lrlg/v{':al Intelligence (Norwond, NJ: Ablex, 1987). See also Daniel C.. Dennett,
l(")_g',]lll\'t' \V‘hf‘(»lsf The Frame Problem of ;\I', in C. Hookway (ed.), Ands.
Machines anq Evolution (Cambridge: Cambridge University Press, 1984), reprinted
i Boden (ed.), The Philu.rapl!y of Artificial Intelligence. ’ o
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upon it. Ironically, if we were to succeed in developing ar‘tlh-
cal intelligence, that might provide the strongest possible
testimony to the superiority of our own intelligence.

CONNECTIONISM AND THE MIND

We are perhaps unduly impressed by computers .Wthh effort-
lessly and rapidly perform tasks which we find intellectually
daunting, such as playing chess to grandmaster !evel or carry-
ing out complex mathematical calculations. It is noFeworthy
that these activities are rule-governed and self-contained and
thus well-suited to implementation by means of a computer
brogramme. Carrying out the steps of a programme, how-
ever, is a purely mechanical procedure and.to th.at ex‘tent,
Some would say, the very antithesis of genun}ely intelligent
behaviour. We would not, I think, have a high regarfi for
the intelligence of someone who played a game of skill by
JaboriO“SIY f0”0Wing the steps laid down in a Computér prl(?-
Rramme — though we might have a high regard for the intelli-
gence of the person who wrote the programme. . '
On the other hand, we are perhaps not st.lfﬁcwntly
impressed by the intelligence of some'of the th{ngs ]that
human beings do ctfortlessly but which it is very difficult té)
Make computers do. | have in mind here such_ humble an
Mundane activities as walking across a room \.NlthOUt bun?pl;
ing into anything, packing a suitcase, and.makmg a sandwic
from ingredients located in the typical kitchen. One reals]on'
why these things are difficult for computers to do is that they
are not self-contained and straightforwardly rule-governid
activities, As such, they all come up against thf: Frame Prob-
lem. Another reason is that these tasks require the agents
P”“’rming them to have sophisticated perceptual and 'rrmvto;‘
“apacities: they must be able to rccogniS.C a great Vaf“‘?. (;
objecty pereeptually and to move their limbs in ‘way.sl'u bm,?
take into account the physical properties and spatial re ‘tfl(l)"lh»
of thoge objects. These capacities do not seem to b("rf adi \
amenable o programming. Human benllgs have to 1(.'(”;:2((
them by learning from experience and it scems likely th:
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Mmachines, too, could only ever acquire them in that way. But
it seems unlikely that an ability to learn from experience is
something that could be conferred upon a machine simply by
endowing it with the right sort of programme, along with
Sensors and movable limbs.

If one wanted to Create an intelligent machine, would it
not be sensible to try to model it on creatures which we
already know to be intelligent — ourselves? This is to jnvert
the approach of traditional AL which attempts to throw light
upon the nature of human intelligence by comparing human
thought to the execution of a computer programme. The
human brain, however, is Constructed very differently from
an electronic computer of traditional design. It consists of
billions of nerve cells or Neurones, each connected to many
others in a complicated and tangled network. Electrical activ-

interact with neurones in the brain. Thus, there is no ‘central
processor’ in the brain comparable to that found in a com-
puter of traditiony| design. To the extent that we can
describe the brain as an ‘information processor’ at all, it 1s
one which utiljses parallel rather than serial processing on a
massive scale.'®

The distinction between serial and parallel processing may
be crudely illustrated by thé_'f‘()llowmg simple example. Sup-

Person to do the whole Job by counting every book on every
shelf. Another way would be to allot each shelf to a different

IR > . .
:{‘” & general lntr({dur?inn to paralle] processing, see J. L. McClelland, D. E-
I)l,"?rlh."n and G. E, Hinton, “The Appeal of Paralle| Distributed Processing’. in

avid F, Rumelhart and James |, McCleliand (eds.), Parallel Distributed Processing.

I-A.\'/Zlf:mtmn,y in the Microstructire of Cognition, Volume 1- Foundations (Cambridge. MA:
MIT Pregs, 1986),
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shelf, and then to add together the totals reportt(?ldl'b)’ C?}C]:
person to get the final sum. Both methods should de iver he
same answer, but the second method may well be qullvct}(:
because many people are working on different parts o 15
task simultaneously, or ‘in parallel’. It may also be more rek
able, because if one of the people counting makes a mlSt? (i
or abandons the job, the overall count may still be ZIIF])PrOi’I‘1 nlle
ately correct — whereas if the same happens to the st%er
person using the first method, a serious error or nOt}iiIl et
at all may result. Another difference between A de -
methods is that the single person using the first method m
have more advanced numerical abilities than the tr)rllan);
people using the second method, since he must be capa ufe(r)s
counting up to a much higher number. ElectroTlc com;; e
of traditional design work in a way comparable to ou s out
method: a single, high-powered central processprl Cfarzfon 0
all of the steps of a programme in a sequential fas n
order to solve an information—proceS.Slng problem. ]?im’. n:;d
recently, so-called connectionist machines have been eSlg.mal,
whose architectureis more comparable to that of an amSin
brain or nervous system. In these, an mforn.iatlon-prOCle bﬁ
task is not only shared, as in our lllustratlv.e”examp ,ts "
also there is continual interaction between different par
the system. . .
(loynnccli()nisl machines consist of many simple proflfiil?ﬁ
units arranged in layers and connected thOITel}?r'LOe lowers
multiple ways." Typically, such a machine has e
of units: a layer of input units, a layer of mter};ne tin a
‘hidden’ unitsl, and a layer of output units. .Eac’ UE next
layer is connected to some or all of the unmts in t essible
layer. In the simplest case, units might have only two po

T see Paul M.
" Far simple and clear example of a worlking ('unm-(v-’tm;m.:' 5;51:\;1/}\.: 8;1’”' Press,
Churchland, Matter and Consciousness, rf’,\'ls('d_ ""T‘ (C:am )“. fi,iT l.hv connectionist
1G88), PP 156-65. Churchland is an enthusiastic sulﬂg)-”rl'( rl/w Soul: A Philmoph-
4pproach 1o the mind: see his The Engine of Rraff'". M.F. . ”;( r(l/r). g(-r also William
wal Journey into ihe Brain (Cambridge, MA.: MIT Pre ;; d:';l’; Introduction to Paral-
Bechtel and Adele Abrahamsen, Connectionism and the Mind. .
fel Processing in Networks (Oxford: Blackwell, 1991).



224 An introduction to the bhilosophy of mind

states of activation: on and off. The state of activation of an

tially degraded forms. Moreover, they can continue to per-
even when some of their units are mﬂ.l'
ﬂmcti()ning, S0 they are robust ang reliable. Like an organic
nervous system, however, they need to undergo a ‘training’
regime in order to he able to perform such tasks: this involves
making adjustments (o the connection-strengths between
units so as to attune y machine
are fed into it. The e are algorithms, or computational rules,
which dictate how these adjustments should be made in the
‘training’ period, during which the machine is exposed to
samples of the kind of data involved jp, its allotted task. It is
not altogether fanciful, then, to think of such a machine as
acquiring its abiljties by a process of trial and error, and even
as ‘learning from €Xperience’,

Interesting though these Mmatters may be from a technical
point of view, we need to ask how significant they are for the
phi[osophy of mind. Some philosophers think that they are
'mmensely significant. They hold that if artificial neural nets
Provide a good mode] of how the human mind works, then

s responses to the data which
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e ave
many of our cherished ideas about human ccfolgl?luO:h‘g}l(:g}i]jal,
to be abandoned - for example, our ‘fo 'tjg:al attitude
assumption that Cognition involves 'prol-ll:)O[Sl lhereas a com-
states, such as beliefs.” The problem is that w discrete rep-
puter of traditional design stores and processes f machine
resentations of information, in the form ofst:lrtl}%eslto they may
code, connectionist machines, to the exte; o in a ‘widely
be said to ‘represent’ information at all, 0s of informa-
distributed’ fashion. That is to say, no one piece but rather
tion is locatable in any particular set of umits, handling is
all of the information which such a _mac_hme 1; onnection-
embodied in its overall pattern of activation 'ar:;t kc)eliefs with
strengths. Thus, any attempt to identify dlsrtll’rsl brain will, it
distinct representational statc.s qf a perSlo of human cogni-
seems, be undercut by connectionist r'node Sh llenge not only
tion. If so, such models present a serious Cis thegphilosophy
to folk psychology but also to fun.ctlonallsm to the advocates
of mind - indeed, they seem to give succour Against such
of eliminative materialism (see Chapt.er 33'th§t they are
models, however, their detractors malr;ItEll of human cogni-
incapable of dealing with the hlgher_ rea'c jsreasoning’ where
tion, such as linguistic comprehension an mising.”"
traditional Al models appear to be more }I)rﬂ)‘c\b(,‘lwcell two

In fact, though, we are not forced to ¢ ]()(‘b.li““isnj, when
stark alternatives, traditional Al and (‘O",”f(xcls‘ of human
it comes 1o deciding how best 1o model aspects

stich seph Garon, ‘(IunneF—
" See, especially, William Ramsey, Stephen P. 5[1;:1 ;u}:gjg);f,}in 1'E “Tomberlin
lionism, Elim'ixymlivism, and the Future of Folk Cs/;c Rj&g,cﬂcw Press. ng0)
(ed), FPhilosophical Perspectives, 4 (Atascade}‘o, d.David view Press, (?ds.),
Teprinted in William Ramsey, Stephen P. Stich -32 D Erlbaum Associaies
Phi[moph)/ i ot Mscme (Higsg}alel;aﬁ].\'i;c‘:]ohald (eds.), Connectionism:
i i ra A ¢
1991) and in Cynthia Macdonald an . Blackwell, 1995). o
[)elmtzs in Pyychological Explanation, Volume 2 (()xf()f(l‘. B a(ﬁ“nism 95) (“)gm“?(
See }.t-r ’ /{l F(fjor and Zenon W. Pylyshyn, ‘Connec i ;‘_7& N
'\"'I\.iln‘c?ure; A Critical Analysis’,(ffogniltigr;‘?: %log:?i:r)l,o[p[:).“;ing e S(I;.:u”:
- ; 1s.), Connectionism. - an op) e o
:ld( donald :‘m(] Macdonald (".r(r(-;:(mcn( of Connectionism’, 111“’\”1"1'(.’(10““](] i
\S_“_lulf-nsky', ()nxtshe Prt’p:r74 reprinted in Macdonald nn: ;r?mng” A
l . " . : S € 8
(';’:::::‘”:lili""(lé:-e ')\isf:pill the same volume, the subsequen

Smolrnsky and Fodor ef al.
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c-ogr.lition. Hybrid approaches are possible Thus, connee-
tonist  models, wigh their ability (4 handle pattern-

T€cognition tasks, might be drawp On to account for some of

our sensory and perceptual Capacities, while traditional
models could pe drawn on (o account for our powers of logical
1nfere.nce. The fact that (e human brain has 4 physical
Orfanisation somewhay akin to that of a connectionist
maCh{ne should not Jeaq US to assume that itg JSunctional
Organisation is hegg described by purely connectionist models.

machine’ at the level of its physical Organisation, this does
MOt preclude it frop, SUPporting computational activities
whlch‘arc best describeq by traditiona) A] models,

In fact, there IS a sense jn which any machipe whatever
tha} can be called , ‘computer’, whatever jts particular
de.s‘lgr? or zt'rchitccture, is equivalent ¢t any other, because
cach is €quivalent in jig computationg| Capacities to what is
Now known a4 4 ‘universy] Turing machine’,» (A Turing
machine jg 4 very simple deviee consisting of an indefinitely
long. tape, recording information j, symbolic code, and a
reading heaq which printg erases symbols and moves the
tape to the left or right in accordance with a pre-set pro-
Sramme or ‘machine table’) Of course, the design of a
mgchm§ €an make a big difference o how efficiently and
quickly ji Processes informatijon but, in principle, any func-

"::‘[:"’r:i ”[l;:?r A.nd,\* C‘lark, A}Iirrorognitiorz.- Philo.roplly, Cognitize Science, and Paraliel Dis-
' This )()inlo("f.‘f"‘e]((«lambr“!sr'AMA: MIT Press, 1989). ch. 7

ilirs.' 'in hiI: (‘&\‘J() (llnhd‘ by Iurmg hilns(~lf, without g0ing into too many technical-

n("(n;nn w(\‘ R.:‘;J'npll“‘ﬂg A\W‘il(\hln‘hry and In[(\“jg'.n(»(.‘. For a more technical

York: .\i(l('r'nvi'l;"l]l"' “ J(-“r("‘" ('0""”1 Logic: Iy Seope and Limits, end edn (New

(.'/mlflutq/vlh’trlﬂnd]l ‘-ff’”l)‘ ¢h. 0.' ot (.;P')rg(- S. Boolos and Richard (.. JefTrev,

b3 and h 0gie, 3rd ey (Cambndgc: (:ilmbridge Uniiversity Press. 198q).
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tion that can be computed by a computer of one (}Cs{g“ can
be computed by one of any other design. Be'cau'se of tth equi-
valence, it may even be urged that connectionist n?od? S pro-
vide no answer to the challenge raised by Searle’s Chmes.e
room thought-experiment, if indee.d Fhat _challf:ngeh lf
thought to be a serious one. If Searle is right in urgmg'i. a
Computation as such has nothing to tell us about .Co’gnl}iOH
because it involves only ‘syntax’ and not semantics’, then
his point would seem to apply as well to connectionist as to
traditional Al models. . d

It seems, then, that the advent of COIl.nCCtlo‘nlsm h'oei
nothing to divert or resolve the long-stan.dm.g phll()lslgp Ica
questions concerning the possibility of 3.”150‘31 inte lg}fflceffs-
Perhaps we shall, in time, be able to build robotic mafl lI;o_
of connectionist design which appear to .learn throug 5 i
cesses of education and socialisation al.(m to thosedulrlh_erh
gone by human children in their formative Xearsdanb v“thlccir
appear to act as autonomous agents, motivate by lled
own goals. Such machines would surely d?ser‘ve .[(1, ;‘Cathat
‘intelligent’, and they would certainly be artlﬁcnah. Yobeen
extent, the dream of artificial intelligence would have kers
realised, However, it is quite conceivable that the mfiy -
of these machines would no more understand th? t‘jissts
of their cognitive capacities than current nel'lros}:)cl;f; i
understand he cognitive capacities of the hum('ln r \'i‘dCS
Particular, there is no guarantee that computation pro

the key to cognition.

CONCLUSIONS

In this chapter, we have seen that it is not as easy as ls((:ﬁ“
scientists would have us believe to dem(mstr"f“i fl?p‘:h’illk).
that human beings are irrational or that machu;u (l‘”}])ul the
Neither possibility should be dogmatically 1.~ul(;( 'ou ,”{ o
cmpirical and theoretjcal claims advanced in f}d\.(m”r v people
4T open o many doubts. On lhc. one hand, t 1.¢ \f(l(ml‘{(-n-m
perform on reasoning problems is open to man'}v.r to the
INterpretations and often there is no settled answe
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guestion of what a ‘correct’ solution to such a problem is.
Normative questions of how to reason correctly are not, in
any case, the business of empirical scientists but rather of
logicians, mathematicians, decision theorists and philo-
sophers — and all of the latter are frequently in dispute with
each other over precisely such questions. The very notion of
‘rationality’ — which we have seen to be deeply ambiguous -
is normative in character and hence not one whose applica-
tion can be determined on purely empirical grounds.

On the other hand, the prospects for artificial intelli
gence are not as favourable as some of its devotees would
have us suppose. The notion of ‘intelligence’, like that of
‘rationality’, is a contentious one and there is no indisput-
ably correct criterion for its application. The Turing test
is open to the objection that it is inspired by behaviourist
assumptions and focuses too narrowly on verbal evidence
of intelligence. It may also be vulnerable to attack by
appeal to Searle’s Chinese room thought-experiment. The
Frame Problem seems to present a formidable challenge
to traditional, programmed-based Al models, while conne¢
tionist models appear to be limited in their potential range
of application to fairly low-level cognitive activities. More
fundamentally, it is not even clear yet that computation of
any kind, whether involving serial or parallel processing
provides the key to human cognitive capacity. Computation
clearly is one of our cognitive capacities - one that we have
found so useful that we have developed machines o do 1t
for us. But to regard the operations of those machines as
providing a model for all of our cognitive activities looks
suspiciously like the overworking of a metaphor. It appears
to ignore too many facets of our mental life which are
inseparable from human cognition, such as sensation and
emotion, and to disregard the biological aspects of our
nature which make us purposive, goal-seeking creatures. A
creature without goals could not really be said to reason
since reason aims at truth or successful action. That being
so, machines of our naking cannot really be said to reason
because they surely have no goals of their own to putsue.

ificial intelli 22
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i g te models of
How, then, can they provide us with Z'\?'chlvuawe node do
our own reasoning and thinking capacl ;mz.ihhy i
well, for the time being, to maintain a

i ificial intelligence.
concerning the prospects for arti
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Action, intention and will

An important point which emerged from the last chapter is
that even so ‘intellectual’ an aspect of the human mind as
our ability to reason cannot be divorced from our nature as
autonomous goal-seeking creatures endowed with complex
motivational states, involving intentions, sensations and emo-
tions. Even purely theoretical reasoning, which aims at truth,
Is a goal-directed activity which requires motivation. Nor can
we simply aim at truth in the abstract, Advance in the sci-
ences ts made by focusing on particular problems, which have
to be perceived as problems if investigators are to be motiv-
ated to attempt to solve them. Human beings, like other
pr‘lma'les., are creatures naturally endowed with a high degree
of curiosity. A being devoid of all curiosity could never engage
[ processes of reasoning, for it would have no motive to form
hypolheses, to seck empirical data in confirmation or refuta-
ton of them, or to select certain propositions as the premises
Of.a.n argument. Human curiosity is a trait which, in all prob-
ability, our evolutionary history has conferred upon us as a
consequence of natural selection, Curiosity may have killed
the cat, as the saying goes, but if, as seems plausible, a mod-
erately high degree of curiosity tends to increase a creature’s
chances of survival, we modern humans may well have it at
leas[' partly because our ancestors’ less curious rivals did not
ra st D (‘urin t'hei.r genes, How<?vcr, ’ifa universal hurpan
- Sueh as curiosity is (o bc explained in such an evolull(.)n-

- Way, it must be questionable whether it is one which
could stinply be manufactured artificially and ‘installed’ in a
computer, [t biological roots are surely’loo deep for that to
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make sense. And this, perhaps, is the most fundamiental
reason for denying that computers could be, in any literal
sense, rational beings.

If this conclusion is supported by reflection on the nature
of theoretical reasoning, all the more so must it be suppor'tcd
by considerations to do with the nature of p.raCtlcal
reasoning, whose quite explicit goal is action satisfying Fhe
reasoner’s desires. It is to the character of intentional actlo.n
and its motivation that we shall turn our attention in this
chapter. Amongst the questions that we should explore are
the following. First of all, what do we, or should we, mean by
an ‘action” In particular, how should we distinguish bet’ween
a person’s actions and things which merely ‘happen to. that
Person? Next, is it correct to describe some actions as ‘inten-
tional’ and others as ‘unintentional’ — and if so, what does
this difference consist in? Or should we say, rather, that onhe
and the same action may be intentional under one dcscr%p-
tion of that action but unintentional under another descrip-
tion? More generally, how should actions be individuated —
what counts as ‘one and the same action’, as opposed to two
distinct actions? Is it a distinctive feature of all actions that
they involve Irying — and is trying just a matter of.what some
Philosophers have called ‘willing’? What, if anything, Sh(?Ul.d
we mean by ‘freedom of will’, and do we have it? What 1s it
that motivates us to act? What roles do such mental.sm[es
as beliefs, desires, intentions, and emotions have in the
motivational structure of human agency? And hqw are our
feasons for action related to the causes of our actions?

AGENTS, ACTIONS AND EVENTS

In everyday language, we commonly draw a (!islmclmn
between things that a person does — his or her actions — 2_1nd
things that merely ‘happen to’ a person. Fo.r (Exampllf, if a
person trips and falls, we say that his falling 1s just an (:ch
which happens to him, whereas if a person jumps (luwp fm‘m
4 step we say that his jumping is an action tha} he 1s p(,‘r;
f”rmi“g- What is the difference that we are alluding to here:
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To a casual observer, someone’s falling could look exactly like
his Jumping, Indeed, if we just focus on the way in which
the person’s body moves, we may not be able to discern any
difference at a]] between the two cases. Because of this, we

such as, perhaps, an appropriate combination of belief and
desire. On this view, that very bodily movement, or one
exactly similar to it, could have occurred without being an
action at all, jf had had different causes — for instance, if
it had been caused by circumstances entirely external to the
person concerned, such as a sudden gust of wind. To take this
view is to deny, implicilly, that actions constitute a distinct
ontological category of their own: it is (o hold that they are

simply events which happen (0 have mental causes of certain
appropriate kinds,

certain kind of way - and from now on let us reserve the
€xpression ‘bodily movemeny’ exclusively for this use. The
underlying point here is that the verb ‘to move’ has both an
intransitive and a transitiye sense.! We employ the former
when, for example, we say that the earth moves around the
sun. We employ the latter, however, when we say that a
Person moves his limps in order (¢ walk. Now, it seems clear,
when a person trips and falls, his falling js merely a bodily
motion, but when , person jumps down from 4 step he is enga-

C O istingtj - . . ) .
" the distinction between the transitive and miransitive senses of ‘move’, sre
I S
Jennifer Hornshy, Actions (London. Routledge and Kegan Paul. 1980), ch. 1.
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ging in a form of bodily 7ll01’€"lf{'l[- Fora person to ;(:;Lfd/i(s /I)'(:(/;
form of bodily movement is I()r' tl.ml‘pcrson to _,f /m -C'lus_c
move in a certain way — that is, it is f'or t'hilt 'l')elmzn' Bul‘ if:a
or bring about a certain kind of 'T“’“(’n n his )()t'yin bodily
person’s action of jumping is his causin 8 with that bodily
motion, it surely cannot simply be identica V\;l L whethor oo
motion. Indeed, it now begins to look dogbt ubevivn e
can properly describe an action such as this as musgiﬂg’ of an
at all, since it appears to be, rather, a person’s ‘ Co;;stitute
event. And this suggests that actlonS_dOa after all,
a distinct ontological category of their own.. oing charac-
An important point to note about the foreg rf to be a
terisation of action is that it employs W}.]at app:—‘i‘;n>es called
distinctive concept of causation — what is Som-t;ed with so-
‘agent causation’? This is standardly Conlra; event causa-
called "évent causation’. A typical statement o lLlV Sy
tion would be this: “The explosion caused the C(?e C:E‘sano[her
building’. Here one event is said to be th? cans erson — an
event. But in a statement of agent Causatlotfl,’a f;‘.em s in
agen! ~ is said to cause, or to be the~ca'uSt: OV’ ‘”" often ,when
‘john caused the collapse of the building’. 'l(:r)[his "ve can
we make a statement of agent causation li :m caused the
expand the statement by saying how 'lh}f [aﬁohn caused the
event in question. Thus, we mlghl say lda, mite. But notice
collapse of the building by detona{mgj Some dyna p r‘m a certain
that to detonate some dvnamite Is llSle.IO Ptffrro 0 detonate
kind of action, involving agent causation: 2 lode, that 1s,
some dynamite is to cause the d."namne. to et; f)he d:'namite-
it is to cause a certain event, the exPlova;ln ?(hat event was
And, once again, we may be able to say how hn caused the
caused: for ‘inslanCC, we might say that Jo

: Tavtor, Action and Jur
On the totion of ARCNT Cansation, see. ,‘\P,-(-,;f”,\'}k:I:"'|”;l’ b Arthae C. Danto,
Pose tEnglewood Cliffs, NJ: Prentice-Hall, |(",hh|). (,,) ! |'-”,\,.,\,,\ b L
Y I’)”/”WN“ o Acton (Cambrdee ("'”'””V"{ i Mades Broand and Doaglas
o g M Clishol, T e ";“ll 1‘( =ty But see s ( behedim,
Walton feds. ), Aetion Theary (Dordrecht: D. Kr)’u(l"..' ”’{L e i 1o
Pevion and Obgect: A Metaphyyical Study (London: Geo

( s a6l
PP 9G-7. and, for discussion, Hornsby, Actions. pp. g
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explosmr? of the dynamite by pushing the Plunger of the detonator.

Now, it IS easy to see that we have started here on a
regress, which had better not he an inflnite one. John caused
the collapse of the building by denotating the dynamite; he

cause .t/zat event? Here we are talking about John engaging
in a kind of bodily movement, that s, about him moving his
arm 1n a certain way and thus causing a certain kind of motion
n 1t. But — except in unusual circumstances — it doesn’t seem
that one causes motion In one’s arm by doing something else, in
Fhe way that one causes the collapse of a building by detonat-

't 1s widely assumed that thege are restricted to certain kinds
of bodily movement *

Not many philosophers, it should be said, are happy to
rcgar.d. the notions of agent causation and basic action as
Primitive or irreducible, Most would urge that agent causa-
tf(m must, ultimatcly, be reducible o (‘;/(‘lll (-;uls\nti(m. Con-
sn'dm‘, thus,'juhn’s action of moving his arny, in the *‘normal’
n’l;yl }(:1}::::{& le 1 ‘("i.lS(‘ ()l'.‘lmsi(" action, Sulfp()sv, for instance,
! Ol:dcr [(; I,“::).) ‘IdIS(‘S his urn!, as a child in school might do
e ST .1' }:du the t(tachor§ attention. Here John causes

g ol his army, a certain bodily motion and thus a
lciirtlam event. If we a§k Johp how he caused this event, he is
! €ly to say that he did so Simply by raising his arm — not by
C;);:gda?ﬁ/;hmg e!uj. But that doesn’t imply that nothing else
ppaec th CVCI].I"IH queston. Indeed, it js plausible to sup-

* that the rising of John’s arm was caused by a whole

i
Fnr the notion of a ‘basj 1 se rthur
! < basic a(‘tl()n’, see Arth C D
Phify {)ﬂh cal Qu arterly 65 — l ‘ § na ca
s ! Q’ d r 2 (19 ):)), PP 141 8, and also Dilnl(), Analytical [/ll’/l)ﬂ?/hllr

of Action, ch 2. For fi er di i e my Sy, FExperience
(Inmbri(lg(‘ U Ai\.(‘r:i::r[h r (hsclls.sl()n, see my Sy bjects of Experi (Cambridge:
n b ress -5 a RO~2
y P » 1996), pp. t44-5 and 150~2.

anto, ‘Basic Actions’, American
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chain of preceding events, occurring in John’s muscles and
central nervous system. Now, were these events that John
caused? It is unlikely that John himself will say so, since he
will very probably profess himself quite ignorant of the events
in question. Moreover, to suppose that John did cause these
events seems to conflict with the claim that John’s raising his
arm was a ‘basic’ action. But an alternative proposal would
be to say that John’s causing the rising of his arm - his ‘basic’
action — consisted in these other events causing the rising of
his arm. This would be to reduce an instance of agent causa-
tion to one of event causation. On this view, to say that agent
A caused event e is to say that certain other events involving
A caused ¢ - in particular, certain events in A’s central nerv-
ous system,

An objection to this view, however, is that we then seem
to lose sight of the distinction between the agent’s actions and
those events that merely ‘happen to’ the agent — for events
going on in an agent’s central nervous system seem to belong
to the latter category. Even if we try to temper the’ proposal
by urging that some of these events in the agents' central
nervous system will in fact be (identical with) Certam.ment{zl
events, such as the onset of the agent’s desire to raise his
arm, it may still seem that the proposal rcal'ly eliminates
ageney rather merely ‘reducing’ it. For a ;)}(‘tur(? then
emerges of the person as being a mere \’Chi(‘lf‘.for a stream
of causally interrelated events of which he is in no serious
sense the author or originator. On the other hand, it may
seem difficult to resist this picture, given that causal deter-
Minism reigns in the physical world. For there seems to be
Mo scope to allow John to be the cause of.the rising of his
arm in any sense which makes his causation of lhls event
Sul)Plﬂnentary to or distinct from its causalion_ by prior phys-
ical events. T shall not attempt to resolve this issue here, but
We shall return to it later in the chapter.

INTENTIONALITY

In the previous section, I mentioned one populz}r view a'cu.)r(lt-
Mg to which actions, rather than constituting a distinc
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ontological category of their own, are simply events which
happen to have mental causes of certain appropriate kinds.
The events in question are taken to be bodily movements -
in the sense, now, of bodily motions — and the mental causes
are propositional attitude states, such as beliefs and desires,
or, more accurately, events which are the ‘onsets’ of such
states. This sort of view is typically advanced in association
with an account of the important notion of intentionality. How-
ever, the term ‘intentionality’ is ambiguous, as well as being
open to confusion with the quite distinct term ‘intensionality’
(spelt with an s’ rather than with a ‘t’), so some preliminary
verbal clarification is necessary at this point.
‘Intensionality’ with an ‘s’ is a term used in philosophical
semantics to characterise linguistic contexts which are ‘non-
extensional’. Thus, S believes that ...  is a non-extensional,
or intensional, context because, when it is completed by a sen-
tence containing a referring expression, the truth-value of
the whole sentence thus formed can be altered by exchanging
that referring expression for another with the same refer-
ence. For example: John believes that George Eliot was a
great novelist’ may be true while ‘John believes that Mary
Ann Evans was a great novelist’ is false, even though ‘George
Eliot’ and ‘Mary Ann Evans’ refer to one and the same
person. Now, as I have indicated, ‘intentionality’ with a ‘t, as
well as being distinct from ‘intensionality’ with an *s’, is itself
ambiguous. It has a technical, philosophical sense, in which
it is used to describe the property which certain entities —
notably, contentful mental states — have of being ‘about’
things beyond themselves (see chapter 4 and chapter 7).
Thus, John’s belief that George Eliot was a great novelist is
an intentional state inasmuch as it is ‘about’ a certain person
and, indeed, ‘about’ novelists. Clearly, there are certain close
connections between intentionality with a ‘t’ in this scense
and intensionality with an ‘s’, which [ shall return to shortly.
Finally, however, there is also the more familiar, evervday
sense of ‘inteutionality’ with a ‘¢, in which it is used to char-
acterise actions. Thus, in this sense we may speak of John
intentionally vaising his arm and in doing so wunintentionally
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poking his neighbour in the eye. And,.of course, in this scln:;
we also speak of people having intentions Lo pcrf()r? cicr dch
actions, usually at some time in thf? future. Tal Of S.un
intentions is especially liable to give rise to confusion,
because an intention to act is clearly an intentional menta‘l state,
in that it is ‘about’ a future action, but, furthermore, ‘S has
the intention that ... is an intensional context. So all three
notions are in play in this case.? .

Now, what e}:(acytly do we mean when we say, fo; ms:ia?(fsi
that John reached towards the salt-cellar intentionally an hi
trast this with the fact that in doing so }.16 knock;d oveer ar:
glass unintentionally? Our first thought m_lght ‘be that Vzl and
talking here of two different kinds of action, intentional : ht
unintentional ones. But, on second thOUghtSi Wellarrlagnd
wonder whether John’s reaching towards the sa t-dccd as two
his knocking over the glass should really be regardethe L
distinct actions. Perhaps, after all, they are one anc o eld
action, described in two different ways. That, Certa}]]nt} ;iclions
be the opinion of those philosophers who hold t(:in appro-
just are bodily motions with mental causes of cert. of this
priate kinds ~ the view mentioned at the beg;}nr}miachmg
section. For, according to this view, both Jo n:} lass —
towards the salt-cellar and his knocking O\YC‘r- [’ goigng the
assuming, as we are, that he d()cs'lhe la?ler lv'nh he same
former — are one and the same bodily motion, with ¢ hn’s
mental causes, Insofar as this bodily motion brings Jotion
hand closer to the salt-cellar, it may be de.scnl?id az ?ln }?zs as
of reaching towards the salt-cellar, and insotar ar e a
one of its effects the event of the glass’s falling 0\el, 5. But
be described as an action of knocking 0\,er.(he g'asl.l and
how can one and the same action be at once intentiona

W gemnne speaes of
educible 1o 1alk of behets, despes
Reason and Action (Dordsecht: D

. ) ] L s (onstitite
1t is in fact o debated issue whether intentions ¢

mental state or whether talk of ‘intentions’ is T
and the actions they causes see Bruce .1\un--“l dling’s i his Fooays on ditons
Reidel, voy77). pp. naff and Donald Davidso, .'_'{’_ of their Coptroversial stars
and Erent {Oxford; Clarendon Press, 1()_30), .ln ‘;‘(“ hapter. focusing mistead on
¥ shal) say linde explicitly about intentions in this chaf

what it is for an action to be ‘intentional’.
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unintentional? Very easily, if ‘S intentionally did ..." Is an

iﬂtensional letext 1 1 1
lnt(?]lsl()]lal 1 € IU] ii
( W th an s y Of cours ).

that is 50, n.is possible to complete this phrase by two differ-
ent descriptions of one and the same action to produce two
sentences whi.ch differ in their truth-values. Let the descrip-
tions in question be, as in our example, ‘the reachin towar(]i)s
ic sa.lt—cellar’ and ‘the knocking over of the glass§ then S
intentionally did the reaching for the salt-cellar’ ma' be true
erenﬁhough ‘S intentionally did the knocking oveyr of the
§V£:jsrs Olfs tfl:;Llse. (O’f course, ‘S intentionally did the knocking
‘mtemionaﬁ gll(ass is an extremely stilted way of saying ‘S
mtentiona y knocked over the glass’, but is a useful recon-
' n for present purposes because it explicitly exploits a

Sm}il:'l]ar term referring to an action.)
mmall (;scot;i):lfrts V\_/honadopt the foregoi‘ng approach to inten-
. unimemionzflcad y say tl}at- an action is only intentional
or amintenton: tun er a description and that one and the same
oo und);r : ntﬁntlo{la.l under one description but uninten-
- and) 2 10 [cr This cnables them, moreover, to offer a
pmp ¢ and s pt?r'lually appealing account of the distinction
b )le,lzr‘;cxtmns and those events which merely ‘happen to’
pr(-lmly 1;)/‘)(:;[11?1 say 1h.al an actinn ls siinply an event —more
([escripﬁ:,n o ,)f m(‘)tl(,m - Wh.l(‘,h is intentional under some
u[li[]t({[]ti()l;'ll (l,:,i]‘”-]n $ knucknu.; over of his glass, although
Johtrs hecu(‘“e l'(\(. ,( T thnl. description), is still an action of
ing mwar,d,s t.h(,‘ 1” lls n‘nunl’mmll m_ul(-r the description ‘reach-
in{ro]umari[y db ssl(i)l-t)cllar . But, for example, John’s blinking
o uniarLY as s neone waves a hand in his face is not an
e s use it is not intentional under any descrip-

Thi i

views ;,iglf f}(::rtse,kstlll leaves the philosophers who hold this
ew with undals of saying wha_t i‘t is for an action to be
er a certain description. And here they tend

-
For the id
dea that an action is : i
see Donakd l)u\'id;on‘ l-:;‘lﬂn 15 an event that is intentional under some description.
Mareas (oot AEM,. ‘1(%5:(\/ s ldn Robert Binkley, Richard Bronaugh and Ausotio
1971). reprinted in Davidso and Reason (Toronto: University of Toronto Press.
avidson, Essays on Actions and Events ’ .
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.5 Let S be a person

to adopt the following sort of accoun
f $’s body. Then, it is

and ¢ be an event which is a motion O
suggested:

(I) Event ¢ is intentional of S under the description of doing
D if and only if ¢ was caused by (the onsets of) certain
propositional attitude states of S which constituted \S’s
reasons for doing D in the circumstances.

For example: the motion of John’s hand was intentional of
John under the description of reaching towards the salt-cellar
because it was caused by beliefs and desires of John's which
constituted, for John, his reasons for reaching towards the salt-
cellar. But, although this motion of John’s hand may also be
described as the action of knocking over his glass, the beliefs
and desires which caused it did nof constitute, for John,
reasons for knocking over the glass, and consequently the action
was not intentional of John under this description. The
beliefs and desires in question might include, for example,
John’s belief that the salt-cellar was full and his desire to
have more salt on his food. (In more sophisticated accounts
of this kind, the more general notion of a ‘pro—attitude’ may
be invoked, rather than the specific hotion of ‘desire’; buts
certainly, it is generally held that purely cognitive states,
such as beliefs are commonly taken to be, cannot by them-
selves provide notivating reasons for action.” We shall deal

" The account of intentionality which follows is loosely modelled on on€ Ih:{l
appears 10 be implicit in the work of Donald Davidson: €€ f’SP"Ci",‘H}" his
,\cn-ons, Reasons, and Causes’, Journal of Philosophy 60 (1963), PP 'b85-700,
reprinted in his Essays on Actions and Events. But Davidson’s subtle views have
evolved considerably over the years, as he explains in the introduction to |.ht
latter book, and so I avoid direct attribution to him of any doctrine that I describe
in the text. For critical discussion of Davidson’s views, €€ Ernest LePore and

Brian McLaughlin (eds.), Actions and Evenls: Perspectives o1 the Philosophy of l){:nald
d Bruce Vermazen and Merrill B.

I)‘fl'z({(c;ra (Oxford: Blackwell, 1985), part {, an i
“];“kka {eds.), Essays on I)avi;iw}.: Actions and Events (()xfnr(l: Clarendon Press.
tGR5). -

Fhe term ‘pro-attitude’ is Davidson’s: sec his
doctrine that cognitive states by themselyes can neve
10 Daid Hume: see his Trealise of Human Nafure. ed. L.
‘\"‘f"“‘h (Oxford: Clarendon Press, 1978), bk [L, part
encing motives of the will’ (pp- 413,18)'

and Canses’. The
r motivaie a6 tion 1s 11 cable

A, Selby-Bigge and PHL
11, sect. fif. ‘Of the influ-

‘Actions, Reasons.
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with the topic of reasons for action in more detail later. At
the same time, we shall look at a problem of ‘deviant causal
chains’ besetting (I), similar to one which besets the causal
theory of perception discussed in chapter 6.)

The foregoing account of action and intentionality is an
attractive package, but is open to doubt on a number of
grounds. Some philosophers may feel that, because the
account abandons any distinctive notion of agent causation,
it cannot really capture the difference between genuine
actions and those events which merely ‘happen to’ people.
Other philosophers may disagree with the account’s view of
the causal antecedents of action, perhaps on the grounds that
it acknowledges no role for the concept of volition. This is an
issue to which we shall return shortly. Yet other philosophers
may dispute the account’s assumptions concerning the indi-

viduation of actions — and it is to these doubts that we shall
turn next.

THE INDIVIDUATION OF ACTIONS

In a famous examiple due to Elizabeth Anscombe, a man is
described as poisoning the inhabitants of a housc by pumping
contaminated water into its supply from a well, which the
inhabitants driuk with fatal consequences.” There are various
ways of describing what this man is doing: he is moving his
arm, lie is depressing the handle of the pump, he is pumping
water from the well, he is contaminating the water-supply t©
the house, he is poisoning the inhabitants of the house, and
he is killing the inhabitants of the house. But are these six
different things that he is doing, or just six different ways of
describing one and the same thing? Normally, when we say
that a person is doing two or more different things at once,
we have in mind something like the performance of a juggler,
who is juggling with several clubs while simultaneously balan-
cing a ball on a stick which he holds in his mouth. But this

A o T * - I :
Elizabeth Anscombe’s example may be found in her Intention, 2nd edn (Oxford:
Blackwell, 1963), pp. 4711
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is not how we think of the man in Anscombe’s ex_ample. l.he
theory of action which we looked at in the previous S,CCt.lml
may éppear to explain this, for it implies thfit there 1;}]11113]
one thing that the man is doing — moving his arr?1 d_'fferent
can be variously described in terms of 1ts mzmyh 1 e
effects. For example, one of the effects of what the :iCh )
doing is the death of the inhabitants of the bousc,hwt he is
why, according to this theory, we can descr’lbe wha

doing as ‘killing the inhabitants of the holl.se ) f the matter

However, there is a difficulty with this view O t]fllin the.
For suppose we ask where and when t,he mal - 1h Ehab-
inhabitants of the house. Presumably,.lf hlS. killing th:: Lilling
itants just is (identical with) his moving hus arg\, t But the
takes place where and when the arm-moving does.ite SOMme
arm-moving takes place outside the house anc qav -
time before the death of the i“habl‘tantsi So, It Si:ir(rile’ the
have to say that the man kills the mhz.lbltams }(l)ut is surely
house and quite some time before they die. But tha can sug-
absurd. No doubt defenders of the view In ql;e;t}imr]e is, how-
gest ways of deflecting this kind of Ob'JeC,“?n' el of a’ctions
ever, an alternative approach to the md“"duat.lotn itive con-
which clearly does not have these cou‘nt.erm.lfh between
sequences but which will still allow us to distnSUSA 18 0
the case of the man in Anscombe’s example and the
Juggler.

This alternative approach inv
of agent causation. In Anscombe’s examp f the motion of
different events which happen as a resull.O t fe he pump-
the man’s arm — events such as th.e motion > tandp ulti-
handle, the motion of the contaminated watcrc Each of
mately, the death of the inhabitants of the O,U:f;- arm, is
these events, including the motion of thc'/rrlnr}l)“ .(l(-,s(fribrd
caused or brought about by the man,.WhO f(dn a(-ti”" as an
as the agent of all of them. if we think (;] “‘ i scems that
agent’s causing or bringing aboul of an event, then 1t

okes once more the notion

le, there are various

;- . { of
- g of a Kithng . Journa
" For discussion, see Judith Jarvis Thomson, The Time ©

Phitosophy 68 (1971}, pp. 115-32
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we should indeed say that there are several dilferent actions
being performed by the man, since several different events
are brought about by him. But these actions, although difter-
ent, are not wholly distinct, because the events in question are
linked to one another in a single causal sequence: motion in
the man’s arm causes motion in the pump-handle, which
causes motion in the water, which ultimately causes — via
various other events — the death of the inhabitants of the
house. On this view, indeed, it seems reasonable to say that
some of these actions are related to others as parts fo a whole.
Thus, we might say, part of the man’s action of pumping the
water is his action of moving his arm, since it is by moving
his arm that he pumps the water. But, we might add, there
is more to his action of pumping the water than just his
moving his arm, since the former additionally involves the
miotion of his arm causing, via the motion of the pump-
handle, the motion of the water. Matters are quite diffcrent
in the case of the juggler, since the different actions which
the juggler is performing do not bear causal and therefore
part-whole relations to one another — rather, they are wholly
distinct. So, on this view, the way to distinguish between the
case of Anscombe’s man and the case of the juggler is nof to
say that the man is doing just one thing whereas the juggler is
doing many different things, but rather to say that the man

is not doing many wholly distinct things whereas the juggler
is."

This still leaves us with the question of where and when
the man in Anscombe’s example kills the inhabitants of the
house. But now we see that this question may not be alto-
gether well-conceived. For if an action is an agent’s causing
or bringing about of an event, to ask where and when an
action took place is to ask where and when the causing of an
event took place. Even in the case of event causation, how-

“ The

approach to the individuation of actions proposed here 1s sipular to ons
advacated by Tiving Thalberg in his Pesception, FEmotion and Aetion fONtord

Bl.u'k\\(‘”i 1a77). b5 See also Judith Jarvis Thomson. Acts and Other Eients
(Ithaca, NY: Cornel) University Press, 1977) cho g4

Action, intention and will 249

A at an carth-
ever, such a question is problematic. Suppose that a

quake (one event) causes the collapse of a brl(:‘gc E(li:(’:(l)‘(‘)'lz
event). We can ask where and when the eart gud e took
place and where and when the collapse of the r[lheg éarth-
place. But can we sensibly ask where and when that
, ) | ce? ITam not sure

quake’s causing of the collapse took place: jtself an event
we can. One event’s causing of another is not itself o on
and so should not be assumed to have a tume amtioiercicilow—
in the way that events clearly do. B}' the .Saml? n eve’nt SO
ever, an agent’s causing of an event is not itsell @ . 1’hat
that if this is what an action is, we should not assums "0
actions have, in any straightforward sense, ume olves have
tions. Of course, the events which an action 1V tion may
times and locations and, as we have seet, aSn airhaps we
involve a long causal sequence of such evt;nts. : oupies M the
can say that, in a derivative sense, an action OC(.: Fis which it
times and locations that are occupied by the ?Ve:ample, the
involves. This would imply that, in Anscombﬁ X ﬁouse begins
man’s action of killing the inhabitants of the s  eide
beside the well when his arm begins to move at this would
the house when the inhabitants die. I think that nt it may
be the verdict of common sense, to0, S0 t0 that exwt view of
be said that common sense sSupports [hr: presen

action rather than the view discussed earlier.

INTENTIONA LITY AGAIN

o view tions and
Of course, if we do adopt this alternative “e“aiorf jl(t:)OUt what
their individuation, we shall have to t.hmk;-ag tional’. If we
it means to describe an action as bcmg lg‘:drl the salt just
¢an no longer say that john’s reachmg “’l‘,“ ‘S ;w capnot say
65 (identical with) his knocking over his glass “which is inten-
that we have here one and the same action ntional under
tonal under one  description and lm”_"fl' s are nten-
another. And if we abandon the idea that ,‘“'“:i(.h'
nonal or unintentional only ‘un(lt‘,-rfl d"?' (r:_':”um' of inten-
have to abandon, or at least modily, th(\\‘;l at could we say
tionality sketched earlier in this chapter. Wh

we shall
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instcad, adopting the agent causation approach to action?
Here is one possibility. Suppose we take our task to be that
of analysing what it means to say that an agent A causes or
brings about an event e intentionally. For present purposes, we
are assuming the notion of agent-causation to be primitive
and hence in need of no further analysis, so that our task
consists in finding a plausible analysis of the adverb ‘inten-
tionally’ as it is used in the foregoing construction. The pro-
posal I have in mind is simply as follows:"'

(II) Agent A brings about event e intentionally if and only if A

brings about ¢, knowing that he is bringing about ¢ and
desiring e.

For example, in the case described by Anscombe, (II) allows
us to say that the man brought about the death of the inhab-
itants of the house intentionally if he brought about the death
of the inhabitants, knowing that he was bringing about their
death and desiring their death. To this it might be objected
that the man cannot have brought about the death of the
inhabitants intentionally unless he also brought about the
motion of the water intentionally, which (II) fails to require.
But the objection is mistaken, since an agent who intention-
ally brings about a remote event need not have a complete
knowledge of the causal chain through which he brings about
that event. For instance, the man in Anscombe’s example
may not understand the workings of the pump or even that
the handle that he is moving operates a pump: but if he
knows that he is bringing about the motion of the handle and
that this will somehow result in the death of the inhabitants
of the house, whose death he desires, then I think he can
properly be said to be bringing about their death intention-
ally, as (II) implies.

It may be wondered whether (II) harbours a problem inas-

[} o N - . . . . ¢
A faller account and defence of this approach to intentionality may be fonnd n
my :\l} l\ll.}l.}'SIS of Intentionabity’. Philosophical Quarterly 30 (1980), pp. 20.4-304 i
have simplified the analysis somewhat for the purposes of this book, For a similar

-l'l'l)miu‘h. see Anthony Kenny, Will, Freedom and Fower (Oxford: Blackwell, 1975)-
ch. 4
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. ' is an extensional
much as the context ‘A brings about ... 15 2

(non-intensional) one whereas the context ‘A knows that ht?
is bringing about ... 1s an intensional one. On the contra.r)};
it is the fact that the latter is an intensmna} conFext wl})n(:
explains, according to (II), why the context ‘4 brings a }?utr
... intentionally’ is itself an intensional.one. Let us ses 1O“t
this works. Suppose it is true that A brings about £ an tha
e=¢* Then it follows that A brings about e*. This is because
‘A brings about ... is an extensional context. NOW suppOSﬁd,
however, that it is true that A brings about e mtentz.ona”’ an
that e = ¢*. In that case, it does not follow that A br.mgs 820‘“
¢* intentionally. For example, suppose that'A brmgsla out
the death of Napoleon intentionally. Now, since Napoleon is
(identical with) Bonaparte, the death of Napoleon 1st
(identical with) the death of Bonaparte. However, we canno
conclude that A brings about the death of Bongparte;xnten-
tionally. Why not? According to (II), the reason is that m:z
know that he is bringing about the death of Napoleor}l5 a
vet not know that he is bringing about the death of Om:
parte, even though these events are one and ,the same,
because ‘A4 knows that he is bringing about ... 13 not an
extensional context. . . }
Notice that, according to (I), an action may bf ;1311’1
intentional for either or both of two dim-re'nt rcasnm."
brings about e non-intentionally, this may either be b(‘(ilu.«),(1
A does not know that he is bringing about e of bccam(;}‘t
does not desire e. Suppose, for instance, that a bomber'hpl 0
drops bombs on a munitions factory, knowing that e 1
b“ﬂging about the death of civilian workers but not desiring
their death — he only desires the destruction of the fa.cll(’r}.;_
Then it seems correct to say, as (IT) implies, that the p[l[ ot;j
not b“ng'mg about the death of the workers intentiona )"-1 t
the same time, however, it seems wrong to say Fhat t}}e pluo
is "“"ging about the death of the workers ””'nlemlonatz’
given that he knows that he is bringing about their de::x ‘
This suggests that ‘unintentional’” does not Slmply, mean nl(z
intentional® but, rather, that A brings about € um.,,,el;tt_w’“:n]
and only if A brings about e not knowing that he is bring g



246 An introduction to the philosophy of mind

about e. Hence, some actions, like the bomber-pilot’s, can be
neither intentional nor unintentional.

TRYING AND WILLING

On the view of actions which regards them as bodily motions
whose causes are the onsets of certain complexes of belief
and desire, there seems to be no clear place for the notion of
trying, nor for the traditional notion of an act or exercise of the
will. But, equally, the agent-causation approach may seem to
leave little scope for these notions either. According to the
latter approach, an action is an agent’s bringing about of an
event. But when we try to do something and fail, it seems
that there may be no event that we bring about — and yet we
still scem to be ‘active’ rather than merely ‘passive’. Tradi-
tionally, such a situation would have been described as one
in which an agent performs an ‘act of will’, or ‘wills’ to do
something, but, for some reason, his will is ineffective — for
example, he may suddenly have become paralysed, or his
limbs may have been prevented from moving by an irresist-
ible external force. According to this volitionist theory, an act

of will is conceived as a special ‘executive’ operation of the

mind which occurs afler the onset of relevant beliefs and

desires and which — if it is effective — sets in train a causa])

sequence of events leading to a desired motion of the body."

Here it is worth recalling Wittgenstein’s famous question:

‘What is left over if I subtract the fact that my arm goes up

from the fact that I raise my arm?”." The volitionist would

answer that what is left over is the fact that I willed to raise

my arm.

But acts of will, or ‘volitions’, have in recent times been

" Yolitionism was widely accepted by philosophers of the early modern period, not-
ably Joha Locke: see my Locke on fluman Understanding (Inn(l(lm: Routledge, 1995)-
ch. 6. I recent times it has enjoved @ modest revival: see, for I‘Nillnpll’, Lawrenee
k. I);\\'i.s. Theory of Action (Fuglewood Cliffs, NJ: Prentice-Hall, 1979). ch. 1, and
Carl Ginet, On Action (Cambridge: Cambridge University Press, l;](_](l). choz 1

N lll)‘s(‘l.l (h‘i'(:n(l a verston of volitionism in my Subjects of E_r‘p(rien(f, ch. 5
Ludwig Wittgenstein poses his famous question in his Philosophical Inrestigations.
trans. G E. M. Anscombe, 2nd edn (Oxtord: Blackwell, 1958), p. b21.
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Jooked upon anfavourably by many phllosophers-,t I;C;::Smigs
Wittgenstein himself."* Why is t_h‘S? .One rea.son(,i lm the vi’ew
that it is suspected that volitionism 18 go?\mltte. e
that all we ever do, really, 1s 10 ‘will? certain he\e -
happen — and the rest is up to nature ratherc; a.nt o aé
This view is frowned upon because 1t seems to deplc L oeical
disembodied ‘egos’ mysteriously atta‘ched to our p e
bodies, which move (or fail to move) in various ways a e
command of our will. But, although some "Ohu.(m%Stsf n-‘afiom
committed to this picture of human agency, s it A
dear that it is their volitionism which commits them to it.
careful volitionist would not, in any €as¢, say that 10 CXCdTCISeY
the will is to will some event to happen: rather, he would say
that it is to will to do something, that is, L0 perfovrr{} 'SOI?;
action.” And then it is perfectly clear that such a vo {tvlo' to
is not committed to the view that alt we ever do, really 1;
will: for if we will to do something and are not obstr.ucted’ 'tlli(rin
we succeed in doing that thing, which is more than just withng
to do it. . i i
Another reason why volitionism is sometimes rqle,ctednl’s
that it is doubted whether there is any ‘common ¢ (;‘Tl,tjl.fu’l
such as a volition is thought to be, b(‘t,wecn a. s’u'u‘.(hbn’“.
action and a failed attempt. The doubt r;u.svd h(‘““ l,b ‘.s,li“.g:,('
to that raised in the |)hi|()Sl)phy of l)(‘r(-(-‘)‘t on \)y ae \,;)(‘.T ‘( h X
the “disjunctive’ theory, who reject the tdea lh:}l the 1( S
common element, in the form of a p“'(:(‘plﬁud (‘X‘zt‘l';;'mt(e;
between veridical perception and hallucination (S;‘)t t :S o
6) The philos()phcrs who raise this sort Ot.dOU ;1 e ent,s
adopt the view that, in a case of successful action, ' }(: agction
tying to perform that action is just identical with th¢ ar arm
performed — so that, for example, when I try to ratse my

A e see
Canism b . imes was Gilbert Ryle: se
" Perbaps the severest eritic of volitionism o modern 1mes

R { to Ryle’s
his The Concept of Mind {London: Hutchinson, 1949)‘r(é}f'r 3 :dr&;:rﬁ:‘; .Subje:ls of
‘titicisms in my Locke on Human Understanding, pp. 12915 a :
Experience, pp. 1521l . " iring’, in s
Here 1 (Iisagrr-L:’ with H. A. Prichard: sce his :Amng) Wl"““f’ R;-;:)r)m;{ :-xplilin
Moral Obligation: Fssays and {ectures (()xford: Clarendon Press, 1949
why in my Subjects of Experience, pp- 14661
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and suceeed in doing so, my trying to raise it just is (identical
with) my raising it.'* They acknowledge, of course, that I can
also try to raise My arm and fail to do so, whether because 1
am paralysed or because an external force is restraining my
arm. And in this case, obviously, my trying to raise my arm

event seems to have occurred which constitutes my trying,
unsuccessfully, to rajse my arm. The philosophers in question
may concede this, however: their point is Just that it takes
further argument o show that a mental event of this sort
also constitutes my trying to raise my arm when 1 succeed in
raising it, which they want to dcny, And if no sound argument
for thiy conclusion can be constructed, volitionisin may
appear (o be undermined, for it does assume that willing to
raise my arm is the tommon clement between a successful
and a failed attempt to raise my arm,

However, although the volitionist does indeed believe in
the existence of 4 common element between successful
action and a fajled attempt, in the form of an act of will, he
need not identify {ving with willing. That being so, he can
acknowledge thay nving to perform an action is differently
constituted in successfy] and unsuccessful cases, That trying
should not be identified with willing, even by the volitionist,
Is apparent from the fact that sometimes a failed attempt to
perform one physical action Seems to be constituted not
merely by some mental event, but by another Physical action.
For sometimes we try and fail to do something, not because
Wwe are paralysed or rendered helpless by an external force,
but simply because the objects upon which we act fail to
behave in the ways we want and ex

pect them to. For example,
an expert darts-player whe tries

but fails, unexpectedly, 10

T For the view that . successtul action s (rdentical with) a trving, ser Hornsin,

detronopy 4 Horney RS plagsibly agamst the commonly held view that
™G implies $ailre ar us possibility, See also Brian ()'Sh;|l|zhxlr-s's\'. The W00

A [)unl.l\/wl Theory ((Lnnhri(hzf': (I.lmhri(lge ('nivf‘reily Press, 19809, ch. Q.
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hit the bull’s eye still performs a physical actlonl.].he :t}:;‘;)i
the dart. In this case, it seems correct to say ‘hat, lfstzlile dart
t0 hit the bull’s eye consists in his wayward .thr()“ © f com-
Now, the volitionist may indeed say t.hat’,lr? 2 cgset }(:e need
plete paralysis, trying can only consist in willing. u alioays
mot - and, if T am right, should not — say that tr&lnltgimefs,_
consists merely in willing. He may say that somtehat But
indeed, very often - it consists in much more th{a'nt odl;Cing
that being 5o, the volitionist cannot be accused of introc s
wlitions on the unwarranted assumption that a.dlsth’
sort of mental event must constitute trying both in [he”CdSC
of successfy] actions and in the case of f'ailed attemptj‘.n to
Yet another objection to volitionism 15 Fhat, acc'Oiil egnd-
Some of jtg critics, volitions cannot be ind“’“.iuated o etphem
ently of the actions which are supposed to 1ssue from Sé
which is inconsistent with the general principle thf}‘tha Cailtl ,
Sh()uld be identiﬁable independently of its effects. u(Si,VO“_
Suggested, we haye no way of identifying my suppose some-
ton to rajse My arm on a given occasion, other thap as e
thing like ‘the volition which caused my arm to rise (:n, ay
9Casion’ " T, s (he point of the objection, consider, ))ltwlz“)I
of analogy, the following example. Suppose that a ‘(:t “X’
explosion occurred and someone decided to let ‘h(l‘ ",( l”‘]rq()n
Mean ‘the cayse of this explosion’. Then, ('l““"_ly’ [.]\l(h li‘m;(‘(l
would e conveving no information in ilSSvl:llllg R lu ; X
this explosion’, other than that the explosion (l,ld S ]‘ly%h;
cause. For, provided that the explosion di(.l h;’wc . Cdl}i“,ue is
Quse of thig explosion caused this explosion ,.tho.u% o ti’on
only trivially true. In order to convey substantive in Or':jni]tif
about wha caused the explosion, one must be ab.lC to lloesion’y
IS cayge other than simply as ‘the cause of thlS.CXP arrr;
Y the same token, then, unless my volition to ralse my hich
‘an he identified other than simply as ‘the volition w

0 jects of Fxperience,
Far more o the relation between trying and willing, see my Subjects of Exp
LU EC N ) 68—
- : . . d Purpose, pp.
hus objection 1o volitionism, see Richard Taylor, Adw"| ‘;gc an ’i’aul, 1961),
" A0 A X Melden, Free Action (London: Roullf'(}l%: :t:(rl dineg pp. 124-6.
D5 Tdiscngs the objection in my Locke on Human Under. S

Fary
9 Se
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caused my arm to rise on this occasion’, it is vacuous to offer
a volitionist account of my action of raising my arm in terms
of my volition to raise my arm causing my arm to rise.
However, although we may accept the validity of the
foregoing argument, we may question whether one of its pre-
mises is true, namely, the premise that volitions cannot be
individuated independently of the actions which are supposed
to issue from them. Since it is one of the volitionist’s central
claims that volitions, or acts of will, can sometimes occur in
the absence of the bodily effects to which they normally give
rise — for example, in a case of complete paralysis — it Is
already implicit in volitionism that volitions are, in principle,
identifiable independently of any such effects, in accordance
with the general principle mentioned earlier. So it certainly
cannot be said that the very concept of a ‘volition® offends
against that general principle. Certainly, the volitionist owes
us an account of the individuation of volitions, but there is
no obvious reason why it should be inherently more difficult
to provide one than it is to provide an account of the identity-
conditions of any other kind of mental process or event.

VOLITIONISM VERSUS I'TS RIVALS

So far, T have been defending volitionism against various
objections, but have said nothing positive in its favour. In
order to see what might be said on this score, we need to
compare volitionism with its rivals, The two alternative
approaches to action which we have looked at are, first, the

onsets of certain complexes of belief and desire and, secondly,
the agent-causation theory, which holds that an action is an
agent’s bringing about of an event. I ain assuming that the
agent-causation theorist holds that whenever an agent per-
forms an action, there is some basic action which he performs.
which consists in his bringing about a certain bodily motion.
On this view, a non-basic action consists, thus, in the agent’s
bringing about some further event by bringing about a bodily
motion which causes that further event. And the agent-
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causation theorist takes it as truce by definition that a basic
action is one which is not donce by doing anything clse what-
ever. Lo

Against the agent-causation theorist, the V().“tl()nlsl may
urge that there is in fact something by doing Wh_lCh any agent
brings about any event whatever, includin.g'hls: own b.odllY
motions: namely, willing. According to volltlonlsm, it 1s by
willing to raise my arm that I bring about the rise of my
arm. And the volitionist may say that the agent-causation
theorist’s refusal to acknowledge this rende.rs his own
account of action fundamentally mysterious, forat treats cer-
tain cases of an agent’s bringing about of an event as Slm‘ply
being primitive — that is, as not being amenable to an‘y fur-
ther analysis or explanation. Moreover, the agcnt-cgusan‘(:
theorist has nothing very obvious to say about cases In Y’h'm
an agent tries but fails to perform what the agent-causation
theorist would describe as a basic action, such as raising his
arm. For in these cases it does not secm C({rrcct to say that
the agent simply does nothing. The \volit.ionlst, how't?\'er‘zllcan
say that the agent does still do something, namely, witl to
perform the action in question. e

From this it should be clear that the volitionist ‘regards
willing itself as being a kind of action, though not, of vcm?rse,
one which consists in the agent’s bringing about of an C‘Ief“'
Does this implication of volitionism harbour any difficulties
of its own? I do not think so. For willing is conceived to be a
kind of mental act and many mental acts cannot readlfl“y be,
thought of as involving the bringing abou.t of events Of aln}
sort. The act of thinking provides a good 1llustrauo}rlx. or t(]:i
point: when [ engage in silent thinkipg, 1 do somet ,lm?\,hi):) ;
what I do does not appear to consist in my causing ‘”;}1 : k‘t
to hilpp('n. It may well be the case that in the uTur.w o l 1’11:\
ing, I'experience various forms of auditory or visual ”“‘,l.g:. {(i
bt it would be guite wrong and ilAl(l«-(-(l absurd “,) ‘l,l L,l-x‘ !
mv thinking as consisting in my causiug mysvlf to have su
experiences, i :

ll,l‘l us turn now to volitionisn’s other rival, the view thdl(
actions are bodily motions whose causes are the onsets o
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certain complexes of belief and desire. The main advantage
which volitionism has over this other view is one which it
shares with the agent-causation theory, namely, that it does
not give the appearance of eliminating rather than illuminat-
ing the concept of agency. Inasmuch as volitionism regards
willing as a primitive and irreducible form of mental act -
what I described earlier as a special ‘executive’ operation of
the mind, quite distinct from such propositional attitude
states as belief and desire — it does not attempt to ‘reduce’
every case of agency to a special case of event-causation. (At
the same time, it does not treat the notion of agent causation
as primitive, because it analyses an agent’s bringing about of
an event in terms of that event’s being caused by an act of the
agent’s will. There is no threat of circularity here because, as
I remarked a moment ago, willing itself is not conceived of as
a kind of action which consists in the agent’s bringing about
of some event.) The objection, then, that the volitionist may
have against the second rival theory is that in restricting the
meutal antecedents of action to beliefs and desires (or the
‘onsets’ of these), it misses out a crucial element — the ele-
nient of choice. For willing may be thought of as choosing 10
act in one way rather than another — for instance, to buy a
lottery ticket or not to, when the opportunity to do so arises.
If we arc rational, we make our choices in the light of our
beliefs and desires: but to suppose that our beliefs and
desires causally determine our actions, as the second rival theory
does, seems to eliminate this element of choice and with it
any genuine notion of rationality. Here, however, we arrive

at the difficult problem of freedom of the will, which we must
now look at in more detail.

FREEDOM OF THE WILL

Whether or not we have ‘free will” is as much a question for
metaphysics as it is for the philosophy of mind and we do not
have space here to go into all of its ramifications, Indeed, it
may be suspected that the question is somewhat out of place
in a book on the philosophy of mind, because it may be

. . 2
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doubted whether empirical considerations concem}:‘gH:)}“At3
nature of the human mind have much b.earmg u;?ont:e' taket’i
it may be wondered, could empirical evidence e\e.lr”’p Bt in
to show that we do or do not have ‘freedom _Of Vél seem to
fact there are recent empirical findings which Oiseenious
have a bearing on this question, generated ,by some Begn'amin
experiments of the eminent neurophysiologist J
Libet d
In Libet’s experiments, subjects were aske D er, on
some simple bodily movement, such as flexing 2 | eg; when
repeated occasions, each time choosing for themSﬁ_V te the
1o initiate the action. Subjects were asked to est“?::mltan-
time at which they chose to initiate a moven?ent ytS of light.
eously noting the clock-position of a revolving Spobut Libet
{Such an estimate is, of course, liable to error,h xperi-
devised a way of measuring the likely error by another edgvice
mental procedure.) Throughout an expenmentc,l alectrical
attached to the subject’s scalp was used to recor t(fr cortex,
activity in the part of the brain known as the mo " was
which is concerned with voluntary bodily n)(?vemeﬂ 'ment a
already known that, prior to a voluntary bodily m(lJVf’ in t’he
slow negative shift in electrical p“teml.al takesfscare the
motor cortex, beginning just over half a secon . ‘f‘th'll the
movement itself. What Libet discovered, howevert, lh‘ - n‘(s‘ only
subject’s conscious choice to make the l““wm?nl l()(\(r;n; and
about one Sifth of a sccond before the m'()\‘(‘l“( nl ?( zo-gallcd
thus Signiiii*antly Jater than the onset of the br‘ll)m tshat vblun-
‘readiness potential’. The implication seems to b€ <choices’
tary movements are not inifiated by the Fonsaousses which
of subjects, but rather by unconscious brain-proces

precede those ‘choices’. . ing that
What can we conclude from these ﬁﬂdmg-s’hisi;mtllr\‘gt the
they are reliable?®”® One’s first thought mig

to perform

ative and the Role of Conscions

" Ser Benjamin Libet, ‘Unconscious Cerebral lnl“,scimce‘r 8 (1985), PP 52966,

Will in Valuntary Action’, Behavioral and Brain a. MA: Birkhaiser, 1993)-
reprimed in his )\"eurn/)h}'silll().ﬂl’ nf Consciousness (Boston, 1

r » some doubts have bee se bout Libet’s €X eriments b for
i abets 7 y

‘, AN . S¢ 4 n raits d a h ( P 0 i Y

4 ) 1 C. Dennett: see his Consciousness l‘u\’p ained Harm "d\“'(ﬂ\h‘ Pen-

guin Books, 1991). pp. 162fT.
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fmdxpgs s.how that ‘choice’ is just an illusion — that when
one imagines onself to be moving one’s finger of one’s ow
conscious voh.ti()n, the movementL is in fact being caese((ij bI;'
Str;(‘); \z)rfxeonsaeus pro‘cesses which also cause one’s conscious
s mseemmg to ehoose’ to make the movement. This
mone raeizrttl}?t conscious ‘choicesi or ‘volitions’ are epiphen-
e demonstrataim ge?umely efficacious. What clearer empir-
jcal dem matteron of our lac/e of free will could there be?
Howeve ,One e $ arle.t?ot 50 simple, as Libet himself points
out. Tor one Oxg, ibet dls.covered that subjects appear to
have & \ aﬁefth er over their voluntary movements, that is,
that cven ofier f moment of conscious choice, it is still pos-
uggess therjefc to refrain from making the movement. He
Sugses j;,'[' [ cfore, tbat even though our conscious choices
do not i itiate our actions, we still exercise control over our
:}(Y,‘t?()na 'lhrt.)ugh our choices to act or not to act. Equally inter-
Cis“:;:ﬁ:rlni:nlc;l»v‘ ;)i ‘our dlscession of volitionism earlier in this
chapte o ¢ fact that Libet’s experiments seem to provide
C(-i\!,(-d (,'d‘ support for the very concept of a ‘volition’, con-
[l;(lc;.(l dl: i;\ khpeelal’ kind of ‘executive’ mental oper,ation.
m(wem,(:m; ()fn:)w‘ng'roel’ ol.her experimental work that when
RN ‘ﬂimcu;\:)ect s limbs are brought about by direct
ceane E " d ion of the motor cortex, the subject
>clares emp 1‘¢meally that he is not moving his limbs hi
of his own volition.”! g bis limbs himsetl
Howe interesti
b f;)n'(lv}(:;; ltnhtfeerrestmg though these findings may be, it may
T “)“ .[(? not go to the heart of the problem of
ee WL ven thl I’S co.ncede‘d that Libet’s experiments are
acts of will or (:h(fic\erftlhCl o o PS)'ChOIOgY’ that conselo
e genesis of our v(fl ave a genuine causal role to play in
e ol untary bodily movements, the freedom
e oestion Ofewr'r}\‘s t}? be under threat when we reflect
o he duestion o ether or not our conscious choices are
sally determined by prior events and processes.

Some at th i
hese classi ies of st i
c studies of stimulation of the cortex are o i
x are due to Wilder Pen-

field: see his 77 )
: s The Excin . .
Press. 1078) able Cortex in Canscions Man (Liverpool: Liverpool University
o ’ . Kl : y sity
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For however we answer this question, the freedom O_f our
will may appear to be compromised. On the one hand, if our
conscious choices are simply the causal consequences of long
sequences of cause and effect stretching back to times bef.ore
our birth, it is hard to see in what sense we can be respons_lble
for those choices.”” But, on the other hand, if our consctous
choices are uncaused, or not fully causally determined, it may
seem hard to see how they can be anything but randem occur-
rences happening merely by chance — which again scems
incompatible with the idea that we are responsible for them.

Perhaps, though, there is a way through the horns of this
apparent dilemma. As I mentioned earlier, we tak? it to be
2 hallmark of the rational person that he makes his choices
in the light of his beliefs and desires: but {his is not necessar-
ily the same as saying that 2 ratjonal person is one whose
choices are caused by his beliefs and desires. Indeed, one’s
instinct is to say that it is 2 contradiction in terms to speak
of a choice being causally determined in this way: When we

choose how to act in the light of our beliefs and desires, W€

do not feel ourselves to be caused by thos€ beliefs and desires
onceive of our beliefs

to choose in the way we do. Rather, we € . |
and desires as giving us reasons to choose- Cheosmg to act 1n
a certain way for a reason can hardly be described as @ mere
chance occurrence, but neither does it seem proper to con-
ceive of it as being causally determined. Whether this way
through the dilemma is really available to us 18 a (.;ucsllon
that we shall have to returh to, when we discuss in more
detail the relationship between reasons for and causes of
action.

But even if we find that we canl
ate way, between reasons and causes, problems S

distinguish, in an appropr-
till rematn.

will is incompatible with causal dmcrmm:‘m,
n Free Will (()xfnrd'. Clarendon Press, 19 2},\)
en’s arguments and C()nst‘quf'mly reject the
But many contempor-

ble with determinism. Pmpor
he latter doctrine: 5€€ for exampic:

. Will Worth Wanting {Oxford:

” fn defence of this claim that free
see Peter van Inwagen, An Essay o
¢h. g tam persuaded by van Inwag
rival doctrine that free will is compati
ary philosophers, it has to be said, ac !
Daniel C. Depnett, Elbow Room: The Varieties of Fre
Clarendon Press, 1984).

cept t
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Surely, 1t may be said, our conscious choices, if they exist, are
either parts of the universal network of cause and effect, or
they are not: but if they are, then they are causally deter-
mined and our will is consequently not ‘free’, while if they
are not, then they are causally inefficacious and ‘choice’ 1s
an illusion. The problem becomes especially pressing if one
presupposes the truth of the (strong) principle of the causal
closure of the physical, discussed in chapter 2. As I stated 1t
there, this is the principle that at every time at which a phys-
ical state has a cause, it has a fully sufficient physical cause.
The principle implies that any bodily motion supposedly
caused by an agent’s choice has a fully sufficient physical
cause at the time of the choice - and that that physical cause
likewise has a fully sufficient physical cause at every time
prior to the time of the choice. We seem forced to conclude
that cither (1) the agent’s act of ‘choosing’ is in fact identical
with some physical state — presumably, a state of the agent’s
brain — which is fully causally determined at all previous
times by prior physical states, or else (2) the agent’s act of
‘choosing’ is causally inefficacious. Neither alternative seems
compatible with the notion that we have ‘free will’.

But, again, we should not rush to such a conclusion. As we
saw in chapter 2, the strong principle of the causal closure
of the physical is contestable. Moreover, we should bear in
mind Libet’s findings concerning the ‘veto’ power of the will.
Even though unconscious processes in an agent’s brain may
initiate a certain bodily movement prior to the agent’s act of
consciously choosing to make that movement, it seems that
the movement is not rendered inevitable by those brain-
processes at the time at which they occur: the agent, it
seems, retains the power to permit the movement to go
ahead or else to countermand it, for some fractions of a
second before the movement takes place. This picture of the
role of conscious choice in human action does, I think, make
sense and appears to be compatible with the available empir-
ical evidence. But I think it will only make sense to philo-
sophers who do not attempt to reduce the notion of an act of
choosing to that of an event that merely ‘happens to’ a

) . -
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person. To adopt this picture, I think we ‘ha\'(_i ,t? ;sccoeppptogzz
concept of agency — the concept Qf being aCtl\‘/‘?rV arguably,
to ‘passive’ — as_primitive. and lrredl.lable. €t , retain our
however, we must do this in any cas¢ if we are to e bjents
familiar self-conception as autonomous and rat.lonait .y
of experience. And without that self—'coanepthn;nd ith it
rational inquiry itself becomes impossible for us

all philosophical argument.

NS y SES
MOTIVES, REASONS AND CAUSE

imes, 10
Why do people act in the ways.that. t.hey. do? Se(:)mfet"s mot’ives
asking such a question, we are Inquiring mto p repseeking to
for acting in certain ways. At other imes we @ e want to
uncover their reasons for acting. And at yet. Othe;S s of action
know the causes of their actions. Not fi“ phIIOSOPas(riscause are
would agree that the notions of motlve,.reasor:va < of talking
perfectly distinct, but some of Our.ordmarythaZa youth has
suggest that they are. Suppose, for instance, e eome act of
been brought before a juvenile court a(fCUSe in his school.
vandalism, such as breaking all the vadowsh outh might
Asked for his reasons for behaving in this wdy; . uitybccause he
reply that he had ne reason — that ht." dl,d.l ‘ ‘ln particular,
felt like doing it when the opportuntty .‘11(::(‘)"1" And, indeed,
he may deny that he did it with pr“"(‘dl[[q ot .rhly irrational
we might agree that the action was at 10110‘ ‘{}:ulngis‘ might
and senseless one. On the other hand, y Ps()o(r acting in this
consider that the youth had strong ,,,?m)e.ls_ s of frustration,
way - for instance, that he did 'it out of .fele mrgker might try o
bitterness or jealousy. Yet again, a socia woumj by his poor
explain the youth’s behaviour as b?m-gfwnc
home background and ill-treatment In inia ays:. of talking is
One questionable implication of such wlystalesa such as
that actions which proceed from CmOthﬂ‘?rrational’ and to
fear or jealousy, are for that very reasol; from a cool calcu-
be contrasted with actions which pm?;et the model of the
lation of likely costs and benefits. By

i calculator is a
perfectly rational agent as an emotionless
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distorted and shallow one.® Sometimes, an ‘emotional
responsc to a situation is not only understandable but right,
in the sense that we should regard it as a moral defect in
a person not to react in that way. And there is, surely, no
incompatibility between being rational and being moral. In
any case, no sharp distinction can be drawn between acting
‘emotionally’ and acting ‘rationally’, given that no sharp dis-
tinction can be drawn between emotion and desire. For, as |
remarked earlier, it is generally accepted that purely cognit-
ive states, such as beliefs are commonly taken to be, cannbt
by themselves provide motivating reasons for action — desire
(or at least some sort of ‘pro-attitude’) is additionally
required. Indeed, the very mention here of ‘motivating
reasons’ demonstrates that talk of ‘motives’ and talk of
‘reasons’ for action cannot be held entirely apart.

In support of the contention that no sharp distinction can
be drawn between emotion and desire, [ must emphasise that
cnotions should not be thought of as mere ‘feelings’ — even
if, as in the case of fear, they sometimes involve bodily sensa-
tions of certain distinctive kinds ~ since they are intentional
states, in the sense of being ‘about’ things beyond them-
selves. For example, one may be angry about another person’s
rudeness or anxious about an impending job interview. And
traditionally, indeed, desire was itself accounted an emotion
or ‘affect’, by philosophers such as Descartes and Spinoza.

A more contestable issue is whether we can hold apart talk
of reasons for action and talk of the causes of action. In the
previous section, 1 suggested that to describe a rational
person as someone who makes his choices in the light of his
beliefs and desires is not necessarily the same as saying that
a rational person is one whose choices are caused by his beliefs
and desires. But this suggestion may be challenged, on the
following grounds. Suppose we are secking a person’s reasons

For more on the relations between reason and cmotion, see Ronakd de Sousa.
The Rationahity of Emotion (Cambridge, MA: MIT Press, 1gR7). See also Thalberg.

>, . A - g ; ! ¥
Perception. Emotion and Action, ch. 2. and Anthony Kenuv, Action. Emation and Wil
tLondon: Routledge and Kegan Paal, 1964), ch. 4.
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. se an earl-
for performing a certain action. For msta?hcz(:t’ ,}zlrn’s reasons
ier example, suppose we want to know \g i we ask him,
were for reaching for the salt-cellar. PErEaps ' B By gred
he will tell us himself that he did this be}fa alt-cellar was
more salt on his food and beli(’zved t’hat tthi: jesire and this
full But, it may be urged, John's having b G did, did
belief, although it gave him a reason for a(;n unless it was at
not actually constitute his reason for so actltiogn of reaching for
least partly causally responsible for his ac . in which we can
the salt-cellar. On this view, the only way a reason to act
explain the difference between mer'ely haVltT;Igat reason, 1S to
in a certain way and actually acting {(:becau“’ one has the
suppose that in the latter C?ts)e ZE:e?.CThis implies that, far

ec for and causes of action
es when agents act

reason, in a causal sense of
from it being the case that reasons
are quite distinct, reasons must be caus
‘for’ reasons.”* ; difference

However, although it is true that t}-lerz clesrtaalin way and
between merely having a reason to act ;‘“ for some explana-
actually acting for that reason, which Cal Swa to explain this
tion, it is not incontestable that the on }, chd against this
difference is the one just proposed. ™1 {

o 1 t men l()ll(‘(l eal ll( 1 lhdt
l(] lll(’ f¢ Ccl, t ~ . y

\} nation we n\'\) y l yhl ol O I ‘)(’,l]eis d]\(l

to '(l(,‘ mn (h( 1€ i u

s to be caused by those bﬁl,lefs.
. do. Moreover, the theory

when we choose how
desires, we do not feel ourselve
and desires to choose in the way We . are causes 1S beset
of action which maintains that l"n:‘m.lbs: similar to the on€
with a problem of ‘deviant (;;TUS'dl ¢ a~lnn which we discussed
affecting the causal theory of Perce,ptlor uably more intract-
in chapter 6. Indeed, the problem 1s a g
able in the case of this tgllCOTY Ori;sicstl(})lz}e, consider another
To see how the problem 2 7 lable. Supposc
example of John’s behaviour at.thC d"l:lnno%:k over his glass,
this time, that John actually desires o

e *ACHIODS,
e Davidson, A
. causes, see D
. ! t that reasons must br (‘“}l, yd(‘niul that reasons ¢
: fe i 2 men H - ave
lkm o hml‘(ﬂ' o Many phil()soph”s’ h"‘;‘;‘; ; ch. 10
casons, and (Gauses . NV L s nd Purpose, ¢h-
be ‘('Zl\]‘i(‘ﬂ" see, for example, Taylor, Action 4
RN
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perhaps in order to create a diversion while he steals a dia-
mond necklace from the woman seated next to him. He
therefore reaches towards the salt-cellar, as if to pick it up,
with the intention of knocking over his glass in a show of
clumsiness. However, so excited is he with the prospect of
securing the necklace, that his very desire to knock over the
glass causes his hand to tremble as it approaches the glass
and he really does knock it over accidentally rather than inten-
tionally. At this point, let us recall the causal analysis of
intentionality examined earlier, where S is a person and ¢ is
an event which is a motion of $’s body:

(I) Event e is intentional of § under the description of doing
D if and only if ¢ was caused by (the onsets of) certain
propositional attitude states of .§ which constituted S’s
reasons for doing D in the circumstances.

It appears that (I) implies, mistakenly, that John in our latest
example knocked over his glass intentionally: for, according to
the theory of action now under consideration, the motion of
John’s hand was indeed caused by beliefs and desires of his
which constituted his reasous for knocking over his glass on this
occasion. That is to say, John had at this time certain beliefs
and desires, which gave him a reason for knocking over the
glass, and his having those beliefs and desires was causally responsible
Jor his knocking over the glass, whence it follows from (1) that
John knocked over the glass intentionally. And yet, plaiuly,
he did not.”

What emerges from this example, I think, is that the dif-
ference between merely having a reason to act in a certain
way and actually acting for that reason, cannot be explained
simply by saying that in the latter case one acts because one

** Discussing a similar example, Donald Davidson says that he ‘despair{s] of spelling
out ... the way in which attiiudes must cause actions if they are to rationalize
them': see his "Freedom to Act’, in Ted Honderich {ed.), Essays on Freedom of Aclion
(London: Routledge and Kegan Paul, 1974), reprinted in Davidson, Essays on
Artions and Events (see p- 79). For one interesting attempt to solve the problem of

deviant causal chains, see Christopher Peacocke, Holistic Explanation: Action, Space,
Interpretation (Oxford: Clarendon Press, 1979), ch. 2.
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sense of ‘because’. Indeed, being

i i vhich
by the beliefs and desxr;lss \to "

has the reason, in a cqusal
cqused toact in & ceriali We that way actually see
give one a reason to act in "« for that reason. If that
incompatible with acting 1n that w ay ft A nding an ‘appro-
is 50, then the problem 1s not simply one d actions which
priate’ causal relation between reasons a-hich we have just
exchudes ‘deviant’ examples like the (,ne"\»\_' h maintains that
examined: rather, the theory of actlont ¥ llShf:r (Note, incid-
reasons are causes must be re,jectﬂ.d a??g:entio.nalily mooted
entally, that the alternative analysis © bm this example, since
earlier — (I) above — 1s not defeatf?d >t know that he was
we can plausibly say that John did " falling over. He did
bringing about the event of the glass's bringing about an
believe, and believe truly, that he wa;at he was bringing
event of that type, but did not know thich occurred.)
about the particular event of that typ® l:;/ ention which bears
There is one other issue that 1 shou mnon are related to
upon the question of how reasons for ?c o-called weakness of
causes of action: this is the Proble.m N Sakrasia- Sometimes
will, or (to use the Greek word {o‘r ltt)lv believe, all things
people fail to take what they ﬂPPa[(‘j? ble) course of action
considered, to be the best (most ‘lCS""l *v/s' One interpretas
available to them in certain (‘i“‘mnsmtli ‘|; involved cannot
tion of such a situation is that the }“1‘-5(2'01"'5(‘ of action in
really have a strongev desire 10 lilk("‘ -“vh'\( he mighl say to
question rather than any ()(l\.(‘l" d“*’l’}“ﬂ? c':uS(‘S» it is hard o
the comrary. And, indeed, it reasons @r¢ );ssiblﬁ- For, on this
sec how any alternative interpretation lcst; are the beliefs and
view, the reasons for which an fa\gent a ¢ in the way he does,
desires which actually cause him 9 fllfc an agent does not act
from which it appears to follow that ! it must be because i
in accordance with a professed deyrevdesire, which was his
was overridden by another, strongerh alternative view lbﬂ‘
real reason for action. However, Of the s beliefs and desires
choices to act made in the hght Ofci)n?res it seems to be at
are not caused by those be!ie(s and fei? t(; ,ChOOSC a course (.)f
least possible, albelt irratl(l))n?/le’ :x(l)l :thers. In other words, 1t
action which one desires abo
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Seems that, on thijs view, the phenomenon of weakness of will
really is possible and, indeed, that its name is entirely apt.
Oowever, the complexity of the jssye is too great for it to be
€Xamined any further here, 5o I sha) leave it now, with the
warning that it would be rash 1o try to adjudicate betwee;;
the two riva) vViews on the basig of so contentious a matter.

CONCLUSIONS

takes the latter notion ay primitive and irreducible, and (g)
the volitiona] theory, which contends that a]] action involves
a special ‘executive’ Operation of the mind, variously called a
volition’, <act of will’, or “chojce’, Ag may be suspected, my
OWn sympathies Jje with the volitional theory because, like
the agent-causatjon theory, it does nog seek to eliminate the
notion of agency or reduce it o something else, and yet it is
ot committed ¢ 5 distinctive and scemingly mysterious spe-
cies of Causation. I beljeye that volitionjsm is implicit in our
fommon-sense o ‘fblk-psychological’ ways of thinking and
talking abeyg action, that it cay be defended against the
Standard philosophical objections to it, and that jt js consist-
€nt with or eyen confirmed by empirical Investigations into
the neurophysiology of action. Byy | should c¢mphasise that
volitionism is, none the less, stil] 3 minority Opinion amongst
contemporary Philosophers of mind.

€ have al50 explored questions to do with intentionality,
freedom of the will, and the Motivational basis of human
agency. On the matter ofinlentionalily and the related ques-

Moral Concepts (Oxford: Oxford L'm’versi!;
Essays on “etions gng Erents.
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T . mined two

tion of how actions are to be lnd“’l,duateg"rhi;xiis congenial
rival approaches, tentatively favouring Oj?tionism- Unsurpris-
to the agent-causation theory al.ld Yo the problem of free
ingly, we arrived at no firm solution to ke Sgnse to suppose
wil but it seems that it does at least (inl: both causally effi-
that our conscious choices to act could be usally determined
cacious and rational without being fuily (r:flcut case for saying
by prior physical events. There is no c ez: must be causes of
that the reasons for which an agent ac s to the contrary,
his actions. Indeed, there is a case for sa)lng;ous and rational
that our familiar self-conception as aum?ﬁink of ourselves as
subjects of experience requires us not (tiod sires which consti-
being caused to act by the beliefs an ee[f_conception may
tute our reasons for action. Perhaps.tha;]zrent given a fully
be challenged as being ultimately inco he world which they
nhaturalistic view of human beings and t hallenge would be
inhabit, I am not at all sure that such 2 L; our current self-
Warranted, but I am fairly confident t a“ abandon. More-
conception is not one that we FOUld }fasjtsyelf could not sur-

over, I strongly suspect that philosophy

vive its abandonment.
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Personal identity and se/f—/mowledge

something with g mind wag Subject of experience — interpreting
‘experience’ here in , broad sense, to include any kind of
sensation, perception or thought. [ take jt that the term ‘sub-
' ‘ i than the term ‘person’ -
is, that although ajj Persons are (at Jeast potentially)
subjects of €xperience, not 4 subjects of experience are per-
sons. This iy because [ think that a¢ least some non-human
Creatures, such aq chimpanzees, are certainly subjects of
¢Xperience ang yet that they tnay not be persons, Iy js per-
fectly conceivable (gt there should he non-human persons,
but it js open to question whether any actually exist. What,
then, is distinctive of Persons as opposed (o, other subjects of
experience? Jug this, | SUBECS: persons are sefpeg that is to
say, they are subjects of experience which have the capacity
Lo recognise themselves ¢ being individya] subjects of
EXperience. Selyes Possess  reflexive sel!‘—knowledgc- By
‘reflexive self—knowledge’ I mean, roughly speaking, know-
ledge of one’s own identity ang conscious mental states —
e is and of what one is thinking and
feeling. As we shalj see, there are Some complexitjes involved
in spelling oug ¢hig notion in » completcly satisfactory way, if
indeed thag can ultimatcly be achieve. But - again, roughly
speaking — having (he kind of reflexive sc-lflkn()\A'lC(lg(‘ which
makes one , berson goes hand-in-hang with possessing a
first-person’ concept of oneself, the linguistic reflection of
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which resides in an ability to use the word ‘1 comprehend
ingly to refer to oneself. . in
%zt what sort of thing does the word ;\I rifetr stg;ta(st}u::iﬂg
that it does indeed refer to something! W eaturn to some of
am I? In raising this question, of course, we r that difforent
the issues discussed in chapter 2. There we sa»\;s to this ques-
philosophers have offered very different ansvtvein body — ‘my’
tion, some holding that ‘I’ refers to a cer alto ber o
physical, such as an immaterla.l soul or Spirtt, n of body and
it refers to something which is 2 Combl‘?’a“(}ers to a collec-
foul. Yet another possible answer is ehoughts and feelings.
tion of thoughts and fCClingS.— my thoug disagree so rad-
But it may surprise us that phllos‘o})het{s Calt]o and yet be so
ically about what sort of thing ‘I re er; haps we should
certain that it does refer to 50’"”}”.”‘4" °r ept it, perhaps
qQuestion that assumption. And even i W?I’aczfé)rs t:) a thing
we should question the assumption Fhat d tr refer to some-
of the same sort or kind whenever it is use n;)titute a kind of
thing, Perhaps persons or sel'ves do not tC}:)e same  identity-
things, all instances of which sharC‘ If is to occupy some
conditions, Perhaps to be a person or sle lr function which
role o perform some function — a re C‘(z,{ many different
could he occupied or performed by ‘J“"‘g“’l ‘ing a person is a
Kinds. ¥or example, it might be held lh‘?l- ):(.c:pied for most
role which my body occupies now a‘n.(‘l l;‘db'(weeks of months
of my existence, but that for the first CIW This would imply
of my existence it did not occupy that rol;:(.)d but that there
that, in my case at least, ‘I’ refers to my 'sze’:d but was not
Was a time when I (that is, my body) CIXIat this and other
(vet) a person. We shall look more closely
Possibilities in the course of this Chaplt(;fr- loFe CONCErns our
Another set of issues which we shou de):ﬁeir content. How
knowlcdge of our own mem}?‘ vststaitr:fozrilrtlestable knowledge of
is it that one can seem to ave u -' ief that we
what one is thinking and feeling? Ordl»f ;;u;,bi,le must still
have such knowledge in fact unfo.und;i 'h t be’lief- However,
explain the prevalence and tenacity of tha
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let us
, make a sta i
that is, wi rt with the ph
at is, with the co phenomenon of self:
‘omprehendin of self-referen
g use of the w ¢t
ord T’.

THE FIRST PERSON

Although children pi
noun, ‘I, quite r:al’;l pick up the use of the first
;nent’ u“dCYStandngl?ht:Z course of their lingui_srt)iecrs(‘iot; Il)ro-
S a surprisi . emantics clop-
the liné)ui:i?cglf}l]]dlfﬁclllt matter. It is (::fafrit'l)ﬁrson discourse
satisfy most Peogit;{o‘?’ (')f the word I’ is?/inn;)uv%h o Sz'ly Wh?t
one uses to refer t‘o h"s the word (in English) ayhv'thh il
appears to have a w (llm or herself. Every hu which every-
the difficulty which Orh- or expression eqmivale;mln lar}guage
n](filning of the Wordp‘ll}OSC.)pherS have in undert to tl'-lls_ But
out, in a non-circular : arises from the difﬁcultStandlng Fhe
to oneself” in thé s ,d.nd illuminating way, wh ! ?f spelling
prehending use lfptC‘al way that is associ’at dat e refer
the cum/)re}zerzd,'n of the word T. T deliberat T with the com-
cven a l‘lind]CSf;)SC of the word ‘T, becalelsy S[;ealf here of
itself” when it dis lfnp‘Uter might be said to g, ‘or nstance,
am ready’. Equa‘“p ays some such message on i ‘FCfCrrmg to
utter the words ‘Ista‘parrot could conceivabl s sereen as |
W’h!Cll case it mi htebq hl.mgry’ whenever it [)."lbc taught to
to itself — but ui o ¢ sau’l to be using the W‘«‘t‘ 515111‘111‘)’» ‘in
concept of itself :ls '()Ul(lnl In]ply thu‘[ i\ h l()f( I to refer
hending use of , as appears 1o be require ad a first-peeson
The diffi Olf the word ‘I, quired for the compre-
culty
brought out by tc}:)?ri [ am alluding to can perh
word ‘T to refer to paring the comprehenf:l)‘er aps best be
various other singuloneSle with the compre;]ng lin: of the
instance, use my perar terms to refer to on e:ldmg use of
myself. Equally, 1 »ﬁSOnal name, Jonathan Lese ’f I can, for
refer to m\'sel’f" guﬁ‘?n us‘e, certain definite chlve > 10 r.cfer to
person seated i;\ ih_(‘\‘as' the author of this CSCrl(’)tl()ns to
of '(h‘, word T tln? K hair’. However, it is ’15‘ b(_)()k or ‘the
quite sppciﬁc [)(‘rq‘ 1t secms to be Qllara‘ 4 curious F"il\urv
that the person SOl ot any occasion of i <nt88d to refer to a
using it cannot mistake vit;l:l:t’ in such a way
person it refers
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to - M \
namely, him or herself. No such feature attaches to other

‘::;’z if referring to ourselves. I might forget that I am Jona-
ook bO\At/eI or come to doubt whether 1 am the author of this
. a’trlilv‘ lCannot dogbt that Lam I. This might be dismissed
Jonath 12 maFter, like the fact that 1 cannot doubt that

an Lowe is Jonathan Lowe. But that would be to0 quick

izdbsuperﬁcial a response. That this is no ¢rivial matter can
rought out by considering the following kind of example.
g a strange house’ and walking

S;lppose that, upon enterin
alon 1 i
g a corridor, I see a human figure 3PProaChmg me and

{ .
orm the following judgement: “That person looks suspicious’-
question is myself,

z:‘:; Irsflllgderély‘realise that the person in

Although Cl:i in a mirror at the end of the cor.rido.r.

using the’ i one sense, 1 knew to whom 1 was referring in
emonstrative phrase ‘that person’ -~ namely, the

z(:‘i)s:;ln who appeared to be approaching me — there 1s clearly
o er sense in which I did not know @ whom 1 was refer-
g, since 1 was unwittingly referring (o myself- Clearly,

th < M i

ex(:; V{hen 1 ‘refer to myself’ in the way involved in this

e p C,‘I,do not refer to myself in the way I do when I use
word ‘T — for in the latter cas ilar possibil-

ity of o e there is no sim

T my failing to know to whom I am referring.

the ‘].:ljti(‘l"l‘t'“““ of the use of the w?)rd I is closely .lir.lkcd with

cometine f‘lf’(vl‘tzlf.ll hrst-l'wrsun _;udgcnwnts exhibit what 13
o called ‘immunity 10 error throu

o gh misidentifica-
tion”.' It is pertec . . N
iud s periee tly pusslbl(- 1o make a mistaken first-person
U a . N “« . . . .
A n}“,““““, of the form ‘Lam ], just as 1S possible to make
rstake . . : . . . g
o staken thlrd-pcrsonJudgcment, of the form g is F7. How-
er . . . . .
ent , whereas S is F” can be mistakenin cither of two differ-
\% D
ontl ays, certain judgements of the form Tam F? can appar-
y be mistaken in only one way: Compare, for example,
dcnliﬁ(‘:ﬂi(m' is duc to Sydnty
1-ss’.,]aumal of Phitosoply B5
ind: Philosophical Fssay
1984) and in Quassim Cassam (cd)s
58, 1904)- The inspiration for this
The Blue and Brown Books, 2nd edn
ans. The yarieties of Refer-

to error through misi
nce and Self- Awaren
his Identity, Cause. and M

Vo
ihr‘ expression ‘immunity
,(hm*.nmker; sce his Self-Refere
((‘?«):)ﬂl)‘.pp‘ r‘ﬁ:ﬁ"‘i')', r(‘primcd in
.S'yl‘/_l; widge: (‘um}?ridg(‘ University Press,
n”timnn{z‘ledge (.()x(m'd: ()‘xfmd University Pre

(€ )‘(fn‘ (if)[‘l;cs from Lud'wu; Will‘gf’«l?Sl('il\: €6 i

mr- rd: \ack'weﬂ, 1969), PP 66T, Sce also Gareth Ev
¢ (Oxford: Clarendon Press, 1982), PP- 7g-01-
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the two j ¢
B e ks
what Toh , ight be mistaken either:
Perhgps 310;@: e feels angry. On the one hand.
D her hand. perh y et.als.)ealous rather than angry. On thé
e e per,son Whaps I1t is not John who feels angry, but
o L (::11 have m‘lstaken for John. But now con-
possible for me t(i b gement, I feel angry’. Here, too, it is
Poo T feu] e ;:1 mistaken about what 1 feel — maybe 1
ever. what doesg;],); ;Ve en really what I feel is jealousy. How-
e b o ner: t}? make sense, in this case, is that I
L ey et to about what is felt but about who feels
amother person’s an 0 ;nake sense that 1 should mistake
fdgements have thiier or my own. But not all first-person
misidentification: the pr(l)perty of imraunity to erio” through
znfil)ution to on.eself(;ri ‘r/sooriizsctohat flO, i scems, imvolre 10
sonsider. for i nscious psychologi
D C(mceivab,lmei(le on the basis of what 1 can see and
hl:md that is tolichinge,tliie Ltl:ll)lll::dl}),’ thit it is not In (et T
the be Lo , but the very simi
the person siting next 0 me — and ha
A aboitmi ariother n‘earby object. In that case¢,
which [ could not beu iste touching the table, in @ v i
T l, ‘mlstal»':cn‘ about who is fecling angry
Some philoso li dgement T feel angry”. \ (
is used as it ispinerr?l:;:fim to tliixik that, when the word T
cannot really be functiolrig the judgement I feel angry’, it
Precgeb‘ because mistakennrlggaizsn:er?ie”ing_cxpressmn at ot
such cases? T ’ is apparently rule i
ence to sometliilieri;gtcaai(ri3 the view tbat a genuing, act Sf(;‘:fel:
or failure exists: as theoccu-r only if the possibility of mistake
sibility of failure, ther)(; rilslgril(i - i'tl’)'l‘]here A
s possibility of success either.

For doubts ahe

Fo ubts about whether ‘I i !

o doubrs about T is a referring ¢ i

$ 8¢ N . R express " i E

The Firw b l‘;;?;)ut\r(.‘\.‘irxii\xrl ('vnm-npl;m (e(l.),[il;:r::;ii],;;;; G. F. M, Ahsmmhr.

"’/ o (()x((,"]: 'm;,,kL. ||x;lv(l in (. . M. Anscombe, Meta h";@““g" o rminaphs

o/ i (Oxford: Black ell, l(')ﬂl), For discussion \‘(-l‘ A iﬂ,*l‘lfs qﬂd the Philosophy
Seepticism’, Philosophical Qliartz:rlr 41 ‘;‘? "‘;m‘h”“' et

£ 1991). pp- 39-54-
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Hence, they regard the word ‘T in such contexts as no more
having a referential function than the word ‘it’ has such a
function in a statement such as ‘Tt s raining’. S0 what, then,
is the function of the word I in such contexts, according to
these philosophers? Here they are less clear, but they tend
to say that sentences like ‘I feel angry are used, in realitys
not so much to express judgements, W ich could be tru¢ or
false, as to make avowals. On this view, to say ‘1 feel angry’ 1s
to express one’s feelings, rather than to express a judgement
about what one is feeling. Such an ‘avowal’ 18 regarded as 2

verbal expression of emotion, comparable with such non-
1 . N . 3
verbal ‘expressions of emotion as angry looks and gestures.

I think, be unper

However, most philosophers would,
suaded by this doctrine, not least because they would not
ct of reference

subscribe to the principle that any genuine a
must leave room for the possibility of error. Furthermore,

they would regard it as being inherently implausible to sup-
pose that the same word, ‘T, could have two radically differ-
ent functjons. For that the word ‘I has 2 referential function
in many contexts of its use seems hardly disputable. How,
then, would these philosophers explain why the word ‘T
seems incapable of re[‘erence—l'ailure? Some of them may
attribute this quite simply to its being a so-called token-
reflexive expression, akin to such oxprcssions as ‘here’ and
‘mow’. Just as any utterance of the word ‘here’ standardly
refers to the place at which the word 1% uttered and any utter-
ance of the word ‘now’ standardly refers to the time at wliich
the word is uttercd, so, on this account, any utterance of tlic
word ‘T standardly refers to the person who is uttering it.
Thus, the semantic rule governing the use of the wfzord T
precludes the possibility of someone mistakenly using the
word ‘U to refer to anyone other than him or herself.! How-

‘When 1 say 1
any person-
L plse sees

one pointt
. 1don’t nam¢
Though someot
l’hilnmﬂhiml Inzesh-
K, p- 404

e

*In the Philosophical [nvestigations, Wil\gcnslf’l“ says al
am in pain”, 1 do not point to 2 person who is in pain -
Just as 1 don’t name anyone when 1 groan with pain. !
wha is in pain from the groa fwig wittgensteii.
gations, trans. G. L. M. Anscombr, {Oxford: Blackwell 195

' Tor more on token-reflexivity and th cen T and pow.
D, 1. Mellor, ¥ and Now', Proceedings Q/il/lt’ A 8y { l(ﬁ‘l{)), Pp- 7904

ning. See Luc
gnd edn
¢ cumpurisxm hetw!
ristotelian Sociely
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ever, although it js important to recognise the token-reflexive
character of (he word ‘T, it does not appear that appeal to
this alone can explain all the distinctive features of first-
berson reference which we have been examining. This is

yet the compre-
0 oneself does require

I have to confess that I know of
of broviding .
reference whiel 1s peculiar (o the
word ‘I’ Ap ability to think of oneself as oneself and to attribute
to oneself, thought of jn this way, varioys conscious thoughts

celi ch is primitive and irredu-
cible, in the sense that ope cannot model thjs ability on any
other more general ability to (hink of particular objects and
attribute properjes to them. At some stage in a normal
child’s intellectyy) development, j¢ acquires this special abil-
ity, but how it achieves this must remain something of a mys-
tery so long as we have ne way of (‘}mru('tvrisjng the ability

N question save its own termy.?

-ambridge University Press,
L991). See also the bapers in pare  of Palle Yourgrau (ed), Demonstrative:

(Oxford: Oxford Univers v and John Campbell, Pay, Space. and Self
X ((.'.-nmhridgv, MA; N3 and ch, 4.

For »f’l(h’»r.'uming further discussion of the concept and development of seli-
ConsCinusness, from both philusuphir;\l and psvrhulugimf perspectives, sce José
Luis Bermiides, Anthony Marcel and Naomi Eija,, (eds.), The Body and the Self

/
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. that
it refer when it is so used? The quick answle}rla‘:gublgegeusmg
it refers to a particular person or self. But, as | ely just true by
the terms ‘person’ and sell?, this is -CffeCt;v thave charac-
definition and so not especially revealing — Oil;nce which has
terised a person as being a subject of e not yet established
a first-person concept of itself. We hav.e ” ri;ore generally,
that either persons, or subjects of exper.lence. the way, say,
constitute a distinct sort or kind of thl“SS i: distinct kinds
that stars, oak trees and chairs a”-COHStlttuor kind must at
of things. The instances of a senuine sor bling us to count
least share the same identity-conditions, cnas g]f someone
such instances and trace their careers over “m:t-ain wood at
asks me how many oak trees there are i ble, how to discover
a certain time, | know, at least in principie, hat makes one
the answer to that question, because I knowhwr at a given
oak tree numerically distinct from anothe ies a distinct
moment of time — namely, the fact that it (:th(;lzccommodate
and separate region of space of a shape a[l)( me whether the
just one oak tree. Likewise, if someone ?Shs wood is the same
oak tree now growing in a certain part of the forty years ago,
oak tree a5 the one which was growing -t,h‘er,er ch/ answer to
I know, at least in principle, how to dlscOyflen”_mndﬂiom of
this question, because I understand the ‘t?efﬂil- changes an oak
vak trees — that is, I understand W!m[ Sm{:\,-(), . )\‘-mj time. For
tree can and cannot undergo if it is to Sl“),l?’(( («ms‘ slantation
instance, | know that oak trees can S“""“(l -l[‘tl;i(s oak tree
and h(‘,llt",t‘ that it would be rash to assume t l(Illlerelv because
is identical with a previously e“C,O“"ter?d O;ethe same place.
it has the right sort of age and is growing ‘hether subjects of
The question that we must ask now lsdw indeed constitute
€Xperience, and more specifically gersons, (; which share the
4 genuine find of things, all instances OCouﬂt persons and
*ame identity-conditions, enabling us ;O- of it, the answer
trace their careers over time. On the face ’

: Gdez, The Paradox of
(Gambrig MA: MIT Press, 1995). Sce also_josé ;:)uls Bermiadez, The
‘ambridge, MA: ) JUsS 1995, OF ss, 199R).
-S'rl/~("nm(iaume,u (Cambridge, MA: MIT Press
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to this question is clearly ‘Yes’. We seem to assume that we
can count persons at least as easily as we can count oak trees
and that persons have persistence-conditions determining
what sorts of changes they can and cannot undergo if they
are to survive over time. It may be that we are a little unclear
about what to say in certain borderline cases, but the same
is true as regards oak trees, which we none the less consider
to constitute a genuine and indeed natural kind of things.
So what are the principles which govern how we count per-
sons and trace their careers over time? What we are looking
for, here, is what many philosophers would call a criterion of
personal identity.® The general form which a criterion of iden-
tity for things of a kind K takes is this:

(G If x and y are things of kind K, then x is identical with

y if and only if x and y stand in the relation R, to one
another.

So the question that we must try to answer is this: how do a
person P, and a person P, have to be related to one another
if P, is to be identical with P,? The problem has two aspects =
one concerning the identity of persons at a time (‘synchronic’
identity) and the other concerning the identity of persons over
time (‘diachronic’ identity) — the second of which is usually
regarded as the more difficult. Clearly, there are many trivial
and uninformative answers to the question that has just been
raised. It would be true, but only trivially so, to say that P
and P, must be related by identity if they are to be identical
with one another. What is sought is a non-trivial and inform-
ative answer to the question in hand. More generally, the
relation R, mentioned in a criterion of identity of the form
of (C;) must not be the relation of identity itself, nor any
relation which can only be stated in terms which involve or
presuppose the identity of things of kind K.

" For more on the general notion of a criterion of identity, see my ‘What [s a
Criterion of Identiny?', Philosophical Quarterly 39 (1989). pp. 1-21, rt-prinlrd m
trarold W, Noonan (ed), Identity (Aldershot: Dartmouth, 1999) and my ‘Objrets

and Criteria of Identity’, in Bob Hale and Crispin Wright (eds.), A Campanion 10
the Philosophy of Language (Oxford: Blackwell, 1997).
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Some philosophers have main?ained that iirsg;]\s,ehi:;ii
bodily criterion of identity. For instance, so.demical main-
tained that a person P, and a person P, are 1 ‘ th,e ither
at a time or over time, if and onl){ if P, and Pfl tavirsons me
body. Against this, it may be pointed out that p

- i wever, this
survive the loss of many parts of their bodies. Ho ’

S ible to
; . : - ince it is equally plausible.
is not a decisive consideration, since 4 of many of its

say that a person’s body can survive the lossn be sustained,
parts. A more compelling objection, if it ca ¢ body — as
would be that different persons (?an share ;he zzﬁ]ed multiple
is sometimes alleged to happen in cases O soc-an swap bodies
personality syndrome — or that. ?ne. person d by the seem-
with another.” The latter possibility 15 Suggez::edurz of whole-
ingly feasible but as yet unattempted Proof one person is
brain transplantation, whereby the brallcli ice versa. In the
transplanted into the skull Of, a.n.other an Vhilosophers are
light of this apparent possibility, som;j- bfain rather than
inclined to judge that it is sameness O " i(,lentitY' How-
sameness of body, which makes for persbon unstable, for the
ever, such a position would appear to be roblem raised by
following reason (even setting aside any p which the same
cases of multiple personality Syndr(.“.l.w’,”: cople). Clearly,
brain appears to be shared by two ‘dlﬂcr‘/“. Fd double brain-
the reason why we are inclined to _]udg‘(? 'th;:v.,pping of bodies
transplant operation would cnnstllul’( a ;T :){. their brains 1s
between two people rathes than a sw‘l["l)l: ispccts of human
that we suppose all the vitully‘ 1mpnrtdllf t;w brain — in par-
personality to be grounded in features 0 and temperament
ticular, we suppose a person’s Tnemonesbrain But this sug-
1o be grounded in features of his of he.r e.rson’s identity
gests that what we really take to determine ang consequentlys
are these aspects of human pe,rsonallty and, rinciple, for a
that we should deem it Poss,ible’ at 'l(;:a;t(}l:;tpthc new brain
person to acquire a new brain, provide

i - . sec
te p('rsonuh(y syndrome,

. L multi e ‘s periments
Yor a discussion of the implications of f Without Thought Experimen

”
Kathleen V. Wilkes, Real People: Personal 1dentily
{Oxford: Clarendon Press, 1988), ch. 4
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serves to ground all the vital aspects of human personality
which were grounded by the old one.*

We have been led, by a couple of plausible steps, from a
bodily criterion of personal identity, via a brain criterion, to a
Psychological criterion of personal identity. According to simple
versions of the latter type of criterion, a person P, and a
person P, are identical, either at a time or over time, if and
only if P, and P, share certain allegedly vital aspects of
human personality. But what are these allegedly vital aspects
of human personality? Are there, in fact, any aspects of one’s
personality which cannot change over time? It seems hard to
Suppose so. People can undergo radical changes of tempera-
ment following brain injury and they can suffer extreme
forms of amnesia or memory-loss. However, while we may
agree that someone’s personality may, over an extended
period of time, become completely altered, it is less obvious
that somecone could survive a sudden and radical change of
personality, involving both a complete change of tempera-
mment and a wholesale exchange of “‘old’ memories for ‘new’
ones. This would seem o be more a case of one person repla-
¢ing another than a case of one and the same person surviving

L3 N ~ . . . . . . . - .
For further discussion of the implications for personal identity of brain-

transplantation ang related procedures, see Svdney Shoemuaker. Setf-Knoic ledge and
.\'r//-lflmlr{y (Ithaca, NY: Cornel} l'ni\‘:-rs'ily Press, 1963), pp- 221t and Bernard
Williams, “I'he Self and the Future’, Philosaphical Revies. 79 (1970), pp.abi-Ro,
reprinted iy hys Problems of the Sely ((I.'unhridgl': Cambridge University Press,
1074).

" For more on this idea

nfmnlmm{r of memory, see Derek Parfit, Reasons and Perion
(Oxford: Clarendon p

ress. 1gRy). pp. 204ff.
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However, even this more plausi.ble version of a PSZ‘;L’;’:?Y
gical criterion of personal identity is subject to 2;1n a;)sp eots of
devastating objection. For if we suppose that t nal identity,
human personality which are relevant to peijOd o femtures
such as temperament and memory, B fet o different
of the brain, what is to rule out the possibility of tw f human
brains simultaneously grounding the same aspec}tli;ispheres
personality? Suppose, for example, that the two o eres
of a single brain both grounded the same asperCnOries hat
personality — the same temperament 'and n}:e T
were then separated and transplanted into the Iv had its
different human bodies, each of which had previous yfronted
own brain removed.'® Then, it seems, we woul.d be C(;n half a
with two different human persons, each (;Vlther(l)ir(l)r);es. But
brain, sharing the same temperament an mt d psycholo-
this seems to be incompatible “{lth the. Suggesl,es fhat per-
gical criterion of personal identity, which implie L e
sons who share the same temperament and mgma case of
identical. What we seem to be faced with h[freirﬁo two dis-
personal fission — the splitting of onc persor},.dé’mitv preclude
tinct persons, Py and Py. The logical laws 0 '1“ | jti1 P aince
us from saying that P, and P, are both ld(?nll’(,d lwtl 5 Iimd P
they are '1‘;[ iavn(ical with cach (Tthcr. Ar'ld»l)’?fh)i)h(} pi(;posed
are related psyclu)l()gi(‘ﬂ“)’ to P, in .a wa,\' w 111‘(,ems 10 be suffi-
psychological criterion of P“"S(m.al 1dent‘lt,\ (.( ‘riterion must
cient for identity. Accordingly, it seems, that ¢
be mistaken. T i ro-

e Possible response to this objection s to revise the pro-

Posed psychological criterion of Al ualifies as ident-

Way that a person existing at a later time q

wonal identity of the possibil-
" The more general implications for the (’-(.mu-[?l “rv',wr.](;':,d:,;:.l(ﬁ','u;,, i pov “".d
1Y of brain-hisection are discussed by Thomas Nage B e i
the Unity of Consciousness’, As:vnlht”f’ 22 ('l‘,_’?')_‘,'p’pl',r‘j‘:“ “’,‘7"” The hypother-
Mortal Ql;mmm (Cambridge: Cambridge l,l llr“,:r::;m',h.",'m',",,; ). e figporhel-
N ';' ! ‘lw-‘)'lI.)mm-hils;-?il(;:lr:};(llii:;fll( Ii)r: :;.[:(“lr':'rsnnul ldrnlil;'.'h. I’lh);,llnlilr:{:;:;"f;llu/lff;w,‘:’f;’fil
spheres s discussed by Dere sonal 1d f - ‘
M',,](( :'(;7].), p;;l;_vz['ﬂ-,)riml-d ianna}huﬁ (IIIII\( rP;(‘:r;:.l)_Rmmm ol of A
(Oxtord: Oxford University Press, 1976). See also .

12,
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ical with a person existing at an earlier time only if no pro-
cess of fission has occurred, that is, only if the person existing
at the later time is the only person existing at that time who
is related in the relevant psychological way to the person
existing at the earlier time. However, if this line of response
is adopted, it seems to have the implication that questions of
personal identity are far less important, morally and emo-
tionally, than we intuitively take them to be.!' For, according
to this view, whether or not I shall still exist tomorrow may
depend on the answer to the seemingly unimportant question
of whether or not someone else very similar to me will exist
tomorrow. If I am destined to undergo fission, I shall cease
to exist: and yet someone else will exist tomorrow who i3
related to me psychologically in just the same way in which
I am related to my self of yesterday. Indeed, fwo such people
will exist tomorrow. However, if what matters to me when |
consider my own prospects for survival is simply that some-
one should exist tomorrow who 1s related to me psychologiC-
ally in the same way in which I am related to my self of
yesterday, why should 1 worry if more than one such person
(?xists tomorrow? But if [ shouldn’t worry about this, then it
follows, according to the view of personal identity now being
pr(')posed, that 1 shouldn’t necessarily worry about there not
existing anyone tomorrow who is identical with me. Indeed,
perh;ips I shouldn’t think of my ‘survival’ in terms of identity =
that is, in termis of there existing in the future someonc who
will be identical with me — but rather in terms of there being
at least one (but possibly more than one) person existing n
the future who will be related to me psychologically in the
way in which I am related to my past self. On this under-
stainding of ‘survival’, if I undergo fission I shall ‘survive’
twice over, even though no one existing after the fission will
be identical with me.

‘ The upshot of our discussion so far is that we have not
found a criterion of personal identity, either bodily or psycho-

N This i .
18 15 oy g ‘e W1 . B N \ N

be di ix Derek Parfit's view, who also suggests the notion of ‘survival’ shortly to
re discussed: see again his Reasons and Persons, ch. 12 and ch. 13,
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i i its ver-
logical, which is wholly satisfactory, in the sense that -

dicts involve no clash with our intuitive behefsdconcetrir(l)lrlll;gl
the nature of personal identity and its ﬂ}ora.'l acrii me;nr(;w the
significance. Some philosophers may be inclined rsonal
conclusion that our intuitive beliefs concermng tpe that
identity are confused or inconsist.en[, even Sugg;sﬁiggd An
the very concept of a ‘person’ is in SOTC e co’nar c.ases
alternative suggestion 18 that some of tile imagl dyriteria
which seem to create difficulties for c‘ertam propgse dc fail to
of personal identity are themsellves 1ll-coric§1ve Sia};‘le e of
represent genuine possibilities.” But a third pos

response, which we should not dismiss too.hghtly., is ltlo I:ati}slc;
the suspicion — without in any way intendmg to 15?2\/5;1 the
concept of a person — that there 15 11 fi.i(:t no non ial A
informative criterion of personal identity. Perhaps p
identity is something so basic

that it cannot be accounted
for in any more fundamen

tal terms. I shall not attempt to

h my own
adjudicate between these resu[;)onses here, thoug y
sympathies lie with the third.

PERSONAL MEMORY
ite i -t - in our
The concept of memory has figured f|ultc 1mp'(?1 i::i,t:ynl(l:l m
discussion of p(-rsmml identity SO far, bul'\st‘l ;t d(,scr\;es‘
scrutinised that concept with lll(j care Wh{:l nam; .
There is in tact no single concept of .IIICII.]S)}‘}’, ?tlvrtom L
ent concepts. Memory of facts is quite dliier.etit rom e
of practical skills and both are quit€ ciistlinc o »
sometimes called personal of aqutobiographicat me¢ 1 reievam e
latter kind of memory which is most obv1§)ursnzm0ry ot o
questions of personal identity. A person
shical Jdiscussions

’ riments in philosol
" For ¢riticism of the appcal to [h()ugh[ expe rimen p

of prrsonal identity, $60 Wilkes, Real Pengle, (h .l' re fully in my Kinds of Being:
1 develop my own views about pt‘rsonal ldeiimy ;‘“(:,11 ')‘,,,;” (()xh)r(l: Blarkwit”,

A Study of Individuation Jdentity and the Logic r>[ ortal o e o ersity

). ch 7 and mi) Subjer'ls 4 Experienit ((‘_ﬂ'“h“_‘ %(. nerally, sce Harold W.

b .“)('67) ‘(.h p Fi); n‘mri: - persnna‘ ident ‘l“‘f‘ SPBrian kiarn-n. Personal

N“‘l’iliﬂni })’fﬂ‘anal' l&entily (London: Ruulled[lgt',‘ l;)"sl%)q;;\'

Identity and Self-Consciousnéss (London: Routledge, 199
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remembrance of some

sonal memories are typically reported in different ways, that
is, by sentences which have different grammatical structures.
Thus, on the one hand T might say remember that I went
to the seaside last summer’, while on the other I might say

‘T remember goIng to the seaside last summer’: the first sen-
tence is mogt naturally interpreted as reporting a memory of
a fact, whereas the second is most naturally interpreted as
reporting a personal memory. '+

Another distinction which we should make is between dis-
Posilional and occurrent memory, that is, between havirlg.a
capacity to remember something and actually recalling it.
Righ( now, there are many things which I g remember
doing in the Past, even though I 4m not presently recalling
them becauge | am thinking aloy, other things. The mental
act of recalling some Past expericnce or action involves, it
Seems, elements of present experience, Thay js why people
sometimes describe such an acy a5 4 ‘reliving” of a past
eXpericnce, ullhough It is rarely the ease that the experience
of ‘reliving’ 4 Past experience s vivid’ as the original
€xperience. In some ways, then, personal memory experi-
ences are like the eXperiences involved in acts of imagination
(see chapter 7)- In both cases, we describe the experiences

nse modalities: thus we
dxscnmmale between visual and auditory memorjes and ima-
smmgs. In an 4¢( of visual re

call, one remembers how some-

[ ; [ . N
For more "Mopersonal or (44 iy IS sometimes called) experientjaf memory, see Rich-
il'r(l Wollbeim, 73, Thread of Life (Cambridge-; Cambridge University Press, 1984).
cho gy,

2
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: remem-
thing looked, whereas in an act of auditory recall, one
bers how something sounded. < this: given the resemb-
A question which may arise here is t}us‘ egs and the experi-
lance between personal memoty eEpericne do we distinguish
ences involved in acts of imagination, how undergoing the
between the two, when we ourselves are e remembering
experiences? How do we tell W}?epthe}:, Weu:;ion would be a
something or merely imagining it? This g nothing more to
sensible one if we supposed that .there Wztjser oing some sort
remembering or imagining than Slmply o rgat deal more.
of experience but, of course, there is laacg;s — things we db,
Remembering and imagining are mer}ftayou ask me to try to
very often quite intentionally'. Thus, i inmer this is some-
remember going to the seaside lasltl S(ljj of m’y own volition.
thing that I may find that I can r_eadlly o, o to the seaside.
Similarly, [ find myself able to imagine go hit I am doing in
But if you then ask me how I know that v agining, going to
the first case is remembering, rather than "tn egnSe I can make
the seaside last summer, [ am not sure w?andsant experiences
of your question. The fact that the alt :;m since I do not
may be quite similar is seemlrfgl)’ e ini’ng on the basis
judge whether T am remembering or lmaign . Rather. I know
of x;'hat kind of experiences I am und.(‘«r.go bi:caus(‘ these are
whether T am remembering or lmaglz”‘g]c cannot do sonie-
things that T can do intentionally, 1}”} -(:lon(‘ is doing it. The
thing intentionatly unless one knows t~}1]¢'l < is not how I know
question that we should really ask, per ap ’ining going to the
whether I am remembering or merely m;lafi I really did go to
Seaside last summer, but how I know‘t aember’ going.
the seaside fast summC;, givenst\i::; Ithri:n(;ueslion by saying
One may be tempted to an i summer, | must
that if [ reZzember going to the seaside l?sfr;‘::mbcr’ doing
indeed have gone, because one Ci-m,r:oag one cannot ‘know’
omething that one has not done ‘—;u’s ~();11t'l|1i"g which does
*omething that is not the (:a§:f (‘)lin:):" b‘wc’) and ‘remember’
Not exist. As we might put it, o er, this answer
are all verbs of success or aclliielzren:flr]:i.Cf){i?;::];;jg the conven-
S¢ems to rely on a purely verbal pe

v



280 An introduction 4, the bhilosophy of mind

tional meaning of the worg ‘Temember’ ang so doesn’t appear
L0 go to the heart of the matter, Giy

€N to remember doing something ¢
does one know, on the basis of see
one really did do j¢? Perhaps the 5
that one cannot know, for sure

on the basis of Seeming (o remember doing it, but that it is
none the Jegg feasonable to beljeye on that basis, that one

did it

en that one can at least

something that ope did not in fa do
arises as to whether one tan seem tc
thing thay Someone else in fact djg Su
it be the case that one seemed to re
and, but for the fact that j was so
would be femembering doing it? If

remember doing what P, did anq

all that prevents us from
saying that P, anqg £y both rememppy doing what P, did is that
neither of them j

e€m in fact djg it, because P, did it and neither

i i ' hilosophers introduce the
term ‘quasi-memory’ to describe what i going on in such a
case.” The concept of quasi-memg v i
€xtensive than that of Personal me
stood. One ¢ap only have j +
doing Something thy was in f;
can have 4 veridical gyqyj

i MIIemory” iy (g0 10 Svdnes Shoemaker: see his ‘Persons and
their Pasrs’, Vmerrcan I’/n/mn/;/mn/ anlﬂ[r 7 (1970), Pp. 269-85, reprinted in hys
Tdentigy. Lause, and Mind. T},

* Notionp jg adopte by Derek Parfit: see his ‘Personal
ldentity ang his Reasong and Person;, Pp. 220ff,
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i one is related
was in fact done by someone else, provided thazort of way in
psychologically to that pcrsdon in t{lsceZ?l"?; self, as suppos-

. : . to one 1
e 1s typically relate : ver. not a
::vdhlmi;n ens Tr? a case of personal fission. If{O‘:;ZSi-r;]cmOTY,
phi{osogl}:ers are happy with ;)hc' nmfiz:‘ler(l)t ?f personal fis-
ing it to be inco ) be-
some of them suspecting J . that — unbe
sion is possible, it is theoretically dpuOcStSl(t));esuch fission, in
If am a pro 1
wnst to me — [ myse . e’ e really only
i(»};](i)chncase many of my personal .memorleseatrhat personal
Quasi-memories. But it is tempting to urgror through mis-
memory exhibits a form of ‘imn'lumty 0 ter remember doing
identification’, in the sense that if 1 icetml Z(i)m mistaken only
. . se tha . 16 If
1t cannot be the cas ing in question.'® T
isl?:si:g:;]g;s it was not I who did the thing me?sonal fission
that is so then it would seem to fOHOWI t}l]_lztllpnot attempt to
is, after a’ll, an impossibility. However, I's
b . .
resowe this difficult issue hﬁ'rle. phers defend the notion of
SO . .
ason why some philo , of circularity
U?S?-emrffemor}’ is i};l order to avoid the Chi:)giz ical criterion
?vhi;:h Is sometimes raised against any psy;:onal gmemol’)/- Any
of personal identity which .appea!shto p:trcnds that a person,
criterion of personal identity w'thl IC[Oh a person, P, existing
. is identical with ¢ son, h
2 one time, is iden i ome of the
W CXIS““lg at[imc onl;’ if P, remembers doll”g.tS because a
t an rarlier -y - , ‘irculari
?hi::,g(d()nt‘ by P, appears to mv()l\e.a Ll(lj(;l"d Sz;ncthing s
n(*ct’ils'u‘y condition of Py)’s remembering gﬂngg One cannot
that‘}", should actually have done tha[ber daing something
es[abli;h then, that P, does indeed rememP is indeed identical
done b I” unti’l one has establiSh_ed that P, osed to enable
with P) \A:hiCh is what the criterion was :ll:}:ﬁat the relation
: .
’ . rlier rema (G
ine. (Recall my earl : > form of (C,
Z’.S tr;)lrdncltif)::d in (a criterion of ldf?nll.t)' (I)ff t::r a)nv relation
1:1 st 4n t be the relation of identity itself, ’
nust not be g

€ ere 7] S1-IMemor wvans, The
s ahx h i as1 ‘mory, see Fvans,
’ * notion of uasi-m 3 N
F 5 ‘oh nce of the l’ ton o ‘ ’
For doubts al ut t "" 2-8, Wollheim, The Thread 0/ [/()ulal terly 55 O 095). pp.
i ; ‘0/ / . i I)i( t Pe l‘innﬂl ldentil)",I’hxlmrmhz(a rlerl 5 «
Har nilto 1. ‘A New Loo a s

332-49.
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which ¢ i
ch can onl)f be statfﬁd In terms which involve or presup-

strai i : 1
discul;;iov:;hlc};] appedr.s to be violated in the case under
) By replacing reference to memory by reference

to quasi-m iteri
q €mory in spch a criterion, the charge of circularity

MEMORY AND CAUSATION

A question i
o (\],inue ()f‘Wh}:Ch we have not really addressed so far is this:
what 1S a current menta) act or state of mine a

an earlj it .
i, even thagar™ o0 MINE A0 ater told me (s 1 e
conceivable t}izt ag])’sc"lf h-’r.ld since forgotten doing it. It is
told that I did th’is the'r . 'Whlle, I_“"ght forget that I was only
er doing jt, cvcn‘ th mghdnd I'might begiu to seem to remem-
Current mentg] slatc()?g, ! really do not. I such a case, my
is Causally C()nneclcdol Mlemm_g to remember doing the thing
ently not in the - 0 my Original act of doing it, but evid-
¢ right kind of way for that mental state to

ualify i
?vhz: ii/ ?}Sl a‘genu:n§ personal memory of doing that thing. So
¢ ‘right klpd of causgy] connection?

en dlscussmg causal theories of per-
A it eories of action (in chap-
one, s v shoul. (‘\")- ‘ at problem is ip general a difficult
XPeCtit 1o proye difficult in the particular

el « Martin and Max Deutscher in
»Blosophical Repiere 75 (1966), pp. 161gb.
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case of memory. I shall not attempt to resolve it here. But
one obvious thought is that the kind of causal connection that
is involved in memory is one that is ‘internal’ to the person
whose memory is in question. It is this thought that sustains
various theories of memory which invoke the notion of a
memory frace, conceived as a physical state of the brain laid
down by an original episode of sensory experience and cap-
able of inducing a subsequent memory experience of that
original episode. But it has to be said that some philosophers
are hostile to this notion and to causal theories of memory
in general, for reasons similar to those which motivate their
hostility to causal theories of perception.'® In particular, they
consider that such theories foster scepticism about memory
and hence about our knowledge of the past. Just as such
Philosophers may advance a ‘disjunctive’ theory of perc.eption
(see chapter 6) which represents veridical perception as
being ‘direct’, so they may advance the view that veridical
memory is ‘direct’ knowledge of the past. Their opponents,
however, are apt to regard such a view as being both obscure
and difficult to square with a naturalistic conception of
_hUman beings and their psychological capacities. Again, this
'S not a dispute which I shall try to resolve here.

ANIMALISM

We saw earlir that it is not casy to find any criterion~ of
Personal identity which is free from problems. Some philo-
Sophers may be inclined to draw the conclusion that the term
‘Person’ does not really denote a distinct kind of things, all
instances of which share the same identity-conditions. Here
we may recall the view, mentioned at the beginning of this
chapter, that to be a person or self is to occupy some role or
perform some function — a role or function which could be

For a survey of attacks o the notion of 4 memory trace, see John A\unun.'liha/u,
"‘/’/{) and ,H/:mm)' Traces: Descartes to Connectionism {Cambridge: (Inr'n!vrirll{f l.lll\'l'l.
Sity Press, “"ig). ch. 16, See also Norman Malcolin, A I)l'[lnlllun.n" l‘(;l(lll.ll
Memors: in 10 Knowledge and Certainty: Fssays and Fectures (Ithaca, NY: Cornell

Unive rsity Press, 1 463).
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occupied or performed by things of many different kinds. One
version of this view is espoused by the increasingly popular
doctrine known as animalism."” According to animalism, I just
am my body, that is, I am just a living human organism, which
began to exist as a single cell (a zygote) and which will go on
existing until its biological death occurs. During some of this
time, various kinds of activity in my brain and nervous system
sustain the kind of consciousness, including conscious self-
awareness, which entitles me to be described as being a
‘person’. But I existed before I was a person and I may well
go on existing for some time after [ cease to be a person.
Hence, I am not essentially a person, since an essential prop-
erty is one without which its bearer could not exist. My iden-
tity-conditions, therefore, are simply those of a human organ-
ism. But if’ things of another kind — suitably programmed
robots, perhaps — could be persons, then they could have
identity-conditions quite different from mine. On this view,
then, it is simply an error to seek some criterion of identity
which applies to all and only those things which could be
persons. And it is tempting to blame the problems we met
carlier in seeking such a criterion upon this supposed error.

One apparent advantage of animalism is this. If we sup-
pose that I am not identical with my body, nor with any part
of it such as my brain, and yet that I am still a physical thing
extended in space and having physical properties such as
weight and solidity, then it seems that I must coincide with
something distinct from myself. For instance, if my weight
and shape are the same as my body’s, then I must coincide
with my body, which is supposedly distinct from myself. But
how can two distinct things exactly coincide — that is, occupy
exactly the same region of space at one and the same time’
Moreover, if both I and my body have a certain weight and
vetare two distinet things, how is it that our combined weight
is not twice that of my body? Neither of these apparent diffi-

Y Per . . . . - L X . . -
Perhaps the most fully developed defence of animalism to date is by Eric T. Olson:

‘i("f‘bhl‘i The Human Animal: Personal fdentity 18ithout Piychalngy (New York: Oxford
University Press. 19g7). ' ’ .
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) . . . . : ; i at I am
culties arise for animalism, since it maintains tha

indeed identical with my body. )
In fact, however, these SUPPOS?d di
severe as the animalist suggests tor, as . -
2, it may be possible for the opponent of animalism toddiivz
on an analogy with the relation between a statue and e
lump of bronze of which it is composed. The statue anh. s
lump of bronze similarly appear to be two ,dlStl.nCtl.t (;ng
which exactly coincide, their distinctness t.)emg implie }i
the difference between their respective persistence
conditions. There are changes which the S.tatue CanAsucEvtlgz
but which the lump of bronze cannot, and vice vers;.. : nlum
reason why the ‘combined’ weight of the statue anc ttﬁ ¢ thr(:
of bronze is just that of the lump of bronze alone 1s fjvhich
statue entirely owes what weight it has to the matter ? e
it is composed. Although the statue and t‘he lgmﬁ) o rone
are distinct objects — that is, are not identical W would
another - it is not as though they are separate ObJeCtS’.at')sl view
be two different lumps of bronze. Hence, one 'p;)lss.l fl:s that
of the relationship between me and my body whic rlyat o
of animalism is the view that I am 60”1/’05"‘{{ or constal C: c’)wz
my body. As I made clear in chapter 2, t.hlS is not .m)alism
view, but all that [ want to urge here is that anim ine
deserves less credit than some 0[“ its Supportzrcsl'l}fgzilgtlics
mercly on account of its avoidance of the slle()SCd d!fﬁculties
that we have been discussing. For those SUppOse lf nimal-
have, I think, been exaggerated by the supporters ol a
1sm. ) . oid
Another alleged difficulty which amma.llsm Sefnl]sstl;t:s\(ill
1s this. Clearly, I am the subject of certain men aalisl urges,
have certain thoughts and feelings. But, the a'nlfnm ;/y-hich is
surely it is equally true that the huma‘n ({rgdmirm(’ of the
my body has certain thoughts and fCClmgh’,{n, .V if llam not
activity of its brain and nervous system. l‘l(m,((\('lr;-r(‘ are (wo
identical with my body, then it appears lhd} l"l' N (;muglllﬁ
distinct things having the same ()r' (txacll)t sl;m d body. And
and feelings at one and the same ume = ! ‘m(' "»]}1] : 1;';)i(lc'(l
this scems absurd. But the absurdity is apparently d

fficulties may not be as
I indicated in chapter
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by maintaining, as the animalist does, that @ just am

(identical with) my body. ’ |
How§v?r, an opponent of animalism may question the
animalist’s contention that the human organism which is my
body has thoughts and feelings. It is far from being an obvi-
ous truth that either my body as a whole or any part of it
Suf:h as my brain, literally has thoughts and feelings. It (:f:rj
tam.ly appears to be true that I could not have thoughts and
feclings if .I O,lid not have a brain which functions in certain
Lvszz'l?ust&;}shegual]y true that 'I could not run if I did not
fact dofs notlic llmcytllon in certain ways. However, the latter
fact be taken pr t lat my legs run, so why should the former
ings? We have (0 ‘drf‘P.y that my brain has thoughts and feel-
feelings . o .'S“ngmsh .between a subject of thought and
ngs — something that thinks and feels — and something,
su.ch as the brain, whose activity renders possible and su(s-

"‘"'\‘IS a subject’s thoughts and feelings.

bm‘l_’:"l‘};althﬁazn[lhmah;t may rfzad.ily concede that it is not 7y
hat it is  wh "}l]l’g ts and feelings, because he wants to say
idcnticni with ; bdvf thoughts and feelings and that I am
than with (memy ody as a whole — a living organism - rather
PSR Olrgdn within that body, my brain. Howevel,
thoughts'and ;‘:zlt'med .that a wh(.Jl‘e, body may literally have
may literally has )ln{;{]S, it seems d‘llhcjult to deny that a brain
to be perfec/(l :’ 1b(;ughts apd .if‘,clln_gs, because it appears
be kept alive },‘;r‘:d)S;l © m.prn.mlplp, for a detached brain to
sustain thoughts u(;‘cf“on.mg in the ways which enable it to
cannot say tﬁat ita.n heelmgs- In such a case, the animalist
the brain itself wh]'sft\ }f person whose brain it is rather than
that would comm't‘ch' as the tbought‘s and feelings, because
that a person canl tim to a claim which he rejects — namely;
(in this case, a l)l‘.c-mncsl‘de with something distinct from itselt
has the thm’x rht ‘d’m), Do h.c mu.st say that it is the brain that
detached I)utgh ° ‘d-“d .{(Tlmg? in such a case. However, if
surely follows llltllz(u[l(z;:”:‘il}l)):;lll'h, ‘l\i?s th(?ugh(‘s 'A‘n(l (‘(-(‘li.ngs. i
has thoughts and fecli , diec ¢}ll(l functioning brain also
ghts and feclings. But this means that we can turh
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the animalist’s own objection against himself. For now he

appears to be committed to the view that both my whole body
and my brain have thoughts and feelings, that s, once again,
that there are two distinct things having the same of exactly
similar thoughts and feelings at one and the same time.

In view of this consequence, there is considerable pressure

on the animalist to revise his position and maintain, after all,

that it is my brain and nof my whole body that has thoughts and
feelings. But then he is committed to the unattractive doctrine
that I am identical with my brain, since it would be absurd to
deny that I have thoughts and feelings. What emerges from
these considerations, I think, is that animalism is an unstable
theory. It is under threat of collapse into the theory that I am
identical with my brain. We can avoid this identity claim by dis-
tinguishing between myself, a subject of thoughts and feelir}gs,
and my brain, the bodily organ whose activity renders p0.551.ble
and sustains my thoughts and feelings. But once tha't distinc-
tion is in place, there is nothing really to motivate the
animalist’s original claim that I am identical with my whole
hody, a living organism. Indeed, if, as seems intuitively plqus-
ible, I could survive with my brain detached from the restof my

body, I most certainly cannot be ‘dentical with my whole body.

Animalism simply runs counter to oul deepest in'tuitions con-
cerning our own p(‘rsistcncv-comlitions: we believe that we
could survive changes which our bodies could not survive. plf—
ficult though it may be to spellout those persis\ence—condltlons
n a precise and ur{contentious way, it seems clear enough'that
they differ from the persistence-conditions of living organlsms.
We can even conceive of surviving a process of change 11 \\:thh
our organic bodies and brains are graduaily replac.e.d by inor-
ganic bodies and brains, composed of metal and silicon. And,
upon reflection, animalism just se€ms plain wrong in its con-
tention that I could goon existing asan LNCONSCIOUS body ;1‘tl,('r
my brain had ceased to be capable of sustaining any conscious
thought or feeling. Our considered view, | think, is that a body
in this condition is nothing but a living corpse and that the
person whose body 1t was has ccased 1o exist.
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KNOWING ONE’S OWN MIND

I su :
amo;glgfs:tﬁ:jbiiiherf that persons ot selves are distinctive
thoughts ami fezlio exgerlence in that they not only have
some of their own trlllgS’ hut also ha\./e knowledge of at least
conscious thoughts a ((i)l;g - and feelings — in particular, their
scious thoughts I:i Cel.mgs‘ Persons can identify their con-
often have ir se and feclings as being their own and they
ledge of u:/zat t}:n to have, re.llable and authoritative know-
Assuming that suzhalze consciously thinking and feeling.”
possible? Tt is very t nO.Wledge really does exist, how is it
our acquisition ofys Titmg to offer an observational model of
discover facts abo ?C nowledge, .that is, to suppose that we
by a process of i li our own forseipns thoughts and feelings
ceptual processers1 rt(})lspectmn “.]hmh is analogous to the per-
cvents and states of r(f)ugh 'Whlch we discover facts about
are difficulties 'Oh affairs in the world at large. But there
knowledge. F(;r ::,rllt }Sll_mh a ’model of the sources of sell-
in fact have an 1 thing, 1t 1s far from obvious that we do
the ‘outer scn'szs?()rft (?f- tnner se.nse’ which is analogous 10
Furthermore, an I)- T, hearing, olfaction and so forth.
knowledge 5‘3’(':115‘ (i)IT)bff’rv‘m“)“al model of the sources of self-
and aulh()ri[val‘li(_h_ ;lr“'fl .10 explaining the special reliability
ledge about one’s (\4‘/ ¢ ‘(lbsu'."“d to characterise one’s know-
assume that (‘a(‘ll{ ) f] conserous mental states. We tend 1o
he himself is L‘()nsl)i((;FS()ll] 1 'g('ucrul, a better judge of what
can be, even if we corllls~ {jlhmk‘“g or {eeling than anyone else
in such matters Bu[u? ‘ that no one is completely infallible
model can expla;in th'lt fls not C_lear how the observational
observationis,asar 118 act, if indeed it is a fact, because
tion, subject :;s it isl: ¢ a far from reliable source of informa-
It may be sugqesleg many varieties of bias and illusion.
that cach pers(\)nA Can’ ?Ilbbehal’f Of' the observational medel,
thoughts and feelings _0 Ser‘_/e his or her own conscious
eelings directly, in a way which is not available

" For fu i
ether discussion of
. scussion o) ahil; .
ings as our own, see f our ability to identify our conscious R
. see my Subjects of Experience, ch nscious thoughts and feel-
4 of e, ch. 7. 5
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to an ‘outside observer’, who is always compelled to infer what
another person is thinking and feeling from observations of
that person’s bodily behaviour — and that this is why each
person is especially authoritative about his or her own con-
sc10us thoughts and feelings. But, even leaving aside its ques-
tionable assumption that ‘direct’ observation is somehow
especially reliable, this suggestion seems to treat thoughts
a.nd feelings as necessarily private objects of “inner’ observa-
tion in a way which is yulnerable to severe criticism.”" If my
own thoughts and feelings are items which I alone can
observe directly, how can 1 even comprehend the proposition
that other people besides myself may have their own

thoughts and feelings? If I try to think of ‘their’ thoughts and
then — according to the

feelings by analogy with my own,
think of them as items

obsiervational model — 1 shall have to
‘thlCh other people can observe directly but which T necessar-
1_1)’ cannot. But what would entitle me to call such hypothet-
{cal items thoughts and feelings when they are, by hypothesis,
items which I cannot conceivably compare for likeness with
my own thoughts and feelings? It seems impossible for me to
acquire perfectly general concepts of thought and feeling,
applicable to other people as well as to myself, purely from
some queer kind of mental self-observation, and yet this is
what the observational model of the sources of self-
knowledge appears to demand.

l‘.'ml what nlt};xnnlivv is there
A 1.ll‘st step towards onc possible
point that it is only one’s own conscious thoughts and feelings
concerning which one seems to have an especially reliable
and authoritative form of knowledge. For — recalling our dis-
cussion of consciousness in chapter 3 = it may be suggested
that the fact that a mental state is a conscious onc is just a
matter of its being the object of another, higher-ordcr mental

to the observational model?
alternative is to focus on the

s ‘private nhjr'(ls" owes

s Al
nd discussion of the relevant

tgensten '« Philosophy of Piycho-

Criticism of views which treat thoughts and feelin
much 1o the work of Wittgenstein: for exposition a
parts of Wittgenstein's work, see Malcolm Budd, W1
logy (London: Routledge, 1989), ch. 3.



290 An introduction 19 the philosaphy of mind

ts}t:;t[ei{;sﬁeiiltﬁal: believe that b, 50, apparently, I can beljeve
this is really all atlhfre— izntd’ ;)1111 t;le iy flow being canvassed,
‘conscious’ one. Similarlyoon eth?lCt .that my belief that pisa
the fact thay S0 B0 Hs view, all there really is to
conss nat a certain feeling of mine, such as a pain, is a
have it(.ngs()n?:irls that I.not only have it, but believe that 1
having only (ﬁrs‘:at‘gﬁs’, it may be suggested, are capable of
scious thought o gr behefs‘ and consequently lack con-
conscious tghi Skaccor Ing to this model: byt we humans are
beliefs — hol; nkers because we also have ‘second-order’
Ifeti fbehefs about our first-order beliefs.?

mattereof?tcst st:t?t ; ll?)eh-ef-that p is a conscious one is Just a
may seem unm ifCt' clicving that he believes that #, then it
reliable and auzlhoirio?.s why subjects should have especially
beliefs. For it i tl ative knowledge of their own conscious
ciple that if § p zip to strike us as an obviously correct prin-
S believes tl;at e ltlitiles}]'that .he.bellfzves that p, then, indeed,
whenever § bcli/:v: thls principle is correct, however, then
he believes that;; V:;islltbat he believes Fhat P, his belief that
(on the assum ition tfff frue, and so will constitute knowledge
kll()chdgo)_ Ho[wcv- ‘]‘lt r.cihal')l)’ pruduccd true belief is
being ()l;vi<)1;q o : er, ‘(,vvn if this principle does strike us as
it indeed jy i;’%()' I;LW(:I“‘HHY.HCU(I to ask is why it is correct,
that he l)(rlit-;/<:s ;h' - ]U“M.” be the case that if .8 believes
W JUSC taking for gramon ol C S believes that 2 Aren'
kn(;wlcdgc which “}:(l ‘r””_( ( ‘h".“‘ the very phenomenon of sell-
we are ot ot ' are secking (o explain? Perhaps, though,

now !Ookmg n the right place for a solution

T . , s )
igm:u?l(]i:n:vh)ha clreature s beliefs about its own beliefs, if it
l)om“s(; a;l ,S(‘Ol,l, d gener.ally'be highly reliable — namely,

Y ¢reature which Irnqucm]y believed that it had

" One recent det 3
etence of 4 hivhe
Carruthers we b (}ln: ':lighf r-t')rd(-r lhnughl lhl-nry of consciousness is bv Peter
Psycholugy ((I‘lml)ridgt:' (fl‘r:ﬁ:-ri(zl'""i!,,l wd Conciousness: An £ say in Phitosophical
c ge University Pregs I ] 6
) S, 1996), chs. 5, 6 and 7.
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beliefs which it did not in fact have could be expected to
exhibit such self-defeating behaviour that its survival would
be unlikely. According to this suggestion, then, the principle
that if S believes that he believes that p, then S believes that
b, while not a logical or a priori truth, closely approximates to
a psychological law: it may have counterexamples, but we
have reason to expect them to be few and far between.

MOORE’S PARADOX AND THE NATURE OF
CONSCIOUS BELIEF

However, there are also difficulties with this alternative
approach to the problem of self-knowledge. For one thing, it
is far from clear that an account of consciousness in terms of
higher-order mental states is wholly satisfactory, as we began
10 see in chapter . How could a belief be conscious just in
virtue of its subject having a belief about that belief? Surely,
that a belief is a conscious belief has something to do with the
intrinsic nature of that mental state, rather than anything to
do with its being the object of another belief of the same
subject. If it makes sense to suppose that there might be a
subject all of whose beliefs were unconscious — which the view
Now under scrutiny seems to presuppose — then why shouldn’t
sonie of those beliefs happen 1o be about other beliefs of that
Same subject? And yet the view in question rules this out as
impossible, since according to that view those beliefs about
which this subject had beliefs would for that very reason qual-
ify as conscious beliefs.

But, in any case, one may come to feel suspicious, upon
reflection, about the very notion of ‘higher-order’ belief, at
least in the sense which is now at issue. For one thing, there
do not seem to be any circumstances in which someone could
sensibly assert ‘I believe that I believe that p”. Suppose I ask
You whether or not you believe that p. You may answer ‘Yes,
I'do believe that p’s or ‘No, I don’t’, or even, perhaps, ‘I'm
ot sure’. But what could you possibly mean by answering ‘1
believe that I believe that p? Notice, however, that there is no
similar difficulty in understanding what you might mean by
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ts}zllzltnlglzlﬂloehe.ve that T wsed to believe that 2’5 or ‘I believe
s ;S(f behe\fe.thatp’, where you are commenting on your
djfﬁCE]t ior ar:itlapateq mental state, Similarly, there is no
o Y In un erst?mdmg what you might mean by saying ‘I

eve that you believe that £’; where you are commenting

les i : .
f‘ac?oir; Vtv}?;fht(:ve mlgh‘t th”fk that we should draw from this
one has a certa?ssgr:- I beheye that p” is not to report that
in a somewhat tn . l?f’ but is rather tq assert that p, albeit
it should seem vie?taltlwe way. Then we can understand why
p but it is poy t: . ﬁ’con’tradlctory to assert ‘I believe that
assert that p (albui at 2, because this would be both to
true that p. Byt 6}11 t}?manvel)’) and to assert that it is not
may at lea'st be’ whether or not we endorse this analysis, we
the assumption It);]f.rsuadef] by Moore’s paradox to question
towards which on dt one's own current beliefs are items
they are items abs Ldnht~ake a cogmitive stance, that is, that
This doubt ma bCUt -W[- ich one can have concurrent beliefs.
hen one s acharel}?,orced by the following consideration.
does not attempy ¢ “;| (thcrﬁr not one believes that p, one
by thinkin bp © determine the answer to this question
. N8 about oneself, but rather by thinking about the

" Moore's parad
T Padox (named gfier e o1
( ed after jrs discoverer, (5, g Moore) and its implications

for the conce X ief
o pr of belief are discys
Witt ! i 1scussed by Jan ; ‘ . .y
gensteinian Approach®, Ming 104 (.(,;:4) l‘m},[(‘:,,;: T;,rr ‘\:m"\r :l Pm;‘;,'”(\( }\
“ TI40 PP 5-24, also Arthur W, Col-

lins, *Moare's Paradox | i
s fadox and Epistemic Risk’, Philasophical Quarterty 46 (19gh). pp.
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‘higher-order’ belief seems to be involved in one’s arriving at
such an answer. One’s concern is entirely with the truth or
falsehood of the proposition that p and the evidence which
may bear upon its truth or falsehood.

But if, as the foregoing considerations suggest, knowing
what one is thinking or feeling is not a matter of having true
beliefs, reliably formed, about what one is thinking or feeling,
then what s it? Perhaps it is simply a matter of 4ow one is
thinking or feeling, namely, consciously. Even more so than the
previous proposal, this makes it unmysterious why it should
be our conscious thoughts and feelings about which we have
especially authoritative knowledge, for now we are suggesting
that a subject’s having ‘knowledge’ of this kind simply con-
sists in his relevant thoughts and feelings being conscious
ones. This, of course, is to presuppose the notion of con-
sciousness rather than to explain it, as the higher-order
thought theory attempts to do. But we already have reason
to think that the notion of consciousness may be so funda-
mental that no non-circular explanation or analysis of it is

available.

EXTERNALISM AND SELF-KNOWLEDGE

This is a convenient point to mention another problem con-
cerning our knowledge of our own conscious thoughts, one
which is connected with the debate over externalist and
infernalist accounts of mental content discussed in chapter 4.
The externalist holds that the propositional contents of a
thinker’s thoughts are, in general, partly determined by fea-
tures of the thinker’s environment which exist independently
of the thinker. For instance, according to externalism, my
thought that the glass in front of me contains water has the
tontent it does in part because my physical environment con-
tains a certain kind of substance, H,0. If my physical
“nvironment had not contained that substance, then even if
it had contained another kind of substance, XYZ, which
looked and tasted just like water, I could not, according to
the externalist, have had a thought with precisely the same
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content as the gne | actually have concerning this glass. But
the problem, now, is this. I seem to have authoritative know-
ledge about what it is that [ am thinking — the propositional
content of my thought — when, [ have the conscious thought
that this glags contains water. And yet I may have no know-
ledge of chemistry and, in particular, no knowledge of the
difference between H.0 and XYZ, for the latter kind of
knowledge is empirical and scientific, My knowledge of what
it is that I am thinking, by contrast, appears to bhe neither
empirical nor scientific, byt immediate and a priori. However,
knowledge implies truth: if | know that T am thinking that
this glass containg water, it follows that that is indeed what
I am thinking — and if that is indeed what | am thinking,
then this in turp implies, according to externalism, that H,0
rather than Xyyz exists in my physical environment. So an
empirical, scientific truth seems to be implied by my non-
empirical knowledge of what I 4 thinking together with the

claim that I kngyw non-empirically what I am thinking, that
is, that T haye especially authoritative knowledge of the con-
tents of my own thoughts.

Perhaps, however, a problem is posed here only for the
‘observatijona) model of the sources of self-knowledge. If my
knowing what [ an thinking js Supposed to be a consequence
of my inwardly inspecting My own mental states, then the
fact, if it is 4 fact, that the contents of those states are partly
determined by features of my physical environment does
appear to present 5 difﬁculty: for the supposed processes of
Inward inspection can hardly be supposed to reveal anything
about those €nvironmenta] features. On the other hand, i
my having 5 conscious thought or belief that this is a glass
of water s simply a matter of my believing that I believe that
this is a glass of water, as the higher-order thought theory
contends, then there would seem to be no problem, because
th'c content of sych 4 second-order belief wil] surely be deter-
mined in the same way as the content of the first-order belief
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which is its object. Thus, if my bell.ef that this }lls afgclflst'sh;)tf
water has its content determined, in part, by ttC aWill my
my physical environment con.tainS H,0, Fh?n SO’I oo,Of water
second-order belief that I believe that this is a glass hat m
have its content determined, in part, by the iathtthae tW())/
physical environment contains H,O: t'lrw conten S]?his seems
beliefs cannot apparently come apart in any way-d belief is
to relieve the difficulty. Although my seconfl-or.gr nds
not one that [ have formed on empi“ca,l or scientiic i;?n t0,
its having the content that it does implies, a'CnCSOH ngor
externalism, that my physical environment C(;)I;)talthe content
exactly the same reason that this is implie ybe no unwel-
of my first-order belief. And yet there appears tOknowledge of
come suggestion that I could somehow use sirical knowledge
what it is that I believe to arrive 325 non-empi
of the scientific truth in question. igher-order thought
If such a solution works for the hig elr Orsolution will
theory, however, then it seems that. a stmrar is thinking
likewise work for the view that kr}owm,g that_()nneamely’ con-
Is simply a matter of how one is thmkmgfone’s conscious
sciously — for on this view also the contents o | features with-
thoughts can be determined by ﬁn"lron?]em?mehow acquire
out this appearing to imply‘ that one (dr[l‘hS(t ]
non-empirical knowledge of what th()se .(,dt}l]lls eetion con.
should emphasise that the issues raised in ll . debate and
tinue to be the subject of vigorous and comple: d
that no consensus concerning them has yet emerged.

i i - AJedge with externalism,
" Two important papers attempting to reconcile self- kno?'wlz E i externalism,
in part by rejecting the observational model of;e/llf(;::z:‘ (:;/%/“: A
ap € ,~ >’s Own Mind’, Proceedmg.r’ an sses of the Ame can Phily oplc
:::?;15:::2::5 2:1215()87), pp. 441-58 and Tyler Bur‘g:i llr;]d::{rl:::ii; | and Sell
K"(;Wh.dg‘.v e ”-/Phih’mph.y i (“;88)’ pp.l ?I?(A\H'_'t/)!"‘r,'ll’(:)f the papers in Crispin
’ elf-Know The issue is also discussed in al of the o (coispin
:‘l\.d:)yl .S’.Ig‘l\"r){l/(b'dg:;nlithl: 'llt:lllw(lvnlhiu Macdonald (eds.), Amu;:?gl(lfl{;&ulr:“”. e
(¢ )’):1'4_”‘:(}' (‘,l|rarr)pn;i(;n Press u)()é), For exln-;:u.]‘y (.I(-(;l.r an}(:it]l:g'p (u',,iw,mv e
2 e et v .
A . True Minds (Cambridge: Cam  Lnversity ress
J”hr'l H:‘;]L !hil\:ailr:‘l':rz/slir:g new solution to the pmhlpm,})’g;,l,;it,,,k-n,'l," ;,;”Z). i
whenmed by André Gallois in his The Warld Without,the Mind it L
First-Person Authority (Cambridge: Cambridge University Press, 10«
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SELF—DECEPTION

Th ite s :
€ opposite side ofthfz coin of self-knowledge is self-deception,

which js
quite as puzzling a Phenomenon. Sometimes people

must know ;
‘deceiving h;hrzil};f l; de,ad_' We may speak of such a person as
tion of her sityari.. ut 1t is difficult to interpret this descrip-
person. ot m;llati)on Ilterally. One person may deceive another
the Tatter does noy (oo, 1€ former knows something which
example, jt - ot Know. In the cage of the mother in our
Pl€, It appears tha¢ she does ‘really’ know that her son is

is dead . . .
min. fba;n:ihjl;c;:sps this knowl\cdge from another part of her
etfect, a kind of’ott}? trdeat Se!f‘deception as merely being, in
apart from anythin eri eception, which j plainly is not. Quite
ically irragion | A ge .SC,_thcrc S€€ms to be something intrins-
about S(fl(-deccp“(,n, which is not the case with

other-dec
: ‘Ption. On the other hand, we should not confuse

for the j
alsi
s ,Stfi“ ll)g’liZf, W}_lal.f she wants to believe and yet, in some
Same time ‘realfly(zsklr:(:: ithe t}fe”} of that evidence, while at the
It is diffie N8 that it must he fa]g,
describe sucinuit(‘m d,ulde how one should even begin to
o case aPpropriately.® (pe lesson of this may

 For more on self.
self-deceprion i
endon Pregy ! s see David Pears, Mogiy ted Irrationalisy G
*1984). ch. 4 and Alfred R, Mele, ‘RZ:] S:l{:/ll,;:’-’:‘ﬁ::(l(rfi,m};"' ”:J/
al - . . aiin
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be that our everyday talk of ‘belief’, ‘knowledge’ and ‘desire’
has a complexity which has so far eluded the attempts of
philosophers to provide it with a clear theoretical foundation.
We need not necessarily conclude, with the eliminative
materialists, that propositional attitude states are a fiction
born of a scientifically inadequate ‘folk’ theory of the mind
(see again chapter g). But perhaps we should view with a
more sceptical eye the comfortable assumption that beliefs
and desires are straightforwardly ‘states’ of persons, or of
their minds, by analogy with such physical states of their
bodies as shape, mass and velocity.

CONCLUSIONS

In this final chapter, we have covered a great deal of difficult
territory, some of it necessarily in a rather perfunctory way.
Our reflections on the nature of ourselves and of our know-
ledge of ourselves have been unsettling rather than comfort-
able and reassuring. We seem to know less about ourselves
than we might have imagined at the outset of our inquiries.
We are even uncertain, now, about what £ind of thing we are
and about our own persistence-conditions. Memory, which we
rely on for our knowledge about our pasts, turns out to be a
complicated and controversial affair. And even our ability to
know what we are consciously thinking and feeling seems
ditficul( to understand. These uncertainties, however, should
not lead us to despair of making progress in the philosophy
of mind. On the contrary, they demonstrate how important
the philosophy of mind is as a corrective to the complacency
which often characterises both everyday thinking about the
mind and the theoretical assumptions of empirical psycholo-

gists and cognitive scientists.

and Briin Sciences 20 (1997), pp. 91-146. The latter contains an extensive ibhio

Kraphy,
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